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Preface

We are glad to present the proceedings of the 8th International Conference on
Robotics in Education (RiE) held in Sofia, Bulgaria, during 26–28 April 2017. The
RiE is organized every year with the goal to provide the opportunity for the pre-
sentation of relevant novel research and development in a strongly multidisciplinary
context in the educational robotics domain.

Educational robotics is an innovative way for increasing the attractiveness of
science education and scientific careers in the view of young people. Robotics
represents a multidisciplinary and highly innovative domain encompassing physics,
mathematics, informatics and even industrial design as well as social sciences. As a
multidisciplinary field, it promotes the development of systems thinking and
problem-solving. Due to various application areas, teamwork, creativity and
entrepreneurial skills are required for the design, programming and innovative
exploitation of robots and robotic services. The fascination for autonomous
machines and the variety of fields and topics covered make robotics a powerful idea
to engage with. Robotics confronts the learners with the areas of Science,
Technology, Engineering, Arts and Mathematics (STEAM) through the design,
creation and programming of tangible artifacts for creating personally meaningful
objects and addressing real-world societal needs. Thus, young girls and boys can
easily connect robots to their personal interests and share their ideas. As a conse-
quence, it is regarded as very beneficial if engineering schools and university
programme studies include the teaching of both theoretical and practical knowledge
on robotics. In this context, current curricula need to be improved and new didactic
approaches for an innovative education need to be developed for improving the
STEAM skills among young people. Moreover, an exploration of the multidisci-
plinary potential of robotics towards an innovative learning approach is required for
fostering the pupils’ and students’ creativity leading to collaborative entrepre-
neurial, industrial and research careers.

In these proceedings, we present the latest results and development in educa-
tional robotics research and application. The book offers a range of methodologies
for teaching robotics and presents various educational robotics curricula and
activities. Moreover, the book introduces interesting programming approaches as
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well as new applications, technologies, systems and components for educational
robotics. The presented applications cover the whole educative range, from ele-
mentary school to high school, college, university and beyond, for continuing
education and possibly outreach and workforce development. In total, 47 papers
were submitted and 29 papers are now part of these proceedings after a careful peer
review process. We would like to express our thanks to all authors who submitted
papers to RiE 2017, and our congratulations to those whose papers were accepted.

This publication would not have been possible without the support of the RiE
International Program Committee and the Conference Co-chairs. We also wish to
express our gratitude to the volunteer students and staff of the partner organizations,
which significantly contributed to the success of the conference. All of them
deserve many thanks for having helped to attain the goal of providing a balanced
event with a high level of scientific exchange and a pleasant environment. RiE 2017
was greatly supported by SAP Labs Bulgaria, Avitel and Sofia Tech Park, for which
we thankfully express our gratitude. We acknowledge the use of the EasyChair
conference system for the paper submission and review process. We would also like
to thank Dr. Thomas Ditzinger, Jeyashree Kumar and Springer for providing
continuous assistance and advice whenever needed.
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TechColleges

Learn to Teach Using Robots

Thomas N. Jambor(B)

Centre for the Didactics of Engineering, Leibniz Universität Hannover,
Hanover, Germany

jambor@zdt.uni-hannover.de

Abstract. TechColleges, a project founded by the Federal State of
Lower Saxony, aims at inspiring students at vocational schools to become
a part of the first generation of academics. These students - being
trained to teach at vocational schools - get support during their uni-
versity courses with mathematical introductory courses and electrotech-
nical projects using small robots (e.g. Raspberry Pi, Arduino). Robots
have a great potential for motivating students excellently by linking elec-
trical engineering with computer science. Positive impressions by using
robots were received for projects like robotic summer program or robot
lab project. Furthermore, there is a large number of available systems,
like Lego Mindstorms or Robotino, which can be used in classrooms.
TechColleges uses robots in university and classrooms to motivate stu-
dents to become a teacher at a vocational school. The project consists of
three levels, in which students are confronted with problems in the field
of robotics and teaching activities. This paper describes the individual
levels of the project. Level one depicts the obtained results. Level two
and three give a preview.

1 Introduction

Over the last years, the demand of well-trained skilled workers in the fields of
electrical engineering and information technology has been significantly increas-
ing (e.g. [1,2]). Yet, fewer and fewer students opt for the degree program of
teaching at vocational schools in the field of electrical engineering even though
career perspectives are above average. For example, in the field of electrical engi-
neering for vocational schools, about seven students average began studying for
a bachelor’s degree during the past years at Leibniz University of Hannover.
The situation at other universities is similar. This results in a lack of teachers
especially qualified in didactic and pedagogical aspects, who are able to train
skilled workers. The project TechColleges, founded by the Federal State of Lower
Saxony, aims at inspiring students of vocational schools to become a part of the
first generation of academics. These students are trained to teach at vocational

This research was founded by Lower Saxonian Ministry for Science and Culture.
I am thankful to the TechColleges project staff who provided expertise that greatly
assisted the research.

c© Springer International Publishing AG 2018
W. Lepuschitz et al. (eds.), Robotics in Education, Advances in Intelligent Systems
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4 T.N. Jambor

schools using small robots with Raspberry Pi ([3]) or Arduino ([4]) based con-
trol unit. During their university courses they are supported by mathematical
introductory courses and electrotechnical projects, in which students are sol-
dering, assembling and programming small robots. An important aspect is the
evaluation of the measures taken aiming at optimizing and developing the over-
all concept. A catalog of measures will be created based on the evaluation and
the experience gained to pave the way for continuous implementation of those
measures at the Faculty of Electrical Engineering and Computer Science at the
Leibniz University of Hannover as well as for transferring this approach to other
faculties and universities.

2 Current Situation of Robotics in Education

The use of robots in the field of teaching has a motivating effect [5]. For this
reason, countless robot platforms are available. They differ in terms of price,
number of sensors, demands on the learner, appearance, etc. The price for each
platform varies between $ 50 (e.g. AREXX Arduino Roboter [6]), several hundred
dollars (e.g. LEGO EV3 [7]), and several thousand dollars (e.g. NAO [8]). Since
the target audience (future teachers) is not yet active at a school, we use a
budget-priced open platform for the robots. Due to the popularity of Arduino
and Raspberry Pi in schools, these boards appear to be very suitable. In addition,
Arduino and Raspberry Pi can be used in other projects that are not focused
on robots. Finally, it is possible for students to use their own Raspberry Pi as a
media center or a favorable game console outside the projects.

A similar diversity can be observed in the field of projects. Projects like to use
robots particularly to raise interest in technology. Preschool children (e.g. [9]),
girls [10] and engineering students (e.g. [11]) are often focus of these projects.
Already employed teachers will also be addressed, in order to encourage the
curricular use of robotics (e.g. [12]). A project with future teachers as the target
audience of is unknown to the author.

3 Education System of Germany

Besides the academic training, vocational education is an important pillar of
the German education system ([13]). In this context, it must be distinguished
between the dual vocational training and the fully school-based education. In
the dual training system, students attend classes at school and receive on-the-job
training at a company (e.g. [14]). Here, practical aspects of the future profession
are always in the center of interest. For this reason, the theory is to be seen
in the context of actual situations where action is required. A distinction is
made between three categories. The full school vocational training, which is also
preparing for a future professional activity, is most similar to the dual system
of training. In the area of electrical engineering and computer science, there
are two-year vocational schools, which provide both theoretical and practical
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contents. The second category prepares students for a dual training in one-
year schools (BVJ, BGJ). Schools belonging to the latter category prepare for
academic education and strongly link general and technical education. The age of
the students in the respective school types varies due to the different goals of each
category. In 2011, for example, students of the dual system of training (BIBB)
were in average in their early twenties, whereas the students in classes preparing
for academic education were often older, since they had already finished dual
training.

Vocational school teachers in all mentioned types of school have a university
degree (M.Ed.) ([15]). The diversity of the school types places high demands on
their skills. In addition to a theoretical pedagogical background, teachers also
need practical knowledge about professional job requirements. For this reason,
most teachers have completed a vocational training themselves or have worked
as engineers.

A vocational teacher training is divided into two phases. In the first (aca-
demic) phase (five years), they study pedagogy and a second subject (such as
German, Politics etc.) in addition to their professional specialization (e.g. Electri-
cal Engineering). They do internships at vocational schools in the different study
terms. In the second phase (18 months), they already teach at a school while
simultaneously attending study seminars to continue their theoretical training.
This is comparable to a dual vocational training (from training on-the-job to
teaching at a school and from school to study seminar) ([16]).

Having finished the training, an exciting job with young people awaits the
graduates. This job also offers good possibilities to reconcile work with family
life. Currently, the demand for teachers in the area of electrical engineering is
very high (e.g. [17,18]). For this reason, most teachers can freely choose the
school they want to work at. Most jobs are offered with a permanent contract
and an average gross income of approx. 3650 EURO (unmarried and without
children). Promotion prospects are to become head of school department or
school principal.

4 Concept

Young people often do not feel ready to study directly after graduation. To start
a voluntary year or dare an orientation study to bridge the gap between school
and university makes sense. The concept of TechColleges based on picking up
the students at school and introducing them by means of technical projects to
university studies. In this case, technology serves as an instrument to overcome
the obstacle to an unknown academic world. The versatile technical projects
should increase the motivation of students and reduce threshold fears of tak-
ing up university studies for intellectually gifted students less likely to access
a university career. Furthermore, the relationship between students and their
project supervisor plays an important role. The supervisor is meant to be men-
tor, consultant and trustworthy contact in one person. Since they know acad-
emic life due to their own studies, they may offer help in difficult situations.



6 T.N. Jambor

Secondly, they might assist in dealing with understanding difficulties regard-
ing the tasks set. The focus is on mentors who are not teachers of (vocational)
schools. The mentors are scientific staff from the Leibniz University of Hannover
or students, who are studying in the master program of vocational schools or
work as research assistants at the Faculty of Electrical Engineering and Com-
puter Science in the Leibniz University of Hannover.

Fig. 1. TechColleges concept

TechColleges is divided into three levels (represented in Fig. 1 as green col-
ored shapes), in which students are confronted with realistic problems in the field
of robotics and teaching activities. In the first level (School-Level-TechCollege),
a special teaching concept will be developed and performed in the classroom.
In the second level (Cooperation-Level-TechCollege), students are supposed to
realize a project at the university, thus offering them first contacts with univer-
sity life and study practice. In the third level (University-Level-TechCollege),
students visit an university course and deepen their technical knowledge. Fur-
thermore, students get an insight into the life of a teacher by performing small
teaching units. In all three levels, students (represented as learners), teachers and
family members of the students visit informational or methodical workshops for
free (represented in Fig. 1 as blue colored clouds). Students participate in techni-
cal and methodological workshops (e.g. time management). Informational events
(e.g. studying or financing) are also offered for teachers and family members in
order to arouse their interest in an academic career and to guarantee their sup-
port, especially if the student would establish the first generation of academically
trained family members.

4.1 School-Level-TechCollege

School-Level-TechCollege is divided into twelve units (represented in Fig. 2).
Nine blue colored units describe the technical approach of the TechColleges
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Fig. 2. School-Level-TechCollege - Concept

concept. Three green colored units represente the educational approach of the
project. Each unit includes 180 min. This is equivalent to two double lessons at
a vocational school in Germany. The first level takes place at vocational schools.

The concept of School-Level-TechCollege is based on developing a moving
Raspberry Pi (RPi) robot, extended by line tracking and distance detection
(represented in Fig. 3). Students additionally learn simple teacher specific activ-
ities, such as designing a worksheet to explain context, presenting work results
and independently creating evaluation criteria by solving the task sets. Related
seminars such as “Learning”, “Time Management” and “Motivation” facilitate
the entry into the study system and are acknowledged as key competences for
the teaching profession. Furthermore, counseling and reconnaissance units in
form of individual and group interviews are offered to consolidate the knowledge

Fig. 3. School-Level-TechCollege - RPi robot
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obtained in study and teaching activities resulting in a sustainable improve-
ment of the project and the individual levels. In interviews, the students’ socio-
biographical background is discussed, the image of the teaching profession is
depicted and it was investigated, whether a student is suitable to become a
teacher. This review aims mainly at helping students to improve their self-
reflection. On one hand, the tutors present the basic concepts and conditions
for teaching at a vocational school from a teacher’s point of view. On the other
hand, the students can experience, what it is like to be a teacher by actually
assuming all related tasks. Other questions (such as career opportunities, salary)
are also discussed in this context.

4.2 School-Level-TechCollege - Units

1. Unit 1: Knowledge (represented in Fig. 5 and explained in Sect. 4.4).
2. Unit 2: The second step is to solder a flip-flop to gain initial experience

with soldering. Connecting the entire board of the robot with the neces-
sary sensors and passive and active components is established. The parallel
construction of the chassis completes this unit.

3. Unit 3: After the successful construction of the robot, students deal with
a few simple commands of the operating system Linux. They take the first
program (Hello World) into their programming environment and learn about
the development environment, as well as the Python interpreter.

4. Unit 4: Students create the first program to make an LED blink, in which
they learn the basic structures of Python.

5. Unit 5: The aim of this unit is to set the robot into motion. The H-bridge
and PWM control are discussed.

6. Unit 6: Learner Process (represented in Fig. 5 and explained in Sect. 4.4).
7. Unit 7: In this unit, the forward and backward driving robot from unit 5

is extended. The aim is to avoid collision, which is realized by using the
ultrasonic distance sensors.

8. Unit 8: Project (represented in Fig. 5 and explained in Sect. 4.4).
9. Unit 9: In preparation for the next unit, students deal with the detection

of a line using phototransistors. To achieve this aim, they need to read the
values of the phototransistors via the A/D converter.

10. Unit 10: In this unit, particularly the results of the units 5 and 9 are assem-
bled. The aim is to follow a black line. It is not enough to assemble the
existing source code. Due to the disturbing influence of light around, some
tweaks need to be made to the robot.

11. Unit 11: Interviews (explained in Chap. 5).
12. Unit 12: In the final unit, the recent improvements are to be made to the

robot to drive a race. Each group presents the capabilities of their own robot
on a racetrack.

4.3 School-Level-TechCollege - Technical Approach

Since the target audience consists of predominantly inexperienced learners and
embedded programming is introduced, the electrical engineering and computer
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science are directly linked to the microcontroller platform (e.g. Arduino) and a
small computer (e.g. RPi). The RPi computer was selected as control unit for the
traveling robot. Decisive for this choice was the Linux operating system, which
also provides enough space for additional domestic use (e.g. as a multimedia
console for the living room). Currently, the first version of the RPi in the B-
variant is applied in the project. Therefore, the students use a networkable small
computer. The numerous Python libraries allow a comfortable access to the
GPIOs and to the associated sensors and actuators. During the development
phase, students work on a LAN and a Remote Desktop connection at the RPi.
Once the individual robots start to move, a wireless stick can replace LAN.

Control of the motors (represented in Fig. 4 as engine) is obtained via the
motor driver (represented in Fig. 4 as engine driver) L293D including two H-
bridges. Thus, it is possible to control a motor using only one operating voltage.
The motor speed should vary in order to ensure stable driving on the lines. To
solve this task, the students have to deal with pulse-width modulation (PWM).

First, the RPi robot orients itself in the room using two ultrasonic sensors.
The sensors measure distances between 2 cm and 4 m. At this point, it is nec-
essary to implement a simple communication protocol that is adhered to at all
times. Measurement started via a trigger signal. Then, the sensor responds with
the setting and subsequent resetting of the echo signal. Based on the time differ-
ence between the set and reset signal, the students can determine the measured
distance.

Fig. 4. School-Level-TechCollege - technical approach

A second way to navigate the robot is the pursuit of a black line, which
is mounted on a white background. To facilitate this, two phototransistors are
used. A RPi has no analog inputs, which would be able to detect the measured
values of the phototransistors. For this reason, the A/D converter MCP3008 is
applied. In addition to a 10-bit resolution of the A/D converter, it provides eight
channels and a sample rate of 200 kHz. The A/D converter is controlled using
the SPI protocol.

The entire circuit is installed on a circuit board that is mounted on a chassis
together with the RPi and the individual sensors. A further sensor is mounted on
the circuit board with which the color can be detected. Due to time constraints,
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however, the color sensor, which deals with yet another protocol (I2C), is not
integrated into the School-Level-TechCollege concept.

Nevertheless, the necessary hardware and materials are represented in Fig. 4.

4.4 School-Level-TechCollege - Educational Approach

The School-Level-TechCollege concept follows the didactic approach of self-
organized learning ([19]), a three-stage approach divided into “‘Knowledge”’,
“‘Learner Process”’ and “‘Project”’ (represented in Fig. 5).

Fig. 5. School-Level-TechCollege - learning approach diagram

Learners are integrated as active participants in a constructive learning
process. They work out their own tasks, construct their own robot designs and
acquire the knowledge necessary for operating a traveling robot. In the first stage,
named “Knowledge”, the participants form groups to exchange their knowledge.
Furthermore, independent learning is possible via video tutorials and seminars.
The second stage, called “‘Learner Process”’, is divided into six phases ([20]).
Working in study groups of up to three people, the students independently pass
the following six phases: “‘Information”’, “‘Planning”’, “‘Decision”’, “‘Action”’,
“‘Check”’ and “‘Analysis”’. Having finished the last phase, they can return to
the first phase in order to optimize the results obtained on their robot. In the
third stage, named “‘Project”’, all the groups present their results in plenary
and give a status report on the difficulties and findings while solving the task.

4.5 Cooperation-/University-Level-TechCollege

The concepts for Cooperation- and University-Level-TechCollege are in the plan-
ning stage. Both levels are based on the experience, proposals and suggestions
that resulted of the first pass of the School-Level-TechCollege. The technical
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projects, such as construction and control of a quadrocopter, zeppelin, segway,
and an arm robot or programming a humanoid robot NAO ([21]) are used in
the two secondary levels. The technical and conceptual approaches are already
in the development phase.

Students receive particular support in their orientation phase by providing
mathematical and electrical basic courses. They can expand their mathematical
skills and close potential knowledge gaps. The electrical basic courses enable the
linking of theoretical contents with practical aspects giving a first insight into
teaching. Based on these experiences, students will assume the role of teachers
in the third level of TechColleges supporting first level participants. They are
confronted with teaching as early as possible, thus being able to reflect on their
own suitability for the job.

The aim is the permanent implementation of the School-Level-TechCollege
in the Faculty of Electrical Engineering and Computer Science at the Leibniz
University of Hannover and the support of young future teachers during their
study with an early experience of teaching in vocational schools.

5 Evaluation

Prior to the beginning of the project, 12 participants without prior knowledge of
electrical engineering tested the technical contents of School-Level-TechCollege
in a 5-day workshop. The participants, three of them females, came from dif-
ferent regions of northern Germany and visited the school grades 8 to 9. The
workshop served primarily to determine the period, to assess the difficulty of
the technical issues, to evaluate the fun factor while performing the task and
to verify improvements suggested by the students. After having implemented
the suggestions of the test group and having taken into consideration further
educational aspects a pilot first level project has been performed at the voca-
tional school of Oldenburg in Germany with a total of five students interested in
the overall concept and willing to participate after their regular school time. The
analysis of the transcriptions and the survey sheets returned the following results
on the following five main subjects: “Socio-biographical background”, “Attitude
towards studying”, “Attitude towards the teaching profession”, “Skills in the
context of TechColleges” and “Review of School-Level-TechCollege”.

5.1 Socio-Biographical Background

The educational level of the parents is rather low (hardly any academic degree).
The majority of the parents (60%) have completed professional training and
have been working in traditional occupations such as locksmith, elder care or
office clerk. The remaining 40% have completed a course of study, but only
20% of them became a teacher. Nevertheless, all participating students get the
parental support. Parents support academic training and are willing to help (e.g.
assistance in moving to a new city). However, the parents are not the primary
point of contact in terms of advising on the decision to study, because they
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have little experience in any training. Tips for selecting the studies, the end of
the study, the student life etc. are rather preferred to be received from sports
colleagues or from friends, who already enrolled in a study. For all parents, the
financial support is of not matter anymore. However, they are partially positive
about it, expecting a better earning potential after graduation, and are negative
in parts, due to the loss of earnings in the period of study. The majority of
participants (90%), who take up studies, have no barriers. The minority (10%)
feared only the loss of social contacts in their town. Half of the participants are
even very positive about the study, due to better earning potential in the private
sector, the civil servant status and financial security, and have role models to
look up at in mind.

5.2 Attitude Towards Studying

Participants generally have a very positive attitude towards studying. This is
reflected in hopes and expectations and in the desire for education, because of
intellectual underload, e.g. in the profession as a construction worker, which is
more dominated by the physically practiced work. Furthermore, flexible schedul-
ing, a new image and safety aspects due to the academic degree are highly appre-
ciated among the students. The only reason why all participants would hesitate
to take up studies, is their fear of failing to meet the challenging requirements.

5.3 Attitude Towards the Teaching Profession

The group discussion regarding the attitude towards the teaching profession
resulted in the following findings. All of the participants evaluated job security,
personal development and deepening of interests as positive. The low promotion
opportunities as in the private sector, a low social status of teachers in society
of Germany, exam corrections at home and partly flexible time scheduling based
on lessons preparation were evaluated as negative by all participating persons.

5.4 Skills in the Context of TechColleges

All participants have teaching competencies. They had already gained experience
in social work, tutoring or as a youth coach. The minority of the respondents
(40%) like to explain things and feel competent enough to take up a teacher-
training course. The challenges and development needs they see are in self, time
and conflict management and their capacity to show empathy as well as in the
future change of roles (from student to teacher).

5.5 Evaluation of School-Level-TechCollege

After the project, all participants feel better informed and prepared as to the
choice of an adequate study course. The consulting resulted in a significant
reduction of their socio-cultural inhibitions. The insight into the teaching prac-
tice was very exciting and consequently contributed to the decision for or against
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the teaching degree. The technical part of the project was valued by 100% of
the respondents as positive. It was very exciting for the participants to build
their own moving robot and make them travel around. Students felt valued by
the university mentors and often highlighted their positive personal and non-
hierarchical supervision. The tasks were understandable and clearly formulated
and offered exciting topics from electrical engineering, programming and didac-
tics. All of the participants were very satisfied with the tasks to be solved. Due to
the parallel school and the additional homework, the high workload was heavily
criticized. However, in some cases, there was a desire for more contents from the
educational field. All participants recommended the project and were determined
to participate in the second level of the project.

6 Conclusion

First experiences gained in the first level (School-Level-TechCollege) show that
there are dedicated students, who are interested in technical and pedagogical
aspects. Due to the low numbers of participants in the first round of School-Level-
TechCollege, the subject teachers at vocational schools significantly enhance
marketing activities. Besides that, additional vocational schools could be gained
as partner in the region of Hannover. In addition, the Cooperation- and the
University-Level-TechCollege will be prepared. The concept of the School-Level-
TechCollege should be integrated into the school curriculum at vocational schools
at an early stage to enable the university’s students from the first semester on
get an insight into teaching and to carry out first own projects of the University-
Level-TechCollege. An additional goal is to implement the project permanently
at the Faculty of Electrical Engineering and Computer Science at the Leibniz
University of Hannover and to integrate it into other faculties and universities.
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Abstract. This paper presents a robotics summer school concept involving
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1 Introduction and Motivation

As part of the RoboCupJunior Austria [1] association, the department of Computer
Sciences of the University of Applied Sciences (UAS) Technikum Wien is promoting
educational robotics and supporting interested schools, teams and students with
robotics kits, introductory courses and arenas to test their robots in a tournament
environment since 2007 [2]. However, these supporting measures mostly involve
schools and depend on the commitment of teachers. In order to also give students the
chance to gather experiences and develop their skills in programming and building
robots during summer break, the project “Robots for Kids” arose in 2010. This course
was established in cooperation with the “Wiener Kinderfreunde” [3] a non-profit
organization based out of Vienna that operates 160 kindergartens in Europe and pro-
vides afternoon care as well as holiday entertainment and education for children. In
2013 the course was split into a beginner and an advanced course to offer more
experienced students the possibility to improve their skills using different programming
languages and hardware.

Moreover, in 2012 the department for the first time offered twelve internships for
students aged 15 to 19 years in the field of science and technology promoted by the
“Austrian Research Agency (FFG)” [4] using robotics as a hands-on method, not only
to increase confidence in using technology and to enlarge their knowledge in pro-
gramming and science but also to help with tutoring the middle school kids of the
“Robots for Kids” course.

Therefore, the project “summer school” was established, organizing and managing
the different needs of the involved students as well as developing an adequate cur-
riculum for them.
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2 Background and Related Research

Many initiatives offer robotics summer camps and courses for students of different age
and educational background [5–7]. However, didactic teaching concepts therefore vary
a lot.

One method of transferring the knowledge to younger students is peer teaching or
tutoring. In that way students learn from other students who have dealt with the same
challenges during their education. Inna Pivkina [8] distinguishes between peer learning
assistants (PLAs), who help students learn in the courses that they recently took
themselves and teaching assistants (TAs), who are students having graduated in the
field they are teaching. Furthermore, it is stated that many students prefer PLAs to TAs
or even achieved better results [9–11]. The introduction of “Big Brothers” and the
resulting informal class environment can mutually benefit all peers [5].

Another perspective onto the topic delivers “Introductory biology course reform: a
tale of two courses” [12], showing that the learning transfer is a two-way process. That
means that the transfer of learning can be bidirectional – gained knowledge can be
applied at work while new knowledge at the same time can be generated and vice
versa. Figure 1 is showing that bidirectional learning transfer.

3 Structure

Regarding this background the idea was to benefit from peer teaching by implementing
the following structure, shown in Fig. 2.

Researchers and professors of the UAS transfer their knowledge to university
students. Those students hired for the summer school then teach the interns (especially
in the first two weeks of the internship, as further explained below) as well as the
middle school students attending the “Robots for Kids” course. The interns support
teaching the middle school students via peer teaching as mentioned above.

The summer school usually takes places during the long holiday break in the month
of August. The interns (high school students) are hired for the whole month, whereas
the two week-long courses for the middle school students (one for beginners, the other
one for advanced students) are scheduled for the end of the month, generally the last
two weeks of August. Experienced university students of the bachelor study program

Fig. 1. Bidirectional learning transfer
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“Computer Science” are hired to train and mentor the interns as well as teach the
summer courses.

Figure 2 shows an exemplary timetable containing the recruitment phase of the
interns and university students as well as the individual duration time of the summer
school courses (Fig. 3).

3.1 Interns

The summer internship at the UAS Technikum Wien is a one month paid internship for
students aged 15 and up. It consists of an average of two weeks of training for the
interns followed by two one-week courses for middle school student. Generally, there
are between 8–16 internships available.

Table 1 shows the distribution of internships regarding gender and current school
type. Involving high school students attending schools without a technical focus or
previous technical education was one of the main goals. This was the departments’
choice as to give students interested in the topic who had no previous engagement with
robotics or computer science the opportunity to develop their skills and interest in
technical professions. Another focus was to hire predominantly female students and to
motivate them to apply for technical studies later on.

The hiring process usually starts in February in cooperation with the Austrian
Research Agency (FFG). Students can apply via their platform for one or more science
related vacant positions. The CVs of the students are forwarded to the institution

Fig. 2. Implemented teaching transfer

Fig. 3. Summer school timeline
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offering the vacancies. Moreover, the job advertisement is also sent to partners of the
university in order to reach more interested students. The applications are checked for
basic requirements and most students are invited to an interview to give all of them the
chance to proclaim their suitability as well as the chance to grow their experience with
job interviews.

In order to decide whose motivation for the internship is the highest, following
questions, amongst others, are part of the interview:

• Why did you apply for the internship?
• Have you ever heard of RoboCupJunior or any other robotic initiative?
• What do you like to do in your free time?
• Can you name a situation you are specifically proud of?
• Which profession do you want to achieve?
• When you are working in a team, which role do you generally engage?
• What is annoying or despairing you?

The motivation behind the detailed interview for the internship is not to test the
students but to highlight their strengths to form a team of interns whose teamwork
compatibility is rather high.

3.2 Middle School Students – “Robots for Kids”

Since 2013 there are two courses available – one beginner course at the end of the month
and an advanced one, taking place one week before. 25–60 students are attending each
course, varying slightly per year. The registration is operated by the “Wiener Kinder-
freunde” who are also promoting the course on their website and other platforms.

The students start on Monday morning with an introduction of the organizer,
followed by the decision which group they want to join (categorized into the three
RoboCupJunior disciplines [13]). The students are guided through the learning process
by three university students (one for each discipline) as well as by the interns and
supervised by pedagogues provided by the “Wiener Kinderfreunde” during break time.

Table 2 shows the number of students participating at the beginners and advanced
course and the gender distribution. The percentage of girls participating at the course is
slightly growing over the years due to marketing activities from both the UAS Tech-
nikum Wien and the “Wiener Kinderfreunde”. Nonetheless, the goal is to increase the
number of female students up to at least 30% within the next five years. 2016 only 13

Table 1. Demographics internships

Year Project
name

Amount of
internships

Male Female School type
with technical
focus

School type
without
technical focus

2012 ROOT 12 6 6 0 12
2013 RADAR 8 5 3 1 7
2014 SPIRIT 16 9 7 5 11
2015 MAZE 12 4 8 4 8
2016 EXPLORE 15 5 10 4 11

18 S. Rubenzer et al.



students took the advanced course due to the distribution of public holidays and the
resulting need to reschedule the course more ahead of time.

4 Development of the Curriculum

The main goal of developing the curriculum for the summer school was to create a
solid basis of knowledge, followed by practical applications to foster the understanding
and at the same time adjust the content in a way that all target groups profit the most.

4.1 Curriculum for Summer Interns

The curriculum of the internship has been iteratively developed over the last 5 years. The
“Robots for Kids” summer course existed previously, but in 2012 the decision was made
to include interns to support it. This addition made it possible to split up the previous
single course into an advanced and a beginner course and significantly refine the course
contents while also developing this curriculum to introduce the interns to research and
development as well as teaching as practiced at the UAS Technikum Wien.

This curriculum for the summer internship is meant to fulfil two main goals: Firstly, it
should prepare the interns adequately for the task they need to perform during the
internship. Mainly that includes supporting the teachers by solving minor problems of
the students during classes as well as continuous support in finding creative ways to
improve their programs and robots. As such the interns need to be both technically
capable as well as able to effectively deal with frustrated kids and interpersonal problems.

The second goal of the internship is focused on the interns themselves, providing
them with the opportunity to experience research and development in an authentic
environment. This includes small and practically focused research projects often
dealing with integrating different systems with each other or solving specific problems
by using unknown sensors or programming techniques.

In summary, the curriculum aims to prepare the interns for their tasks so that the
quality of the courses and therefore the continued existence of this internship is ensured
but it is also meant to give interns a suitably thorough insight into both teaching and
researching in a professional environment.
The current iteration of the curriculum is structured as follows:

• 2–3 days of basic introduction to programming using a variation of C, heavily
interspersed with practical exercises

Table 2. Demographics “Robots for Kids”

Year Beginners course Advanced course Male Female

2012 62 – 58 (94%) 4 (6%)
2013 45 30 69 (92%) 6 (8%)
2014 42 29 60 (85%) 11 (15%)
2015 42 30 63 (87%) 9 (13%)
2016 45 13 48 (83%) 10 (17%)
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• 1–2 days each of solving the tasks of the RoboCupJunior Rescue Line and Soccer
Leagues, respectively

• 5–6 days of focused research by the interns on their own projects
• 1 day of preparation for the courses including an introduction to tutoring/teaching

for the interns
• 2 � 5 days of summer courses given by university students and supported by

interns

The specific order and length of those points slightly varies each year based on the
abilities and interests of the interns as well as the distribution of holidays.
Specific breakdown:

• Basic introduction to C (2–3 days)

The interns for this internship generally consist of students from schools without a
technical focus and little to no experience in programming and robotics. This is a
deliberate choice by the organizers further explained in chapter 3.1. As such, this
introduction starts from the very beginning and aims to teach the interns both how and
why programming works and is very much inspired by the introductory courses given
to university students at the UAS Technikum Wien. The goal is to not just teach the
basics of a programming language but to also give the interns a deeper understanding
of programming as a whole so that they are able to further expand their knowledge on
their own.

• RoboCupJunior Rescue Line & Soccer (2 � 1–2 days)

In order to cement the knowledge of the interns, 1–2 days each are spent solving the
Rescue Line and Soccer tasks of the RoboCupJunior. The interns work in groups of
two mostly independently on the tasks. This provides the opportunity to utilize their
knowledge on an unfamiliar task that requires them to both apply their knowledge in a
new way on a much more complex problem than their previous exercises as well as
introduce the added element of mechanics and robotics to them. For this, the
LEGO MINDSTORMS NXT and EV3 sets are used to simplify the construction
process so that the interns can focus on solving their problem with generally familiar
LEGO Technic hardware rather than having to learn yet another new skill.

Furthermore, this part of the internship functions as a valuable evaluation opportunity
for the interns. While they are working in their own groups, cooperating and competing
with other teams and experiencing their first major successes, frustrations and failures,
the teachers can gain insight into their abilities both pertaining to technical problem
solving as well as interpersonal mediation. These observations are later used to find ideal
research projects for the interns as well as utilize them optimally during the courses.

• Research Projects (5–6 days)

The research projects are a main focus of the internship and as such there is
significant effort put into their viability to provide an enjoyable and enlightening
experience for the interns as well as potential benefit for the UAS Technikum Wien. In
the current version of the curriculum the interns get a full introduction to scientific
work comparable to that of a university student and spend generally 1–2 days
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evaluating various topics assisted by the teachers. Typical projects include evaluating
the viability of sensors or programming techniques for specific applications, developing
integrations for technology into other systems or creating and evaluation solutions for
common robotics problems.

The project is chosen in such a way as to provide the interns with both a reasonable
challenge as well as a satisfying result. Generally, every intern will have their own
project, however, sometimes more complex projects will be worked on by two intern
each focusing on different aspects in their work. The research process itself is mostly
based on experimentation. Seeking out literature and establishing comparisons is
encouraged but due to the limited time available and the relative inexperience of the
interns this is usually only a minor part of their work.

Organizationally, the main parts of the research project are completed in the week
preceding the two week-long summer courses, however, because there are frequent and
lengthy pauses for the younger students, the interns also have the opportunity to do
work on their paper during those pauses and after the students leave. The research
projects are concluded by a presentation at the end of the internship, based on a
bachelor thesis presentation. There, the interns must present their work within 5 min
following standard university guidelines after which the course teachers as well as
members of the university staff ask them questions about the specifics of their work as
well as closely related projects.

• Preparations for “Robots for Kids”

The last part before the summer courses includes both physical preparations of
rooms, robots and workplaces as well as an introduction to tutoring/teaching and
several other important aspects and previous experiences useful for working with kids.
Since each group in the summer course is led by only on university student, the interns
capability to support him/her is of paramount importance. (See Sect. 5.1 “Educational
Aspects” for more details).

4.2 Curriculum for Middle School Students (“Robots for Kids”)

The summer courses consist of two one-week courses organized in cooperation with
the “Wiener Kinderfreunde”.

Of the two courses, one is meant for beginners using the graphical programming
interface from LEGO for their LEGO MINDSTORM NXT and EV3 robots while the
other is an advanced course dealing with the same topics and using the same robotics
but programming with the same C-like language used by the interns. The advanced
course is taking place before the beginner course to avoid kids coming to both courses.
While kids that visited beginner courses in previous years could use their experience to
improve their programs and robots, taking part in both of them in succession could be
negatively impacting the enjoyment of their peers and themselves because both courses
deal with very similar topics.

Both courses are based on disciplines of the RoboCupJunior. Specifically, those
disciplines are OnStage, Rescue Line and Soccer Light Weight League. At the start of
each course and after a short introduction show of those three disciplines the children
will be asked which one they prefer and divided into up to three groups each dealing
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with one discipline. When interest in one league is disproportionally high, the group for
the respective discipline will be split in half the kids interested in the least popular
discipline in that course will be asked to move to other groups. Offering those disci-
plines in the courses provides natural advantages because the RoboCupJunior is
already a focus of the UAS Technikum Wien which means that capable experts are
available to teach those courses and the participants are introduced to the Robo-
CupJunior which might be a way for them to continue their engagement with robotics
and programming. It also adds an incentive to return to the advanced course and apply
their knowledge to another discipline.

The courses are structured similar to the internship itself beginning with a slightly
simplified introduction to programming on the first day followed by more advanced
exercises introducing the goals and requirements of the respective discipline. On the
third and fourth day, the kids work mostly on their own, usually starting with the
construction of their own robots and then beginning to rewrite the programs of their
previous exercises. Depending on the progress and motivation of the students the fourth
day can also include a short preliminary competition to show the children the remaining
flaws in their programs and robots. Finally, the fifth day is concluded by a competition
amongst the members of a group. Parents and friends of the students are encouraged to
attend to give the students an opportunity to present their achievements as well as
provide an additional level of motivation for them to build and program the best robots.

During the course the children work in groups of 2–3 on their robots. The courses
are taught by one teacher each supported by the interns. Interns are each assigned 2–3
groups of students and are responsible for solving minor problems so the teacher can
concentrate on the group as a whole. In addition, they provide an always present
personal contact for their groups and can both help them with problems in construction
and programming as well as continually encourage and morally support them.

5 Experiences

Since the internship was organized and lead largely by the same personnel, a significant
amount of improvements in various aspects could be made, based on the experiences of
the previous years.

5.1 Educational Aspects

In the current iteration, the internship includes several different educational aspects.
The introductions, both to the interns and the students are conducted conventionally but
include a large amount of practical exercises to give the opportunity to immediately
make use of every new information. Every theoretical unit is also very much focused
on explaining why something works the way it does in order to foster a larger
understanding of programming and robotics instead of just teaching how to solve
specific tasks. Throughout the courses there are also regular comparisons between the
tasks at hand and real world applications of sensors and techniques so that the interns
and students can develop an understanding of the relevance of their tasks in a pro-
fessional setting.
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In order to strengthen the interns’ knowledge and motivate them to expand it on
their own, the internship also includes several opportunities for them to teach others.
Firstly, after the immediate introduction the interns will be assigned more advanced
tasks to research on their own and prepare a short teaching session for the other interns.
Those are typically based on what they have previously learned but include new
functions or sensors whose specifics they have to research on their own as well as
prepare suitable exercises for their fellow interns. They are also encouraged to make
their session as interactive as possible and not just deliver a standard presentation.

Secondly, the interns are heavily involved in teaching the “Robots for Kids” courses.
While the theoretical part is done by a university student, each of the practical exercises
is heavily guided by the interns. Since they have already dealt with similar exercises they
can now use those experiences to help the course participants. Knowledge they gain
while teaching the kids can be transferred again into their research work.

5.2 Other Aspects

In addition to the mentioned educational aspects and the interns‘introduction to
research and teaching the internship also includes other elements meant to develop
skills and awareness helpful for their future careers.

One part of that is the personal job interview every intern has to complete. During
the internship itself, the main interviewer as well as the university students that were
present during the interviews will conduct an extensive debriefing about best practices
and common mistakes made in job interviews. They also more specifically discuss
mistakes made by interns and how to improve their curriculum vitae, application and
general demeanor during a job interview.

To foster deeper understanding of teaching, regular public feedback discussions
will also be held with the interns during the course of the internship. Those not only
serve to inform the teachers on the opinions of the interns but are also meant to give
them an opportunity to think about how they would improve the proceedings of the
internship.

Consolidating the last two points, a personal, private exit interview will be held
with each intern discussing their specific shortcomings and successes both during the
job interview and the internship itself.

Lastly, to provide the interns with a tangible proof of their performance, each of them
receives a personal employment reference letter, outlining all the strengths they pre-
sented during the internship both to help them in obtaining further jobs as well as to be an
official statement of all their successes and outstanding achievements for themselves.

Despite the corporate social responsibility of the UAS regarding the offer of
extra-curricular activities, one goal is to motivate middle and high school students to
start a bachelor study program at the UAS later on. First experiences show that the
motivation is high and that students do not fear the contact with technology after
participating at a course or completing an internship. Moreover, statistic material
delivers that already three participants of the “Robots for Kids” course later on applied
for an internship.

Additionally, following data was gained from a survey conducted on interns from
2016, three months after the internship. Nine out of fifteen interns answered the survey.
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• 50% now consider a technical job, 10% are sure that they want a technical job and
30% already wanted a technical job before the internship.

• 90% of interns found teaching kids to be helpful for their own retention and 10%
very helpful.

• 40% of interns found working with kids improved their social skills a little and 20%
found them to be improved very much.

• All interns reported, that the found the job interviews and the subsequent discus-
sions of best practices and problems specific to them to be very helpful for their
future.

5.3 Financial Aspects

The salary of the interns is heavily supported by the Austrian Research Promotion
Agency (FFG) while the “Robots for Kids” courses are organized in cooperation with
the “Wiener Kinderfreunde”. Profits from the kids courses go towards paying the two
university students responsible for training the interns and teaching the separate groups
of the kids courses. In order to support up to three groups of children (divided into the
three disciplines of the RoboCupJunior initiative), a third university student or an older,
more experienced intern will also be hired for the duration of the courses (last weeks of
August). Regarding available financial resources of the UAS the summer school itself
is quite cost saving.

6 Conclusion and Future Work

In its current form the internship and the summer courses harmonize very well with each
other, providing both support and benefit to each other as well as being important in their
own right. The internship has the major advantage of being fully financed by itself which
ensures it continued existence and has growing retention rates both in terms of returning
kids as well as interns that return to the UAS Technikum Wien for other jobs, further
engagement with robotics in their spare time or to study robotics or computer science.

In order to continue development in this sector the work of the authors, current plans
include founding a robotics club in cooperation with the UAS Technikum Wien to
further support both the course participants and the interns’ interest and engagement with
robotics throughout the year. This includes workshops for specific topics and supervised
access to materials such as robots, computer equipment, 3D printers, personal pro-
gramming and electronics support. This robotics club will be a program to support the
already existing activities such as the RoboCupJunior Austrian Open competition and
the UAS TechnikumWien’s engagement in various schools in Vienna with introduction
courses and classroom support for new robotics and computer science classes.

Lastly, to further improve the effectiveness and knowledge gained, an expansion of
long terms studies regarding the impact of these activities on student numbers, gender
distribution and general interest in robotics and STEM subjects will be made starting this
year. A constant evaluation and improvement cycle is the main reason this program has
progressed to such a successful state will be a main staple in all future developments.
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Abstract. Robotics plays a major role in educating engineering stu-
dents and can be integrated into a curriculum in many ways. Problem-
based lecture courses allow only a limited technical complexity due to
the number of their corresponding credit points. From all project cate-
gories described, long-term student-driven research projects are the most
challenging regarding management. Several of such projects have been
initiated at the Technische Universität Berlin (TUB). One example is the
rover SEAR which participated in space robotics competitions. During
many years of experience in hands-on education, the major character-
istics and challenges of student-driven projects were identified. Proven
methods and good practices for addressing these challenges are discussed.
If project leaders carefully respect all conditions of a student project, they
can reduce the risks by implementing measures to keep a steady work-
flow. Thus, the success rate of complex robotics research conducted by
a student workforce can be increased significantly.

Keywords: Space · Robotics · Education · Hands-on · Students ·
Research

1 Introduction

Problem-based courses have proven to be effective for engineering training
and further help students in improving their teamwork and communication
skills [1,2]. Robotics play a major role in the conception of problem-based
courses. The TUB, Chair of Space Technology has over 50 years experience in
educating space systems engineers by utilizing technologies in education like
satellites, sounding rockets and robots for planetary exploration [3]. Valuable
experience has been accumulated at TUB over time through applying different
methods of engineering education and evaluating the processes.

The most common approach to embed hands-on activities into a curriculum
is to conduct projects with students in scope of a lecture course. However, these
projects come with a number of constraints. For example, they are often timely
limited to the academic term. The working hours that students can invest are
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limited with respect to the credit points for the lecture course. Even though
some degree of freedom in the design of a technical system may be offered, the
complexity of such projects is limited.

A unique learning experience is created when students are given the oppor-
tunity to participate in a scientific project with practical application. This expe-
rience can add value to students by exposing them to a project which resembles
conditions that are met in real professional life. On the other hand, the fac-
ulty can gain a lot by a highly motivated student workforce. There is a number
of examples for educational research projects at TUB which are categorized in
Sect. 2.

The characteristics of such projects are different when compared to projects
which are tailored for specific lecture courses. On one hand, the characteristics
of an educational robotics research project are shaped by the project’s require-
ments and constraints. Typically, the main drivers are the schedule, the avail-
able human resources for supervision and the technical complexity. On the other
hand, the project work-flow is highly dependent on the fashion in which students
are involved in it. A student is under significantly different circumstances than
a full-time scientific employee. There are a number of aspects which need to
be considered when building a project mainly on student workforce. The main
challenges which are described in Sect. 3 are related to many factors, amongst
which are the workload, commitment, level of expertise and many more.

Years of experience in student projects, variations in methods of student
project management, feedback from evaluations and regular lessons-learned ses-
sions have led to a number of methods that can be applied in the management of
student projects. The methods described in Sect. 3 can help leaders and members
of student-driven projects to reflect their own experiences and make adjustments
in project management, thus achieving higher satisfaction regarding education
and project results.

2 Categories of Student-Driven Projects
at the Technische Universität Berlin

The projects at the TUB, Chair of Space Technology can be separated into
three different categories. Although these categories and the examples mentioned
might seem to be specific for the domain of space engineering, they can very well
be applied similarly to other fields of engineering. All categories have different
characteristics.

2.1 Problem-Based Lecture Courses

A typical example for a problem-based lecture course project is a feasibility study
on a novel space mission. In this type of project, mission objectives, requirements
and constraints are given to a group of students. Work packages are distributed
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Fig. 1. Examples of feasibility studies conducted at TUB (from left to right): Mars
sample return mission, nanosatellite formation flight, micro Mars rover.

Fig. 2. Impressions from CanSat projects conducted at TUB (from left to right):
CanSat electronics, CanSat launcher, CanSat structure.

among the group and the students adjust their concepts constantly using loop
iteration. All aspects of the space mission like e.g. the spacecraft design, the
operations and management are being studied. The study results are presented
in front of a review board. Figure 1 gives impressions on a variety of feasibility
studies conducted at TUB.

Another example with more hands-on elements is the development of
CanSats. CanSats are small satellite-like systems in shape of a standard soda can.
With this format, they are well suited for a launch on-board a small launcher
which typically carries them up to a few hundred meters altitude and pushes
them out. The CanSats are attached to a parachute and perform different types
of missions like e.g. sending telemetry from different sensors for measuring iner-
tial and atmospheric data. More sophisticated CanSats are able to perform con-
trolled landing at given coordinates. Figure 2 gives impressions on the CanSat
activities at TUB. The running time of these projects typically ranges from four
weeks to four months at TUB. The average student group size is 15. In these
courses, students are expected to bring disciplinary knowledge. The main objec-
tives are to develop personal, inter-personal and professional attributes as well
as designing, implementing and operating skills.
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Fig. 3. Examples of space-related experiments conducted at TUB (from left to right):
Satellite separation test during parabola flight, sun sensor experiment during sounding
rocket flight, boom deployment test during parabola flight.

2.2 Space-Related Experiments

Often, space-related experiments in scope of a research project or a publicly
funded program by the German Aerospace Center (DLR) or the European Space
Agency (ESA) are being pursued by students. Typical examples are testing new
technologies on-board a sounding rocket, a stratospheric balloon, a zero-gravity
drop-tower or on a zero-gravity parabola flight. Figure 3 gives impressions on a
variety of space-related experiments which have been conducted at TUB. The
team sizes are usually smaller than five students and the learning experience in
these projects is very intense. Preparation, execution and post-processing usually
takes between one and two years. These types of projects are seldom part of
lecture courses. They are project-dependent initiatives for which students are
invited to participate as an extra-curricular activity. In many cases, students
develop their thesis in scope of such a project. The projects are usually intensely
supervised. Besides the scientific goals, the main objectives for students are to
develop disciplinary knowledge as well as designing, implementing and operating
skills. Since students are often involved with other international students and
experts in scope of a funded program, personal, interpersonal and professional
attributes are trained as well.

2.3 Student-Driven Research Projects

Typical examples of student-driven research projects at the Chair of Space Tech-
nology are the development of small satellites, robots and rockets. Figure 4 gives
impressions on a variety of student-driven research projects which have been
conducted at TUB. These projects usually receive public funding and have sci-
entific goals besides the main goal of enabling practical education for students.
The duration of these projects ranges from one year to several years. While typ-
ically a batch of 10 to 20 students work on such a project simultaneously, the
total student participation over many semesters reaches numbers close to 100.
These projects are also embedded in lecture courses and are often conducted
through theses and voluntary activities. Besides the scientific goals, the main
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Fig. 4. Examples of student-driven projects conducted at TUB (from left to
right): CubeSat BEESAT-3 [4], autonomous planetary rover SEAR, sounding rocket
DECAN [6].

Fig. 5. Evolution of SEAR (from left to right): SEAR in 2013, SEAR in 2015 (Image
by Christopher-Eyk Hrabia), SEAR 2 for 2017 (Image by Marcus Meuser)

objectives for students are to develop disciplinary knowledge as well as design-
ing, implementing and operating skills. Since students are often involved with
other international students and experts in scope of a funded program, personal,
interpersonal and professional attributes are trained as well.

Satellites, planetary robots and rockets make up the major standard develop-
ments in space engineering. The space robotics projects at TUB shall be shortly
described to give more insights into the outline and complexity of a student-
driven research activity.

Space Rover Projects at TUB. Planetary rovers have been developed at
TUB for over a decade now. Major advancement in autonomous operations have
been made in 2013 in preparation for the DLR SpaceBot Cup, the first German
space robotics competition. Students developed the Small Exploration Assistant
Rover (SEAR) within a time frame of less than nine months. In preparation
for the competition held by the German Aerospace Center, students started to
develop the rover from scratch in scope of a lecture course which was supervised
by staff members. The developments included the complete mechanical, electrical
and software design as well as manufacturing, test and operations. The main goal
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was to demonstrate fully-autonomous operations on a planetary surface test-bed.
SEAR also participated successfully in the second competition in 2015. Over
50 students took part in this rover activity at TUB and over 10 thesis topics
have been dedicated to this project so far [5]. The result has been an active
development of the rover platform for almost four years, with the evolution of
the system shown in Fig. 5.

These experiences have lead to the decision to participate in further compe-
titions in the future. Currently, the two new rover projects Berlin Exploration
Assistant Rover (BEAR) and the PicO LavAtube Rover (POLAR) are being
developed.

3 Challenges of Student-Driven Robotics Projects
and Methods for Managing Them

From the three different project categories described in Sect. 2, the student-
driven research projects are the most challenging regarding management. This
section describes the major characteristics of student-driven research projects
and the corresponding challenges which leaders and members faced at TUB in
the past years. Methods which have been applied at the Chair of Space Tech-
nology for addressing the challenges are presented.

3.1 Working in Interdisciplinary Teams

The Challenges. Developing a project like e.g. an autonomous rover demands
for a team of people who cover a set of different engineering skills like electronics,
software and mechanical design. Most aerospace study programs have a focus
on covering a rather broad range of aerospace specific topics. They do not edu-
cate electrical engineers, software designers or mechanical engineers. Although
some students might have a certain skill in one of the fields, most aerospace
students lack of the proper skills to perform detailed design in the mentioned
engineering disciplines. Only by properly injecting disciplinary knowledge within
the scope of a complex student-driven project, the participants will be able to
contribute to it.

Method: Assigning Tasks and Responsibilities. We have found that stu-
dents are more motivated when they are allowed to pick assignments. Studies on
characteristics of an effective team show that all members should have a share
in the leadership and ownership of the team’s tasks [8]. In the rover projects, the
work packages are treated as if they were advertised jobs. Students apply for their
three favorite work packages by writing a short motivation letter and adding a
CV. The supervisors select the best candidates for a certain work package while
respecting the wishes of the students. In most cases, good allocation was possible
which was satisfying for all students and the supervisors. An example of a work
package description is given below.
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JOB DESCRIPTION
Electrical engineer for design of on-board electronics
All components on the rover including on-board computer, motors, sensors,
actuators etc. have to be supplied with electrical energy. An appropriate energy
storage has to be allotted that can provide all systems with energy for at least
one hour. For all components, appropriate voltages have to be conditioned.
For some electronics, adapter circuits have to be designed.
Tasks until course date 4:
- Presentation of a block diagram that shows all electrical components, their
properties and interfaces.

Method: Working With Other Faculties. Involving students from other
faculties has turned out to be a major asset to a project and to the quality of
education. Teams benefit from the combination of people with diverse character-
istics, skills, knowledge, and capabilities [7]. We recommend to advertise projects
at other departments to diversify the student team. It was found that students
are glad to help each other out with their strengths when this will advance the
project.

3.2 Low Funding

The Challenges. Whereas scientific research projects are mostly well-funded,
student projects have comparably few resources available. In most cases, the
funds do not cover scientific researchers, making it necessary that scientific staff
and lecturers dedicate their time in addition to their main duties. In best case, the
funds for student-driven projects cover the working materials and a few student
assistants. However, the number of student assistants is by far not sufficient to
conduct a project solely based on them. These projects practically depend on
extra student workforce. This creates challenges in the supervision and in keeping
a steady workforce for properly conducting the projects. In many cases, students
want to continue with a project even though the funding has expired. For these
cases, the department should have a long-term plan to allow for continuation,
thus keeping know-how and bridging gaps until another funding opportunity
comes up.

Method: Involving Staff Members. Although most staff members of a fac-
ulty are occupied with their research projects, many are gladly willing to sup-
port student activities. Student project leaders should make use of experienced
experts. In their role as mentors and reviewers they can help to reduce technical
and managerial risks in the project. Having the work reviewed by expert staff
members can raise motivation in the student team and lead to more accurate
results. Some experts might even take off some load from the team by contribut-
ing even more. In any way, the experts are helpful when thesis supervision is
needed.
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3.3 Drain of Expertise

The Challenges. The typical study duration of a Master student is four
semesters, whereat the final semester is often used for preparing the thesis. The
scientific student projects listed in the examples in Sect. 2 last over one or more
years. Students joining in their second or third semester often leave the projects
soon while first semester students or even less experienced undergraduates join
the projects. This leads to a loss of expertise and knowledge. This issue needs
to be addressed carefully to maintain a steady project work-flow.

Method: Establishing Knowledge Transfer. There are different concepts
for ensuring that knowledge is sustainably transferred from experienced students
to following participants. Students actively teaching or mentoring each other is
a widely used method. Design projects at the Purdue University in Alcoa are
vertically integrated, consisting of a mix of freshmen, sophomores, juniors and
seniors thus benefiting in from the year to year continuity as well as different
perspectives and experience levels in the teams [9]. However, there are risks
involved when solely building knowledge transfer on mentoring. The mentors
will have to teach the basics to every student joining the project, thus spending
a lot of time on knowledge transfer. In an ongoing project with a deadline like
e.g. a competition, this loss of valuable time of expert team members can be
fatal. We recommend to set up a knowledge base to make the basics easier
accessible to students. This can be based on a wiki and can include tutorials on
necessary basic skills, project-related technical contents and even video lectures.
Tutors, supervisors and senior students can still act in guiding and helping new
participants, but they won’t have to invest too much time on explaining the
basics. On the other hand, new participants have full-time access to knowledge
and can comment and improve the knowledge base for next generations. Students
from other faculties can also get better insights into the project.

Method: Setting Project Goals and Milestones. From our experience,
students start to increase the workload very prior to a homework submission or
an exam. To have a steady progress in a student-driven project, we recommend
to set a high mission goal and to define a number of milestones on the way.
A very effective method is to set a milestone within the first two weeks of a
lecture course. On this initial milestone, students can be demanded to present a
summary of the previous work done regarding their newly assigned work package
and to present their working plan for the semester. This graded presentation
will help the students to dive into the project in the very beginning. The next
milestone can be set after another two weeks when they need to present their
detailed concept for approaching the problem. Regular graded milestones help
the project to pick up pace and help the students to practice their presentation
skills. During this process, students should regularly be reminded of the common
goal of the project.
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3.4 Different Levels of Expertise

The Challenges. Interdisciplinary courses require a broad range of students
with different expertise. Even though project-based lecture courses have a few
basic prerequisites, they are open to many students. Naturally, students have
different levels of expertise. In a typical research project, the scientific staff is
carefully selected before employment. In a student-driven project conducted in
a lecture course, basically every student is accepted. The different knowledge
and skill levels of students within the team have to be considered when planning
execution of the work. There needs to be a way of embedding students from
different fields and on different levels without invoking risks to the project.

Method: Establishing Self-Evaluation. When multiple students are assigned
to one work package, it is often hard to see the contribution of individuals. If
individual grading instead of team grading is preferred by the faculty, individual
assignments should be clearly confined. Individuals should present their own
contribution in reviews. A questionnaire which is filled out by other students
to evaluate other teams can help to identify the top performers if team grading
is applied. The questions can be related to volume and depth of the work, the
communication with other teams and the personal initiative. Some engineering
educators even recommend to use web-based peer evaluation tools and use the
results as a modifier, because people who work on a project usually know best
how people in the project perform [10,11].

Method: Promoting Student Leadership. Since it is difficult for supervi-
sors to dedicate time to a student project, they should consider assigning student
leaders. The most talented candidates might act in a systems engineering role,
thus reducing contact time to solve minor technical issues as supervisor. Students
in these positions are highly motivated and deliver promising results. They are
able to strengthen the whole team. In addition, they gather valuable experience
by acting in a leading position. In many cases, these students have been pro-
moted to scientific researchers. Since students usually don’t have a strong level of
hierarchy, the scientific supervisors should communicate the role of the leading
students very well with the whole team.

3.5 Low Commitment and Unpredictable Situations

The Challenges. In contrast to employed scientific staff, students have a much
more versatile agenda. Lecture courses, homework, student jobs, extra-curricular
activities, loss of interest, false expectations and semester dependent short term
changes of plan make the short- and long-term schedule of a student hardly
predictable. Project leaders at TUB have faced situations in which a student
in key role suddenly dropped out of a project due to too heavy workload, an
internship opportunity or private matters. The project leaders also can’t predict
if an experienced student will be able to continue with the project in the following
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semester. Although most students were able to make reliable commitments, the
circumstance of non-dependability invokes a risk to a project’s success.

Method: Rewarding Students. Besides getting credit points or writing the-
ses, many students are putting their free time into a project. Rewards can moti-
vate the students to continue with a project in spite of difficulties. A major
reward for a student is to be able to participate in a robotics challenge, rocket
flight or satellite launch campaign. The benefits from the experience and contacts
that can be made are huge. No less, such a thrilling event is kept as a memory
for life. Team-building events, get-togethers and certificates can also be useful to
keep up the team spirit. Although extrinsic motivation factors like course grade
and resume improvement are important to students, the outcome of a project
can strongly rely on the intrinsic motivation factors that can be triggered by the
elements mentioned above and by constantly communicating the mutual vision.
Individuals can be motivated by both curiosity and perks, by both pleasure and
reward, by both love and money [10].

3.6 Quality Management for Student Projects

The Challenges. Quality management can become a major concern. These
projects struggle with limited budget and time, making too experimental designs
less preferable. This leads to the necessity of establishing a professional quality
management apparatus in a less professional environment. The main challenge
hereby is to demand for the needed discipline.

Method: Documentation. Proper documentation during the whole design
process enables all members of a project to get immediate access to up-to-date
information. Students in the Space Rover projects are not only asked to docu-
ment completed design steps, but also failures and mistakes along the way.

Method: Feedback and Validation. Less experienced students might not be
able to evaluate their results in a way to meet a defined quality level. It is often
up to the more experienced team members, especially the systems engineers, to
ensure that results are validated. This is best done by a very close feedback loop
and repetitive reviews. It means that students will present their findings on a
very tight schedule, either during meetings or in fact-to-face conversation with
systems engineers.

Method: Using Modern Tools. Tools for project management like e.g. Red-
mine1 and version control software like e.g. git2 are widely used in scientific
and students projects at TUB. Other educators state that a system like Red-
mine makes a significant impact on the outcome of project results [12]. Software

1 Homepage of project management tool Redmine. http://www.redmine.org/, last
access: 01/17/17.

2 Homepage of version control system git. https://git-scm.com/, last access: 01/17/17.

http://www.redmine.org/
https://git-scm.com/
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development in the project should follow established guidelines, such as that
each software unit undergoes unit testing or that automated test procedures are
used. These methods create a certain overhead. However, the benefits strongly
outweigh the needed effort.

Method: Focusing on Essentials. An ambitious student group might come up
with very creative ideas. Although this admirable, they might not have a clear
picture of the feasibility behind a fully innovative approach. We recommend
that students set a focus on the essential groundwork first. For example, basic
functions like e.g. steering, RF communications, sensor data acquisition, software
upload functions etc. should be implemented and verified before attempting to
work on more sophisticated features like e.g. autonomous path-planning.

3.7 Keeping a Consistent Work-Flow

The Challenges. Keeping a consistent project work-flow poses a challenge in
student projects, because of interruptions in the lecture free time or periods
without funding.

Method: Having a Regular Schedule. In order to make continuous progress,
a regular and obliging schedule is a core element. Meetings should be held on
a regular basis, also during the lecture free time. These meetings are meant to
inform everyone of current events and discuss pressing matters. An additional
project day is also very beneficial to drive the project work. Project leaders
should communicate the vision of the project clearly to keep the motivation
level up during dry seasons.

4 Conclusion

The number of challenging characteristics of student-driven research projects
show that many risks can be invoked when there is lack of awareness. Neglecting
the risks can have severe consequences and can lead to failure of a project, espe-
cially when hard deadlines for e.g. student challenges are involved. When project
leaders initiate a new student-driven activity, careful planning with foresight and
respect for contingencies should be executed.

The presented methods have been proven and have led to success in complex
student-driven robotics projects conducted at TUB. Since education implies a
never-ending learning process for faculty, lecturers and project leaders around
the globe are encouraged to carry these methods into practice and to share their
experiences with the community.
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and promoting space projects that are paying a major contribution to high quality
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countless nights working on their projects.
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Abstract. XXI century is the time of information technologies and
automation. As the world technologies go forward, the standard forms
of education at schools should be also supported by something innova-
tive, complex and technological. So, it is obvious, that it is robotics that
meets needs of the current education system and brings good results.
Presidential Lyceum of physics and mathematics #239, which is located
in St. Petersburg is known to be one of the best secondary school in
Russia. Since 2008 there has been functioning Robotics Center for school-
children that provides a high quality education for those, who are keen on
developing in the fields of technical education. The paper describes the
Robotics Center – unique place that has succeed to create from the very
beginning a complex education system, that includes robotics courses for
schoolchildren (basic robotics, electronics, applied mechanics and pro-
gramming), competitions and festivals, camps, courses for teachers and
other activities that join together children, their parents, teachers and
enthusiasts, who are keen on robotics. Robofinist project and festival,
that unite people, who are keen on robotics, are shown and the out-
comes of the education system that show its efficiency are described.

Keywords: Robotics in education · Secondary education

1 Introduction

Robotics is becoming a part of our life. The more we live, the more sophisticated
it becomes. Great scientists design robots that replace people in hazardous sit-
uations, help them in everyday life and even become a part of their bodies. It
is from Universities that these scientists graduate. And they all came to Uni-
versities from schools, where they had been taught. The sequence shows that
it is important to start teaching children robotic skills at schools. Even if they
don’t become scientists or engineers, all the basic skills robotics gives will help
them in future: project based approach, knowledge about control theory, good
c© Springer International Publishing AG 2018
W. Lepuschitz et al. (eds.), Robotics in Education, Advances in Intelligent Systems
and Computing 630, DOI 10.1007/978-3-319-62875-2 4
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algorithmic and calculating skills, patience and accuracy. The world community
understands it so it is not a surprise that robotics is popular in educational
contexts nowadays. The positive effects of robotic education can be proven by
experiences of robotics schools from all over the world.

As it was mentioned in the article [1], robotics offers new benefits in educa-
tion. LEGO Mindstorms equipment and other robotics kits has positive effects
on education and it was clearly shown in [2] and in [3]. The results of teaching
robotics at secondary schools described in [4] show the positive impact robotics
activities make on schoolchildren. All the above can be supported by the expe-
rience of Robotics Center, which is the main topic of the paper. The first results
of collaboration among undergraduate students of St. Petersburg State Univer-
sity and students of Robotics Center are described in [5] and some examples
of applied methods of control theory and robotics education and description of
Robotics Center are presented in [6–10].

As it is mentioned, the paper is about the Robotics Center that started as
a small robotics course in 2008 and later grew up into a huge applied science
center. It has built its own education system and spreads it over Russia nowa-
days. It is officially called Robotics Center of Presidential Lyceum of physics
and mathematics #239 (RCPML#239). It is one of the largest school robotics
centres in Russia now. A complex system, that was created inside the Center
is a successful example of a proper organization of the robotics education, that
can be provided in 5–11 forms in secondary schools. The system includes the
following parts: robotics courses for schoolchildren, competitions and festivals,
camps and quests, courses for teachers, unique methods of control education.
It includes 22 varied robotics courses and more then 700 schoolchildren master
their skills in it. The courses in brief are described in Sect. 3. Robotics Center
is a main robotics resource center and it provides courses not only for children,
but for teachers, too. They usually last for one week and are free. Such courses
help to share and broadcast the robotics experience all over the country.

To make the robotics community united a “Robofinist” project has been
organized (Sect. 4) and a huge list of various competitions is held during the year.
Moreover Robotics Center organizes summer robotics camps where children from
all over the Russia join together for three weeks time and master their robotics
skills (Sect. 5).

The whole system gives lots of positive outcomes. Since 2008 Robotics Cen-
ter students have been awarded nine gold, seven silver and six bronze medals
for taking part in International competitions like World Robotics Olympiad
and Robotchallenge. One of them is a project, made by students of the Cen-
ter, that won World Robot Olympiad (WRO) 2016. As a clear example of the
results of education it is described in Sect. 6. All the fields of studies are sup-
ported by Science education Center of Institute of Problems of Mechanical Engi-
neering Russian Academy of Sciences (IPME RAS) and lead Universities of St.
Petersburg: ITMO University, St. Petersburg State University.
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2 About Robotics Center

Presidential Lyceum of physics and mathematics #239 is a secondary school
that is situated in St. Petersburg, Russia. It was founded in 1918 and is famous
for a huge list of achievements: International Olympiads in mathematics, physics
and informatics, world wide contests. One of the most successful branches that
develops there is robotics. Robotics Center was organized in 2008 by teacher
of informatics Sergey Filippov and in 2010 it has become the robotics resource
center of our city. It was the first place in Russia, where robotics experience
was spread fast by a huge list of activities. As a result an unique methods of
how to teach children robotics appeared there and now are spread fast all over
the country. It happened because of the open work of the Center that involves
children, their parents, engineers and enthusiasts from all over the country. It
grows up the community of young researchers and helps everyone to do the same.

Attention should be paid on the place, where all the activities are held. A
basic robotic class consists of 3 parts: a classroom, a project lab and a teacher
room.

A classroom is a place where the lessons are held with large groups of children.
There are about 17 computers placed along the walls of the room and a row of a
simple wide tables to assembly robots. Teacher has a special table, where all the
additional sensors and power supplies are given. Sometimes small competitions
and demonstrations of assembling are held there. There is also a place where
training fields are put to run robots during the classes.

A project lab is a place, where small groups of children can join together
with a teacher and work with their robotics project for a long time. It is usually
a small computer class with a huge table for assembling and a row of shelves to
keep all the projects. For example, in one of the labs of Robotics Center lives the
famous Robot Greta, the winner of the WRO 2012. Greta plays hand clapping
game with guests of Robotics Center.

A teacher room is a place, where all the unique sensors, batteries and high
valuable equipment is kept. It is also a place where teachers can prepare for the
future lesson and have a short piece of rest.

3 Courses

As the Robotics Center is a part of a lyceum, its main activity is teaching
lyceum students and other schoolchildren robotics. Robotics classes are included
in the program of lyceum 5–7 year students and during classes of informatics
children get some robotic skills. Of course it is not enough to have just one or two
lessons a week to be good at robotics. So there are 22 unique courses, taught in
lyceum as a branch of additional education, that develop their robotics skills. All
courses are divided into four branches: basic robotics, electronics, programming
and applied mechanics. We advice children to study all of them in parallel to
become a complex specialist, because each one provides specific knowledge and
skills and their combination makes children complex specialists (Fig. 1).
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Fig. 1. Robot Greta plays hand clapping game

The course hierarchy helps make a system, where each student can choose
the way to develop and master engineering skills step by step.

Some of the courses in lyceum have become massive online courses, books,
innovative education programs. Unique techniques that are invented by teachers
of Robotics Center with the help of lead scientists from Institute of Problems
of Mechanical Engineering Russian Academy of Sciences (IPME RAS) help to
explain complicated control theory laws and mechatronics skills to schoolchildren
in a simple and understandable way.

About 700 schoolchildren study in the RCPML #239 nowadays. Their teach-
ers are programmers, scientists and engineers.

3.1 Basic Robotics Courses

At first basic robotics education starts with courses, where LEGO Mindstorms
kits are used. In the very beginning LEGO Mindstorms RCX was used. Now
NXT and EV3 kits are used. Basic robotics courses based on LEGO last for
3 years. Children are taught the basic principles of robotics: from calculating
gear ratios to calculating the trajectory when finding out an optimal path from
the maze.

During the first year of studies children acquire some basic programing skills
with Robolab, EV3 Software and TRIK Studio. Text programming is gradually
introduced during the second year with CeeBot and during the third year of stud-
ies children use RobotC for the same purposes. During the 7th year of studying
they also make some free style robotics projects and participate in conferences
and trade shows. Such kind of three year studies as well as a unique methodology
inventions created in the Center make complicated robotic tasks a breathtaking
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Fig. 2. A pupil of Robotics Center during sumo competition

game, that includes both constructing and programming. It is noticed that those
who study programming during robotics classes usually achieve better results at
their final exams at school (Fig. 2).

World Robot Olympiad [11] and RoboCup Junior [12] are the most well
known international competitions for schoolchildren. One of the most entertain-
ing tasks, which is usually represented there is robot soccer: autonomous robots
made of LEGO or any other are materials are supposed to play football matches
with their opponents. So robot soccer and humanoid robots courses are pro-
vided in the Center. Figure 3 shows a RoboCup Junior soccer play between the
Robotics Center team and a guest team from Moscow.

Of course LEGO [13] is a leading company that supplies school robotics, but
in 2009 it was understood that not all the needs of Robotics Center students
LEGO bricks could meet. It was clear that a special tool should be designed
that can be used to teach school children robotics from the very beginning and
till the time when they’ll be able to use cameras, network connecting and so
on. Fortunately, a new cybernetic kit “TRIK” [15] was designed in 2011 by a
group of developers from St. Petersburg State University (SPbSU). Now TRIK
[14] and its programming software TRIK Studio is one of the most successful
robotic kits, made in Russia. It includes an unique controller with Linux OS
inside, motors, sensors, camera for computer vision and other metal components
(see Fig. 4).

And of course one of the best things about TRIK is its software. A TRIK Stu-
dio is a powerful development tool to program TRIK, LEGO NXT and LEGO
EV3 robots using Javascript, C++ and simple specially designed visual pro-
gramming language for children. It is a tool, that makes it possible for young
children to build programs with the help of blocks and for students to program
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Fig. 3. RoboCup junior soccer play

Fig. 4. TRIK cybernetic kit

a quadrotor. It also includes 2D modeling environment which meets educational
needs when studying robotics without real kits.

3.2 Electronics Courses

It should be mentioned that the use of kits in most of the cases meets educa-
tional needs, but of course the best results can be achieved when using task
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Fig. 5. Self made parts for robotics competitions

oriented materials, motors and sensors. That is why a second largest branch of
robotics is being developed in Robotics Center. An electronic control systems is
a branch that includes 6 courses: electronics, BEAM robotics, microcontroller
based robotics (Arduino, Raspberry Pi). Some examples of the self made robots
are shown in Fig. 5. Dip Trace is used to make a PCB board and then with the
help of laser cut it is possible to make electronic devices during lessons at school.

3.3 Applied mechanics courses

There is often a lack of details when making robots. Sometimes they are too
long, sometimes too short, sometimes not strong enough. The branch of applied
mechanics, represented by 3D modeling and Engineering Design courses helps
children make everything they need to upgrade their robots. During the courses
pupils study the basic principles of geometry, designing in CAD systems. They
use Solid Works, Autodesk Inventor and Kompas 3D, so everyone can choose the
most comfortable software. So if a child needs a part for the robot he or she makes
a 3D model and prints it out on a 3D printer or cuts it out with a laser cutting
machine for free. Moreover, during the course of Engineering Design children are
taught how to prepare technical documentation: descriptions, structural schemes,
schematic diagrams, printed circuit boards and so on.

An example of a robot build for RTC Challenge, is shown on Fig. 6.

3.4 Programming Courses

Special attention should be payed on developing programming skills. Six courses
where children are taught programming teach children solve sophisticated robot-
ics tasks. Some courses start mastering programming skills from the very begin-
ning, like Pascal, but then students learn C++ and Java to create Android appli-
cations for their purposes. The most successful programmers come to the most
difficult courses, where they are taught how to make quadrotor fly autonomously,
mobile robot grab thing with the help of cameras and 3D vision.
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Fig. 6. Robot for RTC challenge

4 Robofinist

Of course at first it was hard for RCPML #239 to develop on its own. Lack
of resources can easily stop the progress. But the Robotics Center has a sup-
port nowadays. In 2013 RCPML #239 and charity foundation “Finist”, which
was founded by Temur Amindzhanov, head of company “Starline”, started the
project, called “Robofinist” [17]. First, it is a website, where children share their
knowledge and get registered on the current robotics events (courses, conferences
or competitions). This electronic resource allows everybody organize robotics
events of various levels: competitions at schools, cities and even regional compe-
titions. It allows to open and control any type of competition, to invite judges
and to use the rules that are listed there. It is a comfortable tool that is given
to everybody, who wants to develop robotics in Russia for free. Second, it is
a support for all the projects, initiated in Robotics Center, staring from small
robotics games for children and ending with a support on RoboCup competition
for teachers of Robotics Center.

And last, but not least is organizing a huge International robotics festival
“Robofinist”, which is usually held in the end of September. The festival is free
for all participants and visitors from all over the world. Everybody is invited
to take part, to see the beautiful city. The festival is a real fun for children
because it is not just a competition, but an event with lots of entertainment,
robotics game zones and workshops. Symposiums and round tables for adults are
also held during the festival. It is a huge event that joins together the growing
robotics community and gives a boost to the most perspective tasks (Fig. 7).
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Fig. 7. Participants of Robofinist 2016 festival

5 Activities: Competitions, Camps

A huge range of robotics events fulfill the year of young roboticians of St.
Petersburg. A robotics year starts after the Robofinist festival and ends with
it. During the year two competition of the city level are organized by RCPML
#239. There are usually about 20 kinds of competition each time: linefollowing,
sumo, soccer, maze, air race, etc. About 500 robots take part in them. With the
help of Robotics Center and Robofinist these competitions are run in more than
30 organizations in Russia and the number grows fast.

There are so many things to study in Robotics Center and it is just physically
impossible for a child to develop in so many fields of robotics during an academic
year. That is why one of the most expected events during the year is a summer
robotics camp. The Robotics Center organizes the camp that gathers children
from all over the country. They join together in common activities for three
weeks time. Each week a pupil takes a course and one week at the camp becomes
equal to semester of an academic year. Summer camps also include workshops,
competitions and speed up the development of robotics and make the growing
community united.

6 Project “OWC 2016”

One of the most vivid results of the activities of the Center is a project Ocean
waste collector (OWC 2016) - an automated system of robots for collecting trash
in the ocean. The project won first prize on the WRO 2016 in Open Category.
Three students of Robotics Center who are about 13 years old have designed an
unique model of the automated ocean waste cleanup system. OWC consists of
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the following parts: surface waste collecting robot, conveyor and lift, underwa-
ter robot. Camera, that is located above the aquarium represents satellite or
quadrotor. It helps to get the waste location and to send it to the surface robot,
that gathers it and then transfers it to the conveyor belt, where sorting, cutting
is done. If the waste is located under water, the underwater vehicle finds it and
equips it with a special pontoon. It fills up with a gas, when the robot finds the
sunken waste and makes it go up from the bottom. After that the surface robot
delivers the waste to the lift. The project is an excellent example of how the
whole system in Robotics Center helps children solve complex tasks. As they
study basic robotics, they have build two mobile robots and conveyor with the
help of LEGO Minstorms. When making a surface robot they used their knowl-
edge in mechanics and 3D modelling to make special propellers to make desired
movements on the water surface. When making the underwater robot they used
their knowledge in electronics either: power supply case for underwater vehicle,
special board for electromagnet, etc. Not to mention the fact that computer
vision was used for navigation, which was taught during programming courses
(Fig. 8).

Fig. 8. OWC team preparing for the contest

7 Conclusion

The whole complex of actions taken by Robotics Center and its partners shows
good results. The number of children who want to develop their engineering skills
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grows up day by day. Each year hundreds of new robotics classes appear all over
the country and organizations that teach children for free become partners of
Robofinist project. There are not so many people now, who have received this
complex robotics education in Robotics Center and have graduated the univer-
sities, but those who did got good jobs and became successful. For example, four
students of the first robotics courses are now lead engineers in companies that
are connected with navigation, aerospace technologies and technical equipment
design companies.
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Abstract. In this paper we characterize curriculum for educational robotics
which we iteratively developed within our dissertation research. We developed
11 activities with complex methodical materials, which teachers can productively
integrate into their daily teaching and thus prepare attractive introduction for
educational programming for pupils. We think that curriculum developed in this
way can serve mainly for fulfilling modern educational goals of Informatics.
With our new intervention pupils can develop important skills, knowledge and
abilities, which they will use not only in school, but in their personal lives as well.

Keywords: LEGO WeDo curriculum � Educational robotics � Informatics �
Lower secondary school

1 Introduction

Results from analysis of several publications indicate positive development of
knowledge and skills with the use of educational robotics. Students acquired new
knowledge during classes of programming, geography and robotics [1–3] during
learning fundamental principles of evolution [4] and during classes of Systems [5].
Students acquired science process skills [5], social interactions [6] and problem solving
skills [3]. Authors [7] believe that: “not only are robots built on advanced technology
but they also provide a tangible and physical representation of learning outcomes: a
valuable aspect of employing them in education”. Robotics also offers possibility for
real learning, learning that is definable and measurable. Gura in [8] at page 115 also
claim: “When we take a look at almost any set of educational standards, there is a good
chance to see connection to robotics. The longer we teach robotics, the more con-
nection we will find.” In our research we focused mainly on developing curriculum for
primary and lower secondary school.

2 Methodology

Main aim of our research was design, implementation and verification of curriculum for
educational robotics; hence it was integration of educational robotics into compulsory
school subject Informatics at lower secondary school. Our curriculum consists of
methodical materials for teachers. These materials contain educational goals, developed

© Springer International Publishing AG 2018
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competencies by students, selected methodic, content of lessons and they are in
accordance with the National Educational Program in Slovakia. Therefore we had one
main research question: What should be specific objectives, content and form of cur-
riculum for educational robotics for 10–12 years old pupils in compulsory school
subject Informatics? We used Design based research with four iterative cycles [9] as a
main research strategy and we used qualitative methods of data collection and data
analysis [10], including semistructured interview, observation (transcriptions and field
notes), focus groups, audio-visual materials (photographs and recorded videos of stu-
dent’s work and their products). We conducted our research in ordinary lower sec-
ondary school in small town near capital city of Slovakia. We cooperated with teacher
who taught her pupils within compulsory school subject Informatics according our
curriculum. During these classes there were also two researchers who were collecting
data. We worked with 101 students aged between 10 and 12, divided into several
groups during four years of our dissertation research. In one group there were from 9 to
14 students. These groups included boys and girls in different ratio, see Table 1.

During the implementation of our curriculum students worked mostly in pairs of
two girls or two boys, with an occasional pair of a girl and a boy. Our curriculum
introduces one of possible ways for introduction to programming for lower secondary
school students that is appropriate and interesting.

Table 1. Pupils participated in our research.
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Boys Girls Sum
1. iteration

1. group 7 7 14
2. group 7 4 11
3. group 4 6 10

2. iteration

1. group 7 4 11
2. group 6 5 11
3. group 6 3 9

3. iteration
1. group 7 3 10
2. group 7 5 12

4. iteration
1. group 4 9 13
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3 Curriculum with LEGO WeDo

Our curriculum is based on a number of educational principles [11]. While designing
activities for our curriculum we followed principles of learning activity [11] and
several others recommendations from [8, 12]. In our activities we supported some
constructionist ideas [13]: learning by doing, hands-on activities; genuine achievement
and own solutions, problem finding; hard fun and playful learning; learning through
designing and creating; freedom to make mistakes; teamwork, communication, col-
laboration, sharing work and ideas. Constructionist learning is creating opportunities
for various representations of knowledge and it is supporting different types of learning
styles [14]. In some activities we used instructions too, because modern cognitive
process requires both approaches – instructions and construction of inquiry. These
approaches are supporting each other and they are strongly connected in learning
process [15]. Instructions often beneficially support construction of inquiry and vice
versa [16]. In addition, with our curriculum we tried to engage the attention of all
students in our classes. Therefore we followed ideas of “Creative Science for Every-
one” [12]: focus on theme, combine art and engineering, support storytelling and
organize exhibitions. We could engage the attention of more students with various
interests when we follow mentioned principles [12].

Our curriculum consists of eleven activities for 5th and 6th grade students in lower
secondary school and it contains methodical materials for every activity for teachers.
Each activity takes 45 min, which is one school hour. Each methodical material con-
tains even recommendations for teacher, several types of assessment of selected
activities [17] and other additions such as worksheets for students, instructions for
creating robotic models etc.

3.1 Activity 1: What Is a Robot?

The aim of introduction activity is clarification and classification of students’ previous
unformal knowledge acquisition about a concept robot via discussion and creation a
mind map about mentioned concept. In the end of this class students can formulate their
own definition of robot based on created mind map.

3.2 Activity 2: Making a Dream Car

The aim of this activity is familiarization with the content of robotic kit LEGO WeDo
and its programming environment. Other aims are the development of ability to follow
instruction via construction of attractive robotic model (left part of Fig. 1), familiar-
ization with the axis of rotation of the motor and development of students’ fine motoric
skills. Students should also use several selected commands to control robotic model
(see right part of Fig. 1) such as motor turning right (left), motor on for some time,
motor power, motor off and play sound.
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3.3 Activity 3: Even Cottage on Robotic Foot Can Dance

The aims of this activity are the development of ability to follow instruction via
construction of robotic model (see right part of Fig. 2), familiarization with the dif-
ferent type of axis rotation of the motor and development of students’ fine motoric
skills too, acquisition of knowledge and experiences with programming robotic model
using commands for control motor and play sounds (see left part of Fig. 2). Last aim is
the development of collaboration and communication skills via team work. Students
are acquainting with commands wait for some time and count loop for the first time.

3.4 Activity 4: My Own First Assistant

The aim of this activity is the development of creative thinking through building and
programming robotic model according students’ imagination. The aim is also the
development of ability to formulate and to defend their opinion and to agree on one

Fig. 1. Robotic model, which was built according to instructions (on left) and pupils’ own
program to control it (on right).

Fig. 2. Robotic model, which was built according to instructions (on left) and program from
worksheet to control it (on right).
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mutual resolution of possible problem via team work. Examples of pupils’ robotic
model are on Fig. 3 and examples of programs to control them are on Fig. 4.

3.5 Activity 5: Matthew’s Hovercraft from the Future

The aim of this activity is familiarization with the use of motion sensor in construction
of robotic model (see left part of Fig. 5). Other aims are familiarization with func-
tionality of motion sensor and with several options how to use it to control robotic
model. Students are acquainting with the connection of command wait with motion
sensor parameter. Last aim is the exploration of behaviour of robotic model when it is
controlled with tasks from worksheet (see right part of Fig. 5).

Fig. 3. Robotic models, which pupils created according to their imaginations.

Fig. 4. Programs to control robotic models on Fig. 3.
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3.6 Activity 6: Martina’s Vision of Lost Vehicle

The aim of this activity is development of creative thinking through building robotic
model according picture which contains part of this model (see left part of Fig. 6) and
finishing it according their imagination (see middle and right part of Fig. 6). Other aims
are obtaining more experiences with the use of motion sensor via various types of tasks
in worksheet and also clarification of the differences between selected commands and
exploration of commands to display some text in virtual window.

Example of one task from worksheet
Describe the differences in the behaviour of the robotic model in the control of pro-
gram A and control of program B (Fig. 7).

Fig. 5. Robotic model, which was built according to instructions (on left) and one of the
programs which pupils were exploring in activity 5 (on right).

Fig. 6. Examples of two robotic models, which pupils completed from picture (on left).
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3.7 Activity 7: The Creation of the Best Helper in the World

The aim of this activity is the development of creative thinking during building and
programming robotic model created according to students’ imagination (examples of
students’ models are on left part of Fig. 8 and examples of their programs are on right
part of Fig. 8) but with some requirements as usage of motor and motion sensor in
construction of robotic model and usage of selected commands in program to control
this model. The aim is also to obtain more experiences with the use of motion sensor
parameter with commandsmotor power, motor on until, play sounds and command wait
until. Last aim is development of ability to agree with one mutual solution of problem.

3.8 Activity 8: The Movement of Modern Turtle

The aim of this activity is familiarization with the use of tilt sensor in construction of
simple robotic model (see left part of Fig. 9). Other aims are familiarization with
functionality of tilt sensor and with several options how to use it to control robotic
model. Students are acquainting with the connection of command wait with tilt sensor
parameter. The aim is also the exploration of behaviour of robotic model when it is
controlled with advanced tasks from worksheet (see left part of Fig. 9).

Fig. 8. Robotic models, which pupils created according their imaginations.

Fig. 7. Example of programs from worksheet, where pupils described differences between these
programs.
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3.9 Activity 9: Designing a Fairy Tale

The aim of this activity is the development of ability to think about different possi-
bilities and limitations of construction of robotic model in consideration of content of
robotic kit. Other aims are the development of ability to think about different possi-
bilities and limitations of programming of robotic model in consideration of limitations
of programming environment for robotic kit LEGO WeDo, the development of cre-
ativity and ability to implement students’ ideas through creating a sketch of robotic
model (see Fig. 10) and describing its future behaviour in writing, using worksheet.
Last aim is to demonstrate knowledge and skills acquired during previous activities.

3.10 Activity 10: Creating a Fairy Tale

The aim of this activity is the implementation (see Fig. 11) of students’ designs from
previous activity. Other aims are to demonstrate knowledge and skills acquired during
previous activities and the development of ability to take responsibility for work cre-
ated in group.

Fig. 9. Robotic model, which was built according to instructions (on left) and one of the
programs which pupils were exploring in activity 8 (on right).

Fig. 10. Sketch of construction of robotic model.
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3.11 Activity 11: Fairy Tale for Everyone

The aim of this activity is the evaluation of students’ own work included evaluation of
limitation of robotic model and its program. Another aim is the comparison of first
imagination about robotic model (its construction and description of its behaviour) with
implementation of this imagination (as final product). Last aim is the development of
ability to discuss and to defend own opinions. Students were creating presentations
about all mentioned issues.

4 Findings

In Slovakia pupils start to go to lower secondary school at the age of 10. When we
began to create curriculum for pupils this old we were inspired by results and findings
from creating curriculum for younger pupils [18]. We implemented group discussion
about a term robot as introduction activity. But these older pupils (lower secondary
school pupils) did not want to discuss their ideas about term robot as enthusiastically
and openly as younger pupils (primary school pupils). According our results [19] older
pupils were afraid of their possible incorrect answers. So we included team work
where pupils were discussing their ideas about term robot in pairs at first. Then we
conducted group discussion during which teacher was creating mind map about robot
according pupils ideas.

The next activity was creation of robotic model according to pupils’ imagination in
our curriculum for primary school pupils [18]. Therefore we implemented similar
activity with older pupils. But there appeared several problems. At first pupils took a lot
of time to decide what to build and they spent almost whole activity by building
construction of robotic models. They spent only last few minutes on programming their
models. Also pupils had unrealistic expectations about construction and behaviour
of their robotic models [20]. During creating own robotic model pairs of pupils had
problems with collaboration. There were situations where pupils had to rebuild their
robotic models several times (because each member of pair worked on his/her own

Fig. 11. Robotic model and program created according to design (see Fig. 10). It is a figure
lemur king Julien from Fairy tale Madagaskar.
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robotic model) but in the end every pairfinally created one functional robotic model.
Therefore we included activities where pupils created robotic models and programs to
control those models following several instructions. Hence pupils could acquire some
conception about what robotic model could be created with selected robotic kit.

During first iteration of our research we conducted our activities following mainly
constructionist ideas. But pupils took a lot of time to discover required phenomenon
and there were several problems with understanding it. Teacher had to explain it to
each pair separately, because many misconceptions appeared. Unfortunately we could
create curriculum with less than 15 activities, because The National educational pro-
gram for Informatics prescribes many other topics to teach in lower secondary school.
So we decided to incorporate instructions into introduction of some new phe-
nomenon. Then pupils could discover how this new phenomenon work during
exploration of programs to control robotic models through tasks in worksheets.

Our results indicate that activities with instructions should be varying with
activities with constructionist ideas. This means that pupils followed instructions to
create robotic model at first, then they created their own robotic models and next
activity contained instructions again, etc. When pupils were creating robotic models
according to their imaginations there appeared several situations:

• We repeatedly reminded pupils, that their robotic model have to include motor or at
least one of two sensors so it can be controlled with software.

• Pupils often did not include sensor in their robotic model, but they wanted to use the
sensor parameter in their program.

• Pupils included one sensor in their robotic model, but they did not use it in the
program that controlled the model.

• Pupils described their imagination about how the robot should work, but not their
real program [21].

Based on these situations we developed mandatory requirements for the content
of the construction of a robotic model and its’ program. After we applied mandatory
requirements, aforementioned situations did not appear again.

Last activities in our curriculum contain creation of larger robotic project which
take three lessons. This project includes several aspects of compulsory school subject
Informatics. We divided this project into three parts, where each part takes one school
hour (45 min). At first pupils should plan how robotic model should look like and what
should it do. It was beneficial to create worksheet for this activity, because pupils did
not manage to keep track of their time and they did not distribute the work in the team.
In our worksheet pupils could draw a sketch of construction of robotic model with
colour pencils and they could write its future behaviour. They could also use graphic
and text editor to fill it up. During second part of this project pupils were creating their
models following their designs from previous lesson. During the last part of project
pupils were evaluating their achieved goals, which they set in first part of project. In
conclusion pupils still needed some form of management of their work. But they
manage to proceed according to their designs of robotic models (they did not have
unrealistic expectations about their models) and to evaluate their work.
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5 Conclusion

In this paper we characterized curriculum for educational robotics which we were
iteratively developing during four years of our dissertation research. Our curriculum
represents one of practical and appropriate ways to integrate educational robotics into
compulsory school subject Informatics at common lower secondary school. It was
created for ordinary students, not only for gifted ones. This curriculum covers some
topics prescribed in the National educational program for Informatics in Slovakia and it
introduces one of possible ways for introduction to programming for pupils in selected
age that is appropriate and interesting. Learning objectives in this curriculum encom-
pass the development of computational thinking skills through educational robotics.
With our curriculum pupils can develop important skills, knowledge and abilities,
which they will use not only in school, but in their personal lives as well.
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Pythagorean Approximations for LEGO:
Merging Educational Robot Construction
with Programming and Data Analysis
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Abstract. This paper can be used in two ways. It can provide refer-
ence information for incorporating diagonal elements (for bracing or gear
meshing) in educational robots built from standard LEGO R© kits. Alter-
natively, it can be used as the basis for an assignment for high school or
college students to recreate this information; in the process, students will
exercise skills in both computer programming and data analysis. Using
the paper in the second way can be an excellent integrative experience
to add to an existing course; for example, the Exploring Computer Sci-
ence high school curriculum concludes with the units “Introduction to
Programming”, “Computing and Data Analysis”, and “Robotics”.

Keywords: Computer science education · Robotics · Computer pro-
gramming · Data analysis

1 Introduction

Providing students with robotics experiences has become a popular and suc-
cessful mechanism for broadening participation in computing and STEM more
generally, retaining more students in these fields, and improving their learning.
Robotics videos were found to be the most popular component of a series of
brief computing outreach visits [12], and many studies have reported on success-
ful programs using robots built from LEGO pieces, e.g. [2,5,7,14].

Nonetheless, advice for students on how to build robots with LEGO kits is
fairly limited, perhaps because LEGO is assumed to be a familiar medium from
youthful play. An exceptional primer has been provided by Fred Martin [11]; in
particular, it includes valuable tips regarding use of gears. It remains challenging,
however, to incorporate any diagonal elements as opposed to placing each part
across one dimension of an underlying regular 3D grid. To mesh gears along a
diagonal or construct diagonal bracing, Martin suggests experimentation, though
he notes the obvious applicability of the Pythagorean Theorem. In practice, such

An abbreviated preliminary version of this paper appeared as [6].
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experimentation with several cycles of building, disassembling, and rebuilding
can be very frustrating to youthful robot builders.

This paper provides a more systematic approach to applying the Pythagorean
Theorem to robot building. We use a spreadsheet to organize Pythagorean com-
binations that are close to exact, either with standard integral lengths or with
some tricks that can be employed to place parts at spacings of half units (or some-
times even quarter units). Furthermore, the paper shows how to construct the
spreadsheet using a simple program, and creating such a program and working
with the resulting spreadsheet can be a good exercise in programming and data
analysis to assign to students. In this way, students are motivated to complete the
programming and data analysis due to its practical application to robot building
tasks. This may form a particularly nice integration of the programming, data
analysis, and robotics units of the Exploring Computer Science (ECS) curricu-
lum [4], which has been implemented in many high schools in the United States.
Initiated in Los Angeles, ECS is now in the seven largest US school districts
and many other locations [3], and it has had a particularly strong impact in
Chicago [1,13]; it is also attracting some international attention.

2 LEGO Basics

One popular LEGO-based educational robotics program is Botball R© [9], which
has spread to many locations on four continents [10] and has major culminating
tournaments/conferences in both North America (GCER) and Europe (ECER).
Participating teams all work with a standard kit of LEGO and other parts
assembled from those featured on the Botball web site [8]. Also, extremely widely
used is the LEGO MINDSTORMS R© kit [17]; for example, this was the primary
recommended platform for the final “Robotics” unit of the Exploring Computer
Science curriculum prior to the advent of other very inexpensive robots. The base
kit for LEGO MINDSTORMS is similar to the Botball kit, though somewhat
smaller, and various LEGO extension kits, available from a variety of vendors,
also provide parts that are included in the Botball kit. While the MINDSTORMS
kit refers to a package of “LEGO Bricks”, there are actually few if any traditional
LEGO brick pieces in any of the standard robotics kits; most of the pieces can be
ordered directly from lego.com by searching for “Technic” in the brick name [16],
with some parts seeming to require a visit to the service portion of the site [15].
The main workhorse pieces are referred to as “beams” at lego.com or “liftarms”
in Botball parts lists; most are completely straight or include a 90◦ angle. The
width and height of a straight LEGO liftarm, as well as the space between
adjacent holes along the length of a liftarm, are all one LEGO unit, which is
8 mm. Various connectors are available for linking these pieces together.

With standard LEGO robotics parts, the most straightforward approach is
to place all pieces along straight lines in the underlying 3D integer grid. This
paper initially restricts all parts to be anchored to this integer grid while also
considering diagonal components. Later, we also consider some tricks that can
yield spacings at fractional LEGO units. Martin also suggests some constructions
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involving fractional LEGO units, but these spacings are primarily achieved by
using traditional LEGO bricks, which we have noted are not generally very
available in current LEGO robotics kits.

Botball names are henceforth preferred, but we also provide information for
looking up parts at lego.com. The standard gears are listed in Table 1.

Table 1. Standard gears in the Botball Lego kit.

Botball Botball LEGO lego.com name Radius in

description quantity design # LEGO units

8 Tooth 12 3647 GEAR WHEEL T = 8, M = 1 0.5

16 Tooth 6 4019 GEAR WHEEL Z = 16, M = 1 1

24 Tooth 8 3648 GEAR WHEEL Z24 1.5

40 Tooth 6 3649 GEAR WHEEL 40T 2.5

In a typical alignment of gears along a liftarm, the gears of radius 1 will
only mesh with each other (at a distance of 2), while the other gears may be
abutted to one another in various combinations at distances of 1, 2, 3, 4, or 5. At
any given time, we will focus on an arbitrary two dimensions of the underlying
3D grid and explore ways of achieving diagonal placement of liftarms and/or
gears, while most components run either horizontally or vertically. Employing
diagonal liftarms may be a useful bracing mechanism that uses fewer liftarms,
or, of potentially greater value, a mechanism to align gears (and transfer motion)
along a diagonal. (At least one team in the 2016 Botball competition sought such
a design to use gearing and place wheels below and in front of the motor mounts
in a standard metal chassis. These design elements were intended to allow the
robot to ascend a ramp and straddle certain pieces on the game board.) For
diagonals of length at most 5, it may also be possible to place gear centers on
the rectilinear grid but with the gears meeting along a diagonal.

3 Near-Integral Triples

We begin by exploring ways to construct diagonals that connect to the underlying
integer grid. An appropriately constructed spreadsheet provides a convenient
way to view near-integral Pythagorean triples that may be helpful in LEGO
construction. For example, the macro in Fig. 1 initializes a Microsoft Excel R©
spreadsheet of relevant data, shown here with appropriate choices for integral
lengths only (FRAC = 1 and HYPRND = 1).

Additional parameter choices in the code of Fig. 1 were to limit the lengths
of all triangle sides to 14 (longest available with a single liftarm), and to limit
the slope (long leg divided by second leg) to 5, since constructions with slopes
closer to 1 are of greater interest here as opposed to essentially running along a
horizontal or vertical. In addition to showing leg lengths, slope, and hypotenuse
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Sub Initialize()

Dim MAXLEG, MAXHYP, FRAC, HYPRND As Integer

MAXLEG = 14 ’Maximum allowed leg length

MAXHYP = 14 ’Maximum allowed hypotenuse length

MAXSLOPE = 5 ’Maximum allowed slope (2nd leg divided by short leg)

FRAC = 1 ’Fractions of Lego units allowed

’(1 for whole units only, 2 for halves, 4 for quarters, etc.)

HYPRND = 1 ’Approximate hypotenuse by rounding to specified fraction

’(1 for whole units, 2 for halves, 4 for quarters, etc.)

Cells.Clear

Cells(1, 1).Value = "Short Leg" ’A1

Cells(1, 2).Value = "2nd Leg" ’B1

Cells(1, 3).Value = "Hypotenuse" ’C1

Cells(1, 4).Value = "Approx Hyp" ’D1

Cells(1, 5).Value = "Error" ’E1

Cells(1, 6).Value = "Abs Err" ’F1

Cells(1, 7).Value = "Slope" ’G1

Dim shortstep, secondstep As Integer ’Counters for short, 2nd leg lengths

Dim row As Integer: row = 2 ’Counter starting at 1st row after headings

For shortstep = 1 To MAXLEG * FRAC

For secondstep = shortstep To MAXLEG * FRAC

worA’CARF/petstrohs=eulaV.)1,wor(slleC

worB’CARF/petsdnoces=eulaV.)2,wor(slleC

Cells(row, 3).Formula = "=SQRT(A" & row & "^2 + B" & row & "^2)  ’C row

Cells(row, 4).Formula = "=MROUND(C" & row & "," & 1/HYPRND & ")" ’D row

Cells(row, 5).Formula = "=D" & row & "-C" & row ’E row

worF’")"&wor&"E(SBA="=alumroF.)6,wor(slleC

Cells(row, 7).Formula = "=B" & row & "/A" & row ’G row

If Cells(row, 4)<=MAXHYP And Cells(row, 7)<=MAXSLOPE Then row = row + 1

Next secondstep

Next shortstep

Rows(row).EntireRow.Delete ’Remove last row failing condition at loop end

End Sub

Fig. 1. A visual basic for applications macro to initialize a Microsoft Excel spreadsheet
of Pythagorean triple data.

length, the spreadsheet shows the approximate hypotenuse length (rounded to
the nearest multiple of 1/HYPRND), the error relative to the actual hypotenuse
length, and the absolute value of the error.

Constructing a macro and spreadsheet of this sort is a feasible exercise for
beginning computing students; the most difficult programming concept involved
is nested for-loops. The other rudiments of working with VBA in Excel can
be easily conveyed to students. (The task also can be simplified somewhat by
generating only data values rather than formulas in all the cells.) This exercise
can even be completed in Scratch (http://scratch.mit.edu), the environment
regularly used for programming in the Exploring Computer Science curriculum
and many other beginning computing classrooms. In the Scratch version, one

http://scratch.mit.edu
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can generate rows of comma-separated values as items in a list, right click on
the list to export to a file, and then read the file into Excel.

The macro of Fig. 1 generates a spreadsheet with 68 data rows. Sorting by
absolute error, we find 11 rows with absolute error of less than 0.1 LEGO units
as shown in Table 2. (For presentational convenience, the values here and in
further figures are rounded to a small number of decimal places; this also helps
provide opportunities to ask for something more on a homework assignment
even if students find this paper.) It is actually possible to construct nearly all
of the 68 possibilities as verified by constructing cases near the bottom of the
sorted spreadsheet, but the ones listed in Table 2 involve less deformation of the
pieces. As an example, Fig. 2(a) shows the case with least nonzero absolute error
(7-11-13) used to hold a sequence of gears. (At least one combination remains
unworkable, e.g., trying to build a 1-1-1 using a bent liftarm for the two legs.)

Table 2. The 11 near-integral (or integral) Pythagorean triples with sides ≤14 with
least absolute error.

Short leg 2nd leg Hypotenuse Approx. Hyp. Error Abs. Error Slope

3 4 5 5 0 0 1.333

5 12 13 13 0 0 2.4

6 8 10 10 0 0 1.333

7 11 13.038 13 −0.038 0.038 1.571

8 9 12.042 12 −0.042 0.042 1.125

4 8 8.944 9 0.056 0.056 2

4 7 8.062 8 −0.062 0.062 1.75

5 5 7.071 7 −0.071 0.071 1

5 13 13.928 14 0.072 0.072 2.6

5 11 12.083 12 −0.083 0.083 2.2

1 5 5.099 5 −0.099 0.099 5

Probably, the most useful way to use the spreadsheet is to sort by slope
after sorting by absolute error. Then when a particular slope is desired along
which to align a sequence of gears, one may select the corresponding option with
least absolute error. Table 3 shows the triples with least absolute error for slopes
from 1 to 5 at intervals of 0.5: As an example of this approach, the tightest
construction of slope 1 is a 5-5-7. These dimensions can be used to create a tight
construction while actually extending the hypotenuse farther to hold a longer
sequence of gears; for example, see Fig. 2(b).

The example constructions of Fig. 2 use liftarms along the hypotenuse to hold
gears securely in place, but one can also consider placing liftarms horizontally
and vertically only while attempting to place two gear centers on such liftarms so
that the gears mesh diagonally along the hypotenuse. In this case, the hypotenuse
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Fig. 2. Two approximate Pythagorean triples with sides ≤14. (a) The one with least
absolute error, (7-11-13). (b) The one with least absolute error for a hypotenuse slope
of 1, (5-5-7). The hypotenuse in this case is extended to provide more space for gears.

Table 3. The approximate Pythagorean triples with sides ≤14 with least absolute
error for slopes of 1 to 5 at intervals of 0.5.

Short leg 2nd leg Hypotenuse Approx. Hyp. Error Abs. Error Slope

5 5 7.071 7 −0.071 0.071 1

6 9 10.817 11 0.183 0.183 1.5

4 8 8.944 9 0.056 0.056 2

4 10 10.770 11 0.230 0.230 2.5

1 3 3.162 3 −0.162 0.162 3

2 7 7.280 7 −0.280 0.280 3.5

1 4 4.123 4 −0.123 0.123 4

2 9 9.220 9 −0.220 0.220 4.5

1 5 5.099 5 −0.099 0.099 5

can be no longer than 5, the largest possible separation of adjacent gear centers
(using gears of radius 2.5). The most obvious possibility is to use the exact
Pythagorean triple 3-4-5. Even this exact triple may leave the gears able to slip
past one another due to the possibility of axles wobbling in liftarm holes, etc.,
but with good bracing, it seems to be feasible also to work with the three triples
of small hypotenuse that come next in absolute error: 1-5-5, 1-4-4, or even 1-3-3.
Beyond this, the error switches sign and the gears bind, or the error is too great
to ensure that the gears do not slip. Figure 3 shows the most extreme pair of
cases from the four just mentioned.

(One may also note that the “1 × 11.5 Liftarm Double Bent” pieces used in
Fig. 3(a) can be used to attach liftarms at a slope of 1. Additionally, the “1 × 9
Liftarm Bent (3 × 7)” and the “1 × 7 Liftarm Bent (4 × 4)” form an angle 90◦

greater than the small angle of a 3-4-5 triangle.)
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Fig. 3. (a) The exact Pythagorean triple 3-4-5 with the hypotenuse formed solely by
gears. (b) the approximate Pythagorean triple 1-3-3 that has the greatest absolute
error (0.16) that seems workable in practice.

4 Half-Unit Spacing

The left-hand side of Fig. 4 shows a simple construction using a Cam and a
“1 × 3 Liftarm Thin” that can extend any ordinary liftarm by 1.5 units (to the
leftmost axle center). Looking also at the right-hand side of Fig. 4, we can see
that cams, thin lift arms (including “Triangle pieces”), the “Bush 1/2” and “Nut
8-32 Keeps (black)” all can be used to create half-unit spacing perpendicular to
a liftarm. All these parts are provided in the standard Botball kit, and all but
the nut (and accompanying screws) are available at lego.com; see Table 4.

Fig. 4. An illustration of various ways to incorporate half-unit spacing along the length
of a liftarm or in a perpendicular direction.

Tweaking our macro (Fig. 1) for half-unit spacings up to 15.5 (longest liftarm
extended by 1.5 units as in Fig. 4) by setting MAXLEG = 15.5, MAXHYP =
15.5, FRAC = 2 and HYPRND = 2 , we obtain 301 data rows if we eliminate
sides of length just 0.5. Extracting the triples with least absolute error for slopes
from 1 to 5 at intervals of 0.5, we obtain Table 5. All but the last of these is new
in comparison to Table 3.

As in Sect. 3, we can again consider using only gears (no liftarm) along the
hypotenuse. We already know standard gear pairings achieve gear center spacings
of 1, 2, 3, 4, or 5, so we can now consider an expanded set of triples with integral
hypotenuse from 1 to 5. Note that we can also achieve half-unit gear separations
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Table 4. Parts in the Botball Lego kit that are useful for half-unit spacings.

Botball description Botball quantity LEGO design # lego.com name

Bush 1/2 42 32123 1/2 BUSH

Nut 8-32 Keeps (black) 85 — —

1 × 3 Liftarm Thin 16 6632 TECHNIC LEVER 3M

Triangle 4 2905 TRIANGLE

Cam 4 6575 COMB WHEEL

Table 5. The approximate Pythagorean triples with sides ≤15.5 with least absolute
error for slopes of 1 to 5 at intervals of 0.5 when half-unit side lengths are allowed.

Short leg 2nd leg Hypotenuse Approx. Hyp. Error Abs. Error Slope

6 6 8.485 8.5 0.015 0.015 1

5 7.5 9.014 9 −0.014 0.014 1.5

2 4 4.472 4.5 0.027 0.027 2

5 12.5 13.463 13.5 0.037 0.037 2.5

3 9 9.487 9.5 0.013 0.013 3

4 14 14.560 14.5 −0.060 0.060 3.5

3.5 14 14.431 14.5 0.069 0.069 4

1 4.5 4.610 4.5 −0.110 0.110 4.5

1 5 5.099 5 −0.099 0.099 5

of 1.5, 2.5, or 3.5 by combining the “16 Tooth” gear in Fig. 1 with the other
standard gears. We also can use a new trick to place gears with center spacings
in half-units; specifically, the double bevel (DB) gears, though recommended by
Martin [11] only for changing the axis of rotation, can mesh like traditional gears
do as long as we allow new gear center spacings. The three types of double bevel
gears shown in Table 6, can mesh with one another at distances of 1.5, 2, 2.5,
3, 3.5, or 4.5. Considering these and the traditional gear spacings as possible
hypotenuse values yields 32 data rows. Table 7 shows the 20 rows with the least
absolute error, ending with the familiar 1-3-3 considered at the end of Sect. 3,
beyond which the error seems too high to be prudent.

Table 6. Standard double bevel gears in the Botball Lego kit.

Botball Botball LEGO lego.com name Radius in

description quantity design # LEGO units

12 Tooth DB 4 32270 double conical wheel z12,1m 0.75

20 Tooth DB 8 32269 double conical wheel z20,1m 1.25

36 Tooth DB 6 32498 double conical wheel z36 2.25
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Table 7. The approximate Pythagorean triples with short hypotenuse with least
absolute error while allowing half units.

Short leg 2nd leg Hypotenuse Approx. Hyp. Error Abs. Error Slope

1.5 2 2.5 2.5 0 0 1.333

3 4 5 5 0 0 1.333

2 4 4.472 4.5 0.028 0.028 2

2 3.5 4.031 4 −0.031 0.031 1.75

2.5 2.5 3.536 3.5 −0.036 0.036 1

3.5 3.5 4.950 5 0.050 0.050 1

2 4.5 4.924 5 0.076 0.076 2.25

1.5 2.5 2.915 3 0.085 0.085 1.667

1 1 1.414 1.5 0.086 0.086 1

2.5 3 3.905 4 0.095 0.095 1.2

1 5 5.099 5 −0.099 0.099 5

2 3 3.606 3.5 −0.106 0.106 1.5

3 3.5 4.610 4.5 −0.110 0.110 1.167

1 4.5 4.610 4.5 −0.110 0.110 4.5

1.5 1.5 2.121 2 −0.121 0.121 1

1 4 4.123 4 −0.123 0.123 4

1 3.5 3.640 3.5 −0.140 0.140 3.5

1.5 3 3.354 3.5 0.146 0.146 2

2.5 4.5 5.148 5 −0.158 0.158 1.8

1 3 3.162 3 −0.162 0.162 3

5 Quarter-Unit Gear Spacing

Quarter-unit spacing is not generally easy to achieve, but we can consider using
certain gear combinations to form a hypotenuse that measures in quarter units.
Specifically, we can mesh a traditional gear (Table 1) with a double bevel gear
(Table 6) to obtain a spacing of 1.25, 1.75, 2.25, 2.75, 3.25, 3.75, 4.25 or 4.75.
Tweaking the macro of Fig. 1 as in the previous section but with HYPRND = 4,
we obtain the approximate Pythagorean triples of Table 8 with a hypotenuse
that can be formed by meshing a traditional gear with a double bevel gear.

6 Gear Ratios

It can also be helpful to generate a spreadsheet to keep track of the spacings and
gear ratios that result from all the different gear pairings that can be considered.
Spacings that are integral or in half-units can be used horizontally or vertically,
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Table 8. The approximate Pythagorean triples with a hypotenuse that can be formed
by meshing a traditional gear with a double bevel gear in order of least absolute error.

Short leg 2nd leg Hypotenuse Approx. Hyp. Error Abs. Error Slope

1.5 4.5 4.743 4.75 0.007 0.007 3

3 3 4.243 4.25 0.007 0.007 1

1 2 2.236 2.25 0.014 0.014 2

1.5 4 4.272 4.25 −0.022 0.022 2.667

2.5 4 4.717 4.75 0.033 0.033 1.6

2 2.5 3.202 3.25 0.049 0.049 1.25

2.5 3.5 4.301 4.25 −0.051 0.051 1.4

1 1.5 1.803 1.75 −0.053 0.053 1.5

1 2.5 2.693 2.75 0.057 0.057 2.5

1.5 3.5 3.808 3.75 −0.058 0.058 2.333

2 2 2.828 2.75 −0.078 0.078 1

1 3 3.162 3.25 0.088 0.088 3

1.5 3 3.354 3.25 −0.104 0.104 2

1 3.5 3.640 3.75 0.110 0.110 3.5

Table 9. All possible pairings of the gears of Table 1 (40, 24, 16, and 8 tooth gears)
and Table 6 (36, 20, and 12 tooth double bevel gears) with the resulting spacing and
gear ratio, sorted by spacing.

Largest
Gear
Teeth

Second
Gear
Teeth

Gear Center
Spacing in

LEGO Units
Gear
Ratio

40 40 5 1

40 36 4.75 1.111

36 36 4.5 1

40 20 4.25 2

40 24 4 1.667
36 20 4 1.8

36 24 3.75 1.5

40 16 3.5 2.5
20 20 3.5 1

40 12 3.25 3.333
36 16 3.25 2.25
24 20 3.25 1.2

40 8 3 5
36 12 3 3
24 24 3 1

Largest
Gear
Teeth

Second
Gear
Teeth

Gear Center
Spacing in

LEGO Units
Gear
Ratio

36 8 2.75 4.5
20 16 2.75 1.25

24 16 2.5 1.5
20 12 2.5 1.667

24 12 2.25 2
20 8 2.25 2.5

24 8 2 3
16 16 2 1

16 12 1.75 1.333

16 8 1.5 2
12 12 1.5 1

12 8 1.25 1.5

8 8 1 1
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or perhaps on a diagonal per Table 7. Quarter-unit spacings can be utilized as
per Table 8.

Generating a spreadsheet of gear ratios and spacings also can be assigned to
students as an elementary exercise using nested for-loops. An extra programming
concept that can be introduced here is creation of an abstract data type. For
example, in VBA, one may wish to fill an array of gears that will be paired, with
each gear being of the following user-defined type:

Type gear
name As String
teeth As Integer
radius As Single

End Type

It would also be straightforward to generate a CSV file using this approach
in any number of other programming languages, though Scratch would not be a
convenient environment for working with an abstract data type.

The data resulting from considering all the gear pairings is perhaps most
interesting when sorted by spacing as in Table 9. This exposes a number of ways
to build fixed spacing between gears and later tweak the gear ratio with minimal
reconstruction, more so than considering the single possibility cited by Martin of
being able to interchange a 24-tooth/8-tooth pair with a pair of 16-tooth gears.

7 Conclusion

The possible constructions indicated in this paper are by no means exhaustive.
Various fractional spacings may also be achieved by interposing metal pieces,
bricks, or plates/tiles between liftarms, but the constructions here use the more
plentiful pieces in a standard Botball kit and retain a regular grid-based app-
roach, either on the traditional grid or on a half-unit grid. There also are some
other types of gears that may be available, for example, the single bevel, crown,
and worm gears provided in the Botball kit, but this paper considers the most
straightforward usages of gears aligned in the same axis of rotation. The sev-
eral reference tables in the paper should be useful to robot builders, and the
methodological approach provides a good basis for assigning programming and
data analysis tasks to students.
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Abstract. We taught computer science (cs) with robotics to four
second-grade classes of 30 students each (ages 7–8). The lessons were
taught using the Thymio robot and the vpl environment. Our goal was
to investigate the extent to which students actually learn cs concepts. A
taxonomy was developed to characterize the learning levels. The students
answered two questionnaires based on the taxonomy and field observa-
tions were recorded. We found that students at such an early age were
very engaged during the robotics activities and were highly motivated
to succeed. Furthermore, these young students do learn cs concepts but
find it difficult to create and run their own programs.

Keywords: Elementary school · Thymio robot · Braitenberg creatures

1 Introduction

Robotics activities are very popular because they reify the abstract behavior of
algorithms and programs as concrete artifacts that appeal to young people. We
believe that even in activities aimed at young children, an attempt should be
made to teach core computer science (cs) concepts, so that they will obtain an
insight on what cs truly is, beyond superficial interaction with computers.

This paper reports on the teaching of robotics to elementary school children
and on research intended to diagnose the cs concepts that they learned. A robot-
ics course was taught to four second-grade classes (ages 7–8) of 30 children each.
We developed a new taxonomy to classify the level of learning achieved and
used it to develop questions for the students to solve. Analysis of their solutions
enabled us to identify which concepts they learned.

Section 2 reviews existing work in the area of teaching robotics to children.
Section 3 describes the robot and its software environment. The research method-
ology is presented in Sect. 4. The results of the analysis and a discussion of the
results appear in Sects. 5 and 6, while Sect. 7 describes our plans for the future.

2 Literature Review

Computer activities have been widely used in education. Clements and Sarama
[4] survey work on teaching with Logo, but this focused on teaching subjects
c© Springer International Publishing AG 2018
W. Lepuschitz et al. (eds.), Robotics in Education, Advances in Intelligent Systems
and Computing 630, DOI 10.1007/978-3-319-62875-2 7
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such as mathematics and science, not computer science. Meerbaum-Salant et al.
[13] were able to characterize the cs concepts learned by middle-school students
using Scratch. We are interested in robotics activities that have become popular
as a way of engaging students of all ages [5,8], in particular, we are interested
in the extent to which students actually learn cs concepts. Magnenat et al. [10]
found that middle-school students were able to understand some, but not all, of
the cs concepts that were taught.

What about younger children in elementary school? Martinez et al. [12]
taught robotics to elementary-school and even preschool students. They claimed
that elementary-school students are capable of understanding and applying cs
concepts such as loops, parameters, conditions and sequencing, while preschool
students understood fewer concepts. Sullivan and Bers [16] implemented a ro-
botics curriculum in preschool through second grade. They reported that the
children were successful in mastering basic programming and robotics concepts.
Bers et al. [1] and Sullivan et al. [17] engaged children in robotics activities and
claimed that students can learn core concepts of computational thinking.

These positive results on learning by young children apparently contradict
the high dropout rate among university students in introductory cs courses [18],
as well as the extensive research on misconceptions in learning cs [2,15]. How
can it be that young kids, but not university students, understand cs concepts?!

3 The Robot and Its Software Environment

3.1 The Thymio Robot

The Thymio educational robot [9] was designed by epfl and ecal in Lausanne,
Switzerland (Fig. 1). The robot is small (11×11×5 cm), self-contained and very
robust with differential drive, nine infrared proximity sensors, five touch-sensitive
buttons, a 3-axis accelerometer, dozens of leds, a speaker and a microphone.1

Fig. 1. Thymio robot

1 The hardware and the software are open souce under the CC-BY-SA license. Soft-
ware, documentation and tutorials can be found at https://www.thymio.org/.

https://www.thymio.org/
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3.2 The VPL Graphical Programming Environment

The robot is programmed using the Visual Programming Language (vpl), which
was designed for K-12 users of the robot. (VPL is a component of the Aseba pro-
gramming suite which includes other more advanced programming languages.)
Programs are constructed by drag-and-drop of graphical blocks. vpl supports
one programming construct: event-action pairs (Fig. 2). Event handling is a core
cs concept, which has been proposed as the basis of teaching introductory pro-
gramming [3].

Fig. 2. Event-action pair: The event is the right ground sensor detects the white floor
and the left sensor detects the black tape. There are two actions: the first is the right
motor is set to fast forward and the left motor to fast backwards, and the second is the
top leds display red. The result is that if the event occurs, the robot turns to the left
and displays red.

Figure 3 shows a vpl program for line following.

Fig. 3. vpl program for line following. The toolbar for events is on the left and the
toolbar for actions on the right. If both ground sensors detect the black line, the robot
moves forward. If only one detects the black line, the robot turns in the opposite
direction. If the black line is not detected the robot stops.
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3.3 CS Concepts Taught

The concepts included in our curriculum (although we did not use the technical
terminology) included:

– Event handlers.
– Sequential execution of event-action pairs.
– Concurrent execution of event-action pairs, for example, in the line-following

program the software simultaneously checks if the robot is leaving the left
edge of the line or the right edge of the line.

– Parameters: setting the color of the leds and the power applied to each
motor.

4 Research Methodology

4.1 Rationale

Our examination of previous research led us to the conclusion that there is a lack
of precision in defining what it means to understand cs concepts. Our research
attempts to categorize more formally what young children are able to do in order
to achieve a better idea of their level of understanding.

4.2 Research Question

– What cs concepts can elementary-school students understand from partici-
pation a robotics-based cs course?

4.3 The Robotics Class

The research was carried out in an public elementary school. The school had been
established only a few years ago and the principal and teachers very receptive to
our suggested activities. Four classes (28–30 students each) were taught for one
hour a week for 12 weeks. The classes were given during normal school hours, not
as an extracurricular activity. The students had no previous formal instruction
in cs or robotics. The lessons were taught by the first author who also carried
out the research. She was aided by a research assistant from our department and
the class teacher was present, primarily to deal with behavioral problems that
occasionally arose.

The lessons took place in a computer lab consisting of rows of personal com-
puters. With 30 young students sharing 10 robots this was somewhat inconve-
nient for working with the robot.

We developed our curriculum by adapting existing curricula and learning
materials for the Thymio and vpl for very young students. During the first part
of each lesson (about 10 min) the instructor explained and demonstrated a new
concept. Following the explanation, the students were given a worksheet that
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included several tasks. At the beginning of some lessons, a questionnaire was
administered.

The first tasks were intended to familiarize the students with the events
generated by the proximity sensors and the buttons, and with the actions of
changing the colors of the leds on the robots. This was followed by tasks based
upon Braitenberg creatures [7] which were developed during the Programmable
Brick project [11] that was the inspiration for LEGO R© Mindstorms. We have
found these tasks easy to implement and yet highly appropriate for learning
about the motion of a robot in response to events generated by the sensors.

4.4 A Taxonomy of Levels of Understanding

A taxonomy is needed in order the characterize the level of learning demonstrated
by the students. Taxonomies are difficult to develop for learning cs because
learners are asked to create programs from the very beginning of their studies,
although creating is considered to be a very high level of understanding, for
example, in the Bloom taxonomy. We developed a new taxonomy based upon
the one in [13], which in turn was based on both the Bloom and solo taxonomies.
The taxonomy in [13] was used in research with the Thymio robot but found to
be not entirely appropriate for learning robotics [10].

Our taxonomy consists of six different levels:

1. Predicting the behavior of a given program.
2. Choosing the program that gives rise to a specified behavior.
3. Characterizing the difference in the behavior of two similar programs.
4. Completing a partial program in order to achieve a specified behavior.
5. Using a modified programming construct.
6. Creating a program from scratch for a specified behavior.

4.5 The Questionnaires

Each questionnaire contained six multiple-choice questions, one for each level of
the taxonomy:

1. Predicting the behavior of a given program: We presented the students with
a program and asked what actions are performed when the program is run
and a certain event occurs.

2. Choosing the program that gives rise to a given output: We showed the stu-
dents a video and four programs; the students had to select the program that
gives rise to the behavior shown in the video.

3. Characterizing differences in the behavior of two similar programs: We showed
the students two videos; the students were asked to select a characterization
of the difference between the two behaviors.

4. Completing a partial program: The students had to choose the events or
actions needed to add to the program in order that it fulfill its specification.
These questions are similar to Parsons puzzles [14].
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5. Using a modified programming construct: This is similar to the previous
question except that we used modified versions of some of the vpl event
and action blocks.

6. Creating a program from scratch for a specified behavior: This question was
also similar to a Parsons puzzle but the students were required to write a
program given a relatively large number of blocks.

Two questionnaires were administered. The first questionnaire asked about
simple event-action pairs, while the second one included questions on the motion
of the robot. The questionnaires were given during the regular class hour. They
looked like the usual worksheets and the students willingly participated in solving
the problems. To reduce the load on the young students, the administration of
a questionnaire was divided over two or three classes.

Appendix A gives two examples of the questions from the questionnaires.

5 Results

5.1 Observations

Although the young students were obviously immature, we found that almost
all of the them were highly engaged with the instruction and the robotics activ-
ities. They were motivated to succeed in the tasks and proud when their pro-
grams worked correctly. Incorrect programs did not generate excessive frustra-
tion; instead, the students approached the instructors for help. The students
tended to use trial and error.

The Thymio robot and the vpl environment were very well received and
are clearly appropriate for students of this age group. Students even explored
the vpl environment on their own, asking questions on and experimenting with
event and action blocks that we had not yet taught.

Although we were pleased with the high level of engagement and the success
of the students in performing the activities, we encountered several difficulties:

– vpl supports the association of multiple actions with a single event. This
proved to be a difficult concept and students tended to write programs with
only one action per event even if this did not fulfill the task.

– The students tended to assume that the directional buttons were tied directly
to the robot’s motion although any such connection must be explicitly pro-
grammed.

– The event blocks for the sensors have “parameters” (white = an object is
detected, black=an object is not detected, gray = the sensor is ignored). The
students found these difficult to remember.

The difficulties were not serious and disappeared in time.
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5.2 The Questionnaires

The first questionnaire investigated whether the students can associate an event
with an action. It was divided into two parts: the first with four questions and
the second with another two questions. Figure 4 shows the percentage of students
who answered each question correctly. Recall that each question is intended to
check one level of the taxonomy.

Fig. 4. First questionnaire: % of students who gave correct answers for each question

The second questionnaire tested the understanding of the connection between
the sensors and the motion of the robot. It was administered in three parts.
Figure 5 shows the percentage of students who answered each question correctly.

Using the Pearsons chi-square test, we checked that the results were consis-
tent among all four classes and this was true for all questions except question 6.
Table 1 shows the results for this question by class.2

Table 1. Percentage of correct answers for question 6

Class

Questionnaire 1 59 63 32

Questionnaire 2 41 54 47 29

2 The first questionnaire was not administered to class 2 because of logistic difficulties.
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Fig. 5. Second questionnaire: % of students who gave correct answers for each question

6 Discussion

To interpret Figs. 4 and 5 as evidence of achievement of levels of the taxonomy,
we chose (somewhat arbitrarily) a cutoff number. If 50% or more of the students
successfully answer a question, we take this as evidence that the majority of the
students achieved the level corresponding to that question. Question three of the
second questionnaire which asked about the difference between similar programs
showed lower levels of success.

Students displayed some difficulties in constructing a program from scratch,
as shown by the results for the sixth question. While they were able to write
programs during class using trial and error and with the help of the teaching
staff, the questionnaires—which were answered offline—showed that students
found it difficult to write programs outside the context of the robot and the vpl
environment. At the university level, there is a requirement to demonstrate the
ability to implement programs and each program must use multiple constructs
in an integrated manner so that the program fulfills a high-level specification.
Our investigation provides evidence that young students are not able to do so.

The results for the fifth question of each questionnaire show that the stu-
dents were able to understand event and action blocks that were similar but not
identical to the ones they had learned. This is consistent with near transfer of
knowledge as defined by Gick and Holyoak [6].

7 Conclusions

Robotics activities enable even young students to actually learn cs concepts and
programming constructs, and to write and run programs. The robots facilitate
a high level of engagement and interest. Students performed well in answering
questions on the programming constructs. The vpl environment enabled the
students to create programs graphically, thus overcoming the linguistic barriers
to programming. Students have the ability to understand what a simple program
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does, to choose a program that matches a specification, to characterize differences
between programs, to complete a partial program, and even engage with new
event or action blocks that are similar to the blocks they had learned.

Robotics activities can be successfully used with very young students, not
only to increase their interest and possibly motivation to become engaged with
stem in general and cs in particular—this is generally accepted and we did not
question it—but also to learn cs concepts. Our results showed that young stu-
dents find it difficult to go from learning concepts and individual programming
constructs to being able to construct programs of more than a few lines. This is
an area for further research.

Acknowledgments. We would like to thank Stella Khazina for assisting in the class-
room. We are grateful to the principal and teachers of the school for their willingness
to participate in this research and for their cooperation and support.

A Questions from the Questionnaires

Question 4 from the Second Questionnaire

Circle the event or action that will cause the program to implement this behavior:

– When the front right sensor detects an object, the robot turns right.3

– When the front left sensor detects an object, the robot moves forwards.

Question 5 from the First Questionnaire

We invented a new event: The event occurs when the middle button is touched
at the same time that the middle front sensor detects an object.

Required behavior:

– If an object is detected by the front sensor the top leds will display blue.

3 Note the potential confusion between the button direction and the sensor position.
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– Touching the middle button will display yellow in the top leds.
– Touching the middle button at the same time that an object is detected by

the middle front sensor will display green in the top leds.

Circle the program that implements this behavior:
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Abstract. Programming is a popular subject in education and experts
emphasize the importance of teaching programming to the children in the
high school or even earlier. In this study, we used robots for teaching pro-
gramming basics to the high school and college students and observed
the effects of different interfaces. We used an educational robot called
Thymio-II with Aseba Event Script Language (AESL), which is designed
specifically for the Thymio. In this work, our hypothesis is that visual
programming interfaces are more successful on learning programming
and facilitate the learning with other interfaces and languages. In order
to teach programming, as well as the interfaces and the robot features,
we created a curriculum applicable to all interfaces. We taught students
ages ranging from 15 to 24 using lecture content prepared in the form
of video recordings. Students were given 30 min of lectures and at the
end of each lecture students were expected to write a program according
to predefined requirements. Students were divided to groups using dif-
ferent interfaces and we observed the difference of the learning curves of
students for each programming interface. In our tests, we used original
English AESL, Turkish version of AESL and a graphical interface called
Visual Programming Language (VPL). We compared the performance
of the students using the graphical icon based against the classical text
based programming languages.

Keywords: Teaching computer languages · Visual programming ·
Robots in teaching programming · Programming interfaces

1 Introduction

Programming education has long been a controversial issue. For nearly 40 years,
effects of the learning programming and the methods of teaching program-
ming languages have been research topics for researchers. In the early days
of computers, programming languages are considered as an adjunct to other
subjects in teaching, especially for mathematics. The first popular example of
this approach is LOGO project, which is a programming language specifically
designed for teaching mathematics to children [1]. With the popularization of per-
sonal computers, programming languages became a major subject in education.
c© Springer International Publishing AG 2018
W. Lepuschitz et al. (eds.), Robotics in Education, Advances in Intelligent Systems
and Computing 630, DOI 10.1007/978-3-319-62875-2 8
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Most of the researches focused on effects of learning programming languages on
children’s cognitive style, metacognitive abilities and cognitive development [2–4].
More recent studies suggest that teaching programming languages increase stu-
dents’ problem solving abilities, natural language skills, creativity and ability of
working in multidisciplinary subjects [5]. Because of these benefits, teaching pro-
gramming languages became popular in modern education.

Nowadays, teaching computer languages has been considered as an essential
part of the basic sciences and it is recommended that computer languages should
be included in the secondary school curriculum or even in primary school curricu-
lum. When teaching computer languages in primary or secondary schools, it is
important to note that the main aim is to help to development of students’ abili-
ties; not to make students programming experts in early ages which is impossible
even for college students in four years of college education [6]. According to a
report from European Schoolnet, which is a network organization of 30 European
Ministries of Education, computer languages and programming is already part of
the curriculum in 12 countries which includes Bulgaria, Cyprus, Czech Republic,
Denmark, Estonia, Greece, Ireland, Italy, Lithuania, Poland, Portugal and the
UK. Also 7 countries which includes Belgium Flanders, Spain, Finland, France,
Luxembourg, the Netherlands and Turkey are working on to integrate computer
programming in curriculum [7].

When we consider all these developments, it is not arguable anymore whether
programming should be part of the curriculum or not. The main focus is on the
methods of teaching computer programming. According to a survey of literature,
significant researches on teaching computer programming are focused on either
curriculum, pedagogy, computer languages or programming tools with majority
of languages and tools [8].

For programming languages, there are a lot of discussions on which one is the
most appropriate to expose the students as their first programming language.
While popular languages such as C, C++, Java and Python are generally used for
learning programming in college level, there exist a lot of languages for learning
programming [9–11]. Moreover, some researchers proposed mother-tongue based
programming languages, which have keywords in native languages or in native
sentence structure; but these proposed languages had limited impact on the
general teaching of programming languages [12,13].

When teaching programming languages started to focus on younger stu-
dents, proposed languages and interfaces began to shape around younger minds.
To teach programming languages to younger children, visual programming lan-
guages were created. These visual languages have more flexible syntax and are
mostly based on the graphical icons and their relations. Scratch is a popular
example for visual programming languages and it is designed for children ages
between 8 and 16 to teach programming while they working on more complex
and creative projects [14].

Another approach for teaching programming languages to children emerged
from the field of robotics. Instead of focusing on languages and programs
on the computer, robots have been used as a tool in teaching programming.



90 B.B. Bağcı et al.

By programming robots, constructivist approach of teaching has been used as
a more actively in teaching programming languages because of using robots
support the basic tenets of constructionism by providing more active learning
to students, manipulating robots to think with, providing more powerful and
significant projects and giving more change to selfreflection [15,16].

In this study, we focused on the effects of the programming languages and
interfaces in teaching programming with educational robots. We used robots as
programming objects because of the reasons given above and we worked with
precollege students to college students. Our study aimed to clarify the benefits
of the visual programming interfaces as either main programming interfaces or
an introduction interface before others. At the end, we presented the test result
of different interfaces.

2 Proposed Methods

2.1 Educational Robot Platform

When we designed our teaching and test environment, we evaluated different
robotic platforms for educational usage such as Lego Mindstorm, Arduino and
Thymio-II. While Lego Mindstorm is the most popular platform and has a lot of
functionality, it requires a hardware preparation, which is building robot using
the necessary sensors, motors and other extensions. Arduiono is effective develop-
ing board and it supports much more complex hardware and software structures
but it requires significant electronic knowledge before the programming. When
comparing other platforms with Thymio, Thymio is simpler and better suited
to children. It does not require any electronic knowledge beforehand and it is
in no need hardware related constructions before the programming. At the end
we decided to select Thymio-II because it is simple structured, has enough num-
ber of sensors on it and has a special programming language and development
environment for different operating systems and more importantly it is more
accessible and suitable for children because of it is made simple and with limited
number of sensors and actuators [17].

Thymio-II has 9 infrared (IR) proximity sensors (5 on the front, 2 on the
back and 2 on the bottom), 5 capacitive touch buttons (on the top), 1 three-axis
accelerometer, 1 thermometer, 1 microphone (for recording or detecting noise
level), 1 IR receiver (for remote control or communication), 39 LEDs (on the
front, back, top and bottom), 2 DC motors (which have speed control and speed
sensors) and 1 loudspeaker [18]. Therefore, it can be used for different task such
as path tracking, following, escaping, balancing etc.

In our work, different robot features are used for teaching programming con-
trols. Microphone and touch button sensors are used in lectures for understand-
ing sensor data inputs and taking actions according to them. For the actions,
we used LEDs to change color of the robot and wheels to move robot in the
test environment. While robot is moving and microphone sensor is in use, some
problems occurred because of the sound of the motors and wheels. When sound
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sensing is too sensitive, robot sense the sound of the motors and its own move-
ment and takes action to this input. To avoid this problem without giving an
extra instructions about it, we adjusted the default sensor sensitivity in our
interfaces according to environment and we adapted our end of lecture tests for
further isolation. While introducing decision making structures in the robot, we
used proximity sensors at the front and the rear of robot for sensing and escaping
from obstacles. Also the ground sensors at under the robot are used for under-
standing the environment. Loudspeaker component is used in lectures as an alert
method for the sensor inputs and the states. Similar to previous problem, using
microphone and loudspeaker together caused unwanted side effects. Thus, we
designed our test objectives to avoid this specific situation. Also for sensing the
robots own movement and the location, we used speed sensor from wheels and
accelerometer. While accelerometer is in use, for preventing the negative accel-
eration effect on the beginning of the movement, we limited the speed of the
wheels and accelerometer threshold to be compatible with each other (Fig. 1).

Fig. 1. The Thymio-II robot and components. (A) Rear proximity sensors (B) USB con-
nection port (C) Loudspeaker (D) Capacitive touch buttons (E) Status leds
(F) Wheels and speed sensors (G) Front proximity sensor (H) Ground sensors (I) Tem-
perature sensor (J) 3-axis accelerometer

2.2 Programming Interfaces

For programming environment, Thymio-II takes advantage of the Aseba Tools. It
support 3 different types of programming interfaces which can be summarized as
text programming, visual programming and blockly interface, which is a mixture
of visual and text programming interfaces [19]. Visual programming interface,
which is called VPL, consists of only icons and symbols and independent from
any human language. Text programming language, which is called Aseba Event
Scripting Language (AESL), is English keyword based scripting language like
many programming languages. Blockly interface is a combination of text and
visual blocks, which are prewritten code blocks. To separate the visual and text
programming, we did not include the Blockly interfaces in our work. Because of
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these reasons, we used text programming and visual programming interfaces in
our study.

Programming via Text Interface. Thymio-II is programmed with Aseba
Event Scripting Language (AESL) which is a scripting language of a modular,
distributed and event-based architecture ASEBA [20,21]. In text programming
interface, AESL consists of the English based keywords and native functions
on programming. In AESL, program flows are defined by event definitions and
each event block can be run in same time if the necessary event is occurs. Event
definitions are made with onevent keyword and can be supported by decision
blocks with if and when keywords and if necessary with loops. Actions and other
changes are made mostly by assigning appropriate variables and array values.

In addition to original AESL, we developed a version of AESL with Turkish
based keywords and native functions. In our tests we use these two versions of
AESL to compare effects of the native language in programming learning. The
syntax of the AESL was kept the same with the original AESL but the keywords
were changed with Turkish words and all native functions renamed with Turkish
function names.

Programming via Visual Interface. In visual programming interface, we
used Visual Programming Language (VPL) which is developed for Thymio-II
and is suited for children in learning computer languages [22]. VPL does not
include any keywords but it only has icons as programming elements. Therefore,
there is no language effects on the visual programming interface. Example code
in VPL is shown in the Fig. 2 below. A part of the code marked with a yellow
background in both VPL and its AESL equivalent. In VPL, first two icons in
each line represent the conditions and they correspond to onevent, when and if
keywords in its AESL equivalent. Other icons in VPL defines the actions and
generally represented as variable assignment in AESL.

2.3 Teaching and Assessment Methodology

We prepared three lessons1 according to AESL and VPL interface structures and
Thymio’s features. First lesson generally covered introduction subjects to pro-
gramming and development environment. Also in first lesson, a brief description
of Thymio-II and its features are also included. Course topics can be summarized
as follows:

– Introduction to Thymio-II and its components
– Introduction to development environment and interface
– Event definition and event listening
– Usage of the top-buttons
– Usage of the touch and sound sensors

1 Lectures can be accessed via https://youtu.be/JchvD4sMqBk.

https://youtu.be/JchvD4sMqBk
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Fig. 2. VPL interface and its equivalent AESL code

– Usage of the wheels
– LED lights and basic data operation.

In the second lesson, we focused on the decision mechanism with minor sen-
sors and actuators of Thymio-II. Topics can be summarized as follows:

– Usage of the front proximity sensors for obstacle detection
– Usage of the rear proximity sensors for escaping
– Usage of the ground sensors for to avoid falling off
– Decision mechanism with if and when keywords
– Usage of loudspeaker output for sound alert.

In the third lesson, we covered complementary elements to robot components
and programming features. In addition to new topics, we have reinforced previous
topics to reach a better understanding of algorithms as well as introducing new
topics. Third lesson topics can be summarized as follows:

– Variables and tracking robot states
– Usage of the status LEDs
– Delayed or repetitive jobs
– Usage of the accelerometer.

Our teaching strategy as well as the consequent assessment experiments
focused on basic programming subjects. We kept the subjects quite simple, so
that we can ignore effects of personal skills and cognitive levels of the students.
Also the languages, VPL and AESL, are do not need long code part to control the
robot, so we escaped from complex algorithms and long code parts. Almost all of



94 B.B. Bağcı et al.

the examples are a few lines of code. This minimized the complexity of teaching
and thus we ignored the algorithm creation, debugging and testing effects on our
evaluation.

For course materials, in order to reduce the effects of lecturer, we prepared
video recorded lectures for each lesson. In addition to that, we organized the
lectures as one to one training, thus we minimized the effects of the classroom
environments in teaching. During lectures, the students watched training videos
and later they asked their questions to the lecturer in a given time.

Each lecture was planned to be a classic 45-minutes long session. First 20 min
of the lesson is devoted to the lecture part. In this section, students watched
the lecture videos and asked their questions. Next 10 min are reserved for free
practicing with the robot. The learning part of the each session limited to 30 min,
because our video lecture contents are structured to short periods and in that
time students have thinking time and interaction time with the lecturer. Also
with short lesson periods, we tried to keep the students focused. The final 15 min
section is dedicated to the exam part. Each lesson has an exam which includes 10
objectives on the discussed topic on that day. Students are expected to solve and
implement these objectives with Thymio-II robots using the respective interface.
Each objective designed independently and generally requires a movement or
output to a given input. For example, in first exam objectives, it’s expected that
the robot stops its movement and ends other outputs when it sense a tap on it.
All three exam objectives are given in Tables 1, 2 and 3. After the exam, codes
are collected for evaluation.

At evaluation phase, collected codes were tested by our team in predesigned
evaluation environment which has obstacles and cliffs on necessary locations.
Each objective was assessed in the given order and considered successful only if
the code produces the expected outcome. Successful objectives were considered
1 point, while other results were 0 point. Thus, our evaluation focused on the
outcome and became independent from the methods and algorithms or how the
code is written. While interpreting the result of the experiment, we focused on
the two main outcomes: success rate of the exam objectives and time spent to
finalize exam.

Table 1. Exam-1 objectives

Condition Expected outcome

When forward button is touched Robot should start a forward movement at normal speed

When backward button is touched Robot should start a backward movement at double speed

When center button is touched Robot should turn in clock-wise

When center button is touched Robot should turn on the top LEDs to red

When left button is touched Robot should start to escape to left rear side

When right button is touched Robot should start to escape to right front side

When right button is touched Robot should turn on the bottom LEDs to green

When robot senses a tap on it Robot should stop all movement immediately

When robot senses a tap on it Robot should turn off the top LEDs

When robot senses a tap on it Robot should turn off the bottom LEDs
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Table 2. Exam-2 objectives

Condition Expected outcome

When forward button is touched Robot should start a forward movement at
normal speed

When center button is touched Robot should stop all movement
immediately

When an object is detected in front left side Robot should start to escape to right rear
side

When an object is detected in front right side Robot should start to escape to left rear
side

When an object in detected in front of the
robot

Robot should start to escape to backward

When an object in detected in rear of the
robot

Robot should start to escape to forward

While robot is moving forward, if it detects a
cliff in front of it

Robot should stop all movement
immediately

While robot is moving forward, if it detects a
cliff in front of it

Robot should turn on the top LEDs to red

When backward button is touched Robot should start a backward movement
at normal speed

When backward button is touched Robot should turn off the all top LEDs

Table 3. Exam-3 objectives

Condition Expected outcome

While moving forward, if robot senses a tap on it Robot should stop all movement immediately

While moving forward, if robot senses a tap on it Robot should turn off the all top LEDs

When stopped, if robot senses a tap on it Robot should start a forward movement at

normal speed

When stopped, if robot senses a tap on it Robot should turn on the only front-left

status LED

While moving forward, if forward button is

touched

Robot should double the speed

While moving forward, if robot senses a slope Robot should stop all movement immediately

While moving forward, if robot senses a slope Robot should turn off the all top LEDs

When center button is touched Robot should turn on the all four status

LEDs

When center button is touched Robot should delay the other actions 1

second

When center button is touched Robot should stop all the movement after the

delay and disable itself

2.4 Experiments

We prepared two different interfaces: visual programming language VPL and text
programming with AESL. For two interfaces, we prepared a common curriculum,
same timetable and same exam questions, so that we can compare them within
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each group of students. In our experiments, 17 students, within ages of 15 to
24 with an average 18.6 and standard deviation 2.76 participated. The majority
of the students have no experience with programming before and rest of them
have vaguely information on programming. Their computer skills focused on the
everyday usage and they have intermediate level English proficiency. Younger
students’ professional interests tends to be any way and the others’ professional
orientations are not related to programming. We divided students into 3 different
groups as below:

– Students who studied VPL (Group 1)
– Students who studied AESL (Group 2)
– Students who studied AESL after VPL (Group 3).

When determining the groups, we took into account that nearly all advanced
programming languages are text-based. So, we created Group 3 to evaluate the
effects of visual languages on learning text-based languages. But we didn’t see
a reason to create a group who studied VPL after AESL, because our main
objective was to teach students the programming before moving to the advanced
languages, which are text-based (Fig. 3).

Test result for each group on each lesson and their average is summarized
in Table 4 with the completion time of each lesson in their respective interfaces.
Maximum time for the each test is 15 min.

Fig. 3. (a) Students in lecture (b) A student in test
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Table 4. Average results of the experiments

Group Attendees Success rate (out of 10) Test time (in seconds)

1st test 2rnd test 3rd test Average 1st test 2nd test 3rd test Average

Group 1 11 9.82 9.64 9.27 9.58 348.36 349.00 683.27 460.21

Group 2 6 8.50 9.00 2.83 6.78 695.00 730.33 900.00 775.11

Group 3 6 9.83 9.67 5.67 8.39 498.00 723.17 900.00 707.06

According the result of experiment, students who studied with VPL have
been more successful than students who studied only AESL. Group 1’s success
rate is distinctively higher than Group 2 in each lesson and this difference more
explicit in third lesson which has more complicated content than first two lesson.
In average, Group 1 is 41% more successful than Group 2 in term of the success
rate. So, it can be said that the visual programming languages is a lot easier for
learning programming. Also, visual programming interfaces is quicker to program
than text based programming languages. Group 1’s test times is lower for each
lesson than the Group 2. In average Group 2 takes 68% more time than Group 1
for tests. Hence, it can be said that visual programming languages is faster for
learning programming.

When we compare students who studied only AESL with students who stud-
ied VPL first then AESL, we saw that Group 3 has been 23% more successful
than Group 2. This comparisons show that learning programming with visual
languages helps to learn text based programming languages later. When the
complexity of the lessons and the tests increased, success rates became more
distinct between Group 2 and Group 3. At the 3rd test, Group 3 doubles the
score against Group 2. We can say that while visual programming interfaces
are faster and more successful on learning programming, they also increase the
success rate of the text programming interfaces if it taught first.

Another measurement criterion on our test between Group 2 and Group 3
is the time spent on each interface. The effects of the visual programming lan-
guages also can be seen on the time spend for programming between students
who studied VPL first then AESL. Group 3 used 9% less time than Group 2.
According to these result we can say that learning programming with visual
languages helps to learn text based programming faster.

In our study, we also took into account the effects of the keywords and native
function names of the programming languages. Instead of English-based key-
words and function names, we test our subjects with a native language version
AESL based on Turkish keywords and functions names. But our test results nei-
ther prove nor disprove the success of mother-tongue based programming lan-
guages on learning programming because of that there is no statistically signifi-
cant difference in between the success rates of original AESL and Turkish AESL.
Average success rates is nearly identical between original AESL and Turkish
AESL but we didn’t include Turkish AESL on overall assessment because of
that we used a small group for testing Turkish AESL.
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3 Conclusion

In this study, we tried to compare text-based programming interfaces against
visual programming interfaces on learning programming first time. According to
result of our experiments, visual programming languages are easier and quicker to
learn. Also if visual programming languages are used for learning programming
in first time, students can adapt other programming languages easier.

In future works, other visual programming languages can be included in the
experiments and can be compared with VPL. Also mixture of the text program-
ming and visual programming interfaces can be different approach to teaching
programming. In addition to that, these programming interfaces can be tested
with younger students in order to observe the effects of the age on learning
computer languages.
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Abstract. One of the objectives of the introduction of educational robotics in
the schools is the need to adapt the curriculum of the technology to the today’s
requirements of the students and the development of the skills, competencies
and disciplines involved of STEAM. In this paper cover related aspects of the
computational thinking, the engineering thinking required to develop the
context-oriented activities through technological platforms based on educational
robotics. The contextualization of the activities worked with Scratch and LEGO
Mindstorms are the basis of two study groups. Different methodologies of
learning of the technological platforms are used in these groups.
The methodology developed during several sessions of the academic course is

the main argument to introduce the Educational Robotics and the development
of the STEAM in a traditional school of Barcelona.

Keywords: Educational robotics � STEAM � Engineering thinking �
Computational thinking � Learning process � Creativity

1 Introduction

What today is understood by educational robotics involves several trends, tools, and
methodologies to teach science and technology contents in the schools.

The educational institutions have introduced educational robots in their curriculum
and their technical applications in the last 15 or 20 years, through all the different levels
[1]. Consequently, the educational robotics has become an integrative discipline rep-
resentative of novel teaching methodologies and that indicates technological progress.
The use of robots in education goes beyond more research to develop a new tech-
nology; integration of robotics in education and research in the field of teaching STEM
(Science, Technology, and Mathematics Engineering) or STEAM (Science, Technol-
ogy, Engineering, Arts and Mathematics) to become a reality [2–4].

Furthermore, robotics as a subject itself is increasingly present in the curriculum
organization, and there are many schools that introduce robotics as another subject as
their curriculum. The reality, however, is that both trends are very intertwined in the
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daily school; which applies robotics as a subject in isolation and is only focused mainly
on learning the construction, installation and programming of the robot. This will leak
other teaching opportunities and take advantage of the potential of robotics as a
learning method [5], both connected to the content linked to STEAM.

Although the current robotics technological reality offers many resources, educa-
tional robotics skills need some improvements to cover all stages of education, whether
in Early Childhood Education [6] Primary or Secondary Education [7, 8] and is cov-
ering applications in different disciplines and learning activities.

The evaluation forms and learning resources based on the development of engi-
neering and computational think are based on the constructionism, such as LOGO [9]
have evolved in teaching structures of the coding based on multiple platforms such as
programmable block Scratch [10] and LEGO Mindstorms [11]. These learning plat-
forms are used in several schools to introduce the teaching of subjects such as coding,
technical, science, and robotics.

Finally, the emergence of new teaching methodologies such as Problem Based
Learning or Project Based Learning, both with a vision very close to Constructivism
[12] promotes the integration of educational robotics and its entire environment
learning in the curriculum.

The next study is focused on the analysis of how they apply these methodologies in
learning robotics and STEAM, particularly emphasizing creativeness and context of the
activities to improve the structures of thought the development of computational
thinking and engineering. The computational thinking is beyond the simple fact of
coding or the interaction with computers [13]. This thinking like engineering thinking
is related to the ability of analysis, and problem-solving skills. These skills are the ones
that students must acquire to be ready for the company today.

2 Framework

La Salle Bonanova School, a 125 years-old institution, is in the upper part of Barce-
lona. The teaching that is carried out can be considered traditional but in the route map
of the school exists an intention to shift in the education system towards the use of
innovative techniques to enhance learning. To do so, the School has committed to the
integration STEAM of the educational robotics and Problem Based Learning and
Project Based Learning as a catalyst of this methodological change to all education
stages, from pre-school, primary, secondary and high schools covering a total of almost
2000 students.

Within the context of Spain and Catalonia in particular, the content about digital
content has a customized design according to each center [14]. This subject is devel-
oped along the three years of secondary education with a distribution of 2 h per week
throughout the year. The distribution of subjects and teaching units does not exist the
subject of robotics explicitly, but knowledge related to technology, computer science,
coding, and the use of information technologies in general.

The ratio of Spanish students is about 35 students per classroom, so turns to be
challenging to focus on attention to diversity. Thus, the desire to introduce educational
robotics as a teaching methodology transverse perfectly fits the trend of methodological
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change that is proposed from the Catalan government; where the capacities, skills and
competencies are acquired from students becoming the center of teachingmethodologies.

3 Learning Goals

There are several goals of the introduction of educational robotics in this school. These
include promote a series of skills and abilities linked to the STEAM disciplines, solve
the challenge of improve engineering thinking, the development of computational
thinking, promote cooperative work and have technical knowledge of technology
platforms. These objectives are linked to the development of the skills of the students
throughout the secondary school program. Is for this reason that in this first year, the
aim goal is to establish the bases so that the school crated its own methodology of work
with educational robotics.

The main goals during 2015-2016 course, as the first year of implementation of
educational robotics program are, to get the first knowledge of various educational IT
platforms and enhance skills and abilities of students in technology and science. These
two goals are quite different, for this reason and in order to differentiate them clearly,
they have been separated in the development of assessments both in the analysis of the
results.

The learning goals of the technological platform are focused on the knowledge of
Scratch and LEGO Mindstorms. This knowledge, although that will be an initial level,
will be large enough for the two platforms to be used in the upcoming courses and use
them for learning other STEAM concepts and continue developing engineering and
computational thinking.

Although that the learning goals are the same as all educational levels, the difficulty
of the activities has been modulated depending on the requirement of the course.

The other main goal is the development of skills and competence in the curriculum
of the secondary school. These competences are developed in an own framework [14].
In the case of this study, the authors have made an adaptation of other experiences, in
other educational stage and environments that can be found in the literature [15, 16].

And finally, the two last goals of this study are to establish the need to include
creativity and artistic aspects as an important factor in the learning process; and con-
textualize the activities approaches and improves learning technological concepts.

4 Methodology

As already mentioned, the subject of Technology in Secondary Education does not
specify that teaching robotics is required. However, the curriculum does contain
contents and knowledge related to this field. The curriculum organizes the Technology
subject in 2 h of class per week during the academic year. The school and the authors
of this paper are committed to introducing methodological, logistical and contents
changes in this subject.

First performing a separation into two types of contents; the first one is dedicated to
the teaching of technological processes of the industrial world, building and design
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process. These includes the official curriculum content and is properly distributed
throughout the 1st, 2nd and 3rd year of secondary [14]. Although, they are not part of
this study, they are imparting weekly to all students of one hour during the academic
course. The second types of content are those who are directly related to the use of in
Information and Communication Technologies (ICT), and Educational Robotics (ER).
It is in this block where the proposal of this study to achieve the learning objectives
mentioned.

In the second type of content is a division into two small groups. While one group
is doing, sessions focused on knowledge of ER, the other group receives lessons of
ICT. Arriving in the middle of the academic year two groups exchanged. Therefore,
considering that this study was conducted simultaneously in the first, second and third
year of secondary distribution of classes and students is shown in Tables 1 and 2.

The division of the class is done to facilitate the work in the robotics classroom.
This situation helps us to organize better the material resources and the human
resources for all students. So, this way we can work with small working groups,
furthermore we can observe that in STEAM subjects and in ER, using creativity,
motivation and contextualization the activities, help and encourages to problem solving
[17]. This separation in smaller working groups is the reason why there is a small
variation in the methodology between Group 1 and Group 2.

What this paper would like to show, beyond the consolidation of the educational
robotics methodology as an excellent learning resource, is developed the context to use
activities and the creativity to be a fundamental pillar in the teaching STEAM.

Table 1. Types of contents and groups distribution

Course begins Half course End of course

* The groups studied in this paper are the Group 1 ER and Group 2 ER, which from now on were defined as 
Group 1 and Group 2. 

Section 1 Lessons based on technology curriculum - All students
Section 2 Group 1 ER* - Group 2 ICT Group 2 ER* - Group 1 ICT

Table 2. Studients distribution

1st Secondary 2nd Secondary 3rd Secondary
Group1 Group2 Group1 Group2 Group1 Group2

1A 17 16 2A 16 18 3A 17 17
1B 17 16 2B 18 18 3B 17 17
1C 17 17 2C 17 17 3C 18 17
1D 17 17 2D 18 17 3D 18 17
1E 17 17 – – – – – –

85 83 69 70 70 68
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Of a total of 445 students, 224 students in the first group receive the classes of ER
in the period from September to January; and the second group of 221 pupils performed
it from February to June, both terms correspond 15 teaching weeks, and therefore there
has been an organized in 15 sessions. Once this division between groups the classroom
is organized in small groups of 3-4 students, to achieve the cooperative work and
peer-to-peer relation.

4.1 Methodological Differences

The authors wanted to show that the desire of changing educational model that seeks to
La Salle Bonanova has a fundamental reason: to improve skills and clever minds to
ensure that students meet the current demand of society. That is why to verify this, we
have followed two trends that are currently in operation in the school and have led to
methodological differences for teaching robotics block corresponding to educative.

With the background of technological learning platforms, LEGO Mindstorms and
Scratch generated work dynamics and different teaching methods. The main method-
ological differences between the groups are as follows:

• Group 1:
• In this group, each session has been very structured and can be based on tra-

ditional teaching, where the teacher conveys his whole focused where students
and what you learn and how you learn is much guidance.

• At its introduction to Scratch, the knowledge platform has been scheduled
always and with little freedom of research; programs have been conducted
following tutorials and defined structures and objects.

• The teaching of the Scratch features such as loops, variables, objects movement
or conditional has been making small programs where all students were the same
task. The final evaluation is done by creating a free video game.

• At LEGO Mindstorms sessions, students have learned to use the platform in a
very structured session. Explained each block separately, making small LEGO
Mindstorms EV3 robot applications already assembled. Once the students have
an overview of the platform, has been challenged to make geometric shapes.

• Group 2:
• In this group has been a contextualization of the activities always and entered

creativity, art, motivation and collaboration among peers as an engine of cre-
ation. Been teaching real applications in robotics and space has been left to the
imagination of science fiction films screened and creating fantastic stories.

• Prior to the Scratch sessions, each group has written three little stories and
presented to the rest of the class. Among the three little stories, students choose
the best one.

• Teaching features like Scratch loops, variables, objects or conditional movement
has been doing quite a lot of freedom with small programs, although there are
some recommended. The final evaluation is done by creating a video game
based on one of the stories submitted.

• In the LEGO Mindstorms platform, there has been an understanding of the
working environment but has previously contextualized learning that the
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application of the movement of the robot to do geometric shapes known. These
shapes are contextualized in the real world, looking for similarities in design,
architecture or engineering objects in the immediate environment to the students.

Tables 3 and 4 shows how distributed teaching Scratch and LEGO, how many
sessions are needed for each content conceived and what are the teams that are working.

One aspect to highlight is the difference in the learning of some technical aspects.
The number of sessions used to show the features of Scratch or Lego Mindstorms are
not the same. This is because learning to use the platform has been more agile and
faster in the second group. In this case, the second group received instruction on the use
of creativity, there have been a work of communication and motivation before using
Scratch. Similarly, there has been a contextualization of contents before using LEGO
Mindstorms. These two aspects lead to changes in the learning process between the two
groups and together with the analysis of the corresponding assessment results, leading
to a several considerations about this. These issues are set out in Sect. 6 corresponding
to Results.

Table 3. Group 1. Sessions distribution

Session name Sessions Concepts developed

Learning Scratch 1, 2 Create user account Scratch. Know the framework,
libraries, characters, objects, background and operation of
the blocks. Observe programs already made

Learning Scratch 3 Observe programs already made and make the first
programs following a tutorial

Program ‘Pong’ 4 Apply motion control blocks to perform the program ‘Pong’
following a tutorial. Loops and Conditional apply. The
‘Pong’ game is based on tried bouncing a ball that does not
fall on the ground, to prevent it controls bar

Program ‘A little
story’

5, 6 Make a little story by blocks of dialogue, control of
movement and change background and costumes

Video Game 7, 8, 9 Define the concept of variable. Make a free-form game
Learning LEGO
Mindstorms

10, 11,
12

Perform basic robot assembly following the instructions
manual. Get functioning of Brick. Get workplace software.
Interacting with the engine control units and display

Program
‘Geometric
shapes’

13, 14,
15

Do the challenges go online 1 m straight, make a square,
rectangle, circle and number 8
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5 Evaluation

The evaluation group has made measuring some issues throughout the sessions under
the same parameters for both study groups; it is generated rubrics. It should be men-
tioned that the notes or evaluations obtained from the rubrics are due to assessment
throughout the process, and therefore in the last session activity where you expect a
better note. However, we must differentiate two types of evaluation:

Table 4. Group 2. Sessions distribution

Session name Sessions Concepts developed

Creativity and
motivation

1, 2 Talk about what creativity. Viewing videos on art and
creativity. Get students through dialogue, former
pressure tastes or hobbies. Teaching applications,
videos and films of robotics and technology in
today’s world

Creativity and
communication

3, 4 Writing three little stories by following the structure
of introduction, middle and end where several
characters appear, go in several different scenarios
and can have several different endings.
Presentation of three little stories aloud to the whole
class support with a brief presentation and class vote
on which of the three little stories is the best

Learning Scratch 5 Create user account Scratch. Know the framework
Program ‘Pong’ or
‘Cat-Mouse’

6 There is an exhibition of some programs. Explain
‘Pong’ and ‘Cat-Mouse’ games, and then allowed that
freedom to choose one and try to do.
The ‘Pong’ game is based on tried bouncing a ball that
does not fall on the ground, to prevent it controls bar.
The ‘Cat-Mouse‘game is based on creating two
animals chasing each other, depending on whether the
cat touch your mouse or mouse touches the cheese is
added or subtracted points

Video Game 7, 8, 9 Based on the story chosen the game takes place where
you can introduce small variations that have a
structure of game

Define and
contextualize geometric
shapes

10 Definition straight line, square, rectangle, triangle,
circle and see in real life applications

Learning LEGO
Mindstorms

11, 12,
13

Perform basic robot assembly following the
instructions manual. Get functioning of Brick. Get
workplace software. Interacting with the engine
control units and display

Program ‘Geometric
shapes’

14, 15 Do the challenges go online 1 m straight, make a
square, rectangle, circle and number 8
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5.1 Assessment of Competence

The first section corresponded to the type of analysis and evaluation aspects compe-
tencies and included in the learning objectives in five areas: Communication, Col-
laboration and Community Building, Context Creation, Creativity and Conduct or
Behavior. These areas are based on a rubric applied to kindergarten competence [15]
and that the authors of this paper have adapted to the environment and the context of
this study.

For each of these five areas, there are some skills or abilities assessed. This
assessment is carried out at each session. However, the authors consider that the
evaluation takes more importance in the last sessions, where is the resolution of the
activity or challenge. The process of learning the skills is cumulative, so at the last
sessions the assessment takes more importance.

An observation of behavior and the development of the activity of each student are
done during each session. This observation is marked in the rubrics that shows on
Table 5 and follows the 1-5 grading of Likert scale.

In general, in all items the score of 1 corresponds to a very low level of competence
or ability. On the other hand, the score of 5 corresponds to a complete integration of the
skills in the development of activities were justified and argued the process and the
takes of decisions.

Table 5. Competent aspect evaluated

C1 Communication C1.1 Exchange of ideas among group members
C1.2 Expression of ideas and debate them
C1.3 Demand for teacher support and is beneficial for
the project

C2 Collaboration and Community
Building

C2.1 Help peer group
C2.2 The individual contributions make the group
advance
C2.3 Different work roles/Tasks diversity

C3 Context Creation C3.1 The activity follows a structure designed
C3.2 Analysis of the errors in the process
C3.3 Justification of the solution
C3.4 Write the process of solution to the challenge

C4 Creativity C4.1 Initiative to make further steps in programs
C4.2 Use of various elements outside environment
platform
C4.3 Application of concepts from other disciplines

C5 Conduct C5.1 Concentration activity
C5.2 Following the rules of the classroom
C5.3 Responsible use of the material
C5.4 Behavior with classmates and teacher
C5.5 Motivation towards activity
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5.2 Assessment of Contents

The other section is used to evaluate the relevant concepts and contents related plat-
forms Scratch and LEGO Mindstorms. In this case, each platform specific concepts
have been evaluated. Is for this reason that has been separated into two different
rubrics. The items evaluated in each of these rubrics are shown in Tables 6 and 7.

Table 6. Evaluated items on Scratch activity

Conditional structures - Understand the concept of conditional structures
- Use different types of conditional structures

Loops - Understand the concept or loop iteration
- Use loops within the structure of the game

Objects - Use various objects
- Import objects outside environment Scratch
- The motion control is done several ways
- The use of objects follow criteria established

Scenario/Dresses - Use different scenarios
- Make changes in objects dresses

Bloc Posts - Use the blog post to give orders objects
Text - Use language structures

- Dialogues appear
Variables - Use variables to make a counter +

- Use variables to make a counter -
- Conditions certain actions variables

Music/Sounds - Use music blog
- Use varied sounds
- Use block sound conditioning in another action

Table 7. Evaluated items on LEGO activity

Blocks
movement

- Apply different types of engine blocks movement
- Understand the various parameters that make up the blocks

Conditional
structures

- Understand the concept of conditional structures
- Use different types of conditional structures

Loops - Understand the concept or loop iteration
- Use meaningful use of the geometric shapes in the loop

Geometric
shapes

- Apply different solutions depending on the geometric shapes
- Understand the characteristics of shapes, and this is reflected in the
solution of the program

Process - There is a preliminary approach in solving geometric shapes
- Express reasons solving each geometric shapes
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The evaluation of these aspects is made through the delivery of activities and
resolution of the challenges. For Scratch the evaluation is based on the video game, and
in the case of LEGO Mindstorms evaluation is based on the resolution of the challenge
of the geometric shapes. For each of the items is a graduation from 0 to 10, where 0
corresponds to no knowledge of the concept or item, and it is not used significantly in
the resolution of the challenge; 10 corresponds to a high level of understanding of the
concept and used perfectly within the platform.

6 Results

Following the structure of rubrics for assessment, the results are presented in two
groups. The first group corresponds to the mean and standard deviation of the five
competency areas, as shown in Table 8. The other group corresponds to the results of
the evaluation of Scratch and LEGO platforms, which has also been made the mean
and the standard deviation of all items and the results are grouped by levels and groups
as shown in Table 9.

The results obtained in the competent areas have several readings. It studies began
with the same knowledge to all groups and levels, and that the work is based on the same
activity. That is why we should wait for the results obtained significant upper-mind
better than other courses. However, in most of the skills, the mean is not significantly
higher up there, and in some cases, the 3rd course does not get the best results.

Table 8. Mean and Standard Deviation of competent areas for each course and group

C1 C2 C3 C4 C5
Mean SD Mean SD Mean SD Mean SD Mean SD

Group 1 1st 2.68 0.50 2.48 0.64 2.25 0.77 1.66 0.65 3.73 0.86
2nd 2.67 0.46 2.56 0.57 2.27 0.72 1.68 0.57 3.75 0.68
3rd 2.84 0.42 2.54 0.58 2.45 0.61 1.95 0.56 3.79 0.69

Group2 1st 3.29 0.69 2.96 0.74 2.64 0.80 2.57 0.80 3.95 0.77
2nd 3.06 0.66 3.01 0.67 2.66 0.66 2.61 0.80 4.04 0.54
3rd 3.14 0.66 3.00 0.68 2.71 0.62 2.74 0.75 4.07 0.50

Table 9. Mean and Standard Deviation of Scratch and LEGO task for each course and group

Scratch LEGO
Mean SD Mean SD

Group 1 1st 5.31 1.04 5.17 0.93
2nd 5.44 1.08 5.11 0.91
3rd 5.89 1.48 6.26 1.24

Group 2 1st 6.00 1.02 6.53 1.08
2nd 5.92 1.19 6.22 1.09
3rd 6.79 1.32 6.99 1.05
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On the other hand, if we compare the results between the two groups studied,
observed in almost all skills are assessed improvement in group 2 compared to group 1.
These differences in the average range between 0.22 and 0.61 in competences C1, C3
and C5. This is more relevant on skill C2. Collaboration and Community Building, and
C4. Creativity, where differences in the average were 0.45 to 0.93.

The results of the evaluation of Scratch and LEGO platforms follow different trends
and results of skills evaluation. Because these platforms have worked more technical
and theoretical concepts, the results reflect the idea of getting some higher scores in the
higher grades. The observed difference is not much when compared with the 1st to 2nd
Secondary, but instead, highlights the increase in ratings to 3rd

7 Conclusions

The analysis of the results based on the difference method is one of the objectives
described in this paper. The overall trend in the world of education is to enhance the
skills and capabilities over to put emphasis on the theoretical aspects of the technology.
We can see how the Group 2 obtained better results in the areas of competence and
knowledge of technology platforms in comparison to Group 1. This validates the new
approach proposed by the authors.

Another lecture that can be extracted from this study is how to direct lessons and
activities. Beyond based on competence issues, the activities to be developed in the
second group have been contextualized in situations close to students. Creativity and
freedom to continue the learning process of students in the second group has
encouraged creativity and learning more participatory. This has led to perform a task
where solutions have been more creative and varied. Programs have been longer and
more complex, therefore developed better computational thinking and engineering
thinking. The goal of improving the technical knowledge of some of the technological
platforms in the educational robotics also has been fulfilled. While both groups are
treated so satisfaction these concepts, is in the second group where there is a significant
improvement in the average and therefore an increase knowledge technical platform

One aspect observed by the authors that have not been mentioned in the process of
obtaining the results is that the total duration of the course has not been homogeneous
for both groups. Initially, the program was the course of 15 sessions, since the first
group need to complete all 15 sessions learning, and in some cases, the low score is
caused by not being able to complete the learning sessions. In contrast, the second
group, usually need 14 sessions to complete the process and activities. We consider this
very important when one of the most important aspects of the development of school
curricula is the duration of the course and the needs to improve the learning process. To
improve the analysis of results in future experiences, the authors study to use videos
and other metrics, such as surveys or interviews to students. With these tools, we could
get other data that the current use of rubrics cannot be analyzable.

The development of skills and abilities of the subjects STEAM should help these
students to develop in the world of science and technology. Therefore, the main
learning goal of this paper was to establish methodological bases in this school, to
promote and improve learning skills and knowledge of some technological platform
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has been fulfilled. Future challenges for in coming years are focused into two aspects.
The first relates to improving the design of activities. Especially standardize the
environment in which contextualizes and promote a more active creative aspect.
Another aspect to consider is the use of the technical concepts of programming. and
thus, improve the use of platforms used in educational robotics, whether Scratch,
LEGO Mindstorms or others.
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Abstract. This paper is the experience-based summary of the work with the
design, implementation and results from an “Educational Robotics and Creativity
Workshop” under the EU funded Horizon 2020 project “ER4STEM – Educa-
tional Robotics for Science, Technology, Engineering and Mathematics”. This
paper gives an overview of the empirical data obtained from the post-workshop
questionnaires, completed by the participants from 13 educational robotics
workshops, performed in 7 schools (public and private) in Bulgaria with 312
students (142 girls and 170 boys) in the time period from February 16, 2016 until
May 31, 2016. The students were between 7 and 14 years old with the majority of
them aged between 9 and 10 years old.

Keywords: Educational robotics �Creativity �Collaboration �Communication �
Digital fluency � Arduino � Visual programming � Robotics in education

1 Background

Today, especially within the context of the rapidly developing technological envi-
ronment, we hardly ever fail to realize the need of an educational system built on
powerful ideas with personal meaning to keep students motivated to study the STEM
disciplines. Most children are learners by nature, meaning they manifest interest to
learn more about the world they live in - about how things work, about mechanics and
technology. To keep this interest alive, especially when it comes to science, technol-
ogy, engineering and mathematics, we believe that we have to cultivate in students a
learning attitude of excitement, personal interest and social meaning.

As a result of the EU funded Horizon 2020 project, “ER4STEM – Educational
Robotics for Science, Technology, Engineering and Mathematics”, the European
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Software Institute – Center Eastern Europe, with the direct support and contribution of
the project consortium, was able to develop and implement with more than 600 stu-
dents an educational robotics workshop with the aim to promote and prove in practice
the value of those beliefs.

The authors base this article on the empirical data obtained from the post-workshop
questionnaires, completed by the participants from 13 educational robotics workshops,
performed in 7 schools (public and private) in Bulgaria with 312 students (142 girls and
170 boys) in the time period from February 16, 2016 until May 31, 2016. The students
were between 7 and 14 years old with the majority of them aged between 9 and 10
years old.

This paper aims to present in brief the experience of working on this educational
robotics workshop in its entirety, including the necessary overview of the methodology
underlying the workshop. The article explores the feedback received in respect to the
workshop objectives to encourage the development of skills in the participants in the
field of creativity, digital fluency (technology, engineering and science), communica-
tion and collaboration. With this paper, we aim to contribute to the promotion of the
importance of such activities within the academic life of both students and pedagogues,
based on the results received throughout an extensive evaluation process and interviews
with teachers.

Last, but not least, this paper represents the combined effort of a group of
robot-enthusiasts to share their experience with robotics as a tool to teach 21st century
skills, along with subjects of digital fluency, and to share the joy of applying robotics as
a way to keep students curious to learn about the world.

2 Workshop Design

As the nature of this paper requires a certain level of knowledge on the multi-layered
methodological background of this workshop, this paper will give a brief overview of
the pedagogical approach, underlying the design of the educational robotics work-
shop. A review of the social orchestration will follow, along with a description of the
basic hardware and software solutions, designed to fit the pedagogical purposes of this
workshop. Lastly, this chapter will provide information about the goals of this work-
shop, related to promote a set of 21st century skills, as well as a presentation of the
authors’ understanding of those skills.

2.1 Pedagogical Approach

The basic pedagogical theory underlying the design of all educational robotics work-
shops within the ER4STEM project, including ESI CEE’s educational robotics
workshop for creativity, is constructionism. According to the project’s understanding
of constructionism, a constructionist pedagogical setting is one, where learning is
connected to powerful ideas inherent in constructions with personal meaning for the
students [1]. Furthermore, ER4STEM places special emphasis on the social dimension
of the construction process aiming to introduce the maker culture to the students
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(i.e. sharing, discussing, reflecting around constructions) cultivating a learning attitude
growing out of collaboration-based experiences [2, 3].

The pedagogical approach, as well as the background for the elaboration of the
educational robotics workshops within the ER4STEM project are coordinated and
structured with the means of an Activity plan template. The template provides a generic
design instrument that identifies critical elements of teaching and learning with robotics
based in theory and practice and is expected to contribute to the description of effective
learning and teaching with robotics.

With the above considerations in mind, the Activity plan template developed for
designing Robotics activities for the ER4STEM workshops, addresses the following
aspects: (a) Focus and resources: reference to the different domains involved, different
types of objectives, duration and necessary material; (b) contextual information
regarding space and characteristics of the participants; (c) social orchestration of the
activity (i.e. group or individual work, formulation of groups etc.); (d) a description of
the teaching and learning procedures where the influence of the pedagogical theory is
mostly demonstrated; (e) expected student constructions; (f) description of the
sequencing and the focus of activities; (g) means of evaluation [4].

2.2 Workshop Setting

ESI – CEE, designed and developed an activity plan focusing on the use of educational
robotics for creativity and addresses boys and girls within the age group 8–12 years
old. This activity plan is implemented in a set of 13 different workshops taking place in
the school with the status of extra-curricular activity. This means that the workshop
does not need to be aligned to the curriculum – although it can be – and student
participation in the workshop is not connected in anyway (e.g. in terms of grades) to the
subjects they are following in school. The workshop takes place during school hours;
the duration of each workshop is not more than eight hours in total and it is usually
divided into two consecutive sessions of equal duration.

Two main challenging requirements were identified by the development team. On
the one hand, it was of utmost importance that the workshops are designed to ade-
quately align to the environment of a regular, in-school and at-class context of public
general education schools. In Sofia, Bulgaria, where most of the workshops were
conducted, a regular school class consists of students, anywhere within the range of 24
to 28 students. That number of students, supposed to work simultaneously, presented a
challenge to the design of the workshop.

On the other hand, a feasible workshop for this context, had to be of a duration, not
surpassing 8 h. As mentioned above, the design team, in most cases, chose to conduct
the workshops in two consecutive sessions of equal duration. The brevity of this time
frame was challenging for the design of an adequate creativity program. This posed the
need for the team to optimize the other sessions in their entity, including materials and
pedagogical approach, so that sufficient time and attention could be dedicated to the so
called “soft sessions” of the workshop, namely MODULE 4: ROBOT’S TOUCH and
MODULE 5: LET’S IMAGINE. A solution identified by the team, was to lead the soft
sessions, between the technical sessions (MODULE 3: CONSTRUCTING A ROBOT
and MODULE 6: PROGRAMMING A ROBOT), thusly providing sufficient time for
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the tutors to check the robots for short circuits and other dangerous mistakes, and
provides students with the opportunity to think creatively and not overburden them
with consecutive technical sessions.

The workshop is structured into 7/seven/modules:

MODULE 1: Introduction and Pre-Evaluation
The tutors introduce themselves and explain what they do and why they came to the
school. They also explain what they find fascinating about robots and what the task is
for the specific day. Next, they discuss with the students whether they like robots, if
they have had any experience with them in order to informally introduce themselves by
their interest within the topic of robotics. The purpose of this module is for the tutors
“to break the ice”, trigger the students’ interest in robotics, become familiar with the
students, get to know some names and show that they are interested to learn with whom
they are going to work with. This first module is important for the specific setting in
which the workshop is implemented: i.e. external tutors, collaborating, for 8 h only,
with students and teachers they haven’t seen before, which means they are not
acquainted with the norms of the specific school and they are not familiar with the
specifics of the classrooms participating in the workshop.

MODULE 2: What Is a Robot
The tutors ask students “what is a robot” to generate ideas what are the key components
of the robots. Once a student generates an idea, the tutors encourage the others to
comment and contribute. This module aims to engage students in a meaningful dis-
cussion about robotics and inspire their imagination, thus providing basic information
about robotics and influencing positively their attitudes about the workshop.

MODULE 3: Constructing a Robot
In this module, students are introduced to the robotic kit. Tutors show the different
elements in the kit and say a few words about their purpose. They show, as an example,
the assembled kit, to motivate the students and give them an idea towards what they are
working on. Students are encouraged to shift roles within their team, so that everyone
could learn and everybody participates. This module is intended for students to col-
laborate with their teams, gain practical experience and become confident that building
a robot is not difficult when in a team.

MODULE 4: Robot’s Touch
Once students build their robots, the tutors demonstrate in action different types of
robots such as NAO, VGo, omnidirectional robots, the Finch robot and facilitate a
Question and Answer session. The purpose of this module is to showcase different
robots, with various applications, but, regardless, similar elements to what they already
know, after assembling their robot. Showing similarities between the project, that the
participants have just completed, and more complex robots, encourages students’
confidence in their skills and knowledge about robots. In addition, students are inspired
to think about and imagine different robots and their application in the real life.

MODULE 5: Let’s Imagine
The tutors engage the participants in a discussion on what creativity is and how
important it is in everyday life. They are using a set of predefined games aiming to
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demonstrate different aspects of creativity and logical thinking. The goal of those game
is to put participants in a creative mood and liberate them from some predefined
notions on how the world functions in order to stimulate them to find “out-of-the box”
and “crazy” solutions to a given problem. The purpose of this module is to inspire
students to believe in the value of their ideas and to boost their confidence to openly
share with others their ideas on various applications of robotics.

MODULE 6: Programming a Robot
The tutors say a few words about the basics of programing with Scratch and how
specific blocks are used to control the motors and the sensor. Each team uses the “set
up” block to switch on the robot. The teams are left to experiment with the blocks, their
functions, and the ultrasonic sensor (to measure the distance between the sensor and
obstacles). The students have to “discover” how to program the robot, so that it would
turn left and right, around its center, forwards and backwards at a different speed. The
purpose of this module is for the students to gain programing skills and to have fun
programming.

MODULE 7: Final Evaluation
Evaluation session is held for students to present their achievements and evaluate their
experience. Group and/or individual interviews are conducted and students fill out
Post-Workshops Questionnaires.

The workshop implementation team consists of 3–4 tutors for a workshop with the
maximum number of 30 participants. Furthermore, the above activity is designed for
indoor implementation only within an adapted, but yet regular school setting. The
adaptation usually involves the positioning of furniture – chairs, tables, computers, etc. –
aiming to create a makers’ space for the participating students and facilitate group work.

Groups of 3–5 students are formed under no specific criteria. Workshop tutors
delegate the responsibility of choice of teammates to the students themselves. A reason
for this is the belief that if students are able to sit together, based on pre-established
friendships, they would generally manifest a more positive attitude towards the
workshop and the educational activity. On a rare occasion, schoolteachers would form
groups, mainly due to disciplinary concerns. In cases of students with disabilities, the
implementation team responds according to their special education needs.

2.3 Robotics Artefacts

For the purposes of this educational robotics workshop, and in alignment to its
pedagogical purposes, the European Software Institute – Center Eastern Europe has
developed a custom Arduino-based robotics set.

In order to encourage the implementation of innovative technology in the education
process on a local level, ESI CEE aimed at creating a cost-effective kit with easily
replaceable and adaptable standard components.

The elements in the robotics kit are connected through a breadboard using wires.
Moreover, the mechanical parts are fixed together with plastic pins which allows for them
to be easily assembled and disassembledmany times. The assembled robot is a small tank
that can be controlled with either a PC using USB cable, or a Bluetooth module.
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Furthermore, the robot can run autonomously through a program code, uploaded to the
controller.

Among the advantages of the created platform, in comparison to other robotics
platforms for young students in which the electronic components are not directly visible
(i.e. “black box”), the ESI CEE Arduino robotics kit uses, with some minor modifica-
tions, original engineering elements such as Arduino Uno board or other adapted
compatible microcontrollers, ultrasonic sensors, motor drivers, LEDs and resistors. This
way, young researchers are enabled to make their first steps in electronics and robotics
by experiencing technology in a way they most likely rarely see it - as a white box. The
final artefact is a robot-tank, assembled with the use of a visual guide, consisting of
photos only, allowing children to learn by doing and experimenting.

2.4 Digital Artefacts

In addition to the Arduino IDE, ESI CEE adapted a program code that allowed younger
students to control the robot using visual languages such as Scratch and Snap.

The implementation team chose visual programming software as an appropriate
version for younger learners to overcome some of the predominantly age-based diffi-
culties of programming, while still enabling children to experience and learn the logic
and concepts behind programming.

ESI CEE chose the desktop version of Scratch for most of the workshops, reason
being that this way, avoiding internet connectivity issues interfering with the work-
shop’s implementation process, becomes easier. Furthermore, limited internet con-
nectivity mitigates safety risks for children during the workshop.

ESI CEE used s2a_fm software to control the Arduino Uno board through Scratch
or Snap. The team developed custom blocks to set up the robot for work, to visualize
data from the sonar sensor and to control each of the motors through numerical values
between −100 (max speed of the motor backward) to 100 (maximum speed of the
motor forward) while 0 value stops the motor.

2.5 21st Century Skills

Based on an extensive research of the literature for the 21st century skills, the
ER4STEM partners focused on the development of a specific set of skills through the
project activities. In particular, ESI CEE, through this educational robotics workshop,
aims to use robotics as a tool for the cultivation and development of communication,
collaboration and digital fluency, which are among the most important 21st century
learning skills. Bellow we present an overview of these three skills and how we
approach them through the ER4STEM project.

By collaboration skill, we refer to the ability of students to work effectively and
respectfully with others. More specifically to (a) contribute constructively to project
teams (b) be helpful and make necessary compromises to accomplish a common goal
(c) assume shared responsibility and value the individual contributions when working
in a team (d) use collaborative technologies to connect and work with others (i.e. peers,
experts or community members, etc.) globally. For the development of these skills,
through the robotics workshops, we aim to create situations where students will have to
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work in teams, distribute roles and build a public artefact that will trigger discussions
and argumentation. Having this pedagogical approach in mind, the authors of this
workshop designed the activities correspondingly. More precisely, students in each
team are changing roles during the implementation of the tasks, which enables them to
learn more about working effectively and respectfully with others in order and to build
relevantly complex robotics system.

Similarly, considering communication as a 21st century skill, students should be
able to communicate with others effectively. This includes the ability to (a) articulate
thoughts and ideas effectively using oral, written or nonverbal communication skills
(b) communicate complex ideas clearly and effectively (c) publish or present content
that customizes the message and medium for their intended audience (d) utilize mul-
tiple media and technologies in order to communicate and know how to judge their
effectiveness (e) communicate effectively in diverse environments. The essence of the
workshop presented here, requires from students to clearly communicate their plans,
ideas and feelings to the other members of their group.

Finally, by the skill of digital fluency, we refer to the technological and
science-related knowledge of the students. Thus, digital fluency includes the ability to
understand the fundamental concepts of technology operations and to know how to use
digital technology and media as tools to research, organize, evaluate and communicate
information. Through the activities of this workshop, students learn more about the core
elements of a robot (technology), they construct a robot (technology & engineering) and
develop a visual program to control the robot in order to execute tasks (technology).

3 Evaluation

In order to evaluate ER4STEM activities, a mixed-method multiple-case study design
was used. Data collection consisted of questionnaires, observations, reflections, inter-
views and artefacts of learning. For the purposes of this paper, we will focus on data
collected through questionnaires at the end of the workshops, in order to answer the
following questions:

(1) Do educational robotics workshops inspire students’ interests in STEAM?
(2) Do educational robotics workshops support learners to develop digital fluency,

communication and collaboration skills?

Although the focus-group interview data that was also collected at the end of each
workshop, could be used to answer these questions, the questionnaire provides us with a
broad understanding of all learners’ perceptions of the workshops, rather than just a select
few participants. The questionnaire primarily utilizes Likert-scale and yes/no questions
and allows for analysis of the data between age groups, workshops and by gender.

The questionnaire was given to every student who had parental informed consent to
participate in the research, at the end of the workshop. In total 381 students participated
in the workshops and 312 students completed the questionnaire. Of these 170 were
boys and 142 were girls. Not every question was answered by every student and,
therefore, we also report in the Findings below the number of times a question was
unanswered, for clarity.
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4 Findings

In this section, we present the findings of the analysis of the questionnaires in relation
to the research questions posed.

(1) Students liked the educational workshop activities and were inspired to do
more educational robotics activities in future.

The vast majority of the students reported the educational robotics workshop
activities as interesting, fun and not very difficult (Table 1).

The students reported a very high level of overall satisfaction from the workshops
(4.9 of max 5.0), 90% of the students reported that they “would like to try to solve more
challenges like this one” and the same share (90%) of the students “would like to do
more activities like this one”.

(2) The majority of students, who participated in the workshops reported an
improvement in their skills in technology and science and consider robotics as an
interesting and important subject.

Technology and science were reported as the leading knowledge fields applied and
further developed during the workshops followed by “How the things work” (Table 2).

Moreover, students reported in the questionnaires an increased interest towards
studying science and learning about how things work (Table 3).

It is interesting to mention that although encouraging the development of mathe-
matical skills and interest was not directly targeted as workshops goals, the majority of
the students – 74% reported that they “understand how important mathematics is”.
Another 54% of the students stated that they applied their knowledge in mathematics to
solve the workshop tasks. A further 36% reported, “Working with robots has helped
me to learn more about mathematics”.

Table 1. Aggregated students’ feedback related to problems and their work with robots.

Strongly
disagree

Disagree Neither agree
Nor disagree

Agree Strongly
agree

Blank

The problems we had to solve were:
Interesting 0% 0% 1% 9% 87% 3%
Difficult 40% 24% 18% 8% 7% 4%
Fun 1% 1% 2% 11% 84% 2%
Working with robots was:
Interesting 0% 0% 1% 7% 89% 3%
Difficult 39% 26% 16% 6% 6% 6%
Fun 0% 0% 1% 7% 88% 4%
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(3) Good cooperation and collaboration.
The majority of students reported working in a team as interesting, fun and not

difficult (Table 4). Most of the students manifested positive attitudes towards aspects of
teamwork, such as communication and collaboration.

Students generally enjoyed working as a part of a team, helping others and felt
encouraged by their teams. To support that, students mostly showed disagreement with
attitudes that do not support teamwork, communication and collaborations such as
“working on my own”, giving up quickly, or being bored.

Table 2. Knowledge applied during the workshops

Working with robots I
have used my
knowledge of…
Science 73%
Technology 84%
Art 29%
How things work 66%
Mathematics 54%
Working with robots
has helped me to learn
more about…
Science 69%
Technology 87%
Art 24%
How things work 64%
Mathematics 36%

Table 3. Interest towards STEM

I am now more interested in studying science 89%
I am now more interested in learning about how things work 91%
I would like to build robots to solve problems in the future 80%
I would like to use robots to learn in the future 90%
Now I understand how important mathematics is 74%
Now I understand how important science is 84%
I would like to learn more about programming 88%
I understand how robots can be used to solve important problems 77%
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5 Conclusions

In this article, we presented our experience with applying educational robotics as a tool
to enhance the learning of science, technology, engineering subjects and mathematics,
as well as a tool to cultivate 21st century skills in a constructionist setting. This brief
overview of a fraction of the data received by students was shared, to serve as a positive
example of the opportunities from the application of educational robotics as a tool for

Table 4. Working in a team, communication and collaboration

Strongly
disagree

Disagree Neither
agree Nor
disagree

Agree Strongly
agree

Blank

Working in a team was:
Interesting 1% 1% 5% 14% 75% 4%
Difficult 45% 20% 16% 4% 9% 5%
Fun 2% 1% 4% 14% 76% 4%
During the workshop…-
I worked as part of
a team

2% 0% 5% 11% 78% 4%

I worked on my
own

65% 18% 6% 3% 5% 3%

I helped design a
robot

6% 3% 10% 20% 56% 5%

I helped create a
robot

3% 4% 2% 18% 67% 5%

I helped program a
robot

3% 1% 6% 16% 71% 4%

I was able to
choose what I
wanted to do

14% 7% 18% 15% 42% 4%

I feel that other
people did not
listen to me

38% 13% 16% 9% 21% 4%

I did most of the
work

29% 19% 25% 9% 13% 5%

I was encouraged
by my team

7% 5% 14% 22% 49% 3%

I was bored 71% 13% 5% 2% 3% 6%
I liked sharing what
I had done with
other people

2% 1% 9% 16% 68% 3%

I helped someone 6% 3% 18% 22% 46% 5%
I gave up too
quickly

71% 13% 3% 4% 6% 4%
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introducing general education subjects. The following research questions were derived
and postulated:

Do educational robotics workshops inspire students’ interests in STEAM?

According to the data received, students feel more inclined to study the science,
technology, engineering subjects and mathematics following the workshops. The
educational robotics workshops showcase the combined product of the application of
the above-mentioned subjects in an appealing and intriguing way. Assembling a
complex robot provides the space necessary for students to construct their own
knowledge-based structures, thus enabling them to explore new ideas and express their
creativity [5].

Do educational robotics workshops support learners to develop digital fluency, commu-
nication and collaboration skills?

This paper overviewed the design of an educational robotics workshop, formulated
around the pedagogical concept of constructivism to support the development of 21st

century skills. Namely, the target skills, which this educational robotics workshop aims
to develop are creativity, communication, collaboration and digital fluency. Empirical
data to support the conclusion that educational robotics has the capacity to positively
influence, and thusly to support, young learners to cultivate skills and knowledge in
digital fluency, communication and collaboration, was presented.

The design of the evaluation of this workshop presents an opportunity for the
participants to reflect on particular concepts, related to 21st century values, for example
teamwork. Students show a tendency to enjoy the teamwork aspects of the
workshop.

The workshop’s aims to support a constructionist setting of working in groups to
engage students in tasks, requiring abilities, such as clearly communicating ideas,
voicing out concerns, proposing solutions, based on pre-existing knowledge. The
workshop’s educational plan, by design, involves covering main stepping-stones of
digital fluency.

The empirical data collected through the post workshop questionnaires does not
provide information about if the workshop develop creativity. The authors are
researching the artefacts and are analysing interviews and observation to answer this
question, which will be discussed in a separate paper.

5.1 Feedback from Schools and Educational Institutions

Among the reasons to determine the constructionist approach in education as one of an
increasing appreciation, is the positive feedback on the learning methodology from
schools, educational authorities and academic partners.

Most of the schools, where the workshops were implemented, are now strong
supporters of the idea of constructionist education and the application of robotics tools
in education. Receiving good feedback from schools on the activities and establishing
sustainable partnerships with the schools could serve as an indicator for the positive
results from the educational activities.
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Among the examples is 125 High School “Boyan Penev”, which, inspired by the
outcomes of the workshop and the positive feedback from students and parents, used
the gained experience to formally become an innovative school in Bulgaria and
embrace the constructionist approach as an inseparable part of their educational
curricula.

Partners from the Mathematics Gymnasium in Kiustendil, with the support of the
city mayor and the municipality, decided on applying and further developing this
educational robotics workshop in their school. Teachers and representatives from the
school attended educational robotics workshops in Sofia on multiple occasions and
decided upon organizing it locally at the gymnasium. For this purpose, they are cur-
rently training their teachers on the particularities of the workshop with the support of
ESI CEE.

The European Software Institute - Center Eastern Europe has also received positive
feedback from other counties on the educational robotics workshop. Moldovan partners
are currently in the process of organizing train-the-trainer activities in Moldova aiming
to implement this educational technology in more than 10 schools.

5.2 Current Work and Future Prospects

Based on tutor reflections and students’ feedback, the European Software Institute -
Center Eastern Europe improved some hardware issues, making the assembly of the
robot more pleasant. Such improvements are enhancing the stability of the battery
holders by changing the design of the pins, ensuring stability of the ultrasonic sensors
and the microcontroller, when the robot is in operation.

Various aspects of the visual guide for the assembly of the robot were changed to
make it clearer and easier to navigate through in order to further facilitate the collab-
oration among the team members. Furthermore, software solutions were researched and
implemented to make fixing issues during operation quicker, as well as to improve the
functionalities, along with the usability for both tutors and students.

The improved activity plans and evaluation protocol, kit and tools made the process
of obtaining feedback from the students easier, quicker and more effective in terms of
the ER4STEM project goals.

Moreover, based on the positive experience gained throughout the organization and
successful implementation of this series of educational robotics workshops, ESI CEE
was inspired to create another educational robotics workshop. “Visualizing mathematics
with the Mathbot” already has more than 160 successfully trained participants with even
higher level of students’ appreciation. This workshop aims to build on the educational
robotics for creativity workshop. Using the Finch Robot by BirdBrain Technolo-
gies LLC., and by applying more advanced programming tasks it aims to encourage
positive attitudes towards learning mathematics by teaching, demonstrating and exer-
cising in practice students’ knowledge on the basic mathematical concepts, in support to
the Bulgarian national educational curriculum on mathematics for the 4th grade.

The sustainable partnerships, established with our academic partner, allow us to
continue improving and developing new educational technologies, based on robotics
and programming to support general education.
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With multiple international stakeholders showing interest and appreciation of the
technology, we firmly believe that educational robotics has the power to reform
insurrectionism and result in the implementation of constructionist practices for
improving learning outcomes and contributing to quality education.
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Abstract. This paper presents our experiences from workshops with gifted
primary school students (grades 2–4) especially in programming with robotics
sets (Lego Mindstorms EV3) and other technology. As a part of extracurricular
enriched program at the Center for Gifted Child Development in Zagreb,
Croatia, we organized a number of robotics and ICT workshops. Main goal of
these workshops was to introduce gifted primary school students to computer
programming and robotics, teach them some basic programming and mechanics
skills, and develop their algorithmic thinking, problem solving and creativity.
However, trough lessons, students showed unexpected productive giftedness in
specific domains of creativity, with children experimenting with different ideas
and designs, discussing inventions or alternative approaches to the given
problems, or expressing their visual arts or music talents trough robots and
programming tasks.

Keywords: Gifted education � Productive giftedness � Creativity � Digital
natives � Skills in ICT � Robotics � Lego mindstorms

1 Introduction

Today’s generations of children and youth were born and grew up surrounded with the
technology. Motivated by flexibility and resourcefulness of ICT around them, they
show very high levels of creativity and interactivity. The common term used to
describe children and youth who have interacted with digital technology from an early
age is “Digital Natives” [1], “n-gen” [2], or “Millennial Generation” [3]. Some authors
([1, 4]) suggest that for these students, a different learning environment and procedures
should be created, to accommodate to their specific way of living (e.g. multitasking,
nonlinear information processing, shorter attention span, communication over social
media and text messages, etc.).

Advanced technology is very strong media and educational tools, capable to
explain and visualize complicated abstract concepts, help students in developing their
competencies, and at the same time keeping every student on the challenging upper
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limit of her own capabilities. It is also the useful tool to make giftedness productive in
domain specific skills and abilities connected with ICT and robotics.

This makes computers and technology particularly suitable for gifted children,
since their capabilities, specific interests and motivation are on a higher level than their
peers. Well-tailored computer applications enable a free, playful and fearless approach
to learning and thinking, often in a very creative and imaginative environment. This
too, makes them a great educational tool for gifted children who often stand out of their
surroundings because of their creativity and personal traits.

It is a common prejudice that gifted children do not need additional support for
developing domain specific abilities and creativity. For that reason, many gifted chil-
dren are in danger of becoming the so-called “unguided missiles” [5]. Key focuses of
ICT and robotics workshops at the Center for Gifted Child Development is early
identification and educational support of young creative talents but also professional
mentoring aiming to make creativity and giftedness productive. The role of mentoring
involves coaching, expertise, guidance, instruction, knowledge, or skill-building in
domain-specific area of creativity in ICT.

Working in small groups, we strive to utilize creative skills of our young talented
digital natives with the educational objectives in the fields of robotics and ICT, at the
same time directing their development on legal and ethical path, and for the common
good. Through the lessons, LEGO Mindstorms EV3 sets were used predominantly, but
sometimes different sets or tools were utilized as well, e.g. LittleBits, LEGO WeDo,
Arduino, Drones etc.

2 Theoretical Background/State of the Art

Creative thinking skills are one of the most important skills of the future, especially if
they are combined with gifted and talented children [6]. Giftedness includes the above
average abilities and task commitment as well as the evidence of creativity (products)
[7]. Walberg and Paik find out that productive giftedness is not only potential but also
achievement and accomplishment [8]. In robotics workshops, children are actively
engaged, they collaborate and contribute on meaningful outcomes-products. And that is
the best way of learning [9]. Taucei, Stoltz and Gabardo’s study focused on one gifted
student and his interactive relationships with teachers in regular school as well as special
education for gifted. He has difficulty in making friends with students, but he expresses
himself mathematically in a creative manner [10]. In an open-ended project, Samuel
combined usage of robotic kits (LEGOMindstorms NXT) with mathematical simulation
environment GeoGebra. Presented method noted especially good results with autistic
students [11]. Lykke, Coto, Mora, Vandel and Jantzen compared three learning designs
in programming teaching lessons: a problem based learning, a combination of
problem-based learning with LEGO Mindstorms and a control group. The results show
that robots can be an effective educational tool, but to achieve that goal, the project tasks
and theoretical background must be well-defined and prepared [12]. In [13] robotics
activities for K-12 students and teachers are presented. The activities are based on 5-Step
Active Learning Cycle model: concepts, models, application, problems and design. In
our previous papers [14, 15], we showed how to use LEGO Mindstorms robots to teach
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children some of the basic science concepts, e.g. friction or “Why do we move faster on
the ice than on the asphalt?”, ultrasonic sensors or “How do bats see?” etc.

3 Participants

The participants in this study are members of Croatian NGO - Center for Gifted Child
Development – Bistrić (en. “Smartie”)1. The Center offers different extracurricular
enriched programs organized in a form of workshops throughout a school year
(Mathematics, Logic, Informatics, Programming and Robotics), as well as parent
counseling and in-service teacher trainings for educational professionals. All of the
participating students were, before attending our workshops, professionally identified
as intellectually gifted, at least two mental years above average some of them even
more. The authors organize and conduct robotics and programming workshops, usually
monthly or bimonthly, with a group of 4–6 professionally identified gifted students,
lasting 90 min each. Roughly 15 students, aged 8 to 10 years participated in our
workshops in the last two years. Typically, students work in pairs, cooperating or
collaborating on a solution to the given task.

4 Lessons Design

Most of the lessons are organized as a “learning by doing” or “learning through
experiment” activities. At the beginning of the lesson, students receive a worksheet
which serves as a guide throughout the workshop. Worksheet usually contains several
examples and exercises and a short explanation of important concepts. Although it is
not necessary for students to follow the worksheet “step by step”, they can always refer
to it if they get stuck in any point during the lesson. For most of the lessons, a simple
and easily expandable LEGO rover robot – Riley rover is used [16]. It can be
assembled rather quickly, which is useful in more complicated lessons or lessons that
have more emphasize on programming than on robot design.

Lessons are organized to gradually introduce more complex tasks, but also to show-
case different science fields or problems that can be solved using robots or programming
and foster creativity. The lessons are divided into several small tasks, giving students a
sense of progress, and essentially gamifying the learning experience. For example, the
introductory lesson, instead of explaining different “driving”modes of LEGO motors, ask
students to compare them, write test results in a provided table, and draw conclusions on
their own. All lessons are open-ended. Students need to use their creativity and com-
municate ideas with colleagues to find possible solutions. Gradually, different concepts
from mathematics and other fields are introduced and incorporated in lessons.

In previous work we argued that first graders, and especially gifted students, can
understand and even master some of the university-level programming concepts [17].
During the “programming workshops” students were introduced to loops, conditional

1 http://www.bistric.info/index.php/home.

128 T. Jagust et al.

http://www.bistric.info/index.php/home


statements, variables, etc. They created a number of simple games (like “Guess the
number?” or “Rock-Paper-Scissors”) and played them against robots (Fig. 1 left).

Many lessons were focused on support of creativity process with productive out-
comes, such as: students built a robot that created different drawings or played songs
that they composed. Sometimes, before they built the robot, students were given a task
to imagine and explain what “a robot” means to them (Fig. 1 right).

The third group of lessons was intended for practice of acquired specific knowl-
edge. For that purpose, the FIRST LEGO League 20172 (FLL) field materials, models
and mission problems were used. Applying acquired knowledge, students had to
upgrade and program their robot to autonomously carry out different missions. Through
these lessons children practiced teamwork, collaboration and cooperation skills,
problem solving and trial and error approach. Although the FLL is intended for ages 9
to 16, even younger gifted children successfully solve some of the challenges.

5 Results and Student Reception Discussion

During the workshops, the following observations were made:

Gifted students are creatively productive - In a number of occasions, students’
solutions to the given tasks were different than the solutions we prepared. Their
divergent and out-of-box creative thinking allowed them to imagine many possible (or
impossible) ways to solve a common problem, e.g. build a robot that can move faster
than its motors. The brainstorming sessions sometimes went in the unfeasible direction,
at these occasions the pros and cons of the proposed solution were discussed and the
workshop was reverted on the intended path. Another way of expressing creative
productivity was through various creative products (drawings, constructions, com-
posing and recording music, etc.), resulting in different robot designs (Fig. 1). Many
students expressed other talents: composing music for robots or simply decorating
robot with different visual add-ons.

Fig. 1. Left: A young gifted student programs “Rock-Paper-Scissors” game for robot. Right:
What is a robot? Example of gifted child’s drawing product.

2 http://www.firstlegoleague.org/.
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Gifted students are focused and task oriented “speed learners” - As a part of our
outreach activities through the ŠUZA Program3 at the University of Zagreb Faculty of
Electrical Engineering and Computing, we organized a number of similar workshops
with “regular” students of all ages. Typically, gifted students are much faster than
regular students in adoption and application of acquired specific knowledge and skills,
and need less time to solve given problems. Also, they can relatively easily understand
complicated mathematical and physical laws. For that reason, lessons for gifted should
be more content-rich and accompanied with at least several mental challenges and
various possible problem solutions. Same approach in the “regular” student environ-
ment could have a negative effect on the workshop, with students giving up from task,
or constantly asking for guidance from teacher.

Gifted students are more motivated and independent learners - If they encounter
difficulties during the task, gifted students tend not to give up easily, but instead try
until they come out with an answer, or ask for help. Further, in some cases, students
didn’t want to “go home” until they solved all of the problems in a worksheet. On the
other hand, if the task was not challenging enough, gifted children would give up and
take another task.

Gifted students like to collaborate, if they share the same specific interests and
domain specific skills - They usually like working in pairs with other students, by
splitting the task in two or working together on every detail of the problem. Since
usually both students have their own idea how to solve a given problem, they learn how
to debate with arguments. In “regular” student population, an “alpha” pair member is
elected easier. The best teamwork results with gifted students were achieved when
teams were able to meaningfully split the task into two loosely connected parts.

6 Conclusion

In this paper we presented our experience in special educational support to domain
specific abilities – talents of creatively productive gifted students through ICT and robotic
workshops. We have selected tools which inspire our creatively productive gifted to
create independent projects and other various creative outcomes, which would otherwise
be impossible to achieve without the use of ICT skills. Robots, especially LEGO
Mindstorms, have proven to be an excellent learning medium, due to their attractiveness,
ease-of-use, and almost unlimited creative building and combining possibilities. During
theworkshops, different observations and students’ reactions were noticed, and discussed
in more detail in this paper. Creatively productively gifted students are fast and inde-
pendent learners, think divergently and are motivated solve demanding tasks. The main
duty of a mentor is to enhance the independence and the creativity of a gifted child, in
relation to child’s skills and capabilities. Tasks should be complex, challenging and
open-ended, further boosting already high level of creativity and resulting with various
outcomes (products). Teamwork can additionally improve the quality of learning.

3 http://suza.fer.hr/.
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Abstract. We used the theory of planned behavior to predict students’
intentions to choose STEM (science, technology, engineering and math-
ematics) in the transition from middle school to high school after partic-
ipating in robotics activities. We found that students’ attitudes towards
STEM were not as high as expected, although most of them expressed an
intention to choose future study of STEM. Then we interviewed teach-
ers on their attitudes on the effect of robotics activities on choosing to
study STEM, and checked if the activities actually led to an increase in
students choosing STEM. We found positive results for both questions.

Keywords: Robotics · Theory of planned behavior · STEM

1 Introduction

Many factors discourage students from studying science, technology, engineering,
and mathematics (STEM), for example the perception of STEM as boring, only
appropriate for nerds [4] and not for female students [8]. The Israeli Ministry of
Education is attempting to increase the number of students studying STEM. A
major program, called AMT, is aimed at strengthening the learning of STEM in
middle-schools [11]. The subjects taught include mathematics, physics, computer
science (CS), robotics and computer security.

Attitudes concerning STEM are formed as early as middle-school [5] so stu-
dents’ must be influenced early. One approach is to use kinesthetic activities,
such Computer Science Unplugged. Another is to use programming environments
designed for young students such as Scratch and Alice. A third approach is to
engage students in robotics activities. This became feasible with the appearance
of LEGO R© Mindstorms. Recent advances in technology have made educational
robotics even more accessible. We asked whether engaging in robotics transcends
fun and leads to significant positive changes in their attitudes towards STEM,
as well as in their intentions to study STEM. This question is important because
of the time, money and effort required for robotics activities, an investment that
can be justified only if the above goals are achieved.

c© Springer International Publishing AG 2018
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2 Previous Work

Students participating in the FIRST LEGO R© League (FLL) competitions main-
tained high attitudes and achieved meaningful learning of STEM [7]. On the
other hand, the learning was sub-optimal because of the pressures of the com-
petition [6]. It follows that it is preferable to engage in robotics activities within
a non-competitive curricular environment.

Two research projects investigated students’ motivation to learn CS in the
context of robotics activities. Markham and King [9] found that the robotics
group devoted more effort when compared with non-robotics classes, and claimed
that this extra effort implied increased intrinsic motivation. McGill [10] studied
changes in motivation through robotics activities in a preliminary CS course for
non-majors. She found an improvement in students’ attitudes towards program-
ming, but little effect on other measures such as confidence.
Our research significantly extends previous work in several ways:

– We investigated attitudes towards STEM in general and not just towards CS
or robotics.

– We went beyond measuring attitudes and looked into the intentions that
are engendered by attitudes; this is important because it is intentions that
directly affect future behavior.

– By carrying out the research in middle-schools, we checked the effect of robot-
ics before students make firm decisions on their future studies.

A preliminary report on this research was published in [3]. There we described
the construction and administration of the questionnaire, and our conjecture that
the results would lead more students to study STEM. Here we report quantitative
results showing that this in fact did take place. We also report results from our
interviews with the teachers.

3 Theoretical Background

The research used the theory of planned behavior (TPB) [1]. This is both a
theoretical research framework and a quantitative methodology. TPB models
human behavior using attitudes, subjective norms and perceived behavioral con-
trol (PBC) to predict intentions to perform a behavior, in this case to study
STEM. Our research group has used TPB before within the context of educa-
tional technology [2] and it proved effective in understanding the causal links
from attitudes to intentions to behavior.

Here are short definitions of the elements that appear in TPB (full definitions
can be found in [3]): Behavior is the observed human action that is a response
to a given situation. Intention is an indication of a person’s readiness to perform
a given behavior. An attitude towards a behavior is the degree to which the
performance of the behavior is positively or negatively valued. Evaluation of the
behavior is assumed to have two components: (1) behavioral beliefs about the
consequences of the behavior, and (2) the outcome evaluation of this behavior’s
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consequence to be positive or negative. Subjective norms about the behavior are
a person’s estimate of the social pressure to perform or not to perform the target
behavior. Perceived behavioral control of the behavior is the extent to which a
person feels that he or she can control the behavior.

TPB questionnaires are built after taking field notes and interviews. Since
they are based on issues that arise in practice, the results from TPB tend to be
more valid than questionnaires based solely upon the researchers’ experience.

4 Methodology

4.1 Research Questions

1. (a) To what extent does participation in robotics activities influence the atti-
tudes of students towards STEM and their intentions concerning STEM stud-
ies in the future? (b) Do they really choose STEM in high school?

2. What are the teachers’ attitudes on the role of robotics’ activities towards
the intentions of their students to choose STEM?

4.2 Context and Populations

We investigated two contexts of robotics activities in Israeli schools: The first
population consisted of participants in the FIRST LEGO R© League (FLL) com-
petitions intended for grades 4–8. The characteristics of this population were
that the activities were extracurricular and the participants self-selected.

The second population consisted of middle-school students in the AMT pro-
gram. Unlike the first population, their activities were part of the school curricu-
lum and the students were selected by teachers and principals. Therefore, these
students were likely to display a more diverse set of attitudes and intentions.

The control group consisted of students in the MOFET program which is also
aimed at excellent students of STEM, but they focus on physics and mathematics
with no robotics activities.

For the second research question we interviewed ten teachers of robotics.

4.3 Research Instruments and Data Analysis

The first year of the research was devoted to field observation and interviews;
these were used to construct a 44-question TPB questionnaire. We sent more
than 700 questionnaires and received back 350. We terminated our analysis after
106 questionnaires at which point additional analysis did not change the results.

Interviews with the teachers were conducted throughout the entire project.
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5 Results and Discussion

5.1 The First Research Question: (a) Changes in Attitudes

We found that most students were enthusiastic towards robotics at the beginning
of the year when the subject was new. They carried out the assignments given by
teachers and they collaborated on the construction of robots. The FLL students
collaborated more than the AMT students because they had a concrete goal. The
robots often malfunctioned which led to frustration. The interviews showed that
the students felt good when they received respect and support from the teachers
and the school staff, as well as from their parents. The interviews revealed a
problem in scheduling: robotics classes are usually given in the afternoon after
all the other students have gone home.

Several questions of the TBP questionnaire dealt with the students’ attitudes
towards science. Their answers showed that the experience of trial and error
made them feel like “real” scientists and that engaging with science in the future
would be considered a success, both by themselves and by their teachers and
parents. We noted that students’ did not mind failing in their robotics activities
and that they readily accepted the challenge of correcting their errors.

We analyzed the data from the questionnaire according to the TPB method-
ology we developed [2]. We divided the values calculated for each TPB predictor
into quartiles (Table 1). The analysis showed that: (1) Students are roughly uni-
formly distributed in the quartiles for attitudes, which is somewhat disappoint-
ing. (2) Most students fall into the two middle quartiles for subjective norms,
which means that they can be influenced to choose STEM by the school and
home environments. (3) The relatively high scores for perceived behavioral con-
trol mean that students feel that they can control their future choices to study
STEM. (4) The scores for intentions are very high, indicating that they are likely
to choose STEM.

Table 1. Results of the TPB questionnaire (n = 106)

Attitudes Subj. Norms PBC Intentions

First quartile 27 12 34 58

Second quartile 24 36 33 32

Third quartile 31 53 37 12

Fourth quartile 24 5 2 4

Total 106 106 106 106

While the attitudes were not as high as we expected, the results for the
subjective norms are of particular importance, because they show that students
can be motivated by the respect and support they receive from their teachers
and parents. The PBC results show that the students feel that they can control
their choice of STEM at high school.
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The high scores for intentions were consistent with the answers to a question
about the student’s intentions to study STEM that was asked at the beginning
of the questionnaire before the TPB items.

5.2 The First Research Question: (b) Do Students Choose STEM?

From one of the cities in which the activities took place we obtained the numbers
of students in the AMT and MOFET programs. In 2012, before robotics activities
were introduced, only 10% of the students chose STEM subjects. In 2015, after
robotics activities were introduced, this percentage increased to 13% and in 2016
increased again to 18%, almost double the percentage from four years before.

Table 2 gives the number of students in that city’s AMT (the ones who studied
robotics) and the number of students in MOFET (who did not study robotics).
From 2015 to 2017, the number of students in AMT increased, exceeding the
number of MOFET students.

Table 2. Number of students in 2015–17

Year 2015 2016 2017

MOFET 300 283 272

AMT 316 372 446

The AMT program has three topics: Scratch, robotics and computer security.
Before AMT, Scratch was taught middle-schools, yet the numbers of students
choosing STEM did not increase. We interpret the data in Table 2 as justifying
the use of robotics activities, because robotics is a central topic of the AMT pro-
gram, while robotics is not taught in the MOFET program. Since AMT students
are not self-selected, this strengthens the claim that robotics was significant in
their decision to study STEM.

5.3 The Second Research Question

Most of the teachers said that their students enjoyed engaging with robots to
the extent that many did not want to go home at the end of the activities. We
believe that this enjoyment positively influences motivation. The FLL teachers
from outside the school had difficulties controlling their students, but this was
improved by assigning teachers from the school to assist. The teachers said that
students are more motivated and responsible than they are in regular classes.
In their opinion, participation in robotics activities caused students to choose
to study STEM, in general, and CS, in particular, in high school. Their expla-
nation was that students became addicted to working with robots and enjoyed
programming them. They emphasized that many were students who wouldn’t
otherwise have chosen STEM. High school teachers explicitly said that their
students recognize CS topics from middle-school CS and robotics activities.
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6 Conclusions

Our research provides evidence that supports the claim that robotics activities
motivate students to further study of STEM. We believe that the advantage of
using robots in classrooms is that the students experience kinesthetic activities:
The robots give a concrete feedback in contrast to the virtual world of a software-
only environment. Moreover since the students’ must learn from mistakes that
lead to incorrect concrete behavior of the robots, engaging with robots imitates
game-like learning that attracts students and this in turn reduces the fear from
STEM. Students obtain experience similar to that of scientists and this encour-
ages them to study STEM. We found that students, as well as their parents
and teachers, consider science professions as success in life, and we believe that
robotics activities can mediate this success.
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Abstract. This paper introduces a project based interdisciplinary
course in computer science. The students of the course Robotics should
create an autonomous robot for a museum. Therefore various soft and
technical skills were measured, the goals were determined and the results
of the course are compared to earlier courses. The aim of the project
based approach in combination with a real life scenario was to deepen a
holistic view of different topics in robotics and to strengthen the moti-
vation of the students.
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robot · MuseumsBot · Education · Computer science

1 Introduction

Robots have already entered our world in every part of daily life. From huge
robots in the industry working together with people to small robots helping at
home, for example cleaning the floor. In the health care area robots can help to
take care of older or ill people. Robotics taught in education is a highly relevant
topic, as can be inferred from various teaching approaches. The traditional app-
roach is lecture based [11,13,30]. A more common approach is project based,
which is about working with virtual and real robots [15,25,26,28,31]. According
to Beer et al. [10] autonomous robotics is an important topic to teach.

The course investigated here is the second part of a robotics course in a Com-
puter Science Master program. In the first part, the mathematical and physical
background is presented whereas in the second part investigated here, practical
aspects of robotics are the focus. To teach these practical aspects two different
approaches have been used: In a model based approach the single areas were
presented in lectures with accompanying practical exercises with ROS [24,27]
using e.g. gazebo, a Baxter [6] and a self-built chefBot (see Fig. 1). To address
the lack of motivation of the students and to foster a holistic view on robotics, as
a second approach project based learning was used. In cooperation with a nature
experience center the students should create a MuseumsBot. This MuseumsBot
should be autonomous and shall guide the visitors through the museum while
talking and interacting with them. Examples here are e.g. Thrun et al. [29],
Urbano [9] and Rato and Showbot [21].
c© Springer International Publishing AG 2018
W. Lepuschitz et al. (eds.), Robotics in Education, Advances in Intelligent Systems
and Computing 630, DOI 10.1007/978-3-319-62875-2 13
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There are various existing project based courses in computer science but
most of them focus on the programming part of robotics. Those who also care
about design for example build small robots with Lego Mindstorms [20,32]. This
time the students get the opportunity to handle a problem where the museum is
really interested in the results to use them afterwards. Therefore a robot should
be created right from the start. This course should show if the students work
more independently and the support of a holistic view of robotics is given more
than in a usual course.

The following chapter introduces the course, the museum and the compe-
tences to be examined. Afterwards the results are evaluated. At the end the two
different approaches will be compared and discussed.

2 Related Work

There are already different kinds of robots for education. A popular platform is
Lego Mindstorms NXT [4]. Humanoid robots for educational purpose are e.g.
the Aldebaran NAO robots [7] or Robovie [8]. A more complex, industrial robot
is the Baxter [6]. With those ready to use robot kits different competences of
programming in robotics as e.g. path planning, obstacle avoidance can be taught.

In the scenario of a museum, the number of robots is increasing. Because of
that Lupetti et al. [22] evaluated different kinds of museum robots. One kind are
the telepresence robots that allow a guided walk without being in the museum.
Visitors can use the robot to move around the museum while being at home.
Some existing prototypes for that are already in use [2,3,17]. Another kind of
robots are guiding robots. In the scenario of Thrun et al. [29] the robot is used
to interact with visitors within the museum. He behaves autonomous and acts
as an educational help. Other examples for those guiding bots are Urbano [9],
CiceRobot [23], Rato and Showbot [21] and a prototype presented by Schraft
et al. [14].

Most of the courses building a robot from scratch use Lego Mindstorms [10,
20,31,32]. The students have to build a robot based on their own ideas or for
a given scenario and program the robot fitting to the scenario. In our case the
students should create a robot suitable for the project in the museum.

3 Creating a Robot from Scratch

To address the creativity and motivation of our students we tried a project
based learning approach (PBL) [19]. According to Krajcik et al. [19] students
are more engaged if they handle a real problem. Typically between 10 and 20
students attend the lecture Robotics in Computer Science over a period of two
semesters.

The first course started with a lecture based part included the mathemat-
ical aspects needed for robotics [11,30]. With physical robots like the Baxter [6]
and ROS [24,27] the students got the chance to deepen the understanding
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Fig. 1. ChefBot Fig. 2. Telepresence robot

because theory by itself didn’t sufficiently motivate the students. In the sec-
ond part of the course we followed a model based approach [12]. Here, the
students could rework theoretical aspects and learned to work with an industrial
robot. To foster a holistic view on robotics a project based approach [19] was
tried in the second iteration. There students should create an autonomous robot
called MuseumsBot from scratch for a museum. The students were allowed to
work together but should write a research paper at the end everyone on his
own. With that project description the exercise was held open and with a real
life scenario the students were supposed to be more motivated by working on a
useful project. At the end of that course various aspects were investigated. The
topics are divided into soft skills and a technical part. The selected soft skills are
partially chosen from Hobsen [18] and the technical skills are partially selected
from Tosello et al. [31]. They were adapted to our necessities and other skills
were associated. They are listed and described in Sects. 3.2 and 3.3.

3.1 Museum Scenario

The museum is a nature experience center. It deals with environmental and
nature conservation and exists since about one year now. During that time it
was perceived that only adults are interested in the topic of the center. The form
of presentation mostly addresses older people. With the idea of an autonomous
educating robot (MuseumsBot) the museum should also be made more attractive
for the younger generation. The topic was introduced like that and if the students
wanted to have more information, they were allowed to visit the museum to ask
for more information.
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Fig. 3. Show room of the nature experience center

The robot should act as a guide. The museum has a small entry area and a
single show room where the tour is done. The MuseumsBot should interact with
the visitors in different ways. There are three possibilities to do a round walk
depending on the ages. For smaller guests the robot talks in an easy language and
maybe shows pictures on the screen in accordance to the topics. Teenagers can
answer questions and may follow a text-based interaction. For adults the guide
is an extension to the information material in the museum. The appearance
could either fit with the general appearance of the center or could be completely
abstract contrast to it. The museum shows natural history exhibition in a green-
white ambient (Fig. 3). The museum laid down the requirements but had no
opinion about the looking and the realization of the Human-Robot-Interaction.
At the end of the course they should get an overview of different possibilities to
have a more precise idea of the robot they want to have. But following only the
goals of the project based approach are mentioned and evaluated and not if the
specific goals of the museum were reached.

3.2 Soft Skills

The soft skills category covers various important skills listed on Table 1. For
our research we focused on five different skills. The students need the ability
to talk to each other and with non-computer scientists to get along with the
project (‘social interaction’). In addition to that they have to bring in a lot of
creativity and self-engagement. Because it is an open held task, they have to
figure out important things and what need to be done at first. In a second step
the students have to work on further technical aspects like building the robot,
designing the robot and functionality of the robot. Therefore it can be necessary
to learn mathematical or technical stuff. Compared to the traditional course,
the students only need to occupy with the theoretical part they want to, instead
of everything. One of the main aspects in the project based approach is the
motivation of the students. They have the chance to create a robot prototype
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Table 1. List of the examined soft skills

Soft skills Description Source

Creativity Goal: Develop new ideas
Measurement: Own ideas for the robot
independent of the skill-topic

[18]

Social interaction Goal: Students interact with others
Measurement: Communication with non
computer scientists

[18]

Self learning Goal: Willingness to learn new things they are
interested in
Measurement: Using different tools for the work

[18]

Self motivation Goal: Students are able to discipline themselves
Measurement: Appearance of result, number of
processed tasks

Organization Goal: Students are able to structure their own
work
Measurement: Structured operation,
target-oriented mode

for a real life scenario. This hopefully encourages the students gladly to work on
the robot for the museum. At best the course improves their social skills during
the semester as a result of the project.

3.3 Technical Skills

Next to the soft skills the technical skills are an important part. The evaluated
tasks for that are listed in Table 2. The most important part at the beginning is
the requirements analysis. This analysis has the aim to determine the require-
ments of the users for the project. Those requirements need to be structured
and checked to get a fitting and accurate robot for the project. The already
existing telepresence robot (Fig. 2) or the chefBot (Fig. 1) offer a first suggestion
for a robot. Based on those, the students have a first idea and can expand and
adapt it fitting to their conception. To realize a human-robot-interaction (HRI)
also sensors are needed. The students are free in the choice of using sensors.
There is for example the possibility of a camera for the vision, touch sensors for
interaction, buttons for communication, distance sensors for obstacle avoidance.
The students shall describe the sensors they use and why they use those. Fur-
thermore, there are no a priori restrictions concerning of the appearance of the
robot. The robot could have an abstract, modern, nature-inspired or technolog-
ical appearance. At the end there is the question about usability of the designed
robot that needs to be considered in sight of detailed use cases and user stories
of the robot.
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Table 2. List of the examined technical skills

Technical skills Description Source

Requirements analysis Goal: Detection of important requirements
Measurement: Ask for requirements, check if
requirements are executable

Hardware architecture Goal: Prototyping a guiding robot
Measurement: Think about the construction
of a robot

Sensors and actors Goal: Description of Sensors and Functionality
Measurement: Find useful sensors and actors
to support, Sensors needs to fit the
requirements

[31]

Motion and path planning Goal: Understanding of whole movement back-
ground
Measurement: General movement of the
robot, Path Planning through the museum

[31]

Appearance Goal: A considerable prototype
Measurement: Development of a surface for
the robot

Usability Are the requirements fulfilled?
Goal: Critical view of the own work and ideas
Measurement: Put the question if the
created prototype is useful

3.4 Objectives

With the project based approach we want the students to work with fun in the
lecture. They get the opportunity to work on a serious MuseumsBot project
which should be used for real. In addition this offers a practical part which is
useful to deepen the understanding of the topic of robotics. Depending on the
interests of the students, each can lay the focus on the relevant subjects. To get
into the tools they got small exercises. The course should support independent
thinking for students. The measurements for the competences are listed in the
Tables 1 and 2.

Table 3 lists the goals for the two learning approaches. While the focus for
model based learning is more theoretical, the project based approach sets the
focus on more practical tasks and on the social competences. The project should
show, if the willingness to learn is higher with such a free held project than with
small exercises. The presentation at the end of the semester will be evaluated
with different criteria concerning soft and technical skills.
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Table 3. Learning goals of the different approaches

Model based approach Project based approach

Creativity ◦ +

Social interaction ◦ +

Self learning + +

Self motivation ◦ +

Organization ◦ +

Requirements analysis ◦ +

Hardware architecture + ◦
Sensors and actors ◦ +

Motion & path planning + +

Appearance ◦ ◦
Usability ◦ +

4 Evaluation of MuseumsBot Project

Here the two sections Soft Skills and Technical Skills are evaluated based on
the seminar papers of the students.

4.1 Soft Skills

In the following paragraph the results of the measurements are listed and some
of the students ideas are presented.

Creativity is measured with own ideas for the MuseumsBot. Some stu-
dents for example created a new robot model, some had interesting ideas for
the appearance and the sensors. Some of the ideas are presented in the evalua-
tion of the technical skills. 20% of the students didn’t get a point for creativity
because they only copied exactly the existing robot and had no own concepts.
Social Interaction goes along with the requirements analysis. Those students
who talked to workers of the museum did a requirements analysis. They asked
among others about user group, functionality and appearance. According to that
they extracted different requirements. On average there were listed about eight
specifications for the robot. Self Learning means the willingness to learn. Dif-
ferent tools were presented for different tasks and they could decide on their own
what they want to use. Every student worked at least with one of these tools.
Summarized the used tools were Blender, Meshlab, Gazebo, LibreCAD and rviz
from ROS. For graphics like Fig. 4 the students used e.g. LibreCAD and Blender
to create the robots and Meshlab. Meshlab could be used to set a case around
the robot for the appearance. Self Motivation is a combination of the other
social parts, how the result looks at the end and how many of the aspects where
processed. This part was graded relatively bad. Half of the students only handled
half of the tasks categorized in this paper. Organization means the structure
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of the students work. Only half of the students had a structure in their work
and the paper. Some didn’t had a requirements analysis. Others had a not con-
clusively work because they described different topics not compatible to each
other.

4.2 Technical Skills

Requirements Analysis is one of the most important things to do, before
creating and building a robot. Nearly 70% of the students made an analysis
of the requirements before starting with further work. On average the students
elaborated 8 requirements. Hardware Architecture was handled by 85% of the
students. Some of them only adopted one of the presented models. Others created
new robots and built a prototype with Blender. Figure 4 shows two variants of
prototyped robots. The left robot should be about 160 cm tall, has a touch screen
on the top for adults and one on the back side of the robot for children. The
holder system can be used e.g. for advertisement. The right robot is smaller than
the first one, the head should consist of a touch display. Sensors and Actors
is the subject everybody worked on. The students listed their chosen sensors
and actors with an explanation why they used those things. A wide variety of
sensors where introduced. The used sensors for the environment for example are
a laser range scanner, a lidar sensor, a Kinect camera and a ultrasonic sensor. For
the interaction with a person, students chose a touchscreen, loudspeakers and
the Kinect camera. Motion and Path Planning is divided into two parts. All
robots were created with wheels to move around. Only one student worked on the
velocity of the robot and how fast or slow he has to move or what happens if there
is an obstacle. The path planning was a wide spread topic. Like mentioned in the
topic before, a lot of students listed sensors for the environmental recognition.
Some referred to known search algorithms like A* or lowest cost search. Other
ideas dealt with lighthouse navigation [5] or iBeacons [1]. Appearance is an

Fig. 4. Two variants of a hardware architecture
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Fig. 5. Two variants of a hardware architecture

issue one third of the students worked on. Figure 5 shows two possibilities. The
left one is painted in the colors of the museum, the right one is plastered with a
thematic photo of the museum. Other concepts were a wood paneling or a small
mushroom (see Fig. 4 (right)). Usability is the least edited area of the project.
Only 20% wrote anything to that topic. A lot of students build a robot with
the height of about 1 m. That is a possible height for younger guests but older
visitors cannot use such a small guide.

5 Comparison of Approaches and Lessons Learned

Geronimo et al. [16] listed the advantages of PBL as follows:

– It allows the students to gain real experience in a topic.
– It brings together theoretical and practical concepts with a single goal, which

enhances students’ motivation.
– It allows the students to discover these new concepts for themselves if the

course is well designed.

In our PBL approach the three advantages apply to the course. The Fig. 6
shows the soft skills and how many students reached each of them. Compared
to the defined goals in Table 3 the parts organization and self motivation didn’t
work fine. It was proved to be difficult for the students to organize all the different
subjects for the project because they didn’t know where to start, what were the
most important parts and what was not so important to handle. Because of
that, huge amount of different topics the motivation of the students decreased
during the semester. The goals of the technical skills 2 also fit only partly to the
results showed in the Fig. 7. Concerning the technical aspect the analysis and
hardware part worked fine. Positively the students worked also on the hardware
architecture. But since usability and appearance are not the main subject in
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Fig. 6. Results of soft skills Fig. 7. Results of technical skills

computer science, almost none dealt with that. The approach was an experiment
to try if the students are also interested in these topics.

In comparison to the model based approach, the project based approach
fulfilled more criteria than the other one. Table 3 lists the goals for each variant.
To work on small exercises the students don’t need to be creative. They fulfill the
given tasks based on the theoretical knowledge from the lecture. In the project
based phase the students were able to show a creative part in their projects.
The social interaction is only in the second approach an important part. The
communication between students and users of the museum worked fine. Self
learning must exist in both approaches to reach a satisfactory solution. Self
motivation is part of the project based approach. The skill organization is not
interesting for model based teaching. The lecture with exercises is organized by
the professor and the students don’t need to take care of that in contrast to
project based learning. The quality of both approaches is good, but measured
with different criteria. The first approach is measured solely by the quality of
the results, whereas the second approach measures not wrong or right but the
way to solve a task.

The technical part shows differentiated handled tasks. While model based
learning focused on deepening of the learned subjects, during the project based
approach the students were free to choose the subjects to work on. The earlier
lecture addressed the behavior like e.g. moving, obstacle avoidance and path
planning. Some of those topics could partly be simulated with small exercises,
others were only learned theoretical. The project based approach should give
a further insight into robotics. The evaluation shows that there were to many
topics to work on. Students picked out about 3 tasks and neglected the rest. In
this case the topics hardware architecture and sensors worked fine. As well the
subject requirements was handled in a satisfactory way. The tasks appearance
and usability not belonging to computer science were excluded from most of
the students. Motion & path planning was only taken into account in a few
sentences. This topic has different issues like e.g. moving, obstacle avoidance
and path planning and most of the students only mentioned what sensors may
be used as an aid for those various tasks but not deepened those tasks.
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The students worked more on already known topics. Some aspects like usabil-
ity or the appearance were almost completely neglected. The students were
overexerted, so all components were only partly processed. The question in this
case is, if the students didn’t work enough for a successful work or if they didn’t
understand the parts they didn’t work on.

To avoid that, for further courses there are various ways to change the task
description. One possibility is to concentrate on specific tasks. The whole work
can be split up into three or more parts for example and the students are able to
decide on what they want to work on. A second approach can be a combination of
virtual and real autonomous robots. Such a combination was already examined
by Tosello et al. [31]. But everyone has to decide on his own, if it is a better way
to teach in a simulation or a real context [32] or to find a combination. Another
option is an interdisciplinary project with students from a social sciences. They
can work in interdisciplinary teams to exchange specific knowledge and split the
work. So all in all the process during the semester was interesting, but the course
should be more focused on the realization competence.

6 Conclusion

Our project based learning approach is a good alternative to the previous way
of lecturing robotics. Viewed as a whole, the approach worked fine for interdis-
ciplinary competences but the technical expertise misses out. Referred to the
Figs. 6 and 7 compared with the intended goals of Table 3 seven from nine goals
were reached. Independent from the goals, the topic hardware architecture was
handled by almost all students. However, in a next iteration the task description
has to be more precisely, such that the students get the possibility to focus on
specific important tasks and maybe work in small groups with two people.
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3. Dröıds company. https://www.csiro.au/en/Research/D61/Areas/Robotics-and-
autonomous-systems/Telepresence/Visiting-the-National-Museum?ref=/CSIRO/
Website/Research/Technology/Robots/Museum-robots

4. Lego mindstorms. https://www.lego.com/en-us/mindstorms/
5. Lighthouse Navigation Co., Ltd. http://www.lighthousenavigation.com/
6. Softbank robotics. http://www.rethinkrobotics.com/de/baxter/
7. Softbank robotics. https://www.ald.softbankrobotics.com/en/cool-robots/nao
8. Vstone Co., Ltd. https://www.vstone.co.jp/english/products/robovie x/
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Abstract. GUPPIE, a Glider for Underwater Problem-solving and
Promotion of Interest in Engineering was developed in Nonlinear and
Autonomous System Laboratory at Michigan Technological University
to be used as an educational tool to broaden the impact of Science, Tech-
nology, Engineering, and Mathematics (STEM) learning. The GUPPIE
educational program utilizes high-interest themes, meaningful contexts,
and hands-on activities to engage students as early as 4th grade and sus-
tain their interest and learning to and through college. The program has
engaged over 2000 students since 2013. The interdisciplinary nature of
GUPPIE and hands-on activities in diverse areas from hardware develop-
ment, and programming to gathering and interpreting data will improve
students’ ability for critical, creative problem solving, and ultimately
increase individual motivation for pursuing STEM academic and career
pathways.

Keywords: STEM · Engineering education ·Marine robotic · Hands-on
Activity

1 Introduction

It is a general belief that robotics provides an exceptional source of excitement
that can be used to motivate student learning [1]. Robotics have a potential
impact [1,2] on students’ STEM learning and personal development including
cognitive, social skills, creative thinking, decision making, problem solving, com-
munication, and team working skills, all of them being crucial skills necessary
in the workplace of the 21st century [3]. Robotics has a hybrid interdiscipli-
nary nature and engages students in solving problems in multiple disciplines, by
integrating different fields such as electrical engineering, computer science, and
mechanical engineering.

Robotics helps educators to ensure that the learning experience is relevant to
students’ lives and prior experience [4]. Biomedical, environmental, aeronautical,
and computer engineering are four examples of engineering branches that are
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blooming to educate 21st century generation of engineers to find solutions to
new challenges requiring a diverse set of knowledge and skills [5].

There are few examples of marine robotic in STEM education as a means to
explore the environment and teach students the underwater physics and dynam-
ics. Current available underwater robots are SeaGlide [6] from MIT, LEGO
Waterbotics [7], MarineTech Project [8] with Old Dominion University and Nor-
folk State University, and the nationwide project known as SeaPerch [9] ini-
tiated by Nelson with the Society of Naval Architects and Marine Engineers
(SNAME) and supported by the Office of Naval Research (ONR). SeaPerch was
developed to introduce marine robotic to STEM educators to teach fundamen-
tals of underwater robotics to young students. SeaPerch, a Remotely Operated
underwater Vehicle (ROV), teaches students basic skills in ship and submarine
design and introduces possible career options in naval related fields. The teach,
build, become approach of SeaPerch has resulted in national models for: teacher
training, hands-on curriculum that aligns with national science standards, broad
resource dissemination, and challenge events that celebrate 5–12th grade student
interest and ability in STEM.

Because SeaPerch has been so well received, the next step is to build a more
sophisticated or advanced curriculum model that continues to engage and sustain
student interest in STEM. Figure 1 illustrates how teachers can scaffold student
learning from SeaPerch’ underwater robotic program to GUPPIE’s modular plat-
form. Unlike SeaPerch, GUPPIE is an autonomous system and students learn
how to control a robot without a human in the loop during the operation.

Fig. 1. Concept learning from SeaPerch to GUPPIE

GUPPIE [10], a Glider for Underwater Problem-solving and Promotion of
Interest in Engineering is developed in Nonlinear and Autonomous System Lab-
oratory at Michigan Technological University. A course has been developed to
teach fundamentals of autonomous robots in underwater environment to STEM
students with fun hands-on activities. Figure 2 illustrates a scholar student play-
ing with GUPPIE in the swimming pool.
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One of the goals of GUPPIE curricula is to advance the current work of
SeaPerch by providing a modular educational platform that scaffolds learn-
ing from early ages in middle school to pre-college and undergraduate level.
In general, educational robots should be designed to consider students age, their
requirements, and be adaptable in real life scenarios [11].

Fig. 2. Summer Youth Program student observes GUPPIE in the swimming pool

The GUPPIE design can be modified to fit the needs of different educational
activities, age groups, and learning levels. GUPPIE will provide an easily dupli-
cated, inexpensive modular educational platform to use nationally in outreach,
middle school and high school classes, and college engineering courses to inspire
and rigorously prepare a more robust workforce. The GUPPIE helps students
continually advance their knowledge in physics, mathematics, mechanics, elec-
trical engineering, computer science, and oceanic engineering.

2 GUPPIE Evolution

GUPPIE shares the buoyancy-driven concept with the commercial underwater
gliders. Underwater gliders use change of buoyancy by taking or expelling water
into buoyancy tank to travel in the water to perform a saw-tooth pattern. The
wing generates lift force and causes the vertical motion to translate into for-
ward motion. Gliders can collect temperature, salinity, pressure, and ocean floor
mapping data as they fly through water.

The GUPPIE was developed using practical, familiar, and off-the-shelf com-
ponents such as syringes for ballast system, hull made of acrylic tube or water
bottle, straw for plumping, and servo motors used in toys for actuation. Students
start the GUPPIE project with a demonstration of interaction of gravity versus
buoyancy force acting on submerged bodies using wood sticks and paper clips
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Fig. 3. (A) Micro Glider used for elementary school and outreach day program,
(B) Mini GUPPIE used in middle school level, (C) GUPPIE used in high school level,
(D) Super GUPPIE used in undergraduate level

to build Micro Glider [12] as depicted in Fig. 3A. The wood sticks represent the
effect of buoyancy and paper clips represent the gravity. This activity is also used
during one day outreach programs. We observed that the Micro Glider activity is
interesting for teachers and parents during the outreach programs as they would
participate in this short activity to make their Micro Glider work.

The mini GUPPIE [13] illustrated in Fig. 3B was used in middle school level
where students are comfortable to play with the familiar objects such as water
bottle, syringes, batteries and cutting a tail from plastic sheets. The buoyancy
engine in mini GUPPIE is composed of a single syringe, servo motor, and a
lead screw. Electronics and micro processor are the new components for this age
group. During mini GUPPIE course students learn how to solder, how to build
a circuit, and how to design a part with engineering design software simplified
for their age. 3D printing as an emerging technology is introduced to them in
this program. Students can 3D print the parts designed with the CAD software
to experience this new technology first hand.

The control system for GUPPIE had to be easily understood by non-
technically educated students, and the platform had to be useful as an edu-
cational tool as their knowledge increases. To satisfy these constraints, a simple
bang-bang control system was selected for the GUPPIE for younger students.
In mini GUPPIE the amount of water intake in the syringe is controlled by a
push button. When the piston reaches its maximum travel it hits the switch and
reverses the travel direction. The glider estimates depth based on time and glide
angle, and engages the buoyancy engine when the syringe is empty or full.

In the high school level we used GUPPIE, depicted in Fig. 3C. This version
uses mainly 3D printed parts for structural supports and a wing. Students learn
CAD design software such as Solid Works in more depth. They are required to
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design and 3D print the end plates of the glider. They also use more sophisticated
circuitry to use in their robot. In this version the GUPPIE uses three syringes
as the buoyancy engine in conjunction with the servo-pinion actuation system.
Soldering and wiring is part of the production stage that students have the
opportunity to practice and improve their hands-on skills using Printed Circuit
Board (PCB) instead of the bread board. The GUPPIE uses the time based
control system for depth control and limit switch for buoyancy control.

The Super GUPPIE illustrated in Fig. 3D is utilized in college and under-
graduate level. This version of the GUPPIE not only is capable of performing
the traditional saw tooth motion of the glider but also has the mechanism to
turn. The roll actuator is added to this version to increase the complexity of this
robot and introduces new challenges for this group of learners. Super GUPPIE
uses a pump instead of the servo and ballast tank in place of the syringes in the
buoyancy system. Therefore, the control system would require position feedback
on the piston’s position. The Super GUPPIE uses linear potentiometer to mea-
sure the amount of travel the piston head takes. This simple modification would
allow the Super GUPPIE to be used to demonstrate other linear and nonlinear
control systems.

As for the processor the family of Arduino board were used in GUPPIE
projects. The open source hardware and firmware allows students to work with
the glider at their level of expertise. Arduino Nano was selected for mini GUPPIE
due to simplicity of the circuitry and limited space in the water bottle. Arduino
Uno was selected for GUPPIE as an upgrade comparing to the mini version
which requires more processing capability and suitable number of I/O pins to
be used in the electrical circuitry. Arduino Mega was used in Super GUPPIE
to allow two Pulse Width Module (PWM) servos and a pump to actuate the
internal mechanism while integrating sensors, including compasses, gyroscopes,
GPS, inertial measurement unit (IMU), and accelerometers.

In undergraduate level, students use Super GUPPIE to learn about the con-
trol system in more depth. To model their vehicle they use Sim-Mechanic in
MATLAB environment by importing the CAD model for example from Solid
Works software. Sim-Scape, a package in Sim-Mechanic, has predefined blocks
that define different linking joints, gear and coupling, and drive trains. Students
can modify their model and add appropriate forces, torques and environmental
elements to the model and run the simulation to obtain the rendered model of the
vehicle. By manipulating the control signals one can manipulate the actuators
and study their effect on the vehicle motion.

Figure 4 illustrates students attempt to use Super GUPPIE as a hardware in
the loop platform to study the effect of hydrodynamic forces and the behaviour
of the glider during saw-tooth motion. Other options that the simulation offers
to students are changing the position of the glider wing and study the effect of
hydrodynamic forces, mainly lift, on the vehicle motion [10].
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Fig. 4. Super GUPPIE in simulation as a hardware in the loop platform

3 GUPPIE Curriculum Development and Implementation

One of the outcomes of the GUPPIE program is the multi-disciplinary curricu-
lum development that combines elements of electrical, mechanical, mechatronics
engineering, and computer science and use it as a tool to teach STEM concepts.
As mentioned in literature the fundamental issue of teaching STEM through
robotics is the curriculum development that determines the success of learning
and alignment of technology with STEM learning [3].

To engage the students in a real world problem solving scenario, we attempted
to teach them how to approach the problem similar to the real world pro-
fessionals. To this end, from the beginning of the course students were intro-
duced to the engineering practice process. Engineering practice as depicted in
Fig. 5, is composed of six stages of developing engineering process solutions. This
process includes ask, imagine, plan/brainstorm, create/build, test/validation,
and improve/redesign.

The curriculum developed for GUPPIE is aligned with six beyonds that
Perkins [14] suggested. Main attributions of the GUPPIE curriculum with
respect to Perkins’ criteria are: (1) it goes beyond the basic skills and creates a
learning environment that helps improving students’ 21st century skills such as
critical and creative thinking, problem solving, decision making, communication,
and collaboration skills; (2) it does not just focus on discrete disciplines rather
includes interdisciplinary topics and problems; (3) it is a Worth Learning subject
that is not a subject without any application in the real word, it connects the
content with real life situations and problems.

3.1 Program Content

The GUPPIE curriculum in all three levels, middle school, high school and col-
lege, follows engineering practice cycle and starts with an introduction to robot-
ics and showcases the current state-of-the-art robots through available promo-
tional videos on the World Wide Web. Students discuss how robots can affect
human life and the surrounding environment. To familiarize students with the
different components of the GUPPIE and their functions, students explore a pre-
assembled GUPPIE. This experience helps students to explore the robots before
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Fig. 5. Students learn engineering practice process during GUPPIE program

engaging in the design process and make a connection between experience and
scientific concept.

The GUPPIE program includes mechanical design, physics of mechanics,
basics of electronics and circuits, and C programming environment as depicted
in Fig. 6. In GUPPIE curriculum, regardless of the age group, we paid special
attention to the programming related activities. Since coding could be intimi-
dating for some students, we adopted what we call play and learn and parallel
learning approaches with this aspect of STEM learning.

Integrating programming with electronics in the GUPPIE curricula through
small projects, helps students to understand how programming can manipulate
the data received from the sensors or to make the circuits work autonomously.
With this approach students can see how their code (software) interacts with the
components (hardware), achieving satisfaction in each step, which in turn builds

Fig. 6. GUPPIE program curriculum plan
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their confidence in learning less familiar concepts. When they write a code to
move a servo motor they observe the outcome of the programming in a physical
sense and relate it to the similar phenomenal in the real life such as moving parts
in robots.

Most of the experiments involving robotics activities are not part of the
curriculum and are integrated into after-school programs or in summer camps [1].
One of the main advantages of conducting informal courses with educational
robots over formal curriculum is that they are short term, require minimum
curriculum design and the robot experts can be available during the program.
Also minimum training is required for the teaching staff if the school decides
to run the session with their own teaching staff. If the program were to be
conducted over the course of few weeks and as part of the official curriculum,
then a systematic teacher training is required. These types of programs are
suitable to study the longitudinal effects of the curriculum [11].

Fig. 7. Mini GUPPIE assembling process

Although the informal programs such as summer camps are not sufficient to
integrate robotics in K-12 but these courses are very effective to develop the cur-
riculum and adjust it to the needs of the students in different age group as part
of a bigger plan. The informal curriculum is a snapshot of the long term program
with a fast fruiting process. This approach helps foster both the robot and the
curriculum from prototype to final product. For example mini GUPPIE program
in the informal curriculum is composed of two days of fundamentals and three
days of speciality. In fundamentals students learn about building circuits in gen-
eral and basics of coding by completing small projects. In the specialty days, they
build the mini GUPPIE circuitry, write the program that moves GUPPIE in a
saw-tooth pattern. For example day one speciality is assembly. Assembly process
is a combination of structural, mechanical, and electrical component assembly.
A snapshot of this process is depicted in Fig. 7. Following this stage they perform
functionality and leak test. At this stage they learn about troubleshooting and
how to rectify raised problems. By day five if they are confident that the mini
GUPPIE performs as expected they take the glider to the swimming pool and
test the performance. Figure 8 illustrates middle school students effort to test
their mini GUPPIE in the swimming pool.
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Fig. 8. Middle school students test their Mini GUPPIE in the swimming pool

3.2 Program Evaluation

The GUPPIE program was introduced to high school students from summer
of 2013 through Michigan Tech’s Center for Pre-College Outreach and Summer
Youth Program (SYP) under Women In Engineering and Engineering Scholars
Program, attracting scholar students nationwide. This robotic platform was used
in several outreach programs and water festivals in the Upper Peninsula of Michi-
gan from 2013 to present time, exposing just a little over 2000 local students
to STEM concepts. Previously the SeaPerch was used with the high school stu-
dents in SYP. In 2013 both SeaPerch and GUPPIE were used in summer camp to
teach fundamentals of underwater vehicles to students and to transition between
SeaPerch and GUPPIE program. The mini GUPPIE program was offered in two
consecutive summer (2015-16) to middle school students in collaboration with
Western Upper Peninsula’s Center for Science, Mathematics, and Environmen-
tal Education (WUPC) and Michigan Tech’s SYP. The third year of the middle
school program is scheduled for July 2017. GUPPIE was also used as college
educational tool with the community college program during summer 2015-16.
The Super GUPPIE was used to prepare undergraduate and graduate student to
work on underwater glider projects from 2013 to present time. In 2014 the Super
GUPPIE was used in undergraduate control class MEEM 4700 as a hardware
in the loop. Table 1 illustrates the participation of the students in the SeaPerch
and GUPPIE program.

While the GUPPIE program was initiated to engage students in robotics in
early ages and increase the excitement of STEM related subjects among students
through hands-on activities, we used the opportunity to developed a curriculum
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Table 1. GUPPIE program participation statistics

Middle school High school Outreach College

Year Total Boys Girls Total Boys Girls Total Total

2012 – – – 24 12 12 400 –

2013 – – – 26 15 11 500 6

2014 – – – 23 12 11 550 44

2015 20 18 2 24 0 24 500 4

2016 31 20 11 50 20 30 550 4

for a systematic informal program that is usable by teachers. We also assessed
the effects of a hands-on course on students attitude and confidence towards
STEM related subjects during this program.

To this end and to evaluate the GUPPIE course, we adopted four different
assessment methods: survey, in-class assignments and challenges, observation,
and interview. The first sets of surveys are collected before the students attended
the program including writing an essay to answer questions about their back-
ground in robotics, their level of computer/coding skills, and their comfort level
with teamwork. They are also required to complete an on line survey on the first
day of the class. In the pre-course survey students rate the level of their interest
in different STEM related subjects in scale of 1 (not interested at all) to 7 (very
interested).

After completing the course, students complete a post-course survey and par-
ticipate in a post program interview. The post-course survey assesses students’
interest in each course activity and how the activities increase their confidence
and interest in engineering and robotics. The post-course interview is useful for
gaining more knowledge of their experience with the program. As an example
Table 2 illustrates the results of the pre and post survey on middle school stu-
dents interest in STEM related subject in 2015. The trend shows that the level
of interest in use of computer, programming, and robotics increased over the
week long program.

Table 2. Students interest in STEM, Middle school survey result in 2015

Topic Pre average Post average Pre median Post median

Robotics 5.55 6 6.5 7

Using computers 6.0 6 6.1 6.5

Computer programming 5.4 6 5.5 6.5

Making things 6.55 7 6.2 6.5

Science 6.6 7 6.9 7

Math 6.4 7 6.2 7
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Table 3. Students confidence in activities, Middle school survey result in 2015

Daily activity Median-start Median-End Average-start Average-End

Circuits 101 4.5 5.5 4.1 5.6

CAD Design 4 5 3.9 4.5

Programming 5 6 4.6 5.9

GUPPIE assembly 5 6 5.1 6

GUPPIE Programming 6 6 5.1 5.8

As another example of the survey results, Table 3 shows students’ confidence
in different activities before and after daily GUPPIE activities in middle school
level in 2015. Students feel more confident to assemble and program GUPPIE
after learning how to write codes and wire a circuit throughout the week.

The results of the post-course survey and post-program interview are com-
pared to the pre-survey controlled data as an outcome of this work. The com-
parison and other evaluations assist us in recognizing the successful pedagogical
practices and the ones that need improvement.

4 Discussion, Conclusion and Future Work

This paper presents Glider for Underwater Problem-solving and Promotion of
Interest in Engineering (GUPPIE) as an educational tool to engage students in
STEM learning as early as 4th grade. The GUPPIE program has a real world
focus on environmental contexts that are meaningful and make a difference. It
offers continuous design potential and engagement for pre-college (4th through
12th grade) to college students through use of a platform that integrates design
with engineering.

GUPPIE is easy and inexpensive to manufacture, with readily available light-
weight and durable components, and modular to accommodate a variety of
learning activities. Its interdisciplinary nature makes it an excellent pedagogical
platform for teaching core science and engineering concepts through hands-on
meaningful contexts. In particular, GUPPIE blends physics, computer science,
electrical engineering, mechanical engineering, and environmental engineering.
The GUPPIE program scaffolds and stimulates inquiry-based problem-solving
learning to and through college.

Since 2013, the GUPPIE program has engaged over 2000 students to 4th–12th
grade and college level students. To increase the impact of the program and reach
more students, the next focus is pre-college school teachers. We know teachers
play an important role in encouraging STEM interest and engaging students in
activities that will translate interest into academic and career pathways. Teachers
and mentors will be trained to engage students as designers of marine robots
that can be used to analyze socially meaningful problems related to water and
environmental engineering. Through workshops and summer institutes, teachers
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will be coached to how to build GUPPIEs and how to utilize GUPPIE to instruct
interdisciplinary STEM concepts in middle school and high school students either
in class or after school programs.
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Abstract. Student projects play a crucial role in current tertiary education.
Projects help students to verify their understanding of technological and sci-
entific concepts by applying them to practical problems. Typically they repre-
sent a phase between a consumptive and active learning or between acquiring
and applying knowledge. This phase is of paramount importance to education,
especially in science and engineering. However, there is no systematic way of
designing robotic student projects. With this paper we want to propose a method
of deriving student projects from concept inventories (CI), listing the concepts
that are necessary to comprehend in order to actively contribute to a scientific or
engineering domain.

Keywords: Robotics education � Concept inventory � Student project

1 Introduction

Student projects play an important role in modern education. This holds for the
engineering studies and specifically for teaching robotics, which is a highly
trans-disciplinary field of education. Typically the projects are centered on a specific
application or robot or robot kit that is available for a project.

Researchers emphasize the importance of student projects in order to increase the
self-motivation of students and improve their ability to handle the engineering design
process, consisting of the following steps: problem definition, invention, evaluation,
decision, implementation and review [1]. Projects should help to encourage students to
enter scientific and engineering careers [2]. These clear statements underline the
necessity for a systematic approach to design student projects.

Student projects are part of almost every engineering curriculum. They serve as
means for motivating young students [1]. Attached to a lecture and often more like a
lab exercise than a complex task that stretches over several days or weeks and requires
planning, they serve as a measure to foster cooperation among students in teams or with
others, external to the home university during an internship or company placement.
They allow digging deeply into a scientific or engineering problem as a final project.

Still the design of projects often appears to be random. Final projects and those for
mature students are derived from, possibly changing, research projects or projects with
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companies. Early projects, typically for a larger number of students, are driven by
available infrastructure and optimized for an effective assessment.

However, accounting for the importance of projects in modern STEM education,
the design of at least part of the projects should be guided by the objectives of the
course of studies, as listed in the concept inventories [3, 4].

The remaining part of this paper is organized as follows: After this introduction we
will detail the role student projects play in university curricula. Then we will revisit
concept inventories and present two sets of projects that were derived from concept
inventories. Finally we will present our conclusions.

2 Projects in University Curricula

In our curricula, robotics projects appear in different forms. We have Robotics projects:

• As an integral part of a robotics module (typically done in student groups)
• As a module on its own (typically done in student groups)
• As part of a working group (done alone or in student groups)
• In the form of the bachelor or master thesis (typically done alone)

In this paper we would like to concentrate on robotics projects as part of a lecture as
well as a module on its own.

Robotics projects as part of a lecture - In our curricula, a robotics module consists
of a lecture (typically 2 h per week) and a lab (2 h per week as well). In this context,
the robotics project is part of the lab – besides the repetition of course content,
deepening discussions, and exercises. In addition to the mentioned 4 h per week,
students are asked to work additionally at home or at the lab. Altogether, the workload
is around 150 h per semester.

Robotics projects as a module on its own - Students have the opportunity to choose
a robotics project in terms of an elective module. The workload of such a module is
also around 150 h per semester – this kind of project has a far greater complexity than
the first project type.

Projects play a certain role in our curricula – but our curricula are far away from a
curriculum completely based on project-based learning ideas.

3 Concept Inventories – The Robotics CI Example

This section shortly repeats the ideas behind concept inventories. Concept inventories
list the relevant concepts of specific scientific fields and a single or a series of
multiple-choice tests, related to those fields. Concept inventories serve as orientation
for teaching and as a pedagogical measuring device to measure the levels of students
and the gain of understanding, independent of the student’s background and the actual
method of teaching. This section will only give a very short introduction to the domain
of concept inventories in general and to robotics concept inventories. For more details
on concept inventories, please refer to the respective publications, e.g. [5, 6].
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The list of concepts is assembled from the feedback of teachers and practitioners. It
undergoes a lengthy period of revision and quality checks to make sure, all relevant
concepts are covered. Within a scientific domain concept inventories may be adjusted
for the level of students (e.g. school or university) and for sub-domains (e.g. analogue
and digital).

The following list gives an overview of the different domains of concept inventories
with the number of available concept inventories [3]:

• General Science and Learning (15)
• Force, Mechanics, and Materials (17)
• Electricity and Magnetism (12)
• Geosciences and Astronomy (5)
• Optics and Waves (4)
• Thermodynamics (8)
• Chemistry and Biology (7)
• Mathematics (10)
• Electrical Engineering (3)
• Computer Science (3)
• Other (6)

Central components are the concept inventory tests, one for every concept inven-
tory, that allow assessing the understanding of students of the relevant concepts
independently of the actual knowledge. Students typically undergo the test twice, first
as a ‘pre-test’ at the beginning of the course and second as a ‘post-test’ at the end.

After an initial development phase, the tests typically do not change over some time
or only develop slowly. This way, a single test can be used to measure the relative level
of students of different years. In combination with a post-test after a class it allows
assessing the concept learning gain of a specific course.

Noteworthy to mention is the fact that concept inventory tests must not be used for
grading. Otherwise there may be strong incentive for students to specifically prepare for
the tests, e.g. by memorizing the answers without working on the concepts. Therefore,
test are carried out anonymously.

Evaluation of the test results can be very informative. Above the aggregated
numerical values, the overall spread of answers and possible clusters of wrong or right
answers often are interesting for teachers to know. With a second test development of
understanding can be inferred. Figure 1 visualizes the gain for different teaching
approaches in ‘Signals and Systems’ courses [7]. The learning gain is calculated by the
following formula:

gain ¼ post � pre
100� pre

with post and pre representing the aggregated results of pre- and post tests.
Furthermore, the development of individual students may be interesting to follow.

For this, a ‘magic value’ that does not allow to refer the two tests to a specific person,
but to each other, is used. It may show improvements on some concepts and acquiring
miss-concepts on others.

168 R. Gerndt and J. Lüssem



Figure 2a shows the development of understanding on a specific question. Whilst
answers in the pre-test were more or less randomly distributed, in the post test the
students demonstrated the understanding of the targeted concept by choosing the
correct answer (b), which can be considered an outcome of the course.

A negative example is given in Fig. 2b In this case, answer “a” was the correct one.
This example shows how student, after answering the question correctly in the pre-test,
got detracted and picked a wrong answer in the post-test. This result may indicate a
wrong approach to teach specific concepts. However, this kind of ‘unlearning’ may
also be a necessary step for students to overcome incorrect concepts.

A tentative list of categories for a robotics concept inventory is given in Table 1
[5]. The ‘math’ and ‘numerical methods’ category covers the mathematical foundation,
which typically is related to linear algebra, differential equations and representation of
multi-parameter properties by means of vectors and tensors. The ‘mechanics’ category
covers all aspects of Newtonian mechanics. ‘Stability’ covers mechanical stability that
keeps a robot from falling, control theoretic stability that keeps systems from
un-intended oscillation and the stability notion of decision making, to consequently
follow a plan. ‘Kinematic’ concepts are required for intentional behaviours of complex
mechatronic systems and have some theoretical links with systems of linear equations
and trigonometry. ‘Dynamics’ addresses the field of rigid body dynamics and dynamic
behaviour. ‘Sensing’ of physical parameters requires signal estimation and filtering.
‘Perception’ can be seen as the level above sensing that turns sensor data into infor-
mation for planning and decision-making. ‘Planning’ includes tasks like path planning.
Concepts of artificial or computational intelligence are port of a separated concept
inventory.

Fig. 1. Gain for different teaching approaches [7]
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Fig. 2. Differences between pre- and post-test answers, (a – left) improving, (b – right)
‘unlearning’

Table 1. Tentative list of robotics concept inventory category list

# Category Concepts

1 Math Transformation between different coordinate systems: select the
transformation matrix that transfers a point from one coordinate
system to another

2 Math Time shift: given a plot of p[n], select the plot of p[n + 1]
3 Math/Numerical

methods
Difference equations: Given a sequence of equidistant distance
measurements, select the values for speed and acceleration

4 Numerical
methods

Linearization: Given a curve, select a suitable stepwise linear
representation

5 Mechanics Spring-mass-damper system: give a specific configuration, select
the steady-state configuration

6 Mechanics Robot control: select a suitable configuration of a differential drive
wheeled robot that would follow a specific trajectory

7 Control theory Control parameters: Identify the a most suitable control response
for a specific task

8 Stability Static stability: Given a set of rigid bodies on different slopes,
select the (un) stable one

9 Kinematics Trajectory: given a differential drive robot with both wheels
rotating at different speed with a fixed ratio, select the trajectory
the robot takes

10 Kinematics Building space: Given a specific robot arm configuration, select
the sketch of the space the robot can reach with its tool

11 Dynamics Motor momentum: given four robot configurations, select the one
that requires the lowest motor momentum for a given task

12 Sensing Drift: Assume a measuring system that adds a fixed, ever
increasing value to the measured value, determine the time after
which the measurement will be unreliable

13 Perception Object properties: Given a four different objects, determine the
number of properties to identify the objects

14 Planning Path planning: given a specific environmental configuration
(obstacles and path), derive a suitable cost function that describes
the situation

…
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4 Requirements for Student Projects Derived from Concept
Inventories

Whilst concept inventories must not be used directly for teaching, they may serve as a
good orientation for defining student projects, which we will demonstrate with a small
example. Assume the partial list of concepts listed in Table 2.

The first question is related to the coordinate transformation between different
coordinate systems or frames of reference, e.g. an inertial coordinate system and one
that is statically or dynamically transformed with respect to the inertial coordinate
system. The transformation concept has different levels of complexity. In mechanics it
could be a displacement along a single or multiple axes, a rotation around a single or
multiple axes or a combination hereof. Image acquisition and processing adds aspects
like scaling and perspective. Depending on the maturity of students, the project may
make use of different levels of complexity. The transformation between two coordinate
systems may depend on a single parameter, e.g. the angle of a single robot arm
experiment – like an actuated pendulum or it could be a mobile robot with a local
(mobile) and a global (fixed) frame of reference. Figure 3 shows details of the question
related to transformations.

The time shift question is related to the delay of signals. This is a common problem
in processing sensor data. Pre-processing and evaluating sensor data may result in
significant delays between the occurrence of an event and its perception by a control
system. Similarly, actions may be delayed due to processing and communication times.
However, delays may be neglected by using an ideal simulator, such that the related
concepts can be excluded from the learning process by choosing a respective project
setup.

The third question is related to changes in speed of mobile systems. Typically, there
is at least one instance when mobile systems experience an acceleration, which is when
they start or stop moving. Often, the moment can be neglected, if there is a simple
on-off-control of robot locomotion. However, there are scenarios, e.g. a soccer-playing
robot to avoid interception by an opponent that may require consideration of decel-
eration and acceleration.

Table 2. Partial list of concepts resp. questions

Concept/Question Refers to category (Table 1)

1 Transformation Math
2 Time shift Math
3 Acceleration Math
4 Small-signal/linearization Numerical methods
5 Mass-Damper Mechanics
6 Segway Kinematics
7 Maze Planing
8 M-Bot Dynamics
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The small-signal and linearization question is related to the concept of acceptable
error. With high computation power or long processing times, imprecise computations
can be avoided. However, small computers and hard real-time requirements may need
to sacrifice accuracy.

The mass-damper question is related to the concept of stability and oscillation.
However, oscillation requires specific classes of systems and setups, which are subject
to the design of the project.

The Segway and the M-Bot question relate to the kinematic concepts of mobile
robots, as well as to the concept of friction which is a crucial prerequisite for accel-
erating masses. Kinematics is introduced by requiring drives with the typically inherent
parameter of the axis angle to control a parameter like a position by means of a
transmission. Friction can be introduced to a project by the overall use case, e.g.
requesting the robot to move on slippery surfaces or requiring it to climb slopes.

Question 1

Given coordinate systems C0 and C1 as in the 
following image:

For transformation of the coordinates of a 
point P from coordinate systems C1 to C0 we can 
find a system of linear equations. Identify the 
suitable equations to calculate x0 and y0 values of 
point P with its coordinates given in x1 and y1 

values.
a) x0 = x1 + 2, y0 = y1 + 3,
b) x0 = - y1 + 2, y0 = x1 + 3,
c) x0 = - y1 - 2, y0 = x1 - 3,
d) x0 = 2y1 -3, y0 = -3x1 + 2.

Fig. 3. Example question 1 [6]
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5 Student Projects Derived from CIs

5.1 4-DOF Bipedal Robot

The task is to implement a bipedal robot with as few degrees of freedom (DOF) as
possible. Aside of the Jansen mechanisms, the artist uses for his mobile installations [8]
and of ‘Toothbrush robots’ with only a single degree of freedom and without control of
orientation, legged robots require a minimum of 4 drives or degrees of freedom (DOF).
Making them move requires understanding of multiple concepts of the robotics,
mechanics and other concept inventories.

Figure 4 shows a 4-DOF bipedal robot built by computer science undergraduate
students as practical part of a robotics lecture. The robot was assembled from a
mechanical kit with conventional scale modeling servo controllers, a raspberry PI
mobile computer and a power bank. The main objective was implementing a loco-
motion scheme. The timeframe was very tight with only few hours allocated to the task.
The project thus covered only a few concepts. For example, no sensors were involved
in the project such that no data pre-processing, delays, control stability issues where
involved. However, there have been some design considerations as can be inferred
from the ‘face’ applied to the robots ‘head’.

Fig. 4. 4-DOF bipedal robot
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Still, students carried out calculations on Newtonian mechanics and mechanical
stability. Figure 5a is taken from a student report to estimate the maximum angles of
the two joints, which eventually lead to the zero momentum point (ZMP) approach that
still is widely used in the robotics domain. Figure 5b, taken from another student report
shows the region of stable stance for the possible combinations of the two joint angles.

Fig. 5. Student sketches on stability issues related to bipedal robot

Fig. 6. Engineering drawing of bipedal robot with linear actuators
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In a subsequent project, designed to for an even deeper involvement with
mechanical concepts, students have been asked to replace the rotational motors by
linear actuators and consider the mechanical and kinematic properties, e.g. maximum
force required, as opposed to the previous project with all components given.

Figure 6 shows an engineering drawing taken from a student report indicating the
linear actuators (green boxes attached to body and legs) and strings with a guiding
system to transmit the forces (red liens, attached to the actuators). Furthermore, the
dimensions, required for calculating forces and estimating the behavior are given.

Figure 7 shows another design with a rigid coupling of the drives and a spring to
replace one of the motors on each leg. In order to address the kinematics the student
added the local coordinate system to his sketch. Taken from another report, we see the
sketch of the robot’s path, used to estimate the step width and speed of locomotion
(Fig. 8).

All projects were designed to deepen the understanding of specific aspects of the
lecture. The two examples indicate how the focus of otherwise similar setups may be
controlled by the design of the project.

Fig. 7. Alternative bipedal robot concept
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5.2 Mixed-Reality Robots

In this project, we aim to build and work with a number of cheap differential drive
robots. These robots are remotely controlled. A central vision system provides the
robots with pose and position. Each and every robot is controlled – independently from
the other robots – via an infrared interface by a computer.

The project was so huge, that we split it up into a number of smaller sub-projects:

– Designing and building the robots
– Controlling the robot including implementing low-level operations
– Playing football with the robots

Sub-project: Designing and building the robots
The goal of this sub-project was to design and to build a cheap differential drive robot
using a 3D-printer (see Figs. 9 and 10). Furthermore, the robots should be tested with
focus on mechanical tests.

Fig. 8. Concept of locomotion
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Sub-project: Controlling the robot including implementing low-level operations
The first aim of this sub-project was to establish the communication between the robot,
the central vision system, and the computer – via a central server. Secondly, the most
important low-level operations like moving forward, moving left, etc. have to be estab-
lished. The functionalities should be tested performing some kind of integration test.

Sub-project: Playing football with the robots
In this sub-project the students should generate autonomous agents based on the results
of the two precedent sub-projects. The goal is to build autonomous agents that are able
to interact with each other in order to play football on a mixed-reality football field (see
Fig. 11).

The sub-projects have been designed in such a way that the foci were on different
categories of the concept inventory (Table 3). Test results – the tests were conducted in
the first robotics lecture – helped us to build teams and to distribute them on the
different sub-projects.

Fig. 9. Elements of the differential drive robot

Fig. 10. Assembled differential drive robot
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Fig. 11. Mixed-reality soccer game

Table 3. Categories addressed by the sub-projects

Category Sub-project 1 Sub-project 2 Sub-project 3

Mathematics � � �
Numerical methods � � �
Mechanics �
Control theory �
Stability
Kinematics �
Dynamics �
Sensing �
Perception � �
Planning �
Navigation �
Decision-making �
(Dealing with) uncertainty �
Robot Design �
Human-robot-interaction
Artificial intelligence �
Project management � �
Electronics � �
Programming �
Exploration �
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6 Conclusions and Outlook

In this paper we presented an application of concept inventories on project design.
Categories of the concept inventory – we have chosen the robotics concept inventory as
an example – have been taken as guidelines to design projects. This approach allows us
to make a certain kind of internal differentiation in order to help students to eliminate
weaknesses.

We have just started with this kind of project design. The first results of the
described approach were promising. Nevertheless, we have to collect more data in
order to get valid results.

References

1. El-Howayek, G.: Introducing computer engineering major for first year students using robotic
projects. In: 2016 IEEE Frontiers in Education Conference (FiE) (2016)

2. Crepaldi, M., Demarchi, D.: Tackling technical research. IEEE Potentials 35(3), 29–33 (2016)
3. Lindell, R.S., Peak, E., Foster, T.M.: Are they all created equal? A comparison of different

concept inventory development methodologies. In: PERC Proceedings, vol. 883, pp. 14–17
(2006)

4. Ogunfunmi, T., Herman, G.L., Rahman, M.: On the use of concept inventories for circuit and
systems courses. IEEE Circ. Syst. Mag. (2014). Third Quarter

5. Gerndt, R., Lüssem, J.: Towards a robotics concept inventory. In: 6th International
Conference on Robotics in Education, Yverdon-les-Bains, Switzerland (2015)

6. Gerndt, R., Lüssem, J.: Concept inventories for quality assurance of study programs in
robotics. In: 7th International Conference on Robotics in Education, Vienna, Austria (2016)

7. Wage, K.E., Buck, J.R., Wright, C.H.G., Welch, T.B.: The signal and systems concept
inventory. IEEE Trans. Educ. 48(3), 448–461 (2005)

8. Jansen, T.: Strandbeest, in the Internet. http://www.strandbeest.com. Last visited 6 Apr 2017

Designing Robotics Student Projects from Concept Inventories 179

http://www.strandbeest.com


Teaching Research Methodologies with a Robot
in a CS Lab Course
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Abstract. We describe a computer science lab course that teaches a
scientific research methodology. Our course is based on a recent research
project and augments it with a motivating goal: We program a robot
based on the Lego EV3 brick with plain English. Our students devel-
oped a multi-module solution; all modules were planned, implemented,
and benchmarked following a research life cycle.

The results of our case study indicate that a lab course can familiarize
students with academic research methodologies. Interviews with the par-
ticipants, conducted half a year after the lab course, confirm our positive
impressions: Our participants indeed internalized the research life cycle
and all told us that they wanted to pursue research in their upcoming
curriculum. Three of four stated that the possibility to monitor progress
by running solutions on the robot was highly motivating.

1 Introduction

In the last decades, teaching computer science (CS) and software engineering
(SE) focused on the industrial employability of students. Educators spent much
time and effort on industrial processes, agile methodologies, and specific tech-
nologies (e.g., references [4,8,13]). A different goal, namely academic employa-
bility, has re-gained attention in the last few years (e.g., references [3,10,12]):
While classical CS and SE courses teach problem understanding, decomposition
and finally building the solution, the academic research life cycle remains buried
under the more “directly applicable” competencies. Many universities in Ger-
many try to shift the education to the academic setting with a “research-based”
teaching approach [9]: Teams of (MSc) students are assigned to a research project
and plan and conduct actual research [6]. Such courses are an excellent way of
exposing students to actual research and show that students can produce sig-
nificant results. Yet, they are very demanding and labor-intensive, both for the
students and for their advisors. (E.g., the department of informatics of the Karl-
sruhe Institute of Technology (KIT) features a two semester course, Research
Praxis, that accounts for 24 ECTS credits1 – a total workload of ca. 720 h. In
comparison, the Master’s thesis accounts for 30 ECTS credits.)

1 European Credit Transfer and Accumulation System, see http://ec.europa.eu/.
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(a) Robot based on
the Lego Mindstorms
EV3 brick used in the
2015/2016 lab course.

(b) The research life cycle starts with exploring a re-
search subject, covers hypothesis building, the “actual”
research, and culminates in documenting and present-
ing the results.

Fig. 1. Gizmo, the robot used in the course, and the research life cycle.

We propose a less intrusive approach to research-based teaching: We layed
out a lab course that mimics a research project [11] and can be completed with
a workload of less than 10 h per week over 16 weeks. It proposes a research
topic and decomposes the project in chunks that can be digested by first-year
MSc students. Even though the course is pre-structured, it allows the students
to experience a research life cycle several times and to observe refinement and
improvement of their solutions over time. It also provides a challenging environ-
ment that keeps them engaged.

The technical goal of the lab course is to build a compiler that generates
Java code for the Lego Mindstorms EV3 robot shown in Fig. 1a from written
English2. We have picked this project setting because a) the construction of
natural language interfaces for robots is a relevant research topic, b) its size and
complexity enables students to construct a full-blown system from scratch, and c)
we expect students to learn more willingly with a tangible project at hand. The
students have to design and implement a natural language processing (NLP)
pipeline that analyzes English prose and transforms it to Java code. Because
NLP is not a prominent part of the CS education, we introduced the topic and
the needed concepts to the students in an introductory session. Students were
invited to come to this introduction and decided afterwards whether they want
to participate or not. In the introductory session we also described the modus
operandi of the lab course and explained the rationale behind its design.

2 See https://youtu.be/Z vt1-imBUE for a short demonstration.

https://youtu.be/Z_vt1-imBUE
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This paper reports the conception of the lab course in Sect. 2. Section 3
describes the 2015/2016 edition of the lab course and the participating students
in detail. Section 4 summarizes our findings and the lessons learned and Sect. 5
concludes the paper.

2 Conception

To improve academic employability, we want to expose students to scientific
methods as early and as intense as possible: The only way to gain experience in
research is actually doing research. Yet, conducting an actual research project
requires long-term effort and commitment – more than most curricula allow.

2.1 Learning Objectives

To make research tempting for MSc students, we have designed a lab course with
an attractive setting. We build the lab course around the research life cycle as
depicted in Fig. 1b. It describes the life cycle of a research project and starts with
exploring the area of interest. At first, hypotheses are formulated, then research
is planned and conducted. After evaluation and documentation, the results are
presented. Then the cycle starts anew. We expect students to understand and
follow this way of working after they finish the lab course. Additionally, we pursue
the learning objectives shown in Table 1 to train skills important to conduct
research.

MSc students should be equipped with some of the skills, at least partially,
e.g. doing a literature review; in these cases, we want to strengthen their abilities
and exercise them. Other skills are expected to be totally new for most or all of
the students, e.g. building an ontology.

2.2 Technical Goal

The overall technical goal of the lab course is to develop a NLP pipeline to
translate English prose to runnable Java code.

The application at hand is a robot based on the Lego Mindstorms EV3 brick
with a crawler track, three sensors (a color sensor, an infrared and an ultra-
sonic distance sensor), and one grappler to lift and carry objects. The robot is
a modified version of a standard model and was built by the authors for the
lab course; it is depicted in Fig. 1a. The Lego Mindstorms EV3 brick is a sys-
tem on a chip with up to four sensors and actuators respectively. The brick
can be booted with Lejos3, a firmware that runs Java programs. Lejos comes
with an object-oriented (but low-level) Java API that can be used to access all
sensors and actuators attached to the brick. We provide the students with a com-
prehensive and well-documented facade that hides the low-level functions, e.g.,

3 Information about programming the EV3 with Java on Lejos can be found, e.g., in
reference [2].
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Table 1. The learning objectives of the 2015/2016 edition of the lab course and their
level on Bloom’s Taxonomy (c.f. reference [1]).

No Objective (Student completing the course are able to:) Level

O1 Perform a literature review for a given topic L2–L4

O2 Build up a benchmark for a given problem L4–L6

O3 Identify, benchmark, choose, and put (scientific) tools and/or
approaches to use to solve a specific problem at hand

L2–L6

O4 Incorporate ideas gained in the literature review and from
reviewed tools into newly developed approaches

L1–L6

O5 Define, structure, fill, and use an ontology for a specific
domain

L2–L4

O6 Build a pipeline of tools to solve a higher-level problem L5–L6

O7 Run a small-scale project in the area of NLP and software
engineering

L1–L6

O8 Implement and benchmark a prototype for a given problem at
hand and derive ways to improve the prototype based on the
benchmark results

L3–L6 L4, L6

O9 Document their projects, so that they can be reproduced L1–L3

O10 Present their results and insights gained in a concise and
precise manner

L1–L3

it uses the low-level methods controlling the two electric drives to provide several
methods to move the robot and turn it with parameters for the distance and
the rotation in degrees, respectively. The facade also provides methods to detect
objects (parameterized with the searched-for object’s properties), to follow lines,
to detect colors and so on.

We expect the students to build a NLP pipeline that translates an English
description into code using the robot facade; an example input and the expected
code is shown in Fig. 2. NLP pipelines are widely used and there are text books
and standard frameworks, such as Gate, which we use in the lab. Gate is a state
of the art toolkit for building NLP applications and provides a workbench as
well as an embedded version; there are plenty of documentation and tutorials
about how to use Gate [7].

// Gizmo turns until it sees a can that is red ,
// makes its way towards it and then grabs it.
gizmo.turnUntil(new SeeObjectCondition(redTin));
gizmo.makeTowardsObject(redTin);
gizmo.grab(redTin);

Fig. 2. Example Java code produced by the NLP pipeline. The input text is given
as comment above the generated code. The NLP pipeline must identify objects and
actions and must resolve co-references and synonyms.
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2.3 Assignments and Work Load

Our lab course targets computer science MSc students in their first year and is
based on a recent research project. Students earn five ECTS credit points which
account for a workload of approximately 150 h. 20 h of the work load are allotted
to mandatory sessions that cover introductions to new topics, explanations of
assignments, the phase review process, and the final presentation. 40 h of work
load are used for optional sessions at our lab that are to be used for guided
coding and Q/A. The remaining 90 h are allotted to literature review, design of
solutions, and implementation.

Our assignments are based on the pipeline structure we employ. Roughly,
each assignment produces one pipeline stage. The main advantage of this seg-
mentation is that assignments are self-contained so that students can work on
the tasks without one failed task to jeopardize the entire semester. On the other
side, the assignments get interconnected so that later improvements on early
stages benefit later stages. This way, we want to encourage the students to con-
tinuously improve their solutions. In the final session, the teams are expected
to present their full-blown solution, i.e., the complete pipeline, and to show
that their approach can translate prose to code. We grade each assignment. The
assignments make up 70% of the final grade. The remaining 30% account for the
final presentation.

2.4 Course Structure

To split the overall goal into smaller chunks, we decompose the translation
process into the following steps: First, the input text needs to be read and tok-
enized; then, sentence boundaries need to be detected. After that, the sentences
are fed to a part-of-speech (POS) tagger and lemmas are derived for all tokens.
The next stages parse the sentences to produce syntax trees and dependency
graphs; the former show the hierarchical structure of the sentences (e.g., what
words form a noun phrase), the latter shows grammatical dependencies (such as
subjects and objects to a given verb). Co-reference analysis is used to determine
chains of words that refer to the same entity in the document. Next, the students
have to create an ontology that models the API. The following, most challenging
stage – the API ontology search task – determines which tokens represent actions
or objects and maps them to elements of the robot facade. The final stage uses
the results of its predecessors and produces the code. Compiling the generated
code and transferring it to the brick is done manually.

The different assignments are shown in Table 2. All assignments require the
students to perform a (limited) literature review to gain an overview of the
possible approaches; then we want them to build a benchmark that demonstrates
the problems they have to solve in the assignment. The following step depends
on the assignment: Some assignments ask the students to implement a solution
themselves, e.g., for sentence splitting, tokenization, and co-reference analysis;
others require them to benchmark available tools and to choose the one most
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Table 2. Lab course task decomposition and learning objectives (see Table 1).

Task Learning Objectives

Tokenizing and sentence split O1–O2, O4, O8–O10

POS tagging and lemmatization O1–O3, O10

Parsing, dependency parsing O1–O4

Co-reference analysis O8–O10

API Ontology building O1, O3, O5, O8–O10

API search using the ontology O1–O2, O4–O10

Code generation O1–O2, O4–O10

Preparation of final presentation O1–O2, O4–O10

suitable for their approach, e.g., the POS tagger with the best performance on
benchmark texts.

Ontology building requires the students to provide a converter that reads
Java libraries (in their case our robot facade) and stores the API in an ontology.
The ontology contains information about the given API (i.e., all classes, methods,
data types and so on) and about the environment (i.e., objects of the real world
that the robot can interact with). The classes and methods of the facade are
not to be hard-coded into the students programs, nor their ontology; we want
them to use an ontology as an interchangeable model of the API. Only the
real world objects (e.g., cans) and their properties (e.g., their color) must be
inserted manually. The students have to design the structure of the ontology by
themselves.

The final assignment integrates all previous assignments to build the English
to Java code compiler. The final presentation comprises a course and an English
program that has to be converted to code by the teams’ programs. We do not
provide the English program in advance to avoid tuning of the programs towards
this text.

2.5 Motivation and Competitive Environment

We acknowledge that students are (extrinsically) motivated by grades. To
increase the intrinsic motivation, the lab course leverages the following moti-
vating factors.

Full Project. We want the students to develop a comprehensive and working
system, rather than extending or optimizing an existing one. Implementing own
ideas to build a system from the very beginning can increase motivation consid-
erably. The project should not only be an abstract, scientific one, but produce
tangible results. Therefore, the project should include real-life objects (or sys-
tems) that can be used to demonstrate the overall goal and progress. We expect
that students, who are able monitor their progress easily, are more willing to
improve results.
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Benchmarks. Using benchmarks throughout the lab course focuses the teams
on competition. For every assignment the teams construct a benchmark each
and use it throughout the implementation phase for testing and development.
We tell the teams to compile the benchmark during or after the initial research
phase and use it during design and implementation to monitor their progress.
Benchmarking provides immediate feedback whether solutions suffice or have
to be improved. We compile another benchmark that is used for grading the
submissions; also the other teams’ benchmarks are used to demonstrate the
fitness of the respective submissions. All benchmarks are provided to the teams
after the submission deadline. In the final presentation the teams compete on
various tasks: their own, one given by us and the ones created by the other
teams.

3 2015/2016 Participants and Schedule

This section describes the 2015/2016 edition of the lab course. The first subsec-
tion describes the students, the second subsection describes the course schedule
in detail.

3.1 Participants

In 2015, we had eight participants, all of which were in their first year of their
MSc studies in CS. Six students attended the introductory session and two joined
the lab course in the second session. After we presented the topic of the lab and
the modus operandi, the students formed two teams. We did not interfere with the
team building process because they partly knew each other from other courses.
We provided the teams with infrastructure (such as a Git server, conference
rooms, and Internet access). Division of labor as well as time management was
left up to the teams.

All students that attended the introductory session formally registered for
the lab course as well as the latecomers; there were no dropouts. Both teams
submitted solutions to all assignments and both teams participated in the final
presentation, proving that their solutions were sufficient to solve the overall task.

3.2 Schedule

The lab course started in October 2015 and finished in February 2016, thus the
lab course’s duration was 18 weeks. In the introductory session, we showed the
semester’s plan to the students as outlined in Table 3. We allotted one up to
six weeks per assignment. Assignments were composed of one to three pipeline
stages, depending on the tasks’ coherence. The last two weeks of the lab course
provided time to improve all prior solutions.

Because the performance of later stages depend on the performance of earlier
stages, the students were encouraged to improve their solutions continuously. The
TAs provided fall-back code for the individual stages so that a bad solution for
an early stage could not jeopardize the overall goal; in the end, both teams used
their own solutions only.
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Table 3. Schedule of the 2015/16 lab course.

Week Task

1–2 Tokenizing and sentence split

3–4 POS tagging and lemmatization

5–6 Parsing, dependency parsing, co-reference analysis

7 API Ontology building

8–14 API search using the ontology

15–16 Code generation

16–18 Preparation of final presentation

4 Findings and Lessons Learned

The teams in the 2015/2016 edition of the lab course performed quite differently:
After the first assignment, one team consistently delivered results that impressed
us; the other team struggled with time management and separation of concerns.
In the end, both teams delivered solutions to all assignments and succeeded in
the final presentation.

We had the impression that the students stuck to our research life cycle and
used benchmarking to assess their progress. Since there is no formal test after
the lab course and the number of participants is too low, we cannot measure
quantitatively whether we reached our teaching objectives. In this section, we
report qualitative findings that are based on our observations during the sessions
and the performance of the teams in the final presentation.

To back up these observations, we conducted semi-structured interviews with
the participants half a year after the lab course finished. We did not tell the
students in the lab course that there would be interviews and participation was
optional. Four of eight students responded on short notice and participated in the
interviews. As the interviews were optional, their results are subject to a selection
bias, we believe. But note that we filed the grades before we invited the students
to the interviews and that students with perfect grades followed our invitation as
well as average students. (There were neither fair nor poor graded students.) As
the feedback is positive, we conclude that the responses are at least not biased by
bad grades: there was nothing to gain nor to lose for the students. We recorded
the interviews with the students’ consent and transcribed them to assure that we
captured all responses. The interview questions considered aspects related to the
research life cycle mainly (see Subsect. 4.1). The interviews comprised two parts:
First, we asked the participants how they would solve a NLP-related problem,
such as implementing a Named Entity Recognizer or benchmarking different
solutions to asses whether they are able to apply research methodologies. Second,
we asked for general feedback regarding various aspects of the lab course.



188 M. Landhäußer et al.

4.1 Observations and Interviews

The goals of the lab course are getting students in touch with research and teach-
ing research methodology. Therefore we have to ask ourselves, “How well have
we taught the research life cycle?” As mentioned before, we can not give a quan-
titative answer. Instead we will discuss the interviews and give our subjective
impressions on this point.

Observations by the TAs. We observed that – over time – the students improved
in applying research methodologies. The first task was very much solved ad hoc:
Work was only vaguely coordinated and little benchmarking was done. In a later
assignments both teams adhered to the research life cycle. At the end of the lab
course most of the participants were familiar with the cycle. Additionally, the
reward of obtaining better results further increased the confidence in the research
life cycle. Both teams used the respective steps of the cycle to divide the task
among the team members. We did not encourage them to do so, as we intended
all participants to participate in every step of the life cycle. Retrospectively, the
teams concluded that splitting up the work seemed to be a good idea in the
beginning but led to considerable coordination efforts.

Interviews Part A – NLP task. When asked to solve a NLP task, the interviewees
responded quite differently: Two of the four interviewees intuitively laid out an
approach that exactly resembled the research life cycle; they even remarked
that they would iteratively improve the solution based on the benchmarking
results. Furthermore, they emphasized the importance of the different steps.
Both perfectly recalled the procedure their teams used for a different task in
the lab course and transfered it to the new problem. One of the two mentioned
that he got used to the methodology, because they repeated the research life
cycle seven times (once for each task). The third interviewee remembered some
steps of the research life cycle only. The last one did not use any methodology
to solve the task and was unable to describe his imaginary way to the solution.
Yet, when asked for specific stages of the research life cycle the interviewee was
able to explain the respective step and its importance.

Interviews Part B – General Feedback. When we asked them about their engage-
ment and motivation throughout the course, all interviewees stated that they
liked the project setting: Three of four emphasized the positive influence of the
robot on their motivation. Since the robot illustrated their progress, the students
were more willing to improve their solution. Two of them further explained that
the creation of a natural language interface for a robot was very interesting.
Moreover all interviewees appreciated that they had to develop a complete sys-
tem during the lab course, not only isolated solutions to various problems. With
regards to research methodology, all interviewees confirmed that the research life
cycle was very helpful: The sequence of steps to solve a scientific problem helped
them to organize their work. Three interviewees also assumed that their results
would have been worse without the given methodology. When asked whether
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their teams used the research life cycle consequently, again the interviewees
responded quite differently: All but one stated that their team consequently used
the research life cycle; the other reported they have seen it as a loose guidance
only. Two admitted, they adhered to the cycle during the first assignments only
Another one put on record, its team used the research life cycle regularly, but it
was most helpful during the API search task. The interviewee assumed that this
was due to the challenging and time-consuming task. Coincidentally, all but one
think that this was the most interesting sub-task. As there was no full-blown
solution to be found in literature, the teams had to create own approaches, which
most of all felt like “real research” to them.

We further asked the participants, whether they think that the lab course
taught them research methodology. Three of four interviewees echoed positively
as the lab course provided the chance to gain an insight into research, they said.
Two never got in touch with research before and believe that the lab course
was highly valuable. All four interviewees could imagine to further engage in
research, either in an extensive course or later in their career (be it academic or
industrial research).

4.2 Monitoring

KIT monitors the quality of its courses on a regular basis. All courses with
more than 5 participating students can and should be evaluated; the evaluation
requires the students to anonymously complete a survey. The 2015/2016 edition
of the lab course was subject to the official evaluation and we discuss some of
the insights we drew from the results.

The results clearly show that all participants felt that they benefited from
the lab course in total. The students perceived themselves and their classmates
as being hard workers and they liked the lab course. Also, they did not skip any
session, even the optional ones right before and after the Christmas break.

Only the effort required to complete the assignments engendered criticism.
This was anticipated: Because the lab course was not part of the regular curricu-
lum, we told the students in the beginning that the lab course would account
for 3 ECTS points. We noticed during the first two weeks of the course, that
we under-estimated the time required to complete the assignments. We asked
the department to change the lab course description to 5 ECTS points but the
confirmation came after the evaluation. After we told the students that we could
award them two additional credit points, they all chose to go for the 5-points
version of the lab course. They also told us, that they would have responded far
more positively if they had known that before the evaluation.

There is a second interesting observation regarding the effort for the course:
Even though the students complained about the demanding assignments, they
only did so in the light of the credit points they earned. And all of them were
willing to invest the extra work due to the interesting project; it seems that the
high-level goal “programming a robot in English” and the pipeline components
were very appealing assignments. In other words: The students were willing to
go the extra mile because they liked the project.
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All but one wrote, that they enjoyed the course and that they profited much
from it. The overall rating for the lab course is “good” (i.e. 4 points on a 1–5
point scale) despite the workload. Furthermore, the students indicated that they
very much liked the research life cycle. Team work was also seen positively.

5 Conclusion and Future Work

A computer science lab course with a workload of ca. 150 h can be used to
teach research methodologies. Our experience shows that students can success-
fully apply a scientific research life cycle on given tasks including exploring the
research subject, formulating hypotheses, and planing and conducting research.
The Lego Mindstorms EV3 robot as target system worked very well. This tan-
gible and interesting project setting as well as the challenging task of creating
a natural language interface from scratch motivated the students intrinsically.
The students liked working with the robot and they were able to literally “see”
their progress. Interviews and personal feedback during the lab course show that
the research life cycle was helpful for the students as it helped them organize.
At first, work was often uncoordinated but by applying the research life cycle
the quality improved.

We state that applying a research life cycle to a tangible project like creating
a natural language interface for a robot is a good method to teach research. Our
assumption is supported by the participants’ personal feedback. All interviewees
understood the meaning and purpose of the research life cycle. They liked the
guidance provided by the cycle’s well defined steps and experienced that their
results improved when they sticked to it. One interviewee said, without the
research life cycle one would not think about research during the lab course
because one would focus on the task rather than the methodology. On the other
hand, the methodology helps in fulfilling the task.

The interviews revealed that we successfully taught the research life cycle. All
participants we have interviewed could (at least partly) remember aspects about
the research life cycle like its different steps and their meanings for research half
a year after the lab course. Furthermore, two participants intuitively used the
research cycle during our interviews to solve a given problem.

The lab course helped waking the participants’ interest for research. In the
interviews, three out of four interviewees agreed with that statement and said
they would certainly attend another research related lab course and aim at a
research related job. The participants liked the project and the process used. The
challenging tasks were seen as motivating. They liked the sense of achievement
they got when they solved them.

During the lab course, the participants showed interest for research method-
ologies. Three out of four interviewees said they learned much about research
and methodology they did not know before. The application of the research life
cycle improved over time as they used the methods more and more properly.
Thus, we think we lowered the bar for getting into research.

The proper composition of a team determines whether a project succeeds or
fails. For the next lab course, we plan to optimize team composition. Everybody



Teaching Research Methodologies with a Robot in a CS Lab Course 191

tends to behave in a particular way when working in a team and has one or
more so-called team roles. A mix of people with different team roles improves
team performance. To improve the effectiveness of our student teams, we want
to use personality tests like the Belbin test [5]. To assess students’ programming
skills and their willingness to quickly familiarize themselves with new techniques,
we will carry out a pretest. In the first session, we will introduce the students
to the topic. Between sessions one and two, the students can familiarize them-
selves with the topic. In the second lesson, they will have to individually solve
a given problem. By combining the results of the pretest with the results of the
personality tests, we expect better balanced teams.

Furthermore, we plan to use agile methods in our next lab course like retro-
spectives and sprint reviews. In addition to the final presentation, each team will
have to give a ten-minute presentation for each exercise in the sprint reviews.
Thus, the teams can present their solutions to the other groups. Sharing insights
should help all groups improving their solutions for the final assignment.
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Abstract. Creating a good curriculum for any course is challenging. This is
especially true for courses that cover wide area of interest, courses that are
supported by hardware components, or the courses that evolve rapidly, as
technology evolves. A course that encompasses these challenges is the course
entitled Robotics at the first cycle of studies for computer science students. This
paper presents one Robotics course that is customized for computer science
students. The effect of the presented course on students’ performances is given.
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1 Introduction

Robotics interleaves the science and the technology that deals with the design, con-
struction, operation, and application of robots. Robotics is also recognized as an
excellent way to introduce the students in science and engineering, but it is also used
for multitude of other purposes. For example robots are used as educational tools to
help students learn the basic concepts for programming, electronics, etc. [1]. Another
example are researches that show the essential use of the robots in the education of
specific target groups, for example, a group of autistic children [2].

Within the wide scope and use of robotics in education, the present article deals with
the problem of teaching the fundamentals of robotics for undergraduate students.
Robotics encompasses diversity of topics ranging from mathematics and physics, to
mechanics, automatic control, electronics, and computer science. An adequate profile of
a robotics course depends on the curricula to which it belongs [3]. The robotics course of
interest in this paper is a course for computer science (CS) students and this affects the
topics that should be included in the curricula. According to [4] designing and con-
struction of robots are not usual topics of interest for CS students. On the other hand,
ACM guidelines suggest that a robotics course for CS students should involve inte-
grating sensors, actuators and software into a robot designed to undertake some task [5].

One more challenge in the Robotics course is that many robotics topics should not
be presented to CS students in the same way they are presented to most of the other
groups of engineering students. To give CS students the opportunity to acquire the
knowledge embodied in the course, the pedagogical basis should be focused on
engaging them in an in-depth study of the subject, using programming assignments that
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complement the traditional lectures and problem-solving sessions. Programming
assignments can be done in a simulation environment [4, 5], or can be implemented as
hands-on laboratory work with robots [6, 7]. The programming assignments in the
course presented in [8] are simulations done in MATLAB. In [6] where the robot
e-Puck is used, all exercises can be done both using the Webots simulation environ-
ment and real world environment. The introductory robotics courses described in [4, 7]
use the open source Tekkotsu framework that consists of a set of software modules
designed specifically to accomplish the goals of the course. An alternative to this
framework is ROS (Robot Operating System) which although designed for research,
now is also used in education.

This paper is about the course entitled Robotics at the Faculty of Computer Science
and Engineering (FCSE). In the following section the characteristics of robotics courses
at FCSE are presented. In Sect. 3 the students’ performances on the course is given and
in the final section we conclude this paper.

2 The Characteristics of the Robotics Course

The Robotics course at FCSE is an elective course for students from the 6th semester. It
is organized with 2 classes of theoretical lectures, 2 classes of theoretical exercises and
2 classes of laboratory exercises per week. The greatest challenge for us teachers of the
Robotics course, was to get CS students at FCSE closer to robotics.

The course curriculum for the Robotics course was tailored in accordance with our
students’ knowledge and interests. Figure 1 shows some of the courses, taught at
FCSE, that introduce knowledge needed for the Robotics course. As shown, prior to
taking Robotics, students have taken several core courses in programming. These
courses set a solid ground for a student to understand the algorithmic part of the
robotics course. Many advanced algorithms important for programming more intelli-
gent robots are introduced in the courses that are popular for our students. On the other
hand more hardware oriented courses are available for our students as elective courses
(marked in dark gray on Fig. 1), but these courses are not popular for our students. The
only obligatory course that is hardware oriented is “Microprocessing systems”. Con-
sidering the pull of knowledge, our CS students do not have the proper engineering
skills and lack the hardware knowledge to be comfortable to work with robots. Our
introductory Robotics course gives students the opportunity to learn the bases for using
the robots as hardware machines in an understandable and applicable way. This
problem was also a challenge for teaching the course “Microprocessing systems”.
However, it was improved drastically in the last 5 years, according to students needs,
introducing gamification [9], and OER approach [10].

The pull of course knowledge given on Fig. 1 served as a guideline to choosing the
topics that would be covered in the robotic curriculum in more detail, in contrast to the
topics that would be only introduced, or perhaps left out for some more advanced
courses. As a result, since 2011 until today several changes were done in the cur-
riculum. First, the details for sensor data and signal processing were omitted from the
course, since more was included in other obligatory courses (“Artificial intelligence”
and “Microprocessing systems”). Another change in the curriculum was done in 2013
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when the lectures for robotic perception that included robotic vision and classification
were excluded from the course because they had been included in other courses that our
students usually take before taking the Robotics course (“Machine learning”, “Intel-
ligent systems”).

This helped to create a curriculum that was not overloaded with course material, but
still the main topics were covered. On the other hand new topics in probabilistic
robotics were added to the curriculum that would be new but easy for our students to
follow since they have the knowledge of the course “Probability and statistics”. In
addition to the standard Robotics topics, some very modern topics were included in the
lectures in this Robotics course, such as Cognitive robotics, Emotional robotics etc.
These topics introduce less known aspects of robotics that sparkle the students’ interest.
The lectures and theoretical exercises were presented to students with traditional
presentations.

Although our students are CS students and lack hands-on practice with hardware,
the lab exercises seem to be a very important part of the course, that improves the
students’ performance, as shown in the next section. Usually they are in a form of
smaller programming assignments assigned weekly to students. A great part of the lab
exercises are done in a simulation environment using Robotics Toolbox in MATLAB.
All things taught on the theoretical exercises about robot manipulation i.e. kinematics,
dynamics and path planning for robot manipulators can be exercised using this toolbox.
A robot manipulator can be represented and shown visually in a simulation. Using the
same toolbox, a vehicle and behavior can be simulated, so students are given vehicle
control assignments in a given environment. One such a task is obstacle avoidance. The
other labs are done on real robots (Lynx 5, Lynxmotion Biperd Scout, BH3-R Hex-
apod, Nao and Pioneer P3-DX). Students are given an assignment to program the robot
in a real world environment. Although our students are great at programming and
modeling, yet when dealing with real world bodies, most of the models have to be
adjusted, and tested in order to get the robot to function properly. This was practically
experienced by the students on one of these lab exercises.

Fig. 1. Pull of course knowledge for the Robotics course. (black: Robotics; white: obligatory
courses; light gray: popular non-obligatory courses; dark gray: non-popular non-obligatory
courses).
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3 Students’ Performance

The students on this course are evaluated for their exam result (theoretical and practical
exam), laboratory exercises and final projects. The project usually requires creating a
more complex robotic application and it is done on actual robots. Projects are usually
done in small groups of two or three students, and are graded based on the difficulty of
the task, the success of the project and the involvement of each student in the group.

In all years on the Robotics course many great projects were done by our students.
Here some examples, that give the general idea on the complexity of the projects, are
presented. In several projects students have focused only on programming robotic
movement appropriate to given actions. Actions were given by a human via a computer
interface. For example in the “Moving sequences” project (Fig. 2(a)) several moving
actions for the hexapod robot were programmed that enabled it to move straight ahead
and to rotate left or right for a given angle. In more complex programs robots perceive
the environment and act based on the information they require or based on their state.
The “Fitness robot” was controlled by human speech commands. The sound signals
were processed and then a word recognition algorithm was used for the robot to
understand the commands. Each command expresses some specific task the Biped
Scout robot should complete (Fig. 2(b)). In another project example done with Lynx 5
(Fig. 2(c)), the “Shooting robot” finds where the ball with the specified color is, based
on the information from the camera, and then it shoots it.

In some projects students have actually built their own robots. Examples of robots
built by our students include the “Color detection machine robot”, “Trail tracking
wheeled robot” and “Two-leg robot”. Most of these robots were controlled using
Aduino controller, since it is cheap and easy to be acquired. Some students that have
taken the Robotics course have done excellent diploma theses in the area of robotics.
One interesting thesis was titled “Robotics as an assistive technology for autistic
children” in which special exercises using NAO robot were created for the autistic
children. The overall improvement of the children’s knowledge was reported in [2].

The number of students that enroll this Robotics course varies from 5 to 25. The
percentage of students that have passed the Robotics course since 2011 is a bit above
80%. Only 5% of the students have not done enough of the activities given as lab

(a) Moving sequences (b) Fitness robot (c) Shooting robot

Fig. 2. Final projects in Robotics.
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exercises and did not qualify for taking the exam. In order for a student to pass, (s)he
has to complete the final project and pass the practical exam (score more than 50%).

From all parts in the course our students have scored the most points on their
projects. In fact 72% of all students that have passed the course scored between 90%
and 100% of the maximal points (Fig. 3). The students results on their projects is even
more valuable considering the task challenge in creating a robotic application that
works in a real world environment. The part of the course that was most difficult for our
students, according to the scores, is the theoretical exam. Only 15% of all students
scored more than 90% (Fig. 3). These results are also an indicator that the students like
more the practical work, then the theory itself. The points students achieve in their lab
exercises are correlated with the total points students have scored. The first justification
of this correlation is that similar problems are given on the practical exam, so by doing
the labs students have better chance to achieve greater score on the exam. Even more,
the final projects require the knowledge students have gained on these exercises so that
a real robot can be programmed.

In general, students have shown great results on the Robotics course. The average
student grade is above 9 and the median grade is again 9. 48.9% of students that have
passed have scored the highest score - 10. Of course, one could argue that this might be
due to the fact that the course is elective, and only the most motivated students enroll it.
This is true, and it can be shown that the students that enroll this course are among the
best students in the Faculty. However, the severity of the tasks that the students have to
accomplish, the time it takes for the students to finish their projects (compared to other
courses in the Faculty) and the difficulty of the exam show that these students not only
have to like what they are learning in this course, but should be able to fully understand
the complex material that is taught. We believe that these results show that we have
accomplished the goal of making a very acceptable syllabus of Robotics for CS students.

Fig. 3. Total students’ performance for each part of the course: laboratory exercises, practical
exam, theoretical exam and projects.
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4 Conclusion

In this paper we elaborate on the characteristics of the Robotics course offered at FCSE.
This is one of the few hardware orientated course taught to CS students and that brings
some challenges. CS students are usually great in modeling and algorithmic thinking,
but they face problems when dealing with embodiment and the challenges that arise
from it. These challenges were guideline for creating a unique course syllabus that is
customized for our CS students considering their pull of knowledge and interest.

The effects and success of this course is evaluated qualitatively and quantitatively.
The best results of this course are the students’ projects. We are proud of the final
projects of our students, who have never previously been in contact with real hardware
as robots. The overall result of the course and the average students grade for all
students enrolled on the course is above 9 and this shows the extraordinary results of
our students in this course.
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Abstract. We describe the concept of a mobile robotics course for
undergraduate students from an educational point of view in terms of
learning goals, experiences, and hardware design. The course as well as
the hardware was continuously improved over more than a decade. Hence,
we like to describe our motivation and the current structure of the course
in order to share our experiences as an inspiration for similar courses.

1 Introduction

Autonomous mobile robots are becoming increasingly important in our modern
world with autonomous cars being the most prominent but not the only example.
Especially, industrial and service robotics are a growing market as the capabili-
ties of the robots increase. Hence, a society without robotics will be unimaginable
in the near future.

Thus, robotics should be mandatory in engineering education, particularly
for students of electrical engineering, information technology, computer science
or similar fields. This has motivated us to continuously improve a course at
our university focusing on autonomous mobile robotics which initially started
in 2004. Originally, the course was inspired by a previous idea to interest high
school students in the field of electrical engineering by organizing a robotics
competition called RoboKing — see (Sünderhauf et al. 2006).

For the course at our university, we adopted the competitive character of the
event to motivate the students. They have to team up in groups of two or three
and solve the given task of programming a mobile robot to navigate through an
unknown maze. For this, they have an overall time span of two semesters with an
expected work load of 240 h. Most of the time, they have to work independently
by self-organizing their team effort to come up with a final solution. Additionally,
we guide them by theory lectures and pre-defined milestones, which are described
in Sect. 4.1.

In the beginning of the course, suitable commercially available robots for the
given task and with an educational focus did not exist, so we decided to design a
custom-made mobile robot. Over time, it evolved and we currently use the third
generation as described in Sect. 2.
c© Springer International Publishing AG 2018
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and Computing 630, DOI 10.1007/978-3-319-62875-2 18



202 S. Lange et al.

Now that the community has grown over the last years and also because of
the big interest of hobbyists, there are many commercially available products,
which may be suitable replacements for our custom-made robot. Examples are
the E-Puck, Khepera, Thymio, 3pi, or TurtleBot to name a few. However, a
problem with using popular commercial products is that solutions for nearly
every imaginable task are publicly available and our students might be tempted
to use existing solutions to solve the course problems. Hence, we decided to use
our own robotics framework and enforce the pedagogical goal of understand-
ing a previously unknown system. A more detailed description of our learning
objectives follows in Sect. 4.

The idea to motivate and interest students in robotics by using competi-
tions has been very successful, proven by the existence of various national and
international robot competitions which found their way also into education. The
authors of (Swenson 2015) for example, are doing a robotics course which follows
a slightly different but still comparable approach. They describe similar expe-
riences and name problem-solving as the students’ main take-away skill, which
is exactly the same impression we have. An interesting modification of the typ-
ical one-final-task-per-course style is given by (Cappelleri and Vitoroulis 2013).
Their course follows a similar motivation as ours, but breaks down the idea of
one final project task into several smaller ones to keep the motivation level up.
We follow a similar approach but instead of varying the competition tasks com-
pletely, we use interim competitions as milestones toward the final goal which
is described in Sect. 4.1. To increase the motivation, we reward the best teams
from the interim competitions by giving extra points to be used as an advantage
in the final competition.

Another concept, motivated by the thought, that many students feel the urge
to experiment with a robot at home, is presented in (Aroca et al. 2013). They
achieve a low-cost solution by using a common cellphone as the main processing
unit. As an alternative to a conventional course, e-learning in combination with
remote access to a real robotic system is especially interesting for a very large
number of students — e.g. in (Kulich et al. 2013), the authors present such a
concept.

1.1 The Task

The general idea of the course is a robot competition with two opposing robots
autonomously navigating through a previously unknown maze (Fig. 1). Besides
the exploration and navigation, there is a special challenge in locating eight so-
called beacons and switching them to a team-specific state. The beacons have
three states: neutral (initial state), red and green. The state toggles between red
and green by pushing a button at the beacon. The first transition from neutral
produces randomly either red or green. The button can be pushed by a robot by
slightly colliding with it. The robots can sense the state via an IR transmitting
diode, the humans see a red or green LED at the top of the beacon. The two
opposing robots belong to the red or green team, respectively. Now the task of
the green robot is to explore the maze, find the beacons and switch them to green.
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Fig. 1. Two of the robots in the maze. The one in front is equipped with LEDs for
external pose estimation (tracking) and in the background, aside from the second robot,
a beacon can be seen.

Simultaneously, the red robot tries to find and switch all beacons to red. Thus,
each robot needs to revisit all beacons as often as possible and switch them back
to their state if necessary. This task can be greatly facilitated, if the robot is able
to build a map of the maze with all the beacons and can localize itself reliably
within that map. Originally, we used this idea in a national robot competition
for high school students called RoboKing, which is described in (Sünderhauf et
al. 2005 Sect. III–IV).

As playing field, a flat blue surface with dimensions of 2.4 × 2.4 m is used.
It is divided by black lines into 64 quadratic fields of 30 cm length each. The
robots can use these lines for orientation and localization. The maze itself is
constructed and surrounded by white walls of 15 cm height which are always
aligned with the black lines. Therefore, the quadratic fields are only separated,
but never subdivided. The walls can be arranged in a very flexible way which
enables us to create many different mazes. Since both opposing robots should
have the same conditions, they start in opposite fields of a point-symmetrical
maze. Figure 2 gives an overview of a possible maze.

A single game lasts up to 7 min. Afterwards the teams get points for each
beacon switched to their respective color. If a team had interfered with its robot
during the match, maybe because it got stuck, the referees subtract penalty
points for each interference. Likewise, penalties up to disqualification may be
imposed by the referees, if a robot collides on purpose with its opponent.

1.2 Target Audience

The target audience for our course are third year undergraduate students.
They have previous knowledge of basic math, physics, computer science,
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Fig. 2. Two views of different point-symmetrical mazes. Left : Schematic top view. The
arrows represent the starting positions and directions of the opposing teams. The thick
black lines symbolize the fixed walls and the black boxes mark the positions of the
beacons. Right : Oblique view of our real maze. Easy to recognize are the blue surface,
the black lines and the white walls. More difficult to spot are four white beacons in the
upper part of the picture.

and microprocessor technology. The course in mobile robotics is the first larger
project in their studies, which needs team-oriented self-organization and a large
amount of applied thinking. As the courses in basic control theory and sensor
technologies start at the same time as our course, we can not expect the needed
prior knowledge in these subjects. Hence, we give introductory lectures to enable
a smooth start into the interdisciplinary field of mobile robotics.

Besides the undergraduate students in electrical engineering, we also have
high school students performing an internship as our second target audience. As
they have much less time and less prior knowledge, we designed our system to
cope with it and included a simpler API with more basic functions as well as
additional sensors to solve a much simpler line-following task.

2 Hardware

The current version of our robot, as shown in Fig. 1 is called TUC-Bot with a
chassis made of aluminum to withstand the students’ harsh testing conditions.
It is a differential drive robot, hence the sharp turns and dead ends within the
maze can naturally be dealt with. Following this kinematics concept, we use two
metal gearmotors with 6 V and a maximum current of 2.4 A each. Both motors
are equipped with Hall effect sensors reading 48 counts per revolution (CPR) of
the motor shaft. Consequently, by using wheels with a diameter of 60 mm, we
have a resolution of about 9 counts/mm movement of the robot. Further, the
configuration results in a maximum velocity of about 0.5 ms−1.

Besides the wheel encoders, the robot is equipped with various
sensors that are especially useful for the given task as described below.
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Afterwards, a discussion of the user interface, the modular structure, and the
maintenance requirements follow.

Distance Sensors. For obstacle detection — specifically, the walls and other
robots — we equipped the system with three IR-distance sensors (see Fig. 3,
no. 8 and Table 1 for the location and exact type). They give a point measure-
ment based on triangulation and return a range-correlated voltage with high res-
olution starting from about 10 cm and decreasing resolution up to about 80 cm.
For ranges shorter than 10 cm, the measurement is ambiguous, hence the two
sensors pointing sideways are within the robot’s diameter in such a way that
their lines-of-sight are crossing each other. In other words the sensor on the left
side is sensing the right wall and vice versa. Additionally, both sensors are tilted
slightly forward, which will improve the robot’s capability to follow and adjust
its position to the walls. As a special feature the front sensor is mounted on a
servo motor and can therefore be turned into different directions.

Fig. 3. Our TUC-Bot viewed from different perspectives (left: top-view; middle: left-
view; right: bottom-view). 4: line sensors; 6: display; 7: buttons; 8: IR-distance sensors;
9: IR-receivers; 10: wheels; 13: radio transceiver; 14: internal connector for expansions

Line Sensors. As already described, the playing field is structured by black lines,
which divide it into a grid of squares. If recognized by the robot, the borders may
be used for rough position as well as orientation estimation. For this purpose,
two line sensors are mounted beside each wheel (see Fig. 3, no. 4). These sensors
measure the reflective properties of the ground — consequently, the black lines
can be detected. Note, that three additional sensors are mounted in the front to
enable the robot to do other tasks like simple line following. This is especially
considered for high school students serving an internship.

Bumpers. In addition to the IR-distance sensors for collision avoidance, our
robot is equipped with a surrounding bumper bar for collision detection. It is
slidably mounted and centered with springs. Depending on the point of collision,
one or two of the four evenly distributed switches is triggered.

IR-Receivers and Beacons. In the task description (Sect. 1.1) we mentioned the
beacons. They are attached to the walls and emit a modulated 38 kHz infrared
signal. If nearby, the robots are sensing the current state (neutral, red, green) of
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the beacons through a modulated infrared signal with different on-off ratios with
the help of directed IR-receivers. The directionality of the receivers is realized
by putting them into a pin-hole case. Three of these sensors are mounted around
the robot, see Fig. 3 no. 9.

User Interface. For programming and debugging of the robot, the various ways
of user interaction are very important, especially for inexperienced users. This
is why the robots are equipped with a display (no. 6), LED illuminated but-
tons (no. 7) and an IEEE 802.15.4 radio module (no. 13). While the display
is intended for showing fast and simple status information, the radio module
enables advanced logging and data analysis.

Modularity. The third generation of our robots is intended to be used not solely
for the course at hand. Hence, we divided the robot’s structure into modules,
where the base module includes motors, encoders, power supply, etc. as shown in
Fig. 4. It has its own preprogrammed microcontroller and provides an I2C inter-
face for basic driving functions. This module can be extended by the additional
sensor module or used in a direct way e.g. in combination with an embedded
PC like the RaspberryPi. In this version of the course, we use the sensor module
as the only extension. It provides additional sensors and a microcontroller to be
programmed by the students.

Maintenance requirements. Currently we have five robots available for the stu-
dents and 7 PC workplaces, which need constant maintenance effort. At the
beginning of the course, creating new user accounts and other administrative
tasks is mostly automated and executed by one of two technicians. This is cur-
rently the most time consuming part. Consequently, some time is needed by a
second technician to do minor repairs like tightening a loose screw or replacing a
broken cable. The otherwise robust hardware is the result of the lessons learned
from the previous generations of the robot, which will be described based on
examples within the next section. The workload of both technicians together
should not be more than 40 h within a year. Of course, this depends a bit on the
number of participants which has been fluctuating between 15 and 30 students
over the years.

2.1 History

The TUC-Bot presented here is the result of a continuous process, which lasted
over 10 years. Compared with its predecessor, see (Sünderhauf et al. 2006, Fig. 9),
we made several improvements. As the modifications may be of general interest
for similar projects, we discuss the most relevant ones following the principle:
Old component, problem, solution.

Servo motors with optical encoders: Especially the encoders were prone to errors
due to scratches. Additionally, the wheels’ axis needed a ball bearing as a second
support, which sometimes led to unwanted mechanical tensions. Our solution was



TUC-Bot: A Microcontroller Based Robot for Education 207

D
IG

I
A

D
C

A
D

C
D

IG
I

I²C
I²C

D
IG

I
D

IG
I

U
A

R
T 

2x XBee

ATmega644P
Module Drive

Bumpers

Wheel Encoders

Line Sensors

IMU

IR Receivers

IR Distance

PC

Servo

Display

Motors

ATmega644P
Module Sensor

RaspberryPi

Fig. 4. The robot’s architecture showing the two microcontrollers connected to the
various sensor and actor components. The lower part illustrates the components of
the preprogrammed base, extended by the second microcontroller with its components
in the middle part. Finally, an embedded PC can be placed on top to extend the
programmable module or even replace it by using the I2C communication.

exchanging those components with robust metal gear motors with internal Hall
effect encoders.

Bumper bar: the previous construction of the bumper bar was split into a front
and a rear bar. Both were directly coupled to their microswitches without further
mechanical support. As a result the switches were worn out rapidly and it was
possible to rip the bar off during crashes. Now the bar is a closed ring-like
construction hold by the chassis.

IR-distance sensor arrangement: Previously we used only two sensors mount-
ed on servo motors, in the front instead of three sensors. This directly led to
the problem that at least one sensors must be turned around all the time to
detect walls either in front or side. This resulted in more complex and prolonged
measurements.

Communication: The previous ways of communication were limited to a wired
serial interface. Especially online debugging and logging of sensor information in
this way was not reasonable. Now, with the radio module, advanced debugging
features are possible.

3 Software-Library

Since we want the students to program an autonomous mobile robot to per-
form some demanding high-level tasks, it would be counterproductive to let the
students program the robot from scratch at the lowest level, especially since
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Table 1. The robot’s main components result in an overall cost of about 400e.

Component Description Costs

2x Microcontroller Chip45 Crumb644 (ATmega644P) 50e

3x IR-Distance Sensor Sharp GP2-1080K (10 cm to 80 cm) 20e

3x IR-Receiver VISHAY TSOP 31238 5e

5x Line Sensor Pololu QTR-1A Reflectance Sensor 15e

1x Radio Transceiver XBee (2.4 GHz; Series 1; PCB-Antenna) 30e

1x Display LCD (2× 16 symbols; backlight) 15e

2x Motor with Encoder Pololu 34:1 Metal Gearmotor with 48
CPR Encoder

75e

1x Motor Driver Pololu Dual MC33926 Motor Driver 30e

1x Battery Pack 6 Cells; NiMH; 7.2 V; 1900 mA h 30e

Miscellaneous PCBs, Mechanical Components, other 130e

we can not expect previous knowledge in basic microcontroller programming,
as stated in Sect. 1.2. Therefore, we developed a software library for our robot,
which implements basic functionalities. They are provided as a documented API
and include simple functions for getting sensor information or passing commands
to the actuators without the need to know on which microcontroller pin they
are connected to or how to use e.g. the ADC. Nevertheless, we provide this
information and every student has the freedom to implement everything from
scratch.

Providing the right amount of such predefined library functions is also con-
troversial. Thus, we first defined the learning objectives and then determined the
necessary functionalities to achieve our objectives. For example, implementing a
speed control algorithm is part of our learning objective, so we do not have any
predefined functions for controlling the speed of the robot’s wheels within our
library — only a function for setting the voltage.

In addition to the library and its documentation, we provide sources for
relevant datasheets, literature, and other information. Furthermore, every com-
puter workplace is preconfigured with the needed software libraries and an editor
including the makefile directive to enable a seamless start for the students in an
Arduino-like style.

4 Learning Objectives

In general, there are multiple learning objectives present throughout the two
semesters of the course, which will be described in the following.

Omnipresent challenges in programming — not only mobile robots, but tech-
nical systems in general — are the error susceptibility, imprecision, and individ-
ual variations within hardware components like sensors and actuators. One could
say that this is one of the main insights the students should take away from this
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practical course: Algorithms which work in theory or simulation will not nec-
essarily work with the real hardware. Of course, this is not the only thing to
learn. The following general learning objectives describe some of the desired
competencies in terms of The students will be able to:

1. explain the components’ working principles of the previously unknown
microcontroller-based mobile robot.

2. analyze a complex task and split it into several sub-tasks like processing sen-
sor data, implementing controllers, mapping, etc. while self-organizing their
activities in the time available.

3. implement, modify, analyze, and create microcontroller-based algorithms in
C/C++ in consideration of the limited resources of an 8-bit microcontroller.

4. record and analyze sensor data for the purpose of debugging and identification
of programming errors or a deeper understanding of the sensors’ characteris-
tics and working principles.

5. explain reasons for measurement outliers and select suitable methods to cope
with them.

6. explain the concept of a differential drive robot.
7. demonstrate a working system which is solving the given task of navigating

through the maze and present their specific implementation details by giving
a short oral presentation.

8. use tools like subversion to develop and manage source code in a small team.

4.1 Structure of the Course

We support the above stated learning objectives by additional lectures, guided
practical work, software, and other material. As the time for complex topics like
digital control theory is not nearly sufficient, most of our lectures are of a more
practical type with theory explained on the example of the given mobile robot.
A more complete theory is then given in subsequent courses, depending on the
student’s choice of specialization. In the following, we like to give an overview of
the structural design of our course, which is the result of continuous improvement
over the last years.

Workflow and Subversion. We start the course with team building and proceed
with a first introduction into the workflow. This includes an overview of the
robot’s components and their basic working principle. Additionally, all the tools
and given materials are presented and programming the robot is demonstrated,
so the students could start right away with programming. Surprisingly, most of
the students have no prior experience with any version control system. As this
is important for team work, we also give an introduction into version control,
especially subversion.

Control Theory. An important step in navigating the robot through the maze is
the ability to drive straight. Many students without experience in mobile robots
do not regard this as a problem, but this is the first issue where theory (all motors
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of the same type are identical) and practice (manufacturing tolerances) diverge.
Providing the same voltage for each motor will lead to a curved trajectory of
the robot because the individual variations within the motors result in different,
non-linear characteristic curves. In consequence, wheel encoders have to be used
to control the velocity of each wheel to a specific velocity. The needed control
theory for implementing a cascaded velocity controller is given within one lecture.
Here, cascaded means two individual velocity controllers for each wheel and an
additional controller on top to control the error between the two wheel velocities.

Visualization and Debugging. In a scientific approach, it is quite natural to
analyze a system by recording and plotting the available sensor data. For under-
graduate students, this does not seem so natural and has to be learned first.
We made the experience, that if the students do not know the exact way to
record and plot the data, most of them will not bother and try to circumvent it.
Hence, we saw the necessity to do an example-based step-by-step introduction
regarding the communication flow and the tools to use for data visualization.
We present two toolchains: first an open source solution using a simple python
script for serial communication in combination with gnuplot for visualization,
and second, a single tool solution by using Matlab for both — communication
and visualization. We conclude our lecture with a simple practical task, where
the students have to apply the just learned theory on the robot. Simultaneously,
we get feedback by assisting the groups. In this way, we often see weaknesses,
which optionally could be addressed in further lectures.

Guided Practical Work. Parallel to our lectures, the students have to do guided
practical work in the first two month of the course, before they can start with
their own ideas to solve the competition’s task. The guided work is composed of
three individual guided task descriptions for getting to know the characteristics
of the motors as well as the distance sensors and implementing a controller for
the wheels. We introduced this step to familiarize the students in a guided —
and therefore faster — way to the robot’s properties. Of course, in a project
like course, this should not be necessary at all, but our experiences showed that
especially groups with low previous knowledge are appreciating this and as a
result get more motivated.

Interim Evaluation. Unfortunately, students tend to underestimate the work to
do for a given task. With regard to this course, it leads to bad results in the final
competition and weak learning outcomes because all the work is done within
the last two weeks before the final competition. To counteract this behavior, we
introduced sub-tasks as milestones with an interim evaluation. They produce
no additional workload, because the implementations necessary for solving them
are a required stepping stone for the final goal.

In the first evaluation, the robot has to move along an imaginative square of
about 2 m in dimension. Mainly odometry and some logic for moving straight has
to be implemented. Next, the robots have to navigate through a simplified maze
in the fastest way they can. This mainly requires using the distance sensors as
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well as the line sensors to implement a navigation strategy. The third evaluation
consists of the maze including the beacons but without an opponent. Winner is
the team who activated the most beacons within the shortest time.

As well as the final demonstration, these sub-tasks are carried out in a com-
petition like manner. By giving points to the best three groups which can be
used as advantage in the final competition, we motivate good performance.

Oral Presentations. Even though the course is based on a competition, the stu-
dents are required to present their findings and experiences after each evaluation
task by giving a short presentation. This fosters the mutual information exchange
and is an opportunity to improve their presentation skills.

5 Continuous Improvement

As mentioned before, we guide our students in their understanding of the basic
hardware, especially the sensors. Based on this knowledge, they develop the
control algorithms and the overall decision logic and robot control architecture.
This architecture is usually either reactive or plan based. The reactive architec-
ture is very simple as it only needs to consider the current state of the robot.
Therefore, it is easy to implement and can be tested quickly. The plan based
architecture is more sophisticated and complex as it additionally incorporates
previous knowledge. For example, the robot creates its own map of the maze
with the beacons while exploring. Afterwards, it uses this information for navi-
gation and path planning to drive to the next beacon(s) or for self-localization.
As much as we would like the students to implement more sophisticated plan
based logic, most of them stop at simple reactive behaviors, because it is already
sufficient for the final competition. Admittedly, these simple solutions are often
more robust and actually increase the performance in the competition. Never-
theless, there are always some very motivated students who want to explore the
limits of their control architecture and try out the advanced methods which we
also introduce. Since we do not enforce a particular method, we always see many
different approaches in the final competition, often with surprising results.

We are planning various extensions and updates of our current robot hard-
ware and software structure. In the following, we discuss three such ideas.

Simulation and Reality. Typically, the students differ in their degree of motiva-
tion as well as learning speed. Consequently, some students are overstressed and
some are subchallenged. This is partly compensated by the project nature of the
task and leads to very different solutions ranging from implementing only rudi-
mentary functionality to very complex algorithms including mapping and path
planning. Primarily to support the motivated and subchallenged students, we
replicated the maze and the robot within the V-REP simulation. In combination
with a Matlab wrapper with the same naming conventions as in our library, it
is possible to test algorithms for the robot. This has the charm of circumvent-
ing possible hardware flaws and develop algorithms in a rapid-prototyping style.
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Additionally, we can exchange V-REP with the real robot to have a hardware-in-
the-loop structure, where the robot accepts commands from Matlab and returns
its sensor information.

Extended Sensor Information. Depending on the quality of the sensor infor-
mation available, programming the robot is more or less challenging. Hence,
if the students have to spend much of their time debugging unreliable sensor
information, there will be less time for higher functions like mapping and path
planning. On the other hand, if the sensor readings are very accurate and reli-
able, the learning focus will entirely move away from processing sensor data and
relating low-level tasks which are still part of the learning objective. Hence, a
balance between both extremes has to be found.

Currently, we have two options for extending sensor information. We recently
added an IMU, basically for the gyroscope values around the z-axis. This is
a good way of giving the students reliable information regarding the robot’s
orientation, which is otherwise hard to get — odometry and line sensors are
possible ways, but get unreliable after collisions with walls within the maze.
Even if the orientation measurements are calculated by integration of the turn
rate, tests showed only little drift of about 5◦ after 5 min movement within the
maze. This could be fixed by using the maze’s grid lines and the robot’s line
sensors. In contrast, fusing global information from a magnetic field sensor is
unreliable because of the maze’s metal foundation.

Besides using an IMU, an external measurement system would be another
option for position and orientation estimation. Therefore, we added a camera
with fisheye lens above the maze and mounted LEDs with bright illumination on
top of the robots. By using the same principle as in (Lange and Protzel 2012),
we can determine the robots’ poses and orientations with sufficient accuracy.
This works well in controlled lighting situations as the system is sensitive to
external illumination sources. On the other hand, this system with its global
position and orientation information might simplify the task too much which
would impair our learning objectives. For this reason, we only used it e.g. for
system identification purposes but did not make it available to the students as
an additional measurement system.

Higher Algorithms. Due to the positive feedback from the students and the good
learning outcomes, we plan to offer an advanced course with the same project-like
character, but with the focus on advanced algorithms. In consequence, a simple
microcontroller as the only processing source is insufficient. So we already exper-
imented with an additional Raspberry Pi embedded PC as visualized in Fig. 4.
There are three possible ways for connecting the PC: by using the TWI, or serial
interface, where we can address the serial interface either directly on the robot
or via the XBee module. As a proof-of-concept, a student developed a simple
example of following a red ball with the robot using a camera. For educational
use, this was done in three versions with ROS as a base. The actual example
solution was realized in Matlab with help of the Robotics System Toolbox, in
Python, and in C++ using the OpenCV library.
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6 Conclusion

We described in detail our motivation and structure in teaching the basics of
mobile robotics with a project-based approach. We gave an overview of our
hardware and software concept in conjunction with the intended learning goals of
an introductory third year undergraduate course in mobile robotics. By following
an competition-like approach, we motivate the students to choose additional
lectures in this field.

Even though the overview of the course’s structure may be obvious to expe-
rienced tutors, it should be useful for those creating a new practical course on
mobile robots. The course benefits electrical engineering students by challenging
them to overcome their software engineering deficiencies as well as computer sci-
ence students who have never seen a PID control algorithm. In addition to those
hard skills, the course is also a good opportunity to sharpen the soft skills in
organizing their team work, giving presentations, and learning about new meth-
ods like subversion or other suitable agile methods as described e.g. in (Gerndt
et al. 2014).
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distance teaching of mobile robotics. IEEE Trans. Educ. 56(1), 18–23 (2013). doi:10.
1109/TE.2012.2224867

Lange, S., Protzel, P.: Cost-efficient mono-camera tracking system for a multirotor
UAV aimed for hardware-in-the-loop experiments. In: Proceedings of International
Multi-Conference on Systems, Signals and Devices (SSD) (2012). doi:10.1109/SSD..
6198047

Sünderhauf, N., Krause, T., Protzel, P.: Bringing robotics closer to students - a three-
fold approach. In: Proceedings of International Conference on Robotics and Automa-
tion (ICRA) (2006)

Sünderhauf, N., Krause, T., Protzel, P.: RoboKing - bringing robotics closer to pupils.
In: Proceedings of International Conference on Robotics and Automation (ICRA)
(2005). doi:10.1109/ROBOT.2005.1570774

Swenson, J.: Examining the experiences of upper level college students in ‘introduction
to robotics’. In: Proceedings of International Conference on Robotics in Education
(RiE) (2015)

http://dx.doi.org/10.1109/TE.2012.2214782
http://dx.doi.org/10.1109/TE.2012.2215329
http://dx.doi.org/10.1109/TE.2012.2215329
http://dx.doi.org/10.1109/TE.2012.2224867
http://dx.doi.org/10.1109/TE.2012.2224867
http://dx.doi.org/10.1109/SSD..6198047
http://dx.doi.org/10.1109/SSD..6198047
http://dx.doi.org/10.1109/ROBOT.2005.1570774


Open Source Robotics Course at Engineering:
Infrastructure and Methodology

Francisco Mart́ın(B)

Rey Juan Carlos University, Fuenlabrada, Spain
francisco.rico@urjc.es

Abstract. This paper describes the characteristics and methodology of
a course of programming mobile robots for an Engineering course. We
will describe the robot we have built for the classes, as well as the use of
gamification and motivation techniques through social networks as teach-
ing techniques. In addition, our group is committed to the open source,
so we will use ROS [9] (Robotics Operating System) as the underly-
ing technology. We will show how the motivation of the students and
the exploitation of the course have improved. As a final result of this
process, several students in this course got involved in the Participation
in RoboCup 2016 held in Leipzig.

Keywords: Teaching · Robotics · Open source · Gamification · Social
networks

1 Introduction

Mobile Robotics is an area of knowledge within Robotics present in careers
related to Mechanical Engineering, Electronics and Computer Science. This area
focuses on the construction and programming of robots that move around to
perform tasks. This discipline includes behavior generation, perception, map
building, self-Localization and navigation, mainly.

Robotics is one of the technologies that will mark the 21st century. The
robots begin to leave industrial environments and begin to populate our homes,
cities and roads. Robots that clean our house already exist, that distribute the
mail in offices or that circulate by our streets in the form of autonomous vehicles.
And everything is yet to come. Many people are worried that this will take away
jobs that robots will do from now on. We, on the contrary, believe that it is an
opportunity for humanity. Many dangerous or tedious jobs will be done by robots
while a great demand will emerge in highly qualified professionals to design and
program these robots. Not only do we believe this, but also bodies such as the
European Union1.

The demand for professionals in Robotics has already begun to grow at a
great rate. For this reason, universities are starting to open more robot pro-
gramming careers, which join the robot-building careers that already exist today.
1 https://ec.europa.eu/epsc/publications/strategic-notes/future-work en.
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It is necessary to cover the need for experts in Artificial Intelligence, Machine
Learning, Deep Learning, autonomous vehicles, ubiquitous systems or the new
man-machine interfaces. There are many degrees that already include in their
curricula courses Robotics, being an area so transversal to many degrees in
Mechatronics Engineering and Computer Science.

In our case, we taught a course in Mobile Robotics in a Telematics Engi-
neering. At the beginning, our students do not consider this subject as a central
part of their career, but experience has shown us that, from this career, many
of them orient their professional future to Robotics.

In this article we want to describe how we have managed to make this subject
attractive to students, and how we provide them with the necessary knowledge
to participate in this revolution in the world of technology. This description is
also intended to be a reference for similar courses. We will describe the design
of the robotic platform we use, the content and motivation techniques we have
used: gamification and use of social networks.

Gamification in teaching consists in using techniques, elements or dynamics
of games to enhance motivation and attention in students, in order to improve
the acquisition of knowledge of the subject taught. This term [2] has its origin
in the digital media industry, around 2008 [4], although it was from 2010 when
it was widely used [1,8]. Applied to teaching, this technique can get students to
engage, motivate, concentrate and strive to participate in activities that could
previously be classified as boring, and with this technique it can be seen as
creative and innovative [6]. Gamification is a very important element within
b-learning [7], or blended learning, where classroom teaching is combined with
teaching online.

The use of microblogging, especially Twitter, applied to higher education has
proven to be an innovative element that enhances the acquisition of knowledge,
mainly promoting debate and discrimination of information [3,5]. There are not
many works that show how the use of this tool motivates the students when
presenting their results to an interested public in their field. Our thesis is that
students can be motivated to perform good practices if they can show them,
making them reach the technical public or even potential future employers.

Our group is committed to Open Source. For this reason, all the software used
in this subject is based or integrated in ROS. ROS is the current standard in the
world of Robotics since its creation in 2006. ROS is a set of libraries and tools
to build Robotic Software. In addition, it defines a set of methods and practices
to be able to use the software that is already in a standard ROS distribution,
and to build new modules that others can use, creating a community around
this project. Robot manufacturers now create their drives ROS-compliant, and
implementing algorithms with ROS interfaces ensures they can be easily used
by thousands of roboticists. In addition, it is an extra element of motivation for
our students, as they perceive that they are learning a tool that is a requirement
to be incorporated professionally into Robotics.

This article is structured as follows: In the Sect. 2 we will describe the robot
design used in the course. In the Sect. 3 we will review the contents of the course
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and show how we applied the principles of motivation described above. In the
Sect. 4 we will show an analysis of the impact of our approach and, finally, in
the Sect. 5, we will provide the final conclusions.

2 Low-Cost Open Source Robotic Platform

Our course is not focused on the construction of robots, but on the program-
ming of mobile robots. For this reason, students begin with several robots already
assembled and ready to be programmed. These robots have the necessary char-
acteristics to practice all the knowledge that the course contributes. When we
designed the platform we established some basic requirements:

– All components of the robot must be fully supported in ROS, both in their
real version and simulated in the simulator Gazebo2.

– The dynamics of the robot must be stable and simple, and compatible with
the navigation software of ROS.

– The robot must have the sensors needed to make 2D maps and navigate its
surroundings.

– It must have a camera to perform image processing, both 2D and 3D.
– It must be a platform whose cost allows to have several robots.
– It should be easy to use.

After analyzing several options, we decided to use a mobile platform Kobuki3,
also known as Turtlebot 2. It is a platform with a differential locomotion. It
can mount a structure of platforms that allows to place sensors, actuators and
computers, up to 5Kg. It is fully supported in ROS4, both the real platform and
the simulator. It does not have a computer on board, so it is connected to a
conventional computer via USB.

In two of the 4 available robots we have used a low-cost RPLidar5 laser sensor
with a 6 m and 360◦ radius of perception. In each of the other two robots we
have used a Hokuyo laser which we were already available. In addition, we have
equipped an Asus XtionRGBD camera6. Both sensors are powered by USB.

It is very common to use this mobile platform by placing a laptop on top. In
fact, in previous courses we have done so. It has the advantage that each student
does the practices in his/her computer and directly executes them connecting it
to the robot and the sensors by USB ports. Even so, the disadvantage is that
you have to leave the upper platform free to be able to place the computer, and
it is not very stable, with risk of computer crash. In addition, It is not very
comfortable to debug the programs when the computer is in top of the robot, as
shown in Fig. 1.

2 http://gazebosim.org/.
3 http://kobuki.yujinrobot.com/.
4 http://wiki.ros.org/kobuki.
5 http://www.slamtec.com/en/Lidar/A1.
6 https://www.asus.com/en/3D-Sensor/Xtion PRO/.

http://gazebosim.org/
http://kobuki.yujinrobot.com/
http://wiki.ros.org/kobuki
http://www.slamtec.com/en/Lidar/A1
https://www.asus.com/en/3D-Sensor/Xtion_PRO/


Open Source Robotics Course at Engineering 217

Fig. 1. Last course robotic platform.

For the current course we equipped the robot with a mini computer Intel Nuc,
which acts as a robot controller. This mini computer has an Intel i5 processor,
500GB of solid state hard drive and 8GB of RAM. Another option was to put a
Raspberry Pi 2 Model B, but the bandwidth it provided for a 3D image stream
from the USB port was not acceptable for any image processing application.
With the i5 mini computer we guarantee a good transmission rate and many
resources to run software on board. We installed a distribution of GNU/Linux
Ubuntu 16.04 LTS and ROS Kinetic. Another decision we have made is that
each robot has its own network, through a Wifi router. This allows one or more
students to connect via wifi or ethernet to the robot. Finally, we have expanded
the robot’s batteries to double its standard configuration to guarantee autonomy
for several hours.

This configuration allows each student to have multiple options to execute
their practices:

1. The student can connect to the on-board computer via ssh. In remote mode
you can edit the program code, compile and test it.

2. Another option is to perform a ROS configuration to run some nodes on the
robot (Kobuki and sensor drivers) and the rest of the nodes on the student’s
own computer. In this way, each student has their own programs on their
computers without having to copy them at the beginning of the class and
delete them from the robot’s computer at the end. In addition, during the
class the same computer can be shared by several students and has the option
of connecting the router to an Internet connection to update its software, or
even for students to consult documentation on the Internet.

The connection scheme of the robot elements are shown in Fig. 2. The front
interface of the robot is shown in the lower part. The 19V, 2A power connection
is only active when the robot is charging its own battery, and is designed to
charge the battery of and hypothetic laptop, which we are not going to equip.
The power connection of 12V, 5A is enough for the mini computer on board,
powering USB to all sensors. The 12V, 1.5A connection feeds the router. The
last connection of 5V, 1A is only used in the case of having a Hokuyo laser, which
needs a separate power supply. Figure 3 shows the already assembled robots.
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Fig. 2. Connection scheme of the robot.

Fig. 3. The four robots at present.

3 Course Content and Teaching Methodology

This course is focused on mobile robot programming. Mobile Robotics is an area
within Robotics that deals with the problems that arise when a robot moves
around its surroundings. The classic problems of mobile robotics are perception,
localization, mapping, navigation and behavior generation. In addition, many
authors consider that, among these problems, also the human-machine interface
and the manipulation. We are not going to consider them in our course because
of the time limits, and because we consider that they can be specific depending
on the application of the robot. The content of the theoretical part of the course
includes:

1. Sensors and actuators common in robotics.
2. Reactive behaviors formed by simple rules that are generated due to simple

sensory stimuli. This theme includes PID controllers and visual control from
image processing.



Open Source Robotics Course at Engineering 219

3. Construction of maps using 2D and 3D sensors.
4. Classic navigation techniques: VFF (Virtual Force Field) and Gradient

Descent.
5. Probabilistic self-localization algorithms: Monte Carlo, Markov and Kalman.

In the practices of the course we put into practice two teaching methodologies:
Gamification and the use of social networks. The practices are organized in a set
of competitions in which the students participate. The practice statement is the
rules of each competition, which specifies the time limits, what the robot should
and should not do, how points and rounds are achieved in the championship.
Each competition has objectives and concepts that are described below:

– Move to the end of a corridor. The rules of this competition are simple:
The robot must use its contact sensors to advance to the end of a corridor
delimited by walls. Scoring exclusively depends on the time spent to reach the
goal. The competition was structured by an initial phase and a final phase,
to which the 4 students with the best points are classified. In the initial phase
there were two rounds, with an interval of one hour to allow the participants
to improve their software if in the first round they had detected some error or
possible improvement. This is common in international robotic competitions.
This practice is their first contact with perception and actuation, and the
student is taught to coordinate them using finite state machines.

– Follow lines. A white line was drawn in the laboratory, as shown in Fig. 4.
The line was five centimeters wide and placed above the green carpet in
the laboratory. The path had an incremental difficulty. The first phase was a
straight line, adding curves in the second phase. The third phase incorporated
some obstacles that could hit the robot if it moved away from the line at
some point. In the third phase the line had discontinuous sections, and in the
final phase again obstacles were incorporated outside the optimal path. If an
obstacle was touched, or the robot turned around, the robot was disqualified.
The position of the participants in a final ranking depended on the sections
that they had completed. In case of reaching the same section, the position
was decided according to the time taken to reach it. Each participant had two
separate attempts for a one-hour interval. In each round the light conditions

Fig. 4. Follow lines arena.
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Fig. 5. Go to ball competition.

could change (artificial light with different intensities, or natural light), being
known 10 min before each round.
In this practice the student must process the image in the HSV color space
to detect the line. In addition, students must design an easy way to calculate
and setup the colors if the conditions change. Students also have to use a PID
feedback control to control the robot.

– Go to ball avoiding obstacles. In this competition, the robot starts from
an initial position and must go through an arena where there are obstacles,
as shown in Fig. 5. At the end there is a red ball, but the position is not fully
known. The robot must traverse this area of obstacles and stop 10 cm from
the ball without touching it. In case of touching an obstacle or the ball, or
leaving the sand, the robot is disqualified.
In this competition the student performs 3D perception and generates actua-
tion reasoning in different 3D coordinate axes. The Virtual Force Field (VFF)
algorithm is explained, based on a combination of repulsive vectors (from
obstacles) and attractive (towards the ball) vectors.

– Navigate in a house. The arena was formed by a set of obstacles that
simulated the walls of a house. It had a corridor from where the robot started,
an open area that simulated a room with an obstacle in the middle, and two
exit corridors of this room, as shown in Fig. 6. Students must build a map of
this scenario in the setup phase.
There are three attempts per student. Just when it starts, the student is told
which is the exit way the robot must take. From this moment on, the robot
can no longer be touched. The robot is disqualified if it hits an obstacle. Each
student gets their position in the final ranking based on the minimum time
it took to reach the goal.
In this competition, students must build a map of the arena using the laser
sensor. In addition, they must implement their own navigation algorithm
using GPP (Gradient Path Planning).

As we presented above, microblogging is an increasingly used tool in inno-
vative teaching strategies as a motivating element. All students previously had
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Fig. 6. Scenario for the Navigate in a House test.

a Twitter account, so it was very easy to apply this technique throughout the
course

The URJC Robotics group has a Twitter account with about 250 follow-
ers, including student associations from the university, internal school bodies,
Robotics companies, groups from different universities, professionals and fans
interested in Robotics. Students were encouraged to tweet videos and photos of

Fig. 7. Publication of results in social networks.
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their practices. When the cite the group, these tweets are re-tweeted from the
URJC Robotics group account among their audience (Fig. 7).

Throughout the course they saw that these messages were re-tweeted or
marked “like” by other research groups in Robotics, or even by companies in
which they could be interested in working, reason why the volume of tweets was
growing during the course. For the teacher it was easy to have a quick reference
of the progress of the students throughout the course and as a source of the
audiovisual material for future courses and conferences.

Three of the most prominent students were interested in the participation
of our team in the RoboCup robot world championship, held in Leipzig from
June 27 to July 3 (Fig. 8). These students began their End-of-Grade Project in
Robotics Works, which was not in their plans at the beginning of the course.
Thanks in part to the financing of our university these students were able to
participate in this competition, in the only Spanish team that participated.

Fig. 8. Students of our university in the RoboCup competition.

4 Results

Several months after the completion of the course, students were asked to com-
plete an anonymous survey to measure their perception of the innovations pre-
sented in this work. 54% of the students answered.

The Fig. 9 shows the evaluation that the students give to the use of social
networks and of gamificación. About half do not give any value to the use of
microblogging. The others value them positively, not having students who con-
sider it negative. However, the use of gamification is highly valued by students.

Figure 10 illustrates how students feel that these two teaching techniques
have helped increase their motivation. On social networks one group considers
that it did not help them, another that has slightly discouraged them and a third
similar group that has slightly motivated them. Few students consider that its
use has been very motivating. With regard to the competitions, most of them
consider that it has been very positive in its motivation. A student considers it
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Fig. 9. Evaluation of Gamification and using Microblogging.

Fig. 10. Motivation produced by gamification and using microblogging

extremely demotivating. Although it is an isolated fact, it will be necessary to
analyze if the fact of competing with your partners and not winning is negative
in some case, and how to solve it.

Finally, the students were asked their predisposition to develop their career
in positions related to robotics. The vast majority consider that their experience
in the course has motivated them to work in this field (left graph in Fig. 11).

Fig. 11. Motivation to work in Robotics (left). Official valoration of the course (right).



224 F. Mart́ın

The right graph of Fig. 11 shows a summary of the official college assessments
of our university obtained before and after applying these techniques. As can be
seen, the valuation in all the sections has improved significantly.

5 Conclusions

In this paper we have shown the planning of a course of robot programming
in an Engineering. We have presented both the resources and the methodology.
Our approach is to use exclusively Open Source elements, so we have used ROS
as the basis for all the software used. We have described the design of the robot
components, specifying the interconnections used, with the aim of being a guide
to replicate this robots in other courses. As an advantage of this robot, we
highlight its low cost, for robots equipped with laser sensors and 3D cameras.
We have also described the most effective way in which it can be used, including
the use of its own processor on board (available for current course).

In addition, we have presented the planning of the course in content. Another
contribution of this article is the methodology used in the practices, based on
gamification techniques. We think that raising practices such as competitions
is a motivating element that encourages students to practice. In addition, it
introduces an own factor of the competitions of international robots: the robot
can not operate only once, with certain conditions and with an indeterminate
term. At the start of the test the robot must be on the start line and must work.

Finally, we have described how we introduce microblogging in teaching
methodology. This motivating element is based on the fact that the students
can publish their results and have an immediate feedback from a specialized
external audience, obtaining a reputation that can be beneficial in their future
work.

Already before the end of the course there were several students who decided
to focus their future work towards Robotics, being interested in doing their final
project of studies in Robotics Mobile. At the end of the course, these students
continued working in this area, participating in the RoboCup World Champi-
onship in Leipzig in 2016.

In conclusion, we think that the use of Open Source in Robotics allows
addressing content in the subject that would otherwise have been complicated.
The availability of tools, drivers and specialized libraries allows us to be able to
impart mapping, localization and navigation concepts in an accessible and sim-
ple way. On the other hand, the use of motivation methodologies has managed
to attract students of engineering, not directly related to Robotics, to this area
of knowledge.
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ment and for partially financing student attendance at RoboCup 2017 in Leipzig.



Open Source Robotics Course at Engineering 225

References

1. Belman, J., Flanagan, M.: Exploring the creative potential of values conscious
design: students’ experiences with the values at play curriculum. J. Comput. Game
Cult. 4(1), 57–67 (2010). Eludamos

2. Deterding, S.K., Nacke, L.R., Dixon, D.: Gamification: toward a definition. In: CHI
2011 Gamification Workshop Proceedings (2010)

3. Fernández, M.R., Revuelta, F.I., Sosa, M.J.: Redes sociales y microblogging: inno-
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Abstract. The Robobo Project is a STEM-based project that aims to bring
educational robotics, in primary and high school, closer to real-world applica-
tions. It is based on the use of a smartphone-based robotic platform called
Robobo, a very flexible programming environment, and a set of lessons to
integrate them. The smartphone provides high-level hardware capabilities in
terms of sensors, communications and processing capabilities that allow to
create more practical and realistic lessons that exploit human-robot interaction,
with a small investment. In this paper, we present the main elements of The
Robobo Project in terms of hardware and software, and two illustrative edu-
cational projects that can be developed within it.

Keywords: Interactive education � Smartphones � Computer vision � Speech
recognition � Real-World robotics

1 Introduction

Robotics is a key subject in STEM education [1, 2], mainly due to its multi-
disciplinarity and practical perspective. Thus, robotic projects involve mechanical
design, electronics and programming skills which, in turn, require a background in
mathematics, physics and other technological sciences. In addition, all of these topics
promote the students being involved in projects with a practical objective as robots are
made to solve problems in the real world. As a consequence, knowledge acquisition is
much more effective due to the attention it captures [3].

Table 1 shows the main specifications of a representative set of robotic platforms
used in STEM education. As it can be observed, most of them have simple sensors
(ultrasonic or infrared), basic communications capabilities (Bluetooth mostly) and low
computing power. The main reason behind this is economical, as introducing a set of
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robots in a classroom is expensive. But there are other reasons like the possibility of
having configurable mechanical kits, made up of simple elements, so the students can
change the robot configuration. This feature in a robotic system implies that the
hardware elements must also be simple, because they can be easily damaged and
repairing them should not be complex.

With such basic hardware, the projects that students can carry out are limited to a
narrow range of possible applications. This was not a problem a few years ago, but
nowadays and in the near future, as students acquire technological skills earlier, these
simple robotic platforms will be a valid STEM tool only for primary level courses.
Moreover, due to the limitations imposed by the hardware capabilities, most of the
robotic lessons in elementary and high schools have traditionally been quite far from
reality, that is, from being implemented in a real robot to solve a practical task [4]. For
instance, a typical lesson in basic robotic courses implies developing a line-follower [5].
This is a very interesting lesson to learn basic programming skills and classical control,
but students perceive robots around them every day without requiring artificial modi-
fications of the environment to operate [6, 7], so this kind of lessons seem artificial to
them. And, finally, simple robotic platforms are far from being up-to-date with regards
to current hardware advances, so when students are using them, they perceive that the
real technology is clearly way ahead. Consequently, educational centers must invest
periodically to renew their robotic platforms, defeating the purpose of low cost systems.

In this sense, a few years ago we started the development of an educational robotics
project called “The Robobo Project” [8], which aims to bring robotics closer to
practical implementations for elementary and high schools. The Robobo Project is
based on a hardware platform called Robobo, displayed in Fig. 1, and a set of STEM
lessons supported on this platform, which are realized through a programming envi-
ronment. The Robobo hardware is made up of a wheeled base that transports a
smartphone, which provides Robobo with high level sensing, communications and
processing capabilities, and that controls the base actuators. The smartphone allows the
development of lessons using more complex sensing modalities, like computer vision
or speech recognition, together with high processing capabilities to execute them
on-board. This permits proposing projects closer to the real applications that robotics
demands nowadays, with a high degree of human-robot interaction (HRI) and using
more realistic sensors, so students start to deal with them early on. On the other hand,

Table 1. Basic specs of representative robots used in educational robotics

NAO LEGO EV3 DASH & DOT MBOT RANGER THYMIO II

CPU Atom Z530 1.6 Ghz
Cpu

Arm926ej-S
Core@300 MHz

Arm Cortex-M0 Arduino Mega
2560

PIC24 32 MHz

Distance sensor Sonar Sonar/IR IR Sonar IR

Sound Speaker/Microphone Speaker Speaker/Microphone Buzzer/Microphone Speaker/Microphone

Camera 1280 � 960 No No No No

Speech
recognition

Yes No No No No

Communications WIFI/USB Bluetooth/USB Bluetooth Bluetooth/USB WIFI/USB

Average Prize 7.000 € 350 € 230 € 170 € 130 €
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the cost of Robobo is reduced, as compared to robots with similar hardware capabil-
ities, as it can be observed in Table 1, where the only platform that supports computer
vision or speech recognition is the most expensive one. In this sense, two more con-
siderations must be taken into account. First, Robobo is a high-value product with a
low-cost for the educational centers, because the main cost is in the smartphone, which
can be provided by the student. Second, the lifespan is much longer than typical robotic
platforms because it can be updated just by replacing the smartphone with a better one,
and, as the phone in use is the student’s, there is no cost for the school. Finally, as the
student is using her own phone, she can work on the projects any time. As it is
well-known, the smartphone market is highly competitive, so the new models are
continuously updating sensors and features and they are always at the edge of tech-
nology. This implies that, when new sensing modalities appear, the Robobo will be
able to handle immediately.

In this paper, we present The Robobo Project’s main features, that is, a description
of the wheeled platform in Sect. 2, the programming environment in Sect. 3 and two
illustrative educational projects supported by them in Sect. 4. Finally, Sect. 5 is
devoted to some general remarks and conclusions.

2 Robobo Hardware

The Robobo robot is made up of two main parts: a mobile platform, called the ROB,
that includes a series of low level sensors, the mechanical and electronic components
for all the actuators, and a communications channel to connect to a smartphone, and the
smartphone itself, the OBO.

Mechanically, the ROB part is divided into two elements that can be observed in
Fig. 2: the main platform and the pan-tilt unit that supports the smartphone. The main
platform contains the circuit boards, infrared sensors, batteries, docks for add-ons and

Fig. 1. Robobo hardware (left) and its use in a class (right)
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the pan-tilt unit. The platform is driven by two wheels which are powered by two geared
CC motors that allow the Robobo to achieve a velocity of 1 m/s with 40Ncm of torque.
This is quite enough for snappy performance and climbing small ramps. The two wheels
can move independently either backwards or forward, allowing the robot to turn.

There is a pan-tilt unit to hold the smartphone. This is a key feature in its HRI
capabilities, as it allows the smartphone to perform actions such as nodding or shaking
its “head”. When the pan-tilt motions are combined with images displayed on the
smartphone screen, the sounds it produces, the displacement of the main platform and
the different colored LEDs, the robot can express and transmit emotions, feelings, etc.
in a way that is very natural and understandable for humans. Thus, it provides a
mechanism for the robot to actively interact with children, influencing their mood,
predisposition to learn, or even making them more sociable. Obviously, in addition to
the interaction possibilities, the pant-tilt support allows for almost omnidirectional
semi-spherical vision all around the robot from the smartphone cameras, providing a lot
of information about the environment in which the robot operates.

The ROB platform electronics are structured around a PIC32 microcontroller for
real time operation and responsiveness. It is in charge of controlling the ROB’s sensors,
actuators and routine programs as well as the communications with the OBO. 9 RGB
LEDs, with a color resolution of 12 bits per LED, for a total of 212 = 4096 different
colors on each RGB LED, are arranged around the ROB platform (see Fig. 2). These
LEDs can be used to provide any type of information to the user. For instance, by
default they are associated to each one of the infrared sensors, allowing the user to
assert what the sensor is sensing in a very simple and intuitive manner. They are in
charge of obstacle detection and fall avoidance as well as ambient light sensing.
Regarding obstacle detection, 7 of the 9 infrared sensors are placed around the ROB to
sense the distance to the different objects, providing obstacle range detection up to

Fig. 2. The Robobo platform and its main sensors and actuators
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10-15 cm depending on the color of the obstacle, and thus, Robobo is able to carry out
collision avoidance tasks when required.

Two frontal sensors are dedicated exclusively to the detection of “holes” (in the
sense of lack of floor). These sensors are tilted towards the ground at a 70° angle to
optimize hole detection and its range, so that the robot has time to stop before falling.
Two of the obstacle detection sensors in the back of the robot share the fall avoidance
functionality. It is important to note that, even though the sensors are configured to
work as infrared sensors, they can be reconfigured as ambient light sensors if the user
so desires. In this configuration, the sensor returns the light intensity value.

The ROB platform communicates to the OBO part of the system by means of a
Bluetooth module together with a series of firmware programs whose function is to
abstract the low-level control into an API that the OBO can use. That is, the software
developed on the smartphone just sees this abstraction of the ROBs functions. The
choice of a wireless communications protocol over a wired one, such as USB, had to do
with increasing the versatility and reducing the complexity of the platform due to the
diversity of connectors and connector positions in different smartphones. Thus, the
ROB platform can be used with any smartphone just as long as it has Bluetooth
connectivity. As a summary, Table 2 shows the sensors, actuators and communication
capabilities of the Robobo robot, both those provided by the ROB and those of the
OBO. It must be pointed out that, although the processor of the ROB has low com-
puting capabilities, the one in the smartphone is, in general, much more powerful than
any other robot in educational robotics if a mid-range smartphone is considered.

Table 2. Robobo main sensing, communication and actuation capabilities organized consider-
ing those provided by platform and smartphone separately

Platform Smartphone

Sensors U 9 IR sensors (front, back
and floor)
U 4 Odometric sensors (motor
encoders)

U Vision: front and back
high-resolution cameras
U Ambient: proximity, light,
temperature
U IMU: gyroscopes, accelerometers,
U magnetometers
U GPS
U Sound
U Touch on screen

Communications U Bluetooth U 3G-4G
U WI-FI
U USB

Actuation U Two motors on the wheels
U One motor for PAN
U One motor for TILT
U 9 LED lights

U High-resolution LCD Screen
U Speaker
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3 Robobo Software

One of the main goals of the Robobo robot is to serve as an educational and enter-
tainment tool for teaching programming, robotics, and STEM disciplines across a wide
range of ages. This goal has been the main idea driving the design of the software
architecture of the robot, and the result is a completely modular architecture that:

• On the one hand, allows the easy extension of the robot with new features;
• And, on the other hand, allows users to program the robot using very different

approaches that suit a variety of educational levels, like block programming, Java
language or the Robot Operating System (ROS) [9].

In this section, we provide a detailed description of the Robobo software archi-
tecture and the different programming paradigms supported by it.

3.1 Software Architecture

As previously introduced, the main requirement of the Robobo software architecture
was to support the programming of the robot using very different programming
paradigms. The goal was to be able to use the robot for teaching STEM and robotics in
very different levels of education, from primary schools to universities, through sec-
ondary schools or even for research purposes. With this idea in mind, we have designed
the completely modular software architecture shown in Fig. 3. It is based around the
concept of Robobo module and a very lightweight library, called the Robobo Frame-
work, which provides the essential mechanisms to manage and run those modules on
an Android smartphone (iOS version support is under development). On top of this
library, two different kinds of modules can be loaded:

• Functionality modules (the orange ones in Fig. 3): implemented in Java using the
Android standard API, they provide different functionalities to the robot like speech
recognition, face detection, environment sensing or physical movement. Further-
more, these modules complement the native API of the robot, which can be directly
used for programming it using Java for Android, and thus creating Robobo Apps
that can be run in any Android smartphone.

• A series of proxy modules (ros-proxy and remote-proxy modules in Fig. 3), also
implemented in Java, which provide particular interfaces to other programming
environments, like ROS, Scratch or the native Robobo Educational IDE using
Blockly. These interfaces provide a translation between an external API or protocol,
and the native Robobo API in Java.

Robobo comes by default with a particular set of these modules but, as they are
completely decoupled between them and the framework, advanced users can customize
the set of modules, and even implement new modules to support new robot func-
tionalities, or even new programming paradigms through proxy modules.

Finally, it is important to note that there exists a module for connecting the Robobo
framework and its modules to the Robobo robotic base (ROB). The rob-interface
module, shown in pink in Fig. 3, implements the Bluetooth communications protocol
of the ROB and provides a control API for other modules to use. This module is not
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special at all, it is implemented and loaded as any other module of the framework, but
we have decided to present it in a different color because it is an essential module to
control the physical part of the robot, the ROB platform.

3.2 Robot Programming

As briefly introduced in the previous subsection, the robot can be programmed using
many different programming languages or paradigms and, thanks to the modular design
of our solution, it can even be expanded to support new paradigms. Currently, Robobo
supports four different programming languages or paradigms:

• Java programming for creating Android Apps.
• Scratch programming with ScratchX [10].
• Block programming using our own IDE based on Blockly [11].
• ROS programming for universities and scientific usages.

Java programming is directly supported by the native API provided by the different
modules. Using the Robobo framework users can create custom Android Apps that
control the behavior of the robot. These apps use the programming interfaces of the
Robobo modules to access the different functionalities of the robot and build new robot
behaviors or solve new tasks.

For block programming, we currently support two different approaches. Scratch,
and our own block-based IDE that uses Blockly. As can be seen in Fig. 3, both
approaches are connected to the framework using the same proxy, the Robobo Remote
Access Protocol (RRAP). This is a simple JSON based protocol that allows remote
access to the Robobo modules’ APIs.

Fig. 3. Block diagram showing the Robobo software architecture and the different programming
paradigms supported by it
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Scratch is supported by a Scratch extension, implemented in Javascript, that
translates between Scratch blocks and operations of the Robobo modules exported
through the RRAP. Our Blockly IDE follows a similar approach, where blocks are
directly translated to Javascript code that uses the RRAP to control the robot remotely
from the user’s browser.

Finally, Robobo can also be programmed using the Robot Operating System
(ROS), commonly used by the scientific community and for teaching robotics at many
universities. ROS is supported by a ros-proxy module than translates between the
native APIs of the modules and ROS messages and topics.

4 Robobo Interactive Lessons

To illustrate the type of interactive lessons that can be developed within The Robobo
Project and the potentiality of using more advanced hardware in educational robotics,
in this section we are going to present some examples of learning projects that have
been designed, and that use the Robobo hardware and software commented in the
previous two sections. These lessons are adequate for high-school students that have
some basic notions of block-based programming, and they can be implemented with
the ScratchX blocks already implemented in the Robobo software.

All the classical robotic lessons that can be developed using the typical sensors
present in many other robotic platforms like infrared, IMU, simple sounds, ambient
light or ground color, are directly applicable to Robobo. Consequently, we are going to
focus our attention in the sensorial modalities that are rarely used in STEM robotics:
computer vision, advanced sound processing, speech recognition and touch interaction.

All of these lessons start from the following didactical premises:

1. The students use their own smartphone in classes: this is a motivational aspect
because they exploit a familiar element that, in addition, can also be used at home.

2. The Robobo can be programmed using a tablet or a PC: depending on their
programming skills, preferences or educational center policy

3. The Robobo software simply requires that the Robobo and the smartphone are on
the same WI-FI network (a dedicated one can be created in the classroom)

4. All the Robobo lessons can be applied in the real world

4.1 Simon Says Musical

In this first example, the project that students must solve is creating an interactive game
consisting on a musical version of the classical Simon Says game using ScratchX
blocks. Two elements are required in this case, a Robobo and a piano (see Fig. 4a for
an example of configuration). They must be close and in a low noise environment.
Specifically, the students must develop a game with the following steps:

1. The robot operation starts with a clap that “wakes up” Robobo, which says “Ready”
2. With a second clap the game starts, and the robot tries to challenge the user saying

something like “follow me if you can”
3. The robot produces a single musical note
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4. The facial expression in the LCD screen changes to one that seems to pay attention
to the user (Fig. 4b shows a possible expression) and the Robobo starts recording
the musical notes the user creates

5. The original note produced by Robobo must be compared with the one sensed by it:
5:1. If they are the same, the robot changes its expression to a happy one (Fig. 4c

shows an example), the pan-tilt unit moves up and down (like saying YES with
the head) and it emits a congratulating sound. The program returns to step 3 but
now playing one more note.

5:2. If they are different, the expression changes to a sad one (Fig. 4d), the pan-tilt
unit moves from side to side (like saying NO with the head) and a failure sound
is emitted. The program returns to step 1.

To solve the lesson, students must apply the following ScratchX blocks:
clapDetector, speechProducer, noteProducer, noteDetector, soundProducer, emo-
tionProducer and motorCommand, as well as other ScratchX native blocks to create the
algorithm. The configuration of the blocks to achieve a fluid and reliable interactive
game is part of the students work because, as highlighted in the introduction, the goal is
to solve problems that can be used in the real-world.

As it can be observed, this lesson does not require any movement of the robotic
platform, so one could think that a robot is not necessary in this case. But the approach
behind The Robobo Project is that the human-robot interaction is more than just
movement, and developing this type of static interaction is also very important.
Moreover, the pan-tilt unit must be moved in this lesson so, from a didactical point of
view, the students must use the Robobo motor commands.

4.2 Robobo Pet

The second example project is focused on programming the Robobo to act as a pet.
That is, the robot will ask the user for food, attention and “affection”. The modules
required to solve this project use all the interactive modalities of Robobo, that is,
computer vision, speech recognition, sound production and touch. In this case, the
specifications provided to the students start with the premise that only a Robobo and a
user are required in a controlled environment, in terms of other elements that can

Fig. 4. (a) The Robobo and the piano (b) Waiting for the user notes (c) User success (d) User
failure
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interfere between them. Moreover, the program that controls the robot does not follow
a sequential scheme in this case, but an event-based execution that is fired by the user
with its interaction. The pet behavior must work as follows:

• Basic instincts: Robobo must store two variables that represent thirst and hunger
levels. They start at a predefined value and they decrease proportionally to the robot
activity (basically, motor movements). If these levels are lower than a predefined
threshold, the robot must say “I am hungry” or “I am thirsty” until they are refilled
as explained below.

• Movement: Robobo must move in order to capture user attention if no event has
been executed for a predefined time-lapse. For instance, it can spin or emit a sound.

• Touch: two different behaviors must be implemented depending on the type of
screen touch modality:
• Tap: if the user touches the screen with a single tap, Robobo must react dif-

ferently depending on the part of the “face” that is touched. If it is in the “eye” or
in the “mouth”, it will move the tilt motor backwards and show an angry
expression (see Fig. 5a and b for examples). If it is in any other point, it will
show a laughing face and emit a sound saying “tickles” (see Fig. 5c and d for
examples)

• Flip: if the user slides a finger over the screen, the pan-tilt unit moves accord-
ingly. The possible sllide directions must be discretized into four pan-tilt
movements: tilt backwards or forwards and tilt rightwards or leftwards.

• Voice: Robobo must react to the following predefined phrases:
• Here comes the food: the robot prepares to receive food
• Here comes the drink: the robot prepares to receive drink
• Hello: the robot answers by saying “Hello”
• How are you?: the robot will respond by saying its thirst and hunger levels

• Vision:
• Color: Robobo must detect 2 different colors, green for food and blue for drink,

but only after the corresponding voice command has been detected. In both
cases, it must say whether the color is correct or not. For instance, if the user
says Here comes the drink, the robot must look for a blue color area of a
predefined size in its field of view (the left image of Fig. 6 shows example), and
after a time-lapse, it must say “Thank you for the drink” or “I don’t see the
drink”.

• Face: Robobo must detect the user face. If it is below a threshold, the robot will
move backwards (Fig. 6 right)

To solve this second project, students must apply, and configure, the following
ScratchX blocks: speechProducer, speechRecognition, faceRecognition, colorDetection,
touchDetection, emotionProducer and motorCommand, as well as other ScratchX native
blocks to create the algorithm. The main feature of this project is that it can become as
complex as the student wants, because achieving a fluid response of the pet is not simple.
Furthermore, its upgrading possibilities are huge, and this is very important to promote
student creativity. Thus, the teacher could propose several improvements. For instance,
the robot could dance following the rhythm of a musical piece, it could follow the user
voice or face while he/she is moving, or it could serve as a movable alarm clock.
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5 Conclusions

The Robobo Project aims to be a starting point in a new didactical methodology for
educational robotics, which is based on more realistic projects to be solved by students.
It is supported by a smartphone-based robotic platform, which exploits the high-end
technology that is included in current mobile phones without implying a large
investment for the educational centers. Moreover, it uses a very flexible programming
environment that allows students to program in different languages depending on their
skills, so the Robobo lifespan is large. In addition to presenting the main features of
hardware and software architectures, two illustrative lessons that can be developed with
Robobo have been described. As it can be observed in both examples, a more natural
and realistic interaction can be obtained with the high-level sensing capabilities

(a)            (b)                    (c)           (d) 

Fig. 5. Possible expressions in the touching behavior

Fig. 6. The user showing a green ball that represents “food” (left) and his face, which makes
Robobo move backwards (right)
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provided by the robot, allowing for more realistic applications to be developed by
students. Currently, Robobo is under testing in selected high schools in Spain, with the
objective of being introduced to general public education from September 2017. As a
consequence, some improvements, mainly in software and lessons, are under devel-
opment right now.
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Abstract. Robotics is a versatile tool for teaching STEM topics, as it
supports various disciplines, skill sets and target audiences. However,
controllers used in Educational Robotics are often limited in their use
cases. In this regard, Hedgehog tries to be flexible by design. This paper
introduces Hedgehog’s architecture, currently implemented and future
use cases, and experiences from our first Hedgehog workshops.
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Python

1 Introduction

As a joint research and educational organization, the Practical Robotics Insti-
tute Austria (PRIA) offers students various ways to participate in educational
robotics activities. From elementary school, where PRIA conducts LEGO Mind-
storms courses, to technical high school, where students participate in interna-
tional robotics competitions and research projects, there are a lot of different
approaches and requirements to our offers.

As such, PRIA uses a variety of robotics controllers depending on the use
case. However, investing in and supporting different systems results in more
complex maintenance and higher costs. A device that offers a wide variety of
applications for audiences of different ages, experience levels and interests is
therefore desirable. With Hedgehog, we have striven to create such a system.

2 Related Works

There are many different robot controllers on the market. Here, we show three
controllers in use at the PRIA lab: LEGO EV3, “Link,” and “Wallaby”, the
latter two by KIPR, an American organization that runs the Botball Program.

The LEGO Mindstorms EV3 [1] is a robust, commercial robot controller.
It uses a visual programming environment for coding, programs are transferred
to the controller over a Mini USB cable. While the commercial support and
the thought-out accompanying robotics kit are a big benefit, it is also a closed
system. Up to four motors and sensors each are connected to the EV3 using
c© Springer International Publishing AG 2018
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proprietary cables. Servos are not supported, and the focus is clearly on children,
with no official way to do textual programming on the EV3.

The KIPR Link and Wallaby controllers [2] were developed for the Botball [3]
robotics competition. They are both programmed in C, and thus not suitable
for elementary school children. The Link uses native desktop IDEs (Integrated
Development Environments) for Windows and OS X, and WiFi or USB for
transmission. The USB driver is known to make problems in some situations.

The Wallaby is connected to a development machine via WiFi or USB, where
it is detected as a network device. In some Windows configurations, driver instal-
lation has problems, but as long as the driver is installed properly, it works reli-
ably. By default, each Wallaby opens a wireless hotspot with a unique SSID. In
situations where many Wallabies are used at the same time, wireless connections
don’t work any more. Consequently, a software update was released that gives
the user the option to deactivate the WiFi, or connect to another network.

A great obstacle for using one of these controllers for different audiences is
their programming languages. The EV3 was not developed to get an update
for textual programming, and Link and Wallaby were not developed for visual
programming. Other than that, none of these controllers support the user in com-
bining the robot API (Application Programming Interface) and other libraries.

3 Design and Architecture

Hedgehog’s versatility stems to a large extent from its architecture. Furthermore,
Hedgehog embraces open source technologies, enabling and inviting users to
tinker with almost all parts of the controller.

The controller consists of two main parts: the Software Controller (SWC) is
a Raspberry Pi 3 Model B that provides connectivity via WiFi, Ethernet, and
USB. It is master to the Hardware Controller (HWC), which handles external
components. The HWC is implemented as a printed circuit board (PCB) with
an STM32F4 microcontroller at its core [4].

A controller is accessed over the network using WiFi or Ethernet, or from
the device itself. Programs can be written using a web-based IDE.

The following subsections provide a bottom-up view of Hedgehog’s hardware
and software architecture. While many users will mostly use the Hedgehog IDE
to write programs, all of these parts are open to examination.

3.1 Hardware Controller (HWC)

One of the Hardware Controller’s main purposes is providing the physical con-
nection to peripheral hardware. Table 1 gives an overview of the connectors, some
of which are routed through from the Raspberry Pi. The pins are compatible to
the Link and Wallaby controllers.

Hedgehog uses an external 7.4 V power source, such as a 2-cell Lithium Poly-
mer battery. For power management, the HWC board contains two switching reg-
ulators: one for the Raspberry Pi, and one for the servo ports. The motor drivers
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Table 1. HWC connectors overview

Connector Count Description

Motor 4 2 pin connector, motor driver

Servo 4 Standard RC servo connectors

Digital I/O 8 3 pin connector, configurable as input & output;
optional pullup or pulldown resistors for input

Analog input 8 3 pin connector, 12-bit analog/digital converter
inputs with optional pullup or pulldown resistors

I2C Bus 1 Inter-integrated circuit from Raspberry Pi

SPI 1 Serial Peripheral Interface from Raspberry Pi

SPI 2 Serial Peripheral Interface from Microcontroller

are connected directly to the battery. The HWC contains a buzzer and four pro-
grammable LEDs, and monitors the battery voltage. Currently, the buzzer is
used to issue a low-voltage warning.

HWC and SWC interface via Universal Asynchronous Receiver/Transmitter
(UART) [4]. In addition, the microcontroller’s reset and boot pins are connected
to the Raspberry Pi, allowing replacement of the firmware using the STM32F4’s
UART bootloader.

The default firmware services requests by the SWC, but future versions might
use HWC-initiated communication as well, e.g. for interrupt-based sensor input.

3.2 Software Controller (SWC)

The Software Controller contains most of the Hedgehog’s logic. It uses Raspbian
and runs the Hedgehog’s server processes.

Hedgehog’s main process is a python program called the “Hedgehog Server”.
It services commands that are received over the network, communicates with the
HWC, and provides a discovery service so that Hedgehog controllers can be found
on the network. The server is modular to simplify updates and customization,
e.g. addition of new message types. The required software can be installed using
the Python package manager, pip, so that software updates are easily possible.

The SWC also runs the “Hedgehog IDE” web application, which will be
available via the node package manager, npm. Furthermore, an STM32F4 tool-
chain [4] and the Protobuf compiler are installed on the Raspberry Pi, meaning
all Hedgehog software can be built and deployed using the controller.

The installation process is currently best documented for Unix-like operating
systems. It is a clear and easy procedure starting with an empty Micro SD
card. Easy installation encourages development and testing of modified software
setups. For example, the default text-only Raspbian can be replaced with one
providing a graphical shell, otherwise following the same installation instructions.

As Hedgehog does not have a touch screen or similar, a network connection
is required for using it. This leads to the problem of a sensible default network
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configuration. Hedgehog solves the problem by using a configuration file provided
on a USB flash drive. At startup, the controller looks for this file and saves the
settings, including networks and the controller’s device name.

By default, Hedgehog does not open a WiFi hotspot, it instead connects to
an existing network. The rationale is that in a classroom setting, having one
wireless network per controller results in terrible performance. Ad-hoc networks
are not universally supported and were therefore not considered further.

3.3 User Programs and Hedgehog Protocol

By accessing the controller over the network, programs can be run on any
machine. In the usual case, a local process connects to the Hedgehog Server,
but that is not required. For example, one program could connect to multiple
controllers at the same time, as shown in Listing 1.

1 from time import sleep
from hedgehog.client import connect

# connect to two Hedgehog controllers. Default is to connect
# to the local Hedgehog Server on 127.0.0.1:10789.

6 # Specifying ‘endpoint=None ‘ overrides this to use the
# discovery mechanism: only a controller that is configured
# as a ‘robot -arm ‘ is considered for connection.
with connect () as hedgehog1 , \

connect(enpoint=None , service="robot -arm") as hedgehog2:
11 # move local motor for one second

hedgehog1.move(0, 1000)
sleep (1)
hedgehog1.move(0, 0)

16 # enable and move remote servo
hedgehog2.set_servo (0, True , 1500)
sleep (0.5)

# upon termination , all motors and servos are disabled

Listing 1: Python sample program connecting to multiple controllers

The Hedgehog Server listens to a well-known port, so local programs can
use that port and the device’s loopback address to connect to it. For remote
applications, users can either specify the IP address or device name manually,
or use the discovery mechanism to find controllers that advertise a particular
service. For example, a program might connect only to a controller that offers
the custom robot-arm service.

Connections between client processes and the Hedgehog Server use
ZeroMQ [5], a messaging library. Protocol messages are encoded and decoded
with Protobuf [6]. Both of these libraries are available in many programming
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languages, allowing for client programs in various languages [4]. Client libraries
are intended to follow the philosophy of the language in question so that using
Hedgehog, that language can be taught properly.

The Hedgehog protocol and client libraries support accessing sensors, motors,
and servos. In addition the protocol defines messages to start and manage
processes on the controller, e.g. to run user programs from an IDE. Protobuf
allows it to handle unknown and changed message types, enabling updates to
the protocol while maintaining compatibility on the wire.

An important design goal of using a language-agnostic, extensible network
protocol for all hardware access is the ease of implementing new kinds of clients.
For example, a first prototype of the Hedgehog IDE was a standalone Python
desktop application. The new web-based version is a very different kind of soft-
ware, but it can access the controller in the same way.

An example program using the Python client is shown in Listing 1. There
is also a node.js client library, and a Scala/Java library prototype for Android
apps, which was used to create a mobile visual programming environment [4].

3.4 Hedgehog IDE

The Hedgehog IDE is a web application that uses node.js for the backend and
Angular 2 for the frontend. Both are written in TypeScript and share code where
possible. From a Hedgehog architecture point of view, it is a rather complex, but
otherwise ordinary client program: it runs locally to the controller and connects
to the Hedgehog Server using the node.js client library to run user programs.

The Hedgehog IDE allows users to create, edit and execute applications for
the controller. Internally, all projects are managed as git repositories. This is
normally hidden from users, but it creates a universal way for advanced users
and third party tools to access Hedgehog projects.

The IDE supports both textual and visual programming, shown in Figs. 1
and 2, respectively. The latter is based on Blockly, a library for building
visual programming editors. The visual editor provides two “toolboxes” of com-
mand blocks, one targeted at beginners, and a more comprehensive toolbox for
advanced users. Blockly programs translate directly to Python code that is then
executed. Users can inspect the code that is created from their visual program
and thus use the visual editor to transition to textual coding.

As a web application, the IDE doesn’t need to be installed on the program-
ming device, and supporting different platforms does not require separate appli-
cations. Access via WiFi or Ethernet does not require any driver installation,
and no firewall rules are necessary to access the IDE. Although development is
currently focused on traditional desktop computers and browsers, the IDE can
later be optimized for mobile devices.

When using a Raspbian version with a graphical shell, Hedgehog IDE can be
used directly on the controller by connecting peripherals to the Raspberry Pi’s
HDMI and USB ports.
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Fig. 1. Hedgehog IDE Python editor.

Fig. 2. Hedgehog IDE Blockly editor.

3.5 Maker Aspects and Open Source

Most parts of Hedgehog can be assembled using equipment typically present in
fab labs. In particular, a laser cutter for the acrylic case of the controller and a
reflow oven for SMD (surface mounted device) assembly are required [4].

For space reasons, the HWC circuit board has four layers, making it one part
that can not easily be manufactured in fab labs. Other hardware components



244 C. Koza et al.

that need to be purchased include a battery, Raspberry Pi, SMD parts and pin
headers, and acrylic sheets and screws for the case [4].

Hedgehog runs mostly free, open source software: Raspbian is a variant of the
open source Debian Linux distribution. All parts of the Hedgehog Server, IDE,
and firmware are licensed under AGPLv3 and available from GitHub. Required
third party software, such as ZeroMQ, are open source and installed from Rasp-
bian, PyPI (Python Package Index), and npm repositories. The microcontroller
firmware also relies solely on free software libraries [4].

The HWC circuit board layout and acrylic case design are being prepared for
open sourcing as well. When this is done, all aspects of Hedgehog development
can be done on the controller itself.

4 Use Cases

As seen in the previous section, Hedgehog is very open about almost all parts
of its hardware and software. Some parts are more suitable for advanced users,
but many others are accessible to beginners as well.

As Hedgehog is only the controller, we emphasize topics here that focus on
that device. For example, combined with an omnidrive chassis, Hedgehog can
be used to introduce that mode of motion, along with supporting trigonometric
concepts. However, that is mostly due to the chassis, not Hedgehog. We will of
course assume that basic robotics components are available.

The following subsections highlight some ways to use Hedgehog in
the classroom and other educational settings, ordered by approximate age
appropriateness.

4.1 Visual Programming Using Pocket Bot and Blockly

As mentioned above, Hedgehog features a visual programming environment in
its IDE, and also in the Pocket Bot app. Graphical environments can be used
to teach the basics of imperative programming at an early age, and the robot
provides a graspable target platform for commands.

Pocket Bot [4] is an extension of the Pocket Code [7] Android app. A Pocket
Code program has a stage that is composed of background and objects. Each of
these can have scripts that trigger on different conditions, such as the start of
the program, or tapping an object.

After the trigger block, command blocks specify actions to execute, such as
moving an object on screen. There is a distinction between blocks, which execute
actions and have no result, and functions, which have results and generally no
side effects. Pocket Bot adds blocks for controlling Hedgehog’s motors and servos,
and functions for reading sensor values. Figure 3 shows examples of both [4].

Figure 2 in the previous section shows the Blockly editor of the Hedgehog
IDE. Control structures are shown in a way that supports the notion that they
group commands, and puzzle-like knobs indicate how blocks can be combined:
commands flow vertically, while expressions are combined horizontally.
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Fig. 3. Pocket Bot visual programming environment for Android. From left to right:
background and objects in the Pocket Code demo application; Hedgehog command
blocks; part of an object’s script that toggles a motor; and usage of a Pocket Bot
function for sensor readout [4].

The “Code”-button switches the view to a read-only Python version of the
program. Once students are comfortable with formulating algorithms in the
visual environment, they can use this feature to understand how their code
translates to Python, or they can use the visual environment in self-study to
remind themselves on how to write specific pieces of code.

Both visual coding environments provide a slightly limited feature set com-
pared to the Python API: they only support connecting to one controller, and
process management or multithreading features are missing. The assumption
here is that visual coding is mainly used for beginners, where such advanced
features are not needed.

4.2 Textual Programming in Python

Textual programming is less appropriate for young children, but has other ben-
efits. We focus here on Python, but these benefits apply to most other program-
ming languages as well.

Python is a multi-paradigm, general-purpose language. It has a large stan-
dard library and ecosystem of third-party packages for various kinds of prob-
lems [4]. It is further regarded as easy to learn [8], with little syntaxtic overhead.

Listing 2 shows a very short Hedgehog program. Compared to a program in
C or a related language, there is no main function and all code is executed from
top to bottom. Although explaining the exact workings of the first four lines
would be too much for a beginner, the connect() call at least motivates that the
code up to that point sets up a connection for the rest of the program.

Although it makes Hedgehog programs look busier at first, we decided against
executing setup code before running the user’s actual script. For experienced
users, this means that there are no surprises in running one’s code. When a
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from time import sleep

from hedgehog.client import connect

with connect () as hedgehog:

5 hedgehog.move(0, 1000)

sleep (1)

Listing 2: Smallest viable Hedgehog program

beginner grows out of the core Hedgehog environment, they don’t have to first
learn how to imitate the setup that was “magically” done for them before.

4.3 Distributed and Concurrent Applications

The Python Hedgehog library is designed to be threadsafe, and all of Hedgehog
is ready to be used in a distributed setup. A simple example of a distributed
application would be a remote control, which children love, but is often hard to
implement because of the necessary communication.

Listing 1 already showed that accessing two controllers at the same time is
very easy. Creating a remote control becomes a matter of reading the sensors of
one controller, and effecting the actuators of a second one.

Having different programs to communicate with each other requires more
work on the user’s part, but many necessary features are already in place: the
discovery system is not limited to advertising the Hedgehog Server, it can be
used to find any service on the network. A server also needs to listen for clients’
messages, usually on a new thread; the Hedgehog library’s thread safety is helpful
in that regard. Users still need to take care of the usual pitfalls of concurrency,
but they don’t need to search library code while looking for problems.

4.4 Microcontroller Programming

As explained earlier, the SWC comes with a toolchain for the HWC’s STM32F4
preinstalled. In fact, the main way of updating the HWC firmware is to pull
the newest source code from GitHub, building it on the Raspberry Pi, and then
flashing the HWC.

Compiling code for a microcontroller requires cross-compilation [4], which
can be tricky to set up. Having a device that combines development environment
and executing device is therefore very convenient, especially when students might
bring their own devices with different operating systems, etc.

Users are of course bound to the hardware layout of the HWC [4], but there
still is a lot of freedom. The microcontroller’s UART, reset and boot pins are
wired to the SWC, and others are connected to the motor drivers or to the
servos’ power supply. The microcontroller’s SPI and analog/digital IO pins, for
example, can be used freely as with a discovery board.
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Users can modify the firmware to do new things, or ignore the HWC and
SWC software entirely and create their own microcontroller projects. To restore
the original state of the controller, re-flashing the official firmware is sufficient.

4.5 Project Participation by Students

For PRIA as a joint research and educational organization, Hedgehog is also a
valuable tool to include students in our projects. For example, the Hedgehog
IDE described in this paper is being developed by a student team from TGM, a
technical high school in Vienna, Austria, as part of their graduation project.

Other projects in which high school student teams used or improved Hedge-
hog technology include “00SIRIS”, where students designed a 3D-printed robot
arm for classroom use (shown in Fig. 4), and “AndriX”, which became the pre-
decessor [9] of Hedgehog.

Fig. 4. 00SIRIS 3D-printed robotic arm

5 Workshop Experiences

As part of the ER4STEM project, first Robotics workshops using the Hedgehog
controller were held. Students were taught the same topics as in previous work-
shops with controllers from the Botball program, except for the programming
language: C in case of Botball controllers, Python in case of Hedgehog.

As of this writing, four Hedgehog workshops with a total of 70 students
aged 11 to 16 have taken place. Figure 5 shows metrics for these workshops.
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Fig. 5. Response counts from four workshops each, for statements “working with robots
was interesting/difficult/fun” (5: don’t agree, 1: agree) and “overall, I would rank this
course with . . . stars.” Bottom: Totals for Botball and Hedgehog.

For comparison, four Botball workshops with a total of 72 students in the same
age range are presented as well. The chart shows response counts relative to
group size as the area of the bubbles.

For the difficulty question, there is no significant difference between the kinds
of workshops. For the other questions, it can be seen that grades of 5 and 4, or
1 and 2 star ratings, are almost absent from Hedgehog workshops. Of those that
gave a grade of 1 or 2, students in Hedgehog workshops more often gave a 1 than
those in Botball workshops. For the star rating, this is less clear: two of the four
workshops had only 4 and 5 star ratings and a very high proportion of 5 star
ratings, while the other two workshops had mostly 4 star ratings.

The absence of bad grades and ratings shows that less students did not engage
with the workshops, and the gravitation towards top grades indicates that enthu-
siasm in those already engaged was greater as well. It has to be noted, however,
that other factors were not corrected for in the data. For example, different peo-
ple held these workshops, and students from different schools participated in
each one.

Oral responses from tutors indicated an overall satisfaction with Hedgehog.
Compared to Botball controllers, they say that the system runs more stably, the
wireless connection is more convenient than USB, and that the use of Python
accelerates the workshops because there is no compilation step.

6 Conclusion and Future Work

First results suggest that Hedgehog in its current state is already a viable teach-
ing tool. A further essential step is the completion of the Hedgehog IDE.
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Some teams have registered to use Hedgehog in competitions at the European
Conference on Educational Robotics (ECER) 2017 in Sofia, and Hedgehog will be
used in workshops throughout the school year and during the summer holidays.
All this will give us further feedback and experience reports to improve the
system.

Plans for improvements and new features include a change to the HWC cir-
cuit board layout to make the controller smaller, APIs for computer vision and
controlling iRobot Create robots available at the PRIA lab, and a dataflow pro-
gramming environment to allow for an alternative to imperative programming.
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Abstract. We present an open-source robotic platform for educational
use that integrates multiple levels of interaction through the use of addi-
tional vision sensor. The environment can be used in virtual, augmented-
reality and real-robot modes, enabling smooth transition from a virtual
robot manipulator to a real one. We describe the main aspects of our
platform that ensure low production costs and encourage openness of
both its hardware and software. The main goal of our work was to cre-
ate a viable low-cost robotic manipulator platform alternative for the
university level courses in intelligent robotics, however, the application
domain is very broad.

Keywords: Robotic manipulator · Education · Open-source · Open-
hardware · Computer vision · Augmented reality

1 Introduction

Robotics is a very attractive and increasingly important research and engineering
discipline. With the growing robotics market and very bright outlooks for the
future, it is to be expected that the demand for educated robotics will even grow.
Moreover, it is very advisable that also other engineers as well as young people
in general become more familiarized with the robotics technology to cope with
the challenges of the future. In addition, due to its attractiveness, robotics plays
an important role in STEM education in general. Therefore, it is very important
to develop teaching equipment and methodology that would enable efficient and
generally accessible educational process in the field of robotics.

Robotics is also very engaging due to its hands-on experience; the students
operate with real robots acting in a real world causing real effects in the environ-
ment. The robots are usually equipped with sensors to enable them to perceive
the environment in order to act accordingly, therefore to close the perception-
action loop. It is crucial that the students are exposed to real robots, yet
industry-grade like robotic manipulators remain expensive equipment that only
a few educational institutions can afford. Many educators are instead resorting
to simulation-based solutions [8] which are cheaper and easier to set up and
maintain, but do not offer the real experience and are more difficult to interact
c© Springer International Publishing AG 2018
W. Lepuschitz et al. (eds.), Robotics in Education, Advances in Intelligent Systems
and Computing 630, DOI 10.1007/978-3-319-62875-2 22
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with. The high price of robot manipulators has resulted in multiple attempts to
build medium [9] and low-cost [1,3,5–7] alternatives with varying level of relia-
bility. Aforementioned works have focused primarily on the engineering side of
the challenge such as type and cost of the building material (mostly alloys) and
low-level control. The price of such systems spans from 4000$ to 50$ where the
low-end systems have severely limited functionality, required for university-level
courses on robotics.

In our work we embrace the recent trend in manufacture of physical objects
using the 3D printing technology. Our primary focus is not in the assembly of the
physical components, what sets our system apart from the rest in the educational
aspect is the extension of our manipulator in a robotics sensory platform. Using
these extensions we enable smooth transition between the simulated environment
which is much more convenient in the early learning and development stage and
the real world which is important for later stages because of the information
richness and realism. We believe that a smooth transition between the simu-
lated environment and the real world is crucial for teaching high-level robotics
concepts. Using the combination of hardware and software, we have developed
a system that can be used at three different levels:

1. Simulated environment: The robot manipulator operates in a simulated soft-
ware environment, however the students can control it using the same inter-
face as the real one.

2. Augmented environment: The students use the real camera to perceive the
environment and to detect objects in the scene; however, they still operate the
simulated robot manipulator. The robot manipulator is virtually positioned
in the real world image stream using augmented reality technique.

3. Real-world environment: The system consists of the real camera as well as of
the real robot manipulator. The robot performs both, perception and action
in the real world environment.

The students are first trained using the simulated robot manipulator that
enables convenient learning and experimentation. Since they do not need the
physical robot manipulator, they can also use the simulated system at home.
Moreover, by adding a (widely accessible) web-camera, the students can learn
computer vision techniques using real images and observe the operation of the
robot manipulator in an augmented environment.

In this paper we briefly describe the hardware and software components of
our platform (Sect. 2), describe where it has been used and tested so far (Sect. 3)
and conclude with our vision for the future (Sect. 4).

2 Platform

In order to make the system even accessible to the as broadest interested public
as possible, we wave designed the platform to be open from the hardware up.
We plan to open-source the blueprints, build instructions and software so that
in principle, the platform could be produced and/or assembled by the students
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(or hobbyist), which increases their involvement even more and broadens the
range of potential users.

2.1 Hardware

The main challenge of developing the robotics platform was to design a robot
manipulator, which is reliable, but also low-cost to produce. Our manipulator
is shown in Fig. 1. It has 5 DOF and is quite robust but also lightweight and
easy to use. It is safe enough to be operated by the kids, while on the other
hand realistic enough to be useful for the students of robotics. The key factor
in openness is that most of the structural components can be printed by a 3D
printer. The first iteration of our manipulator is based on the work from [4]1

that was adapted to our needs, while other components can mostly be bought in
a hobby store. The only notable exception that is not readily available are the
motor controllers which are based on the OpenServo designs [2] that we have
further improved. Those controllers are replacing original controller in servo
motors. For servo motors we used Hitec HS-311, HS-645MG, HS-485HB and
three Emax ES08A II which are used in base, shoulder, elbow, wrist and gripper
respectively. Maximum payload is about 100g. Power for motors is supplied using
5 V 10A power supply for better voltage stability in high current cases.

Fig. 1. Robotic manipulator and other components of the platform

While the robot manipulator can be connected to an arbitrary computer, our
platform is designed to be used with low-cost single-board computers, like Rasp-
berry Pi. The Raspberry Pi computer and the power supply unit are enclosed in

1 The model is available at Thingiverse (http://www.thingiverse.com/thing:30163)
under a permissive Creative Commons license.

http://www.thingiverse.com/thing:30163
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the base of the platform. The camera can be positioned above the manipulator
and is registered with the working surface using special markers.

We estimate the cost of the entire system (including 3D printer material, a
Raspberry Pi computer and a camera) to be around 250e which makes it really
affordable. We would also like to point out that this is the small quantity price
which may be further reduced by bulk orders of certain components.

2.2 Software

The software stack that was developed for our platform follows several design
goals: (1) it has to be lightweight so that it can be deployed on low-cost embed-
ded devices, like Raspberry Pi, (2) it has to be flexible and modular so that
it can be adjusted to different educational scenarios, (3) it has to be robust to
withstand long-term usage, (4) it has to be accessible from without complicated
installations, and (5) it has to rely only on open-source technologies to reduce
cost of the system and to retain its openness.

To address these constraints we have developed a multi-process architecture,
similar to the one of more complex robotic middlewares, e.g. ROS [10], but more
optimized in terms of memory and processing requirements. The components run
on Linux-based system and communicate between each other using a message
bus based on system sockets as shown in Fig. 2. Individual components take
care of image acquisition, image processing, low-level robot control, trajectory
planning and interaction with the user.

Fig. 2. Software architecture of the system and a screenshot of the web-interface

Since the platform is designed to be used at different levels of educational
process, the interaction also varies a lot. At the higher levels the interaction is
done using web interface which alleviates operating system and compatibility
constraints. We have created a web front-end (Fig. 2) that enables monitoring of
the current status and we plan to extend it with rudimentary programming facil-
ities aimed at younger audience. More advanced usage scenarios involve remote



254 L. Čehovin Zajc et al.

control using web API (e.g. from Matlab) or direct integration of code into the
local ecosystem by interacting with components via the message bus.

3 Use Cases

The developed platform was so far used in two different educational scenarios.
We have introduced it into curriculum of a course on robotics and computer
vision at the university level and used it in educational events that promote the
field of computer science, the target audience in this case being potential future
students and other tech-savvy youth.

University-level course: During the course on robotics and machine percep-
tion it is important that the students acquire a suitable level of knowledge about
both, perception and action part of the robot manipulation. Using the developed
robotic platform, we introduce the students to the different topics in a gradual
manner. The teaching process involves the stages presented in Table 1:

Table 1. Gradual teaching stages.

Perception Action Activity

1 Simulated None Learning basic computer vision algorithms by
processing stored images

2 Real None Learning more advanced computer vision
algorithms by capturing and processing live
images

3 None Simulated Learning the basics of robot manipulation in
simulated environment

4 None Real Learning to operate the robot manipulator in the
real world

5 Real Simulated Detecting the objects in the scene and pointing at
them with the virtual robot manipulator

6 Real Real Detecting and grasping the objects in the scene
with the physical robot manipulator

The separation to these different stages is not strict, they are also inter-
twined with the goal to achieve a maximal motivation of the students and speed
up learning. We have began with the introduction of the proposed platform into
a robotics and machine perception course in year 2017 to replace a simple simu-
lation solution. We have discovered that our multi-level system scales extremely
well as students were able to accomplish most of the tasks already at home
using the provided simulated and augmented environment and finalize the given
assignments in time on a limited number of real platforms available at the uni-
versity. Moreover, due to the open-source design and low-cost components, some
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students have also decided to build a robot manipulator by themselves to even
deepen their knowledge and to use it for other projects.

Educational events: During the educational events organized to promote com-
puter science the contact of the audience with the platform is usually very brief,
therefore the message has to be more focused. We have designed a demonstra-
tion in which a robot is sorting boxes of two colors. In some cases the robot may
fail to grasp the box correctly and the audience members are invited to help the
robot by guiding it using simple forward-kinematic control to demonstrate that
the task is more difficult than it seems. The demo attracted great interest of the
participants (mostly primary school pupils) and it was very well accepted.

4 Conclusion

In this paper we have presented a low-cost open-source robotic manipulator
extended with the vision sensor. We have described the hardware and software
aspects of the platform as well as our current use cases in educational activities.
At the moment we have produced an initial batch of six robot manipulators and
have tested the system at the university level course on robotics and machine
vision as well as in several educational activities. The platform is robust and
stable. In the future we would like to upgrade the manipulator to 6 DOF for
additional flexibility. We are also preparing to organize a summer school for kids
in primary school where we will be able to evaluate the system in different con-
ditions. After improving the production process we plan to release all the plans
and the software for the platform so that it may be used as well as contributed
to by the community.
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Abstract. This paper describes the design of OTO, a do-it-yourself
expansion kit for OPSORO (Open Platform for Social Robots), that
enables and facilitates the creation of mobile social robots. The expan-
sion kit consists of modular, adaptable building blocks combined with a
software toolkit, and is aimed at applications within the maker commu-
nity, STEM education, and the market for creative inventor kits. Keeping
reproducibility and adaptability in mind, the expansion kit can be pro-
duced entirely using digital manufacturing technology and low-cost, off-
the-shelf components. Using the building blocks offered by this system,
users can easily design, build and customize mobile social robots. The
software is designed to address a wide range of users by offering differ-
ent programming options depending on the user’s skill and experience.
Inexperienced users are offered a graphical programming environment
based on Blockly, whereas more advanced users can program their robot
using Lua or Python. The OTO toolkit offers a fun and playful context
in which a wide range of STEM-related skills are addressed.

Keywords: Social robotics · Human-robot interaction · Emotions ·
Facial expressions · Mechatronics · DIY · Modularity

1 Introduction

Recent years have been marked by a rise of digital rapid prototyping techniques
[6], such as lasercutting and 3D printing. Access to these technologies has also
steadily been improved through FabLabs [8], the huge amount of web resources,
open source projects [4,7], and the support of the “maker movement” [2]. This
has resulted in increased possibilities for makers to build their own custom robots
[11]. Despite this evolution, there was a lack of open-source and easily adaptable
social robotic platforms for human-robot interaction [3].
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This has led to the development of OPSORO – Open Platform for Social
Robotics [10] – a modular platform that enables human-robot interaction with
do-it-yourself (DIY) social robots. This platform uses an innovative modular
system design that enables the creation of different embodiments to repre-
sent anthropomorphic robots, emphasizing face-to-face communication. How-
ever, this platform is limited to stationary robots with facial expressions. This
paper describes the process of adapting and extending this platform to enable
mobile social robots. The expansion kit, OTO, is complementary with the exist-
ing OPSORO platform and has a similar design architecture. The mobile plat-
form consists of modular units that transform a stationary social robot into
a vehicle-like robot with facial expressions, similar to cartoon characters (e.g.
“Cars” and “Thomas the Train”). Furthermore, OTO has been designed with
modular subunits built from off-the-shelf and easy-to-produce components. In
this way, users can build and customize different embodiements of social robots.
For programming the OPSORO offers multiple options to address a wide range
of users with varying programming skills.

2 Application in Educational Settings

The topic of robotics is frequently chosen by teachers as the subject of STEM-
focused problem-based learning. The reason for this is obvious: as Benitti [1] and
Johnson [5] show, teaching robotics is a very effective way to motivate students
and integrates many different knowledge domains of the curriculum. Further-
more, it also stimulates students’ social and teamwork skills. As a secondary
aspect, robots are something that captures the imagination of many children,
which serves as a motivator [5].

Research shows that the design of the robot can improve social HRI in the
correct context [9]. Furthermore, the link between the development of a mean-
ingful social interaction between robots and people and the degree of anthropo-
morphism in the physical characteristics of a robot has been investigated and
shows us that this anthropomorphism has a positive impact if used correctly [3].

3 Design of the OPSORO Hardware

A rolling platform was chosen to make the social robot mobile. This solution
offers a higher efficiency than a walking robot, allowing longer run times with
batteries [13]. In addition, the robot does not have to be connected through a
tether, allowing it to move freely. A rolling platform also minimizes the com-
plexity of a mobile robot, facilitating the construction process for less experi-
enced users. Differential steering was chosen as the steering method. This method
minimizes the mechanical complexity of the robot, thus limiting the number of
modules needed. Differential steering makes the robot more maneuverable by
enabling it to rotate around its own axis.

As base plates to mount the emotion and driving modules, the same grid as
the existing OPSORO kit is used, though with different dimensions. In order
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to be able to build up modules lengthwise, such as the driving modules, and in
the height, such as the emotion modules, grids mounted perpendicular to each
other are used instead of stacking the modules on one another. This enables a
larger degree of variation in the positioning of the modules, both in height and
in depth. The modules are designed in such a way that they can be fabricated
from 3 mm ABS sheets using a lasercutter.

The modules are designed in such a way that they can be mounted on every
face of the module. This increases the creative possibilities, which is an important
aspect of the open source platform. Due to the differential steering, only one
type of wheel module is required. The wheel-modules use continuous rotation
servos. These servos do not have a limited travel angle and can therefore rotate
continuously forward or backwards. They can be controlled in the same manner
as regular servos, using the same hardware and software, which makes them
ideal for this purpose. The mounted wheels consist of laser-cut slices onto which
a K’Nex tire is attached. The slices are in turn attached to the servo horn.
For aesthetic purposes, 3D printed or even cardboard wheel caps can also be
attached.

The camera module is used as the extra input source for the social robot.
It allows the robot to detect and react to events that occur in its environ-
ment. Face-detection and tracking algorithms were also implemented within the
OPSORO platform, opening new modes of interaction. For example, the robot
can say ‘hello’ when a face is detected, or the robot can make eye contact when
it detects someone. A Raspberry Pi provides the necessary computational power
to complete these tasks.

The power source is an important aspect in order to make the robot com-
pletely mobile. The power supply issue of a mobile social robot is solved by using
rechargeable NiMH batteries. These batteries provide sufficient power and are
resistant to peak currents caused by initializing the servos. These off-the-shelf
batteries are safe to use by children and other inexperienced users.

(a) Papercraft Volkswa-
gen van

(b) RC car body (c) Thermoform

Fig. 1. Possible car shells

We propose two options for the bodywork of vehicle-like social robots: ther-
moformed plastic shells and papercraft bodies. A papercraft body is a quick,
easy and cheap way to create a one-of-a-kind social robot body. It can be made
to any desired size, shape or sort of vehicle. This kind of body is ideal for work-
shops or for users who want to create a lot of different characters. A Volkswagen



260 T. Vervisch et al.

van prototype, shown in Fig. 1(a), was made to demonstrate the possibilities of
this technique.

The papercraft technique can also be used to create a quick mock-up version
of a proposed thermoformed body. Keeping with the open source paradigm,
templates of these papercraft bodies can also be easily shared online.

For the thermoformed bodies, there are again two possibilities: either a
hobby-grade RC car body (Fig. 1(b)) can be purchased, or a thermoformed body
(Fig. 1(c)) can be crafted using a DIY CNC-milled mold. The thermoformed bod-
ies can be decorated according to personal taste. Erasable whiteboard markers
can even be used for temporary decoration.

4 Software Architecture

The existing platform code is implemented as a web service running on a Rasp-
berry Pi. The platform provides a simple web interface for the users. The web
service offers a variety of apps, each of them having their own purpose. These
apps have direct access to the back-end of the platform, which is a virtual mod-
ule structure that corresponds to the physical building blocks of the robot. An
schematic overview of the architecture is given in Fig. 2. In order to implement
the new functionalities in the existing OPSORO-platform, a number of changes
were made in the software code.

To make the OTO ride, wheel modules were added into the structure. In
the OPSORO platform, each physical building block corresponds to a module in
code, and each module has to be configured to make the robot work. Because of
the modularity of the building blocks, it is important to mirror that modularity
in software. After the wheel modules were added to the software, the challenge
arose to find a clear and intuitive way to configure and steer the robot.

By adding Entities and Groups, this issue was resolved. The underlying data
structure was reorganized as a tree instead of a list of modules. Each Entity
represents a node in this tree of modules. Groups are virtual sets of modules,
they allow a single instruction to be executed on each module of that group. To
further refine which entity in the data tree to control, a module tag system was
introduced. These tags are based on the position and type of the entity (e.g.:
[eye, right], [eye, left]), and offer a simple way to filter through all modules.

A final architecture change is the action system. Normally, the position of
each servo is set individually through a function call. However, this system posed
difficulties for children as it can be hard to know which servo needs to be set at
which value to perform a certain movement. The action system was designed to
provide a simpler way to execute certain movements. Users specify the tags of
the components they wish to drive and the action they wish to execute, and the
code does the rest. The software selects the right modules and searches for the
correct method to call, making it easier for children to program their robot.

By adding a camera, extra possibilities for interaction between the robot
and humans were introduced. A face detection and tracking algorithm makes it
possible to detect human faces and follow them. The Viola-Jones algorithm [12]



OTO – A DIY Platform for Mobile Social Robots in Education 261

Fig. 2. Schematic overview of the software architecture

Fig. 3. Two DIY mobile social robots created using the OTO platform.

is used for face detection. In order to guarantee the necessary speed and stability
of the platform, the image processing algorithm is executed in a separate thread.
This way, the computer vision tasks will not slow down the rest of the robot.

5 Conclusion and Future Work

In this paper, the design of a new social robot platform, OTO, is described. This
social robot distinguishes itself from other social robots by providing an open
source and modular building kit, allowing the user to fully customize their robot.
OTO builds upon the existing OPSORO platform, but distinguishes itself by
providing a mobility aspect and by linking emotion expressiveness with mobility.
The software platform is easily accessible through a web interface and can be
programmed using visual building blocks, opening new opportunities for children
to build and interact with their robots.

The added dimension of mobility introduces many new possibilities for the
OPSORO platform. It can be used to add new emotional behavior or to enable
new functionality. The sensing capabilities of stationary robots are limited
because they can only perceive what is nearby. By adding a mobile aspect to
the platform, sensing capabilities are greatly expanded. For instance, the robot
can follow a person or object, and can continuously gather new input from its
environment. This input can be used to generate new behavioral or emotional
outputs, as specified by the users’ scripts.

The platform emphasizes a user-friendly interface that allows children and
inexperienced programmers to use it. Still, the system is sufficiently flexible
so that system developers and researchers can adapt it to specific tests and
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experiments. Because of the modular design, the platform can be easily expanded
with new sensors and actuator modules. For these modules, new software blocks
can also be developed to make them effortless to operated. In addition, due to
the flexible and unspecified structure of the robot, new aesthetics (papercraft
body, plastic shells, LEGO blocks, . . . ) can be designed and shared. Finally, the
research was implemented in two working prototypes, as shown in Fig. 3.
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Abstract. This paper considers a science lesson given through mediation of the
humanoid RoboThespian to groups of school students (grades 5–7) at the sci-
ence museum MadaTech. The lesson included theoretical explanations, handson
experiments, and a knowledge quiz, all instructed and managed by means of the
robot-teacher through programmed behaviors and remote teleoperation. We
present the lesson design and implementation in two settings with different
characteristics of teacher immediacy, discuss students’ outcomes and percep-
tions. The study shows the feasibility of using robotic assistants in science
classes and uncovers the factors that influence learning in such settings.

Keywords: Student-robot interaction � Robot-teacher � Science lesson �
RoboThespian � Elementary school � Classroom setting

1 Introduction

Recent progress in intelligent robotics has opened new opportunities for learning
through interaction with robots. Student-robot interaction (SRI) is a new, rapidly
growing direction of research which considers how interaction with a robot can
facilitate and enhance human learning [1, 2].

Interaction with robots that imitate human appearance and behavior has attracted
particular interest of researchers [3, 4]. The majority of the studies of learning inter-
actions with different human-like robots explore their use by individual students to
learn a second language, elementary mathematics, and additional subjects [5–7]. Less
investigated are settings in which a science lesson, mediated by such robot, is delivered
to a group of students.

The HRI research group in Tokyo University of Science (TUS) initiated experi-
ments in which science classes on different topics were given to elementary school
children through teleoperation of the android SAYA in the role of the teacher [6]. In
2011 the TUS group invited our Technion group to conduct a collaborative study.

In this study our group implemented a pilot version of the lesson “The function and
law of the lever” with RoboThespian at the MadaTech museum [8]. For the lesson we
translated into Hebrew and adapted the instructional materials developed by the TUS
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group, designed and programmed teaching behaviors based on the rich functionality of
the RoboThespian, and implemented the lesson with a small group in an informal studio.

MadaTech has a Department of Education which provides school classes that visit
the museum with different outreach activities. Our group closely collaborates with the
MadaTech Gelfand Center for Model Building, Robotics & Communication in the
development of new approaches to learning through interaction with robots [9].
Motivated by the positive results of the pilot lessons with RoboThespian, the Mada-
Tech Department of Education asked our Technion group to further develop the lesson
with the aim to use it on a regular basis for class visits. Thus, a new study was initiated
in which we redesigned the lesson to improve the learning environment and the
instructional strategy implemented in the lesson.

The design of the lesson and its learning outcomes are presented in our recent
article [10]. In the current paper we further elaborate these issues based on the con-
structive reviews of our work. We describe in more detail the research method, expand
the analysis of learning outcomes and perceptions, and discuss a broader view of the
factors influencing robot-teacher immediacy.

Our research motivation evolved with the development of the educational project
with RoboThespian. Initially it was to prove the feasibility of using the robot to play
the role of a teacher and get data about students’ perceptions of the robot’s prepro-
grammed and teleoperated behaviors. Then, when the lesson was implemented in two
different classrooms, our desire has become to understand how the classroom organi-
zation can influence the outcomes of learning through interaction with the robot.

The study presented in this paper is the first step in this direction. In the following
sections we describe RoboThespian, the approach used for programming teaching
behaviors, the two classroom settings and the lesson. Then we report results of the
evaluation study and make conclusions.

2 RoboThespian

RoboThespian is a 175 cm tall, 33 kg, 24 DOF humanoid robot intended for interaction
and communication with people in public environments. The robot is visibly presented at
the manufacturer’s website https://www.engineeredarts.co.uk/. The robot is made almost
entirely of white aluminum with pneumatic artificial muscles (McKibben muscles),
DC motors, and passive spring elements to simulate human body motion. The robot can
be controlled in two modes: execution of preprogrammed scripts in an open loop via the
operation kiosk, and teleoperation using a special user interface. In the teleoperation
mode, the operator can command the robot to use simple movements like turning, basic
gestures, and live-interaction. There is a small bank of preprogrammed responses that the
operator can use to interact with the public. In the preprogrammed mode, the robot
performs scenes autonomously, incorporating all of its features.

RoboThespian has modules and functions that can be utilized to mimic human
locomotion and behavior. DC motors and artificial muscles are used to create
human-like full arm and abdominal movements. Using head movements, the robot
observes its surroundings through a high-resolution RGB camera mounted on its
forehead. The robot also has communication capabilities, including: gaze expressions
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through blinking and squinting of the LCD eyes, speech based on pre-recorded audio
files, and real time lip synchronization. The head is equipped with multi-colored LEDs
which can color the face and are utilized to convey mood and emotional expressions.

3 Programming Teaching Behaviors

Designing a robot-teacher behavior is a challenging task of imitating the real teacher’s
functions of conveying knowledge, engaging students in learning and managing the
class. To implement this role, it requires developing robot interactive behaviors com-
posed of verbal and non-verbal communication cues such as tone of voice and into-
nation, facial expressions, gaze, gesture, and bodily movements [7, 11].

Kennedy [7] and Verner et al. [10] offered to develop robot-teacher’s behaviors,
taking into account the pedagogical concept of teacher immediacy to characterize
student’s perception of the psychological distance between the teacher and the student
[12, p. 65]. Educational literature suggests concrete recommendations for teachers on
how to enact immediacy behaviors that positively affect learning in class [13]. We used
them when programming RoboThespian.

The autonomous behaviors were programmed using a graphical user interface
(GUI) based on the 3D animation software Blender with the soundtrack imposed on the
animation timeline in order to synchronize speech and motion. In order to create lively
scenarios, we defined sequences of essential key-frame postures through a trade-off
between the number of key-frames and the length of the scene.

Our strategy to design a suitable scene was to place meaningful gestures at
information peak key-frames, and to add only small motion increments before
changing to the next key-frame. Another important parameter that had to be considered
was the movement speed between key-frames. Although the robot could move quickly
between different gestures, we chose to limit its speed for safety reasons and in order to
feature a more human character.

We programmed robot-teacher’s gestures with reference to the nonverbal behaviors
recommended for real teachers [12]:

• Moderate gestures integrated temporally with the speech they accompany.
• Occasional turning of the robot torso and head, and gaze shifting from side to side,

in order to raise awareness that the robot is communicating with the entire
classroom.

• Turning the torso and head, and directing the gaze toward the slides projected on the
screen, in order to emphasize the importance of their content.

• Hand gestures like finger counting, pointing, opening arms in invitation, etc., in
order to add subtle dramatization to the speech.

While programming gestures of RoboThespian, we strove for maximal resemblance
to a human teacher’s behavior; in programming facial expressions, we followed a
different approach and used the facial capabilities of the robot to display expressions
that are characteristically non-human, in order to avoid the Uncanny Valley effect [14].

Based on widely shared perception of emotional responses to different colors [15],
we changed the color of the robot’s face to express different emotions. That is, orange
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face represented warm response, red stated for anger, and blue for sadness. Another use
of facial expressions was to draw the students’ attention to the colors of objects pre-
sented by the robot, by staining its face with the same colors. A display of signs was
programmed into the robot’s “eyes”, such as “ � ” to express puzzlement, “ ” to call
to order, or “♥” to show pleasure from a correct answer given by a student.

4 Classroom Setting

As known, the classroom setting strongly influences the educational process [16]. The
effect of the classroom on the student-robot interaction has not been discussed in
literature. In this study we implemented the lesson with the same robot-teacher in two
different classrooms described below.

The first classroom was a studio originally intended for informal meetings. To
adapt the studio for the lesson, we placed RoboThespian in front of three tables, with
four seats at each (Fig. 1). One microphone was used to receive students’ questions and
transmit them to the operator (an experienced museum mentor). Figure 2 shows the
operator controlling the lesson from the control room.

The limited capacity of the studio (until 12 students) caused difficulties in providing
the lesson to school classes which included more students and required to split them.
To answer the problem, the MadaTech Department of Education provided us with a
larger classroom which is described below.

Fig. 1. The lesson in the studio
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The second classroom was the interactive lab – one of the departmental science
laboratories adapted for lessons assisted by RoboThespian (Fig. 3A).

The interactive lab had four tables with six workplaces at each table, as shown in
the scheme (Fig. 3B). Microphones and video cameras were attached to each of the
tables, providing real-time data. The classroom response system received students’
answers to questions asked by the robot-teacher and operatively transmitted them to the
operator. The operator’s workplace was equipped with the robot control PC to launch
preprogrammed behaviors and communicate using the lip-sync option, a PC to run the
PPT slides, a PC to receive and analyze students’ responses, a monitor to display video
streams from the cameras, a headset to listen students’ utterances from the micro-
phones, and a microphone to speak with the class directly.

Using the advanced communication tools of the interactive lab, we extended the
repertoire of robot-teacher behaviors by those related to asking multiple-choice ques-
tions and responding to students’ answers. To summarize the aforesaid, the charac-
teristics of the two classrooms are compared in Table 1.

One can see that the load on the operator for managing the lesson through robot
teleoperation in the interactive lab is much higher, as the data stream from the students’
workspace is more than four times larger than that in the studio.

Fig. 2. Operator in the control room
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Fig. 3. A. The lesson in interactive lab; B. Layout of the lab
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5 Evaluation Study

When evaluating the lesson, we focused on the three specific questions:

1. Are there indications that elementary school students participating in the science
lesson mediated by a humanoid robot acquire and understand the concepts taught?

2. What are students’ perceptions of the lesson and the robot- teacher?
3. Are there differences in learning results and perceptions of the lesson given in the

two classrooms?

We hypothesized that the students will acquire and understand the lever concepts
taught in the lesson. We also conjectured that learning outcomes and students’ per-
ceptions of the robot-teacher and the lesson will be higher in the interactive lab.

The study sample included 189 students (15 groups) from grades 5–7 (11–13 years old)
who took the lesson at MadaTech in the period of 2013–2014. Among them 118 students
learned it in the studio and 71 in the interactive lab.

The study was organized as a quasi-experiment. At this stage we did not intend to
compare the lesson given through mediation of the robot with the traditional lesson
and, therefore, did not have a control group. Also, we did not pretest students’
knowledge to measure the learned gain from the lesson, but only looked for indications
of the acquisition and understanding of the studied concepts. On the conditions of this
museum experiment, we could not get more information about the students and,
therefore, did not compare learning results in different school groups. The instruments
used and results related to the three research questions are presented below.

5.1 Acquired Concepts

The acquisition and understanding of the concepts studied in the lesson was evaluated
by means of the quiz which included nine questions. The first three questions asked to
identify leverage points. Questions 4 and 5 checked understanding of the dependency
between the effort and the lever arm distance. In the scheme of the lever supplemented
to the questions, the names of its three main points (effort, fulcrum, and load) were not
given but marked by A, B, and C. The questions asked to find the missing word in the
following two sentences:

If the distance AB is _______ then less effort is needed to lift up the load.
If the distance BC is _______ then less effort is needed to lift up the load.

Question 6 asked how to counterbalance a given weight put on one side of the
lever. Question 7 tested understanding of the law of the lever. The last two questions
were on the use of the lever in two every-day life situations: wallet holding and seesaw
swinging.

Table 1. Classroom characteristics

Setting Capacity Response system Mic Cam A/V interface

Studio � 12 No 1 1 Single
Interactive lab � 24 Yes 4 4 Multiple
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The average score on the quiz for all the students was 75.2% (SD = 16.8). This
shows that the majority of the students successfully passed the quiz and demonstrated
knowledge and understanding of the lever concepts.

To get an indication of the students’ progress in understanding the lever concepts,
we asked two control questions similar to #4 and #5 from the quiz before the practice
with the balances. The progress was examined for students from two classes of 28 and
17 learned in the interactive lab. The mean scores are given in Table 2.

We used the repeated measures ANOVA with one within-subjects factor (time) and
one between-subjects factor (school class). The test revealed a significant main effect of

time related to question 5 F 1; 42ð Þ ¼ 7:6; p\0:01; g2p ¼ 0:153
h i

. There was not a

significant main effect of time for question 4 and for the interaction between the time
and school class factors. The statistical analysis indicates the significant progress of the
students in both classes in question 5 and about the same high scores in question 4.

5.2 Students’ Perceptions

To answer the second and third research questions, we looked at students perceptions
of the robot-teacher and the lesson. For this purpose we used a questionnaire that
included seven multiple choice questions presented in Table 3 and an open question
discussed later on. The seven questions were selected from the questionnaire that we
developed in the collaborative study with the TUS group [8], based on the Godspeed
Human-Robot Interaction Questionnaire [17]. As the language of the Godspeed
instrument is not appropriate for children [7], we rephrased the questions. Results of the
questionnaire from the studio and from the interactive lab are given in Table 3.

We note that the absolute majority of the students (83%) liked the robot-teacher and
perceived it as friendly (81%). The majority of 73% characterized the robot as
responsive. Less, but more than half of the students pointed that RoboThespian was
energetic (63%) and behaved like a real teacher (65%). With regard to the lesson, for
most of the students it was pleasant (87%), and the absolute majority found it inter-
esting (78%).

In addition to the seven questions, an open question asked the students about
limitations of the robot-teacher. 63 studio students and 60 interactive lab students
answered the question. The more often mentioned limitations related to: eye contact
(20%) and delayed response (21%).

Table 2. Mean scores of repeated questions

Time Class 1 (N = 28) Class 2 (N = 17)

Mean (S.D.)
Q4 Q5 Q4 Q5

Time-1 89 (31) 68 (47) 94 (24) 56 (51)
Time-2 90 (31) 86 (35) 88 (33) 88 (34)
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5.3 Differences in Lesson Outcomes

The average score on the quiz in the interactive lab was 79.6% (SD = 12.9) and in the
studio 72.6% (SD = 18.3). The two-tailed T-test indicated that grades in the lessons
interactive lab were significantly higher than that in the studio: t(182) = −3.09,
p < 0.01. We attribute the better quiz results in the interactive lab to the use of the
response system to operatively test students’ understanding during the lesson and
provide additional guidance when needed. To help students comprehend the quiz
problems we reformulated the quiz problems as multiple choice questions. As men-
tioned in Sect. 4, we extended the RoboThespian’s behavior in the interactive lab so
that the robot-teacher presented the multiple-choice questions of the quiz verbally and
emphasized their meaning by intonations and gestures.

More students in the studio than in the interactive lab perceived it as responsive,
friendly, energetic, and behaving as a real teacher. We explain this by the different
conditions in the two classes in relation to the number of students, their proximity to
RoboThespian, and eye contact with the robot-teacher. In education, classes with up to
20 students, sitting at a distance of 1.2–3.7 m from the teacher and within eye contact
are considered most favorable for teaching communication [18]. The lessons in the
studio were given to up to 12 students who sat near three tables at distances from 1.8 m
to 2.4 m in full eye contact with the robot-teacher. The lessons in the lab were given to
up to 24 students, 16 of them sat at a distance exceeding 3.7 m and the majority of
whom had limited eye contact with the robot.

Unlike the perceptions of the robot, those of the lesson were higher in the inter-
active lab than in the studio. Our explanation is that the upgraded audio-visual system
the classroom response system used in the lab provided better communication between
the students and the operator. Namely, the operator was able to observe the behavior of
every student and react to questions, answers and comments when operating robot
interactions.

Differences were also in responses about the limitations of the robot-teacher:
limited eye contact was noted by 8% in the studio versus 36% in the interactive lab,
while robot’s delayed response was mentioned by 23% in the studio and 15% in the
interactive lab. The differences give additional evidence of a shorter psychological
distance between the students and the robot in the studio.

Table 3. Students’ perceptions: percentage of positive answers

Questions All students Studio Interactive Lab

Was the robot responsive to the class? 73 77 64
Was the robot friendly during the lesson? 81 86 70
Did the robot behave like a real teacher? 65 73 49
Was the robot energetic during the lesson? 63 78 34
Do you like the robot- teacher? 83 82 85
Was the lesson with the robot- teacher pleasant? 87 84 94
Was the lesson with the robot- teacher interesting? 78 76 81
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6 Discussion and Conclusion

The study shows that an elementary school science class can be mediated by a
humanoid robot such as RoboThespian, so that explanations, examples, assignments
and correct solutions are given in the autonomous open loop mode, while other parts of
the lesson, requiring robot-teacher responses, are given through the teleoperation mode.
When programming the robot-teacher, we tended to implement teacher immediacy
behaviors, both verbal and nonverbal.

As indicated by the study, the students acquired and understood the concepts taught
and had positive perceptions of the lesson and of the robot-teacher.

We conducted the lessons on the same topic mediated by the same robot in two
settings with different characteristics of teacher immediacy and found certain differ-
ences in learning outcomes and perceptions. In this study we did not intend to choose
the best setting, but just uncover the factors affecting the teacher immediacy in each of
them, as preliminary work to develop criteria for evaluation robot-teacher immediacy in
different learning settings.

The study highlights that besides the communication cues demonstrated by the
robot-teacher, its psychological distance to the students depends on the classroom
setting characteristics such as the number of students and their proximity to the robot.
Rational choice of these features and characteristics can make lessons mediated by
robots more effective and enhance students’ engagement.

We consider the recent study of Kennedy [19] who proposed non-verbal and verbal
immediacy scales and used them for evaluation of a face-to-face learning interaction
with robot Nao, as a work in the same direction. Further development of the scales is
needed to make them applicable for our case. Educational researchers point to the
difficulties in evaluation of teacher immediacy based on students’ feedback. Anderson
[13] notes that students typically perceive nonverbal immediacy without being aware of
all its components. Richmond et al. [20] related to unsuccessful attempts to develop on
the basis of student opinions teaching immediacy scales that answer the criteria of
validity and reliability. She pointed that such scales were developed based on self and
expert evaluation.

The repeated questions that people ask us and possibly other colleagues: Do you
intend to replace teachers by robots? Is there any special value in learning with
robot-teachers? To the first question we answer that the robots are intended to assist
teachers and extend their possibilities for teaching classes. To the second question we
tell that on one of the recent lessons a schoolboy jumped on his feet and shouted:
“Robot, you’re cute! I love you!” We are teachers with many years of experience, but
no one ever jumped up to express such feelings to us.

Besides helping teachers, the foremost human-like robots, as mediators of educa-
tional processes in science museums and other public spaces, can contribute to the
development of public understanding of robotics and the culture of human-robot
communication.

Acknowledgments. The study was supported by the Technion Autonomous Systems Program
and by the MadaTech Gelfand Center for Model Building, Robotics and Communication.
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Abstract. The interest on introducing robots in schools has increased
significantly in recent years. Robots in these environments are managed
by educators who design teaching activities where the students can con-
solidate the knowledge acquired in the classroom by interacting with the
robot.

In this context, the use of multiple modalities of communication can
become a determining factor to achieve the success of the interaction and
a better learning experience. However, the design of such multi-modal
interactions can be a complex and time-consuming process, specially for
teachers lacking of technical expertise.

In this paper, we propose a formalism for the description of multi-
modal interactions based on the use of interaction templates which facil-
itates the design and management of the multi-modal behaviour by non-
expert users (i.e., teachers). We provide an example of application of our
approach on the educational context, using an autonomous robot as a
teaching assistant, showing the usability and extendability of our system.

Keywords: Human-robot interaction · Multi-modal interaction · Inter-
action design · Learning with robots · Teaching with robots

1 Introduction

In the last years, the interest on introducing robotics in schools has increased sig-
nificantly due to the possibilities it offers from the educational perspective. Robots
in school become an interactive and more visually appealing educational tool
attracting the interest of students who become active subjects during the learn-
ing process, instead of listening passively to a lesson. Through the use of robots
in the classroom, the students can reinforce certain contents explained during the
lessons in different ways, for example, by developing themselves real applications
that can be executed on the robot or through interactive sessions with the robot.
The latter is our application domain, for which we propose a framework for the
generation of multi-modal interfaces for human-robot interaction.

In this context, the key actors of the educational process, (i.e., the teachers
and the students) are usually non expert in the usage of the robotic tools avail-
able. As a consequence, the robotic tools to be used at school must have certain
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desirable features, such as easy to be used by the teachers in order to design
and prepare the lesson with the robot, and intuitive and easy to understand by
the children. This usability can be increased by using multi-modal human-robot
interactions (by combining for example, speech, graphical user interfaces, robot
motion, etc.). However, when a multi-modal interaction is desired, the difficulty
in designing and developing the interactions significantly increases.

This paper contributes to an easy definition and development of many short-
term multi-modal interactions through the definition of a language for defin-
ing interaction templates. More specifically, a high-level formalism is defined to
describe interactions in terms of the flow and of the content and the modalities
of the basic communication actions. The interactions are described at two levels:
(i) a high-level description that provides an abstraction with respect to particu-
lar subjects and to the actual modalities, phrases, language, etc. used during the
interaction (thus called interaction templates), (ii) a formal declarative descrip-
tion of the specific actions that are included in the interaction templates. The
main advantages in using a formal language for specifying interaction behaviors
are: compactness, notwithstanding the ability of representing multiple and com-
plex interactions, easy-of-use, because it does not require knowledge about the
internal implementations, portability, because of the abstraction with respect to
the specific device, and maintainability, since such compact representation with
a clear semantics allows for an easy management, updating, debugging, etc. The
described method has been fully implemented and in this paper we propose a
use case of using our framework to design and implement a school lesson where
an autonomous robot supports the teacher during the explanation of a subject.

2 Related Work

Recently, the use of robots in classrooms, supporting teaching and education,
spans from kindergarten to elementary and middle schools. A systematic review
undertaken on published literature in seven international online bibliographic
databases over a period of 10 years was done by Benitti [1]. She found, among
others, the following interesting conclusions: the robot is used to teach techni-
cal subjects, such as robot assembling and programming; few experiments were
done with home-made robots, while most were using Lego robotic kits; finally,
most of the robotics activities were done during summer camp and/or after-
school programs. The last data was confirmed also by Mubin et al. [9], that
made a review of the applicability of robots in education. They remark that
efforts must be devoted not only to the development of robotic hardware and
software for education but also to the design of learning material and appro-
priate curriculum and to the role of the teacher, that is directly linked to the
role the robot plays in the learning activity. Moreover, in the conclusion, they
emphasize that the role of the robot is not to replace human teachers but being
a stimulating, engaging and instructive tool, through which the interest of the
students versus the curricula subject can be increased [8]. As experimented by
Walker and Burleson [12] students seek activities that provide them with an
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appropriate level of challenge, feelings of discovery, opportunity for physicality,
and a sense of responsibility for the robot. About student motivation, Kanda
[5] studied the effects of the use of social behaviors in a experiment with chil-
dren taught uniquely by a Robovie robot using a learner-centered approach.
Although children showed better social acceptance and motivation in the first
two lessons, this effect disappeared after the novelty passed. This suggests the
importance of the role of the teacher inside the classroom, in particular influ-
encing how students accept new tools, as observed by Hussain [4] and Lindh [7].
However, as reported by the Teaching Profession in Europe [3], there still exists
a technology gap in teaching. This report states that European teachers express
moderate and high professional development need levels, especially in relation
to ’Information and Communication Technology (ICT) skills for teaching’ (57%)
and ’new technologies in the workplace’ (53%) topics (2013 data). These needs
seem to be experienced almost uniformly, regardless of the subject they teach.
This lack of technology skills could represent an obstacle to the implementation
of the lessons using new technologies tools, like robots are, transmitting, as a
consequence, negative attitude to the students towards them [11]. High-level for-
malisms have been used in contexts such as Human-Computer Interaction (HCI)
[2,10] but not in the educational robotics context. The use of a high-level for-
malism can reduce the efforts required to describe the human-robot interactions
where the use of low-level formalisms could be hard to learn by teachers. We pro-
pose our methodology as a bridge between robots in education and high-level
formalisms for multi-modal Human-Robot Interactions (HRI).

3 Methodology

We propose the following methodology to design school lessons in which an
autonomous social robot acts as teaching assistant. In general, we propose to
divide the lesson in n time slots in which we specify the actions that are realized
by teacher, robot and students involved in the lesson. These actions can be
arranged in a table as shown in Table 1.

We think the teacher should have an active role in supporting and managing
the student’s learning experience. Typical teacher actions ATi

include: man-
aging the time schedule, asking the robot to introduce itself and starting the
test sessions, managing the student-student and student-robot interaction. The
robot, like a real teacher assistant, does actions ARi

that include: speaking to
the classroom, calling the students, moving toward them, asking questions, dis-
playing images, videos or statistical data. Finally, students actions ASi

include:
listening to the robot, answering to the questions, discussing between them and
with the teacher, asking the robot about more explanations.

While it is sufficient to describe the actions performed by the teacher and
the students in natural language, the robot actions ARi

must be described in a
formal way, since they must be executed by the robot software. The use of such
a formalism provides a level of abstraction that hides the technical details to
non-expert users and facilitates its posterior implementation and execution.



Design of Robot Teaching Assistants Through Multi-modal HRI 277

Table 1. Organization of a lesson with a robot teaching assistant.

Time slot Teacher Robot Student

1 AT1 AR1 AS1

...
...

...
...

n ATn ARn ASn

4 Formalism

The formalism proposed in this paper to describe HRIs focus on interactions in
which the robot takes the initiative of formulating questions and the answers
are given by the users. These types of interactions are applicable to a variety of
short-term interactions to provide information based on user choices or quizzes.
Other forms of interaction are under investigation and will be considered in a
future work.

Our approach for the generation of HRIs is based on the definition of inter-
action templates. As in the case of the templates existing in programming lan-
guages, the interaction templates allow to describe generic interactions that can
be later instantiated according to a concrete situation.

Let us formally define an interaction template T = 〈σ1, . . . , σn〉 as a sequence
of actions σi, i ∈ 1...n with

σi =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∅: no action
ai: robot action | interaction (state, ask, answer)
φ ? T1 : T2

choice(T1, . . . , Tn)
LABEL
GOTO LABEL

The conditional operation (φ ? T1 : T2) allows to enable different interaction
templates during the course of the interaction. The boolean expression φ is
formulated over a set of variables whose meaning may comprise the result of
both robotic or interaction routines. The syntax of this operator is the following:
if φ evaluates as True, the interaction template T1 is activated, otherwise T2 is
executed. Similarly, the choice operation allows to select one template among a
set (T1, . . . , Tn) based on a random, predefined or learnt policy. Finally, LABEL
and GOTO LABEL allows to annotate particular actions and introduce loops in the
interaction. Notice these operators produce an interaction graph which makes
the formalism suitable for generating an equivalent Petri-Net Plan (PNP) [14]
to manage the interaction, as explained in the next section.

In contrast to HCIs, the flow of an HRI includes both robotic (e.g., motion and
perception) and basic communication actions. Our template-based interaction
design considers three main interaction actions - state, ask, answer - whose
syntax is defined below:
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– State actions are used by the robot to communicate some fact to the user.

state < Type, P1, . . . , Pk >

where Type is the type of the state action and P1, . . . , Pk are the (possibly
empty) instantiated parameters (i.e., ground values needed to instantiate the
statement).

– Ask actions are used to denote questions from the robot to the user. They
have a similar structure to the state action and, in addition, require to specify
a set of possible answers S.

ask < Type, P1, . . . , Pk, S >

– Answer actions represent answers given by the user and always refer to the
last ask action in the template.

answer < X >

where X is the name of a variable that will be instantiated with a value
corresponding to the choice of the user. After the user interaction, the variable
X will be assigned to one of the values specified in the set S related to the
last ask action.

The set of possible answers S to a given question is predefined. This design
choice allows for increasing robustness of recognition and correctness of interac-
tion, since allowing for a completely open set of answers is still not manageable
by current technologies. This set S can be specified by the user as a constant
set (e.g., {yes, no}) or obtained by an external procedure accessing a database,
a knowledge base, on-line resources, etc.

So far, this formalism provides a high-level description of the interaction. In
general, the actual execution of an action will depend on the specific task and
modality of interaction chosen. Our approach allows for a multi-modal definition
of each action. Modalities can vary depending on the application, the available
interaction devices on the robot, etc. For example, we can consider the case of
a robot equipped with a touch-screen in which text, images and videos can be
displayed and with a Text-to-Speech (TTS) system to transmit messages to the
user by voice. Input from the user can be received through the touch-screen or
an Automatic Speech Recognition (ASR) system.

In order to achieve a multi-modal interaction, we implement for each action
Type the modalities γ that we want to make available (e.g., γ = {text, image,
TTS, video, ...}). Let us define ϕγ = Type γ(P1, . . . , Pk) a function that given
an action Type, its parameters P1, . . . , Pk and the selected modalities γ returns
the actual interaction ϕγ to be executed. Let us also denote ϕ =

⋃

γ
ϕγ the set

of actual interactions over all modalities available (e.g., ϕ = {T, I} contains a
text and image when modalities γ = {text, image} are available). The set of
interaction actions are specified as:
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state < Type, P1, . . . , Pk > ask < Type, P1, . . . , Pk, S > answer < X >

ϕγ = Type γ(P1, . . . , Pk)
comm output(ϕ)

ϕγ = Type γ(P1, . . . , Pk)
comm output(ϕ)
comm prepare(S)

X := comm input()

Here, comm output(ϕ) represents the system-specific procedures to be carried
out to finally communicate the interaction to the user using the chosen modal-
ities, for example, the display of an image I on a GUI or the transmission of a
selected text TTS to the speech component. comm prepare(S) represents the
process in which the robot prepares the interaction devices for an answer from
the user among the set of possible answers S. Finally, comm input assigns the
result of the interaction to the given variable.

The presented approach is easy to manage and requires little effort from the
designer. In practice, s/he has only to provide: (1) the interaction template T
and (2) the description of the interaction actions Type γ(.). Section 6 will provide
examples of implementation and execution of this formalism.

5 On-Line Execution of the Interaction Template

On-line execution of the interactions is based on three main components. The
first one is the Petri Net Plan (PNP) engine that executes the interaction plan
according to its semantics. The PNP execution algorithm is described in details
in [14] and implemented in the PNP library. The second component is the PNP-
ROS bridge (also available in the PNP library) that allows the execution of
PNPs on the robot. The third component is the implementation of the set of
robotic and interaction actions described in the PNP. In this paper we focus on
the interaction actions which are implemented in a client-server fashion, where
the robot actions are clients that exchange commands and results of the inter-
actions with an interaction server. The client-server architecture also allows for
distributed computation and portability. In our implementation, we use a Linux
laptop for the control of the robot and the execution of the PNP and a Microsoft
Windows tablet for user interaction.

While most of these components are already available, the contribution
described in this paper is related to the instantiation and the execution of the
interaction actions described in the previous section. This is obtained with the
implementation of a Multi-Modal User Interface (MMUI) that manages a Python
GUI and a C# speech server using the multi-language Microsoft Speech Recog-
nition and Synthesis engine.

More specifically, the MMUI component acts as a server, executes the inter-
action actions when enabled by the PNP engine, and returns the results of
the interactions (i.e., input from humans to the robot) as conditions that are
evaluated by the PNP engine to enable the proper transitions. The MMUI
component implements the actions state, ask, and answer by first collecting
all the modalities for producing an interaction. In particular, state implements
the comm output function (i.e., communication from the robot to the human)
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by showing a statement with one or more of the output modalities available on
the robot (text, images or videos shown on the tablet, spoken sentences by the
robot). ask implements the comm output function in the same way as in state
and then it implements the comm prepare function for receiving the input from
the user (e.g., by displaying buttons on the GUI and loading specific speech
recognition grammars). Finally, answer implements the comm input function
that assigns the result of the interaction (either through GUI buttons or speech)
to the given variable.

During the execution of the functions Type γ(.) defined in the interaction
actions, variables P1, . . . , Pn are always instantiated and the action execution
algorithm guarantees the storage of the values of the variables and the use of
the corresponding values when needed.

6 Implementation and Experiment

As already mentioned, the proposed framework has been fully implemented and
tested by using the social robot Diago interacting with students in a classroom
helping the teacher to do a Physics lesson1. Diago is a social mobile robot used
for experiments in social human-robot interaction, knowledge representation and
reasoning, and cognitive robotics. Diago stands 170 cm tall, is built on top of a
Segway mobile base, equipped with a RoboTorso that contains laser sensors
for motion, RGBD camera, microphone, and audio speakers for HRI, a laptop
for controlling the mobile platform and the sensors, and a tablet for HRI and
speech recognition and synthesis. We propose the design of a lesson of 50 min
about Gravity, organized like in Table 2.

The students and the teacher are standing up in a classroom to facilitate
Diago movements and its interaction with students. The robot moves around
approaching the students with a welcoming message. The interaction template
and the definition of the interaction actions are defined below:

〈approach, state < Welcome, “Physics” >, state < InfoArgument, “Gravity” >〉

Welcome_TTS(P1):

Hello everybody. It’s time for a @P1 lesson.

InfoArgument_TTS(P1):

choice:

Today, we will learn about @P1.

[P1=Gravity] Together we will discover why objects are heavy.

[P1=Force] Together we will discover why objects move.

Welcome_text(P1):

choice:

1 More information about the robot used and the results of the experiments are pro-
vided in the web site https://sites.google.com/a/dis.uniroma1.it/robot-at-school/.

https://sites.google.com/a/dis.uniroma1.it/robot-at-school/
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Table 2. Lesson plan with a robot assistant.

Time slot (min) Teacher actions Robot actions Student actions

Introduction, 5 Ask the robot to
introduce the
argument of the lesson

Move inside the circle Arrangement in a
circle

Pre-test, 10 Ask the robot to start
the pre-test session.
Manage the
student-robot
interaction

Call students. Move toward
him/her. Tell the first
question. Get the answer.
Tell the next one. Repeat for
each student

Answer to all the
questions

Discussion, 10 Start and Stop the
discussion activity

Display statistic of answers,
videos and images

Free discussion

Ask to Diago, 5 Manage the students Answer to students Ask to Diago for
deepening

Post-test, 10 Ask the robot to start
the post-test session.
Manage the
student-robot
interaction

Call students. Move toward
him/her. Tell the first
question. Evaluate it: if
correct, tell the next one; if
wrong, repeat the question.
Repeat for each student

Answer to all the
questions

Conclusion, 10 Ask the robot to
summarize the lesson

Summarize the lesson.
Thank the class. Make
congratulations. Tell the
next argument. Ask to
arrange at the desk. Say
goodbye message

Greet and thank to
teacher and Diago.
Arrangement at the
desk

Welcome to the @P1 lesson.

Good morning.

InfoArgument_text(P1):

choice:

@P1 is the topic we are going to study today.

Argument: @P1. Lesson Schedule: introduction, pre-test, discussion,

Q&A, post-test, summary

In order to describe the interaction actions we use the following syntax: (1) a
choice operator is presented to select one of the possible actions (it can be omit-
ted if there is only one option), (2) @P1 is replaced by the exact content of the
variable P1. Thus, for Welcome text(“Physics”) action, sentences “Welcome to
the Physics lesson?” or “Good morning” would be generated, (3) it is possi-
ble to particularize a concrete action given a specific parameter value using the
syntax [P1=ParameterValue]. For example, in InfoArgument TTS(“Gravity”),
both “Together we will discover why objects are heavy.” or “Today,
we will learn about Gravity” could be selected.

An example of execution of this template, together with the modalities acti-
vated is shown below:
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R : [TTS] Hello everybody. It’s time for a Physics lesson.
R : [text] Good morning.
R : [TTS] Today, we will learn about Gravity.
R : [text] Argument: Gravity. Lesson Schedule: introduction, pre-test, discus-
sion, Q&A, post-test, summary

Then, the teacher proposes a pre-test of 4–5 questions to students. So, the robot
calls each student by name, goes forward him/her and ask him/her for questions
like:

“If an object is brought to the Moon, its mass:
(a) decreases (b) disappears (c) increases (d) remains the same”

These type of questions follow a template of the form 〈ask < Quiz, GetChoices()
>, answer < Result >〉, where the questions can be stored in a database con-
taining also multimedia data. GetChoices() is a generic function that queries the
designed database to retrieve the set of possible answers for each of the proposed
questions of this example, and Result is a variable that will store the selection
made by the student, which will contain the semantic meaning of the answer,
i.e., if the answer was correct or wrong. Figure 1 shows an example of a question
formulated to a student using our Graphical User Interface.

Fig. 1. Example of GUI interaction with a student in a lesson about Gravity.

Here, the student can answer either by using the touch-screen on the robot
or by voice. Once the selected answer is registered or recognized by the robot,
the next question is displayed. During the pre-test session the correct answer
is not displayed because the aim is to catch students misconceptions about the
argument of the lesson (Gravity in this example). When all the students have
answered the questions, the teacher asks the robot to display the statistics of
correct/wrong answers, starting the discussion about the wrong ones. The robot
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assists the teacher by showing videos or images (e.g., the moon landing image)
in order to create cognitive conflict in the group, stimulating in this way the
discussion and the recognition of the correct answer by the group. Following,
a question and answer (Q&A) activity will give to students the opportunity
to interact with Diago, asking for deepening about Gravity, using images and
videos. The post-test session is similar to the pre-test one, because the robot
calls each student by name and goes to her/him asking for the same questions of
the pre-test, collecting the answers but, unlike before, if the answer is wrong a
failure message, an invitation to try again and the same image/video displayed
during the discussion session are shown. A feasible interaction template for a
post-test session and an example of interaction is shown below:

〈LABEL1, ask < Quiz1, GetChoices() >, answer < Result1 >,

Result1 = wrong?state < Answer, “wrong” >, GOTO LABEL1

: state < Answer, “right” >, LABEL2, ask < Quiz2, GetChoices() >, ...〉

Answer_text(P1):

choice:

The answer is @P1.

[P1=right] Congratulations!

[P1=wrong] I am sorry, this is not the right answer. Try it again.

Answer_image(P1):

choice:

[P1=right] img_happy_smile.png

[P1=wrong] img_sad_smile.png

R : [Both TTS and text] If an object is brought to the Moon, what happens
to its mass?
R : [Image] (See Fig. 1.)
H : [Speech] disappears
R : [Both TTS and text] I am sorry, this is not the right answer. Try it again.
R : [Image] (a smile or sad emoticon)
Due to the GOTO instruction, question is reformulated until the correct answer
is obtained.

Then, the interaction continues with other quizzes.
Finally, Diago summarizes what they learn during the lesson and greets the

classroom. The role of the teacher, during the lesson, is managing the student-
robot interaction, for example checking that each student start and stop his/her
own interaction, without interrupting it; managing the time in order to maintain
the schedule; managing the student-student interaction, a social activity that
high school students needs and appreciate but rarely they are able to control it.
Finally, the robot asks the students to sit down at their own desk and greets
them with a goodbye message.

R : [TTS and text] Goodbye! Have a nice day!
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6.1 Experimental Validation

A reduced instance of the lesson described above has been used for a user study.
During an Open event in our Department, we hosted 50 high school students of
around 18 years old (10–12th grade).

Table 3. Godspeed questionnaire data about perceived intelligence and safety. The
full results are in the web site mentioned at the beginning of this section.

Interaction with the robot during the event Yes No

Perceived Intelligence average-variance average-variance P value

Incompetent versus Competent 4.30-0.47 3.91-0.54 0.40

Ignorant versus Knowledgeable 4.41-0.63 4.22-0.56 0.38

Irresponsible versus Responsible 4.00-0.75 4.09-0.67 0.38

Unintelligent versus Intelligent 4.35-0.62 4.09-0.93 0.20

Foolish versus Sensible 3.23-1.07 3.50-0.58 0.07

Perceived Safety

Anxious versus Relaxed 4.06-1.68 4.56-0.45 0.0008

Calm versus Agitated 1.64-0.99 1.65-1.07 0.45

Quiescent versus Surprised 3.71-0.85 3.78-1.14 0.26

We proposed them short Physics lessons (15 min), organized as described
previously. After the lesson we distribute a questionnaire Godspeed Question-
naire Series (GQS) [13] that is frequently used for HRI evaluation. We used
GQS for assessing the success of the robot, evaluating if the emotional state and
the impression of the robot was influenced by the fact that the students were
interacting or not with it. A significant sample of data analysis of perceived
intelligence and safety is showed in Table 3.

The general scores were all positive, showing a general acceptance of the
experience. The relatively high P-values calculated for almost all the GQS para-
meters show that, during the curricula lesson with a robot, students’ emotional
state and their impression of the robot was not influenced by the fact that they
interacted with it. A notable exception was found for the anxiety state, for which
the data analysis shows a significant higher variance in the students that inter-
acted with the robot. This fact indicates that interaction with a robot during
a teaching experience can generate anxiety that must be taken into account by
the teachers. Nonetheless, the overall result confirms that the role of the robot
as teacher assistant is well accepted without the need that each student has to
interact with it.

7 Conclusions

In this paper, we have presented a formalism to describe templates of multi-
modal interactions. Once the interaction template has been designed, it is instan-
tiated and executed on the robot by using the PNP formalism.
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The use of the templates is intuitive and facilitates the work of the designer,
who must not necessarily be an expert from the technological point of view, and,
as shown in the example, the templates are easily extendable and re-usable in
different contexts. A user-friendly mechanism to populate the robot database
represents a good opportunity to facilitate the use of such tools by the teacher,
being a chance to enhance his/her technology skills while trying to catch and
hold the student interest for the subject.

Work in progress includes the application of this methodology in a more
structured teaching experience and a deeper evaluation of the results. Another
interesting direction is personalization of the interaction that allows to maintain
the interest over time of the students, as demonstrated by Lee [6].

Acknowledgements. This work has been partially developed within the COACHES
project. COACHES is funded within the CHIST-ERA 4th Call for Research projects,
2013, Adaptive Machines in Complex Environments (AMCE) Section. Sapienza Uni-
versity is funded by MIUR (Italy).

References

1. Barreto, F., Benitti, V.: Exploring the educational potential of robotics in schools:
a systematic review. Comput. Educ. 58(3), 978–988 (2012)

2. Bottoni, P., Costabile, M.F., Mussio, P.: Specification and dialogue control of visual
interaction through visual rewriting systems. ACM Trans. Program. Lang. Syst.
21(6), 1077–1136 (1999)

3. European Commission/EACEA/Eurydice. The teaching profession in Europe:
Practises, perceptions, and policies (eurydice report). Technical report, Luxem-
bourg: Publications Office of the European Union (2015)

4. Hussain, S., Lindh, J., Shukur, G.: The effect of lego training on pupils’ school
performance in mathematics, problem solving ability and attitude: Swedish data.
J. Educ. Technol. Soc. 9(3), 182–194 (2006)

5. Kanda, T., Shimada, M., Koizumi, S.: Children learning with a social robot.
In: Proceedings of the Seventh Annual ACM/IEEE International Conference on
Human-Robot Interaction, HRI 2012, New York, NY, USA, pp. 351–358 (2012)

6. Lee, M.K., Forlizzi, J., Kiesler, S., Rybski, P., Antanitis, J., Savetsila, S.: Personal-
ization in HRI: a longitudinal field experiment. In: 7th ACM/IEEE International
Conference on Human-Robot Interaction, March 2012

7. Lindh, J., Holgersson, T.: Does lego training stimulate pupils’ ability to solve logical
problems? Comput. Educ. 49(4), 1097–1111 (2007)

8. Mitnik, R., Nussbaum, M., Soto, A.: An autonomous educational mobile robot
mediator. Autonom. Rob. 25(4), 367–382 (2008)

9. Mubin, O., Stevens, C., Shahid, S., Al Mahmud, A., Dong, J.-J.: A review of the
applicability of robots in education. Technol. Educ. Learn. (2013)

10. Schaefer, R., Bleul, S., Mueller, W.: Dialog modeling for multiple devices and
multiple interaction modalities, Heidelberg, Berlin, pp. 39–53 (2007)

11. Vollstedt, A.M., Robinson, M., Wang, E.: Using robotics to enhance science, tech-
nology, engineering, and mathematics curricula. In: American Society for Engi-
neering Education Pacific Southwest Annual Conference (2007)



286 P. Ferrarelli et al.

12. Walker, E., Burleson, W.: User-centered design of a teachable robot. Lecture Notes
in Computer Science, vol. 7315, pp. 243–249 (2012)

13. Weiss, A., Bartneck, C.: Meta analysis of the usage of the godspeed questionnaire
series. In: 2015 24th IEEE International Symposium on Robot and Human Inter-
active Communication (RO-MAN), pp. 381–388, August 2015

14. Ziparo, V.A., Iocchi, L., Lima, P.U., Nardi, D., Palamara, P.F.: Petri net plans
- a framework for collaboration and coordination in multi-robot systems. Auton.
Agent. Multi-Agent Syst. 23(3), 344–383 (2011)



Virtual Environments, Cloud Tools and
Artificial Intelligence



eduMorse: An Open-Source Framework
for Mobile Robotics Education

Daniele De Martini(B), Andrea Bonandin, and Tullio Facchinetti

Department of Electrical, Computer and Biomedical Engineering,
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Abstract. The increasing spreading of robotics applications requires
the formation of more and more experts with knowledge in core aspects of
robotics systems. This paper introduces eduMorse, a novel framework for
the education in the scope of mobile robotics. The framework addresses
the accurate simulation of single- and multi-robot systems, with special
focus on the possibility to implement path planning, navigation and con-
trol strategies, to handle sensors and actuators, and the communication
among robots, thus allowing for the simulation of multi-robot coordina-
tion strategies. eduMorse leverages open-source tools to build a modular
client-server framework for the simulation of mobile robots, with the
aim of a simple setup of the simulation as a primary goal. The paper
describes the components of eduMorse and its architecture. An example
of application is also presented to show the effectiveness of the robotics
simulation and the usage workflow of the system.

Keywords: Robotics · Education · Simulation · Multi-robot systems ·
Path planning · Navigation · Coordination · Free/Open source software

1 Introduction

The learning of basic and advanced robotics concepts requires accurate simu-
lation of the physical environment and the interaction between such environ-
ment and one or more robots. While real hardware experimentation allows to
face challenges related to mechanical and electronics issues, the study of control
algorithms such as path planning and navigation, collaborative and coordination
strategies, can hugely benefit from an accurate simulation of the system.

eduMorse is a novel framework for mobile robotics education that leverages
open-source tools to build a modular client-server framework for the simulation
of mobile robots. The framework allows the accurate simulation of single- and
multi-robot systems (MRS), focusing on aspects such as path planning, naviga-
tion and control strategies, realistic sensors and actuators management, Simulta-
neous Localization and Mapping (SLAM). In MRS the robots can communicate
to implement effective coordination strategies targeted at solving a specific task.

c© Springer International Publishing AG 2018
W. Lepuschitz et al. (eds.), Robotics in Education, Advances in Intelligent Systems
and Computing 630, DOI 10.1007/978-3-319-62875-2 26
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Fig. 1. Example of view provided by eduMorse graphical window, including the
MORSE simulation window and the scoring window, where 2 robots move in the scene,
and one robot is equipped with onboard camera.

Typical objectives of the simulation are search tasks in unknown environments.
The accuracy in the simulation of the physics and robot components is achieved
by leveraging the MORSE (Modular OpenRobots Simulation Engine) simula-
tor [7,8]. The client-server organization is functional to the modularization of
the simulator, so that each component communicates through standard TCP
sockets and a dedicated Application Programming Interface (API). This app-
roach allows the execution of different modules on different computers, even
leveraging virtual machines, completely decoupling the execution of the mod-
ules, improving reliability, safety and security of the simulation. Multiple clients
can be connected to the same server, allowing the simulation of multi-robot sys-
tems. Thanks to the communication using standard sockets and the dedicated
API, a client can be implemented using the preferred programming language,
provided that correctly handles the communication with the simulator.

The framework aims at a simple setup of the simulation. For this purpose,
the configuration of the simulation, including the map and the scoring options,
and the setup of each involved robot, are concentrated in few configuration files
with standard syntax. The installation of the simulator is done under the Linux
operating system by leveraging the existing packets available for standard dis-
tributions. A script is provided that installs all the dependencies and downloads
the necessary code from public repositories.

The paper is organized as follows. Section 2 presents some related works.
Section 3 provides a general overview of the framework, while Sect. 4 describes
in details its architecture and components. The configuration possibilities are
described in Sect. 5. An example of application is provided in Sect. 6, and Sect. 7
reports some considerations on the use of the framework in the last two year of
a course on Robotics. Finally, Sect. 8 concludes the paper.
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2 Related Works

The growing interest in mobile robotics education motivated the development of
several learning platforms, based on both hardware and simulated environments.
A popular hardware platform is represented by the Lego MindStorm NXT [13].
The historical RoboCup event is a challenging robotics soccer competition where
both hardware/software solutions must be developed to implement a competitive
robot [2,4]. Robot competitions, both simulated and for real robots, are a com-
mon test bed for development of new solutions and for teaching purposes [1,3,19].
Recently, the Robotarium [18] cloud platform was proposed to allow the remote
upload of control firmware on a laboratory platform that can be monitored from
the web during the operations.

While hardware solutions focus more on physical assembling and tuning of
robots, simulated approaches mostly deal with motion and control logic. Since
this paper focuses on a simulated framework, this section will concentrate on
similar approaches. A popular simulator is RoboCode [12]. It allows the simula-
tion of elaborated strategies to prevail in a multi-robot fight. This environment,
however, is limited to the development of strategies, since dynamics and interac-
tion with the physical environment is almost absent. The authors of [17] leverage
simple robotics simulations as a mean of teaching a programming language. The
mentioned work, however, focuses on the teaching aspects related to the pro-
gramming language, while it does not provide any detail regarding the specific
programming environment used in the course.

Alternative solutions include the use of full-featured robotics simulators as
core components of the education framework, such as Gazebo [14], ROS (the
Robot Operating System), Blender and OpenCV [15].

3 Framework Overview

The aim of eduMorse is to make the students overcome the gap between theo-
retical concepts and practical implementation, to make them face problems like
path planning and triangulation without the hassle of relying on a real hardware
platform, but still in a realistic environment.

To address students with heterogeneous backgrounds and experiences, one
of the most important features the tool was its independence from a specific
programming language, both for configuration and for the programming exercise
itself. The key goals of eduMorse are:

1. being based on FLOSS (Free/Libre and Open Source Software) components;
2. to deliver an accurate simulation of the environment, the physics, and robot

devices (sensors and actuators);
3. to provide a pleasant graphical environment where the simulation is run

(Fig. 1 shows an example of such an environment);
4. to allow a distributed execution on different machines in a client-server orga-

nization;
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5. the support multi-robot applications;
6. no constraints on the programming language to implement the robot path

planning, navigation and control logic;
7. the support of flexible scoring rules for competitions and programming tour-

naments;
8. simple creation and setting up of a simulation session;
9. ease of installation.

Several robotic simulation environments have been evaluated in the early
stage of the project. RMTool [11] is a simulation tool that focuses on path plan-
ning and navigation algorithms in a planar environment. However, it did not
meet the requirements of an accurate simulation of environment and sensors,
and it is strictly related to the Matlab framework. Stage [10] is an open source
robotic simulator born under the umbrella of the Player project. It simulates
robots and their components; it is designed for fast simulation of multi-agent
systems and exposes the interface to sensors and actuators with APIs in various
programming languages, thanks to the Player project. However, it is limited to
2D environments. Webots [16] is a commercial simulator that offers 3D realis-
tic simulations, API for the major languages and inter-robot communication,
but has a non-open license. Finally, Gazebo [14] is a fully-featured open-source
robotic simulator, capable of simulation of robots and components in a realistic
3D environment and that gives access to a library of standard robots, sensors
and actuators. It provides APIs for various programming languages thanks to
the Player support, and interfaces to the ROS framework.

Nevertheless, the framework described in this paper leverages the open-source
MORSE robotics simulator [7]. MORSE provides accurate simulation of robot
dynamics and its interaction with realistic 3D environments. This is made pos-
sible since MORSE is based on Blender, a popular open-source 3D modeling
software, and the rendering is based on the Blender Game Engine [9], which sup-
ports shaders, lighting options and multi-texturing. Moreover, the Bullet library
is used for real-time physics simulation [5]. An important feature that led the
choice of MORSE is that simulations are generated by Python scripts with a
simple syntax. MORSE provides models and simulation of standard sensors and
actuators, e.g. cameras, laser scanner, and velocity controllers and all the data
streams can be accessed using standard sockets, framework such ROS or Yarp
or using the built-it Python library. Popular models for robotic platforms, such
as quadrotors, ATRV, Pioneer3DX, PR2, are also already available in MORSE.

eduMorse adds functionalities to the yet feature-rich MORSE simulator with-
out changing the MORSE simulation core itself. Indeed, the most relevant are:

– A communication server that enables the communication between robots;
– A scoring system to evaluate the performance of the robots during contests

or tournaments;
– A flexible configuration system;
– Libraries to communicate and to access sensors and actuators.
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Besides, the framework includes an install procedure to simplify the installing
of the required software and libraries and some pre-configured maps and simu-
lations are provided, for getting started with the platform.

4 The System Architecture

The system architecture is composed by the core MORSE simulator, a server
process that handles the communication between robots, and a scoring system.
The processes communicate over the network or locally on the same computer
by means of standard TCP sockets. The overall system is based on a multi-
process instead of a monolithic architecture. Although the latter may have lower
runtime overhead due to the absence of message passing, the former is more
flexible, favors the system modularity, simplifies the debug phase and allows for
distributing the processes over different computers if needed. On one hand, all
the processes can run on the same machine during the development of the robot
logic. On the other hand, during the verification of the robot behavior by the
teacher, or during a contest with multiple robots involved, all the components
dedicated to the simulation (i.e., MORSE, the communication server and the
scoring processes) can run on one machine, while robot processes can be exe-
cuted on different computers. Therefore, each robot process does not compete for
computational power with others; it may even run on an embedded computer to
perform Hardware In the Loop (HIL) simulations. Safety and security are guar-
anteed since possible malicious code contained in the robot process is confined
to run within a dedicated machine. Moreover, during the simulation, the robots
can not access any information that is not allowed by the simulation itself: all
the relevant data are provided by exchanging messages with the simulator.

Figure 2 depicts the components of the architecture. Each component is
implemented as a separate process. The figure shows the relationships among

Fig. 2. Overall system architecture: solid blue arrows represent the interprocess com-
munication direction, while dashed black arrows indicate the ownership of the commu-
nication stream.
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Fig. 3. Robots are connected to the communication server, which forwards the mes-
sages between them.

processes. In particular, arrows denote the direction of the communication
between processes (solid blue arrow) and the ownership of the communication
stream (dashed black arrow). The ownership of the stream identifies the process
that initiates the communication with another process.

This section provides more details regarding these components.

4.1 Communication Server

The communication server process enables and controls the communication
between the processes implementing the robot logic during the simulation. Such
processes can run on the same machine as the server or on different physical
machines. After the connection with all robots is opened, the server continu-
ously checks the presence of new messages, which are forwarded to the destina-
tion robots. Every message must be sent to the server, to be properly forwarded
to the destination robot (see Fig. 3). In this sense, the server acts as the simu-
lator of a wireless communication channel. In this way, the server can enforce
an optional bandwidth limitation to artificially restrict the communication pos-
sibilities during the simulation, making the coordination task more challenging.
In fact, one parameter for the wireless communication channel is the maximum
number of bytes that can be exchanged within the time unit.

It is worth to note that the simulation of the wireless communication channel
does not model low level physical effects such as interference, collisions, packet
losses, etc. As a consequence, the transmission of a message can be considered
always correct. The only applied limitation regards the maximum data rate.

4.2 Scoring System

The score of a simulation is affected by two factors: the time required to complete
the task and collisions with objects. The final score of a simulation is calculated
according to Eq. (1):

s = s0 + k · t +
∑

i

ni · pi (1)



eduMorse: An Open-Source Framework for Mobile Robotics Education 295

where s0 is an initial score, k ≤ 0 is a constant negative decay factor and pi is the
weight related to a collision with the i-th object; its contribution to the final score
is multiplied by ni, i.e., the total number of collisions with the corresponding
object. The weight pi can be either positive or negative. In this way, an object
can play the role of obstacle or a target.

To track the score during the simulation, the scoring system is based on
3 processes: a collision detector (collision), a collision and control handler
(controller) and an optional visualization process that exposes a user inter-
face (viz). In particular, as shown in Fig. 2, the data flows from collision to
controller to viz (blue arrows).

The collision process detects collisions between robots and objects. By
default, a collision sensor is added to each robot. The collision sensor belongs to
the standard sensor library of MORSE. The sensor surrounds the body of the
robot and will detect every collision with an object. The size and the position of
the sensor must be selected to fit the specific robot geometry. These parameters
can be fully configured by means of configuration files, as explained in Sect. 5.

When a collision occurs, a counter structure is updated and the process checks
if it is a new contact or the robot is leaning against an object. This control is
made possible by storing the timestamp of a collision. The difference between
timestamp of the current event and timestamp of the previous collision is con-
sidered to figure out whether a new collision event shall be generate. Whenever a
collision event is detected, the information is notified to the controller process.
The information passed to the process includes the name of the robot which col-
lided and a list of objects that were hit. The controller process determines the
contribution of the collision to the robot score, according to the values of the
parameters in Eq. (1). These parameters are configured as discussed in Sect. 5.

The viz process presents a simple user interface to display the score associ-
ated to all the robots during the simulation. The information displayed by the
viz are requested to the controller process. For this purpose, the viz process
periodically polls the controller process by sending information requests and
receiving the corresponding update.

5 Configuration of the Simulation

One of the goals the project is the possibility to easily configure the relevant
aspects of the simulation by means of configuration files. Configuration files use
the Tom’s Own Minimal Language (TOML) to assign parameters and values.

The different components of a simulation can be configured. In particular, the
following components can be distinguished: the simulation itself, rules, robots
and obstacles. Each of them will be described in this section. The configuration
stack is layered on top of the MORSE simulator. This means that the various
components will be handled by the simulation as standard. While some parame-
ters are mutated from MORSE, some parameters are introduced by eduMorse,
in particular whose referring to the scoring and the communication system.
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Configuration of the simulation. The most important parameters of the simu-
lation include the name of the configuration file that defines the rules of the
simulation. A flag that defines the rendering method used by MORSE is also
configurable: if true, MORSE switches to a simpler rendering method (called
wireframe) that leads to faster graphical performance but turns down the possi-
bility to use the onboard robot camera. Moreover, it can be specified the name of
a robot that carries an onboard camera for first person view; only one robot can
carry a camera in a simulation, which is reasonable for single-robot simulations;
position and pose can be configured w.r.t. the robot reference frame.

For each robot involved in the simulation an unique name associated to the
robot and the name of the configuration file that specifies the robot parameters
must be indicated. The name will be then used to access its sensors and actuators
using the socket interface.

Configuration of the rules. The rules define the behavior of a simulation run.
The most important parameters that can be configured are:

– the number of robots allowed in the simulation;
– the number of obstacles inserted in the simulation;
– the name of a Blender file containing the map;
– the types of actuators and sensors allowed in the simulation;
– the position and the pose of the external camera that provides the view of

the whole scene, expressed w.r.t. the simulation reference.

For each robot involved in the run, its initial position and orientation can be
configured. Moreover, every object in the scene is characterized by the following
parameters: the name of the blend file containing the object, an unique name
given to it as well as the 3D position and orientation in the map.

Finally, there are a number of options related to the score and the time,
i.e. the total simulation time and the parameters used in Eq. (1) (the initial
score and the k constant) can be specified.

Configuration of robots. The type of robot can be chosen among the available
types supported by MORSE. A list of sensors and actuators can be specified.
Each item must include an unique identifier in the form of a string, the type of the
actuator (currently supported are MotionVW and Keyboard), and the interface
(e.g., ‘socket’ specifies the standard TCP socket); The mandatory collision
sensor is configured in terms of its relative displacement w.r.t. the robot frame,
which allows for adapting its arrangement considering the selected type of robot.

Configuration of the objects in the map. For each object, the interesting para-
meters are the name of the object and the score pi assigned to the object.

6 Example of Application

The typical workflow in the use of eduMorse requires the definition of a simula-
tion, i.e., the characteristics of robots and the score, and the selection of one or
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(a) (b)
(c)

Fig. 4. The components of the example simulation: Fig. (a) depicts the empty map, Fig.
(b) shows the obstacles placed in the scene, while Fig. (c) shows the ATRV differential
mobile robot used in the example.

more maps to test the robot’s logic. The example of application provided in this
section considers a 4 wheel differential ATRV robot equipped with a Pose sensor,
proximity sensors and the collision sensor. The Pose sensor allows to obtain the
location and the orientation of the robot, while 3 proximity sensors are installed
in front of the robot, with orientation of 30 degree from each other. The robot is
also equipped with a differential drive. The ATRV model used in the simulation
is shown in Fig. 4(c).

6.1 Definition of the Map

The map is created from a base empty arena, where obstacles are placed. edu-
Morse follows the peculiar approach of MORSE to configure these elements: each
element can be contained in a separate graphical file, and through configuration
files one object can be inserted in the scene with given coordinates and orien-
tation. In this way, one object can also be placed more than once, in different
locations, provided that different elements in the scene are labelled with differ-
ent names. The name represents the reference of the object, which is used to
associate features such as the scoring options.

Figure 4 shows the elements that compose the example simulation. The actual
simulation is shown in Fig. 5, where all the components are combined within the
MORSE simulation window. Figure 5(b) provides an example of path generated
by two ATRV robots: the goal is to locate and reach a target, whose distance can
be sensed by a robot within the range shown in figure. The two robots generate
random way points and move to the next way point until robot 1 detects the
target and sends its own current co-ordinates to robot 2 (point p1). At this point,
while in point p2, robot 2 move towards to the received co-ordinates while robot
1 triangulates the target location. Once obtained the target co-ordinates in point
p3, robot 1 sends this information to robot 2, when it is in point p4. Both robots
use the Bug 2 algorithm [6] for collision avoidance during trajectory tracking.

6.2 Interface Between Robot and Simulator

To enable the communication between a robot and the simulator for getting
sensor values or controlling the actuators, the MORSE simulator allows three
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Fig. 5. Example of multirobot navigation and target localization problem. Figure (a)
shows the 3D representation of the scene, while Fig. (b) depicts the paths generated
and the messages sent during the navigation, although the lines are not actually present
in the output provided by eduMorse.

Fig. 6. Example of usage of the API from C language.

options: through frameworks such as ROS or Yarp, sockets, or leveraging the
built-in Python library. eduMorse takes advantage of the socket communication
interface and exposes a dedicated API implemented in various programming
languages, while keeping the possibility to use ROS or the Python library.

Figures 6 and 7 show the usage of the API in a C and a Python program –
respectively – to achieve a simple task: the robot moves accordingly to his pose
using the setSpeed function until it finds an obstacle and then it stops.

7 Usage in Undergraduate Course

The eduMorse framework has been used in the last two years to assign practical
school works in the context of the robotics course at the University of Pavia.
The goal is to allow a fruitful programming experience of path planning and
navigation in a simulated but realistic environment. Since the background of the



eduMorse: An Open-Source Framework for Mobile Robotics Education 299

Fig. 7. Example of usage of the API in Python language.

students attending the course is heterogeneous, the framework is been continu-
ously developed to permit every student to meet the goal of the assignment.

The task assigned to the robot is to reach a unknown target location in a
2D maze. The robot is equipped with a position sensor, providing the robot’s
position w.r.t. the inertial frame, 4 infrared sensors, as shown in Fig. 5, and a
sensor that returns the distance of the robot from the target, but not the heading
towards it. This practical project was assigned to more than 30 students to date.
Most of the students solved the problem using standard bugs algorithm for path
planning; some few solutions were based on Voronoi graphs or potential field
planners [6]. The identification of the target position was performed by applying
triangulation techniques, based on the target distance measured in different loca-
tions, and the robot position sensors. Trajectory tracking and obstacle boundary
following was performed using classical proportional controllers, where the error
is calculated on the desired orientation and the proximity value, respectively.
Most of the solutions have been implemented in C language, while Python was
chosen by students with less programming experience. The control algorithm has
been always implemented as a single process and no one has leveraged the ROS
interface, which is not currently part of the robotics course.

8 Conclusions

This paper presented eduMorse, an educational simulation platform for mobile
robotics applications. eduMorse goals, characteristics and organization have been
discussed. The focus was on the accuracy of physical environments simulation,
modularity of the system (i.e. its client-server organization), simplified config-
urability and installing, and definition of simulation rules to address common
collaborative and competitive tasks. This latter point is addressed by the avail-
ability of a scoring system allowing to evaluate the robot performances. eduMorse
has been used in academic courses for facing robotics programming tasks.
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Abstract. With the cloud computing taking root in the general com-
puting ecosystem we can use many cloud computing tools to support
teaching robotics to different groups. In this paper, we provide a general
overview of using cloud tools, provide a review of some of them as well
as give some recommendations based on our experience.

1 Introduction

The task of teaching robotics is a complex one. Students need to gather the-
oretical knowledge from various disciplines and preferably understand diverse
methods and their limitations, as well as be able to design and produce multiple
practical projects. All of this has to be done in a limited time, usually in couple
semesters, with only a few subjects directly connected to the robotics.

Several categories of computer programs can help students in their knowledge
and skills acquisition. Concretely, programs for modeling, simulation, calculation
(both symbolic and numerical), program development environments (for robots
with operating systems and microcontrollers) and interface development tools.
However, while many of these programs would be useful throughout student’s
education in many cases student’s experience is limited to a few hours of labo-
ratory work and is not continued in their professional life. This is because most
of those programs require lengthy setup as well as licenses from the producents.

For example, installation of the Autodesk Inventor, a program for designing
and virtual assembling of complex devices requires a 40 GB for the installation
files and recommended memory of 20 GB. Other useful programs, such as MAT-
LAB (program for calculations and graphing), Keil Vision (for microcontroller
programming) have similar requirements. Also, these programs are non-free and
non-open source and are generally expensive, so students, after graduating and
losing academic license rights, would also need to uninstall them.

All this might be demotivating for students and teachers who want to use
only some, limited functionalities of the programs while studying some specific
subject. For example, when the teacher introduces some particular aspect of
robotics (e.g. numerical inverse kinematics), it would make sense for students to
play with the code themselves to understand better the particular parts and limi-
tations. When faced, however, with the need to install MATLAB, many students
will only watch teacher program and lose the chance to learn by experience.

c© Springer International Publishing AG 2018
W. Lepuschitz et al. (eds.), Robotics in Education, Advances in Intelligent Systems
and Computing 630, DOI 10.1007/978-3-319-62875-2 27
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What we and other robotics groups from around the world do, is using cloud
tools in such scenarios. Cloud tools are programs that run directly from internet
browser and where most of the data is stored and calculated on some servers,
to which users have access via a browser app. This enables us to introduce
students to different types of applications through a much-simplified process,
where students usually need only to create an internet account to access the app
functions.

Using cloud tools works particularly well when classes are aimed at online
audiences in MOOCs (Massive Open Online Courses). Schools and organizations
offer their coursework online both for their students and for online communities.
Such courses can be offered to thousands or even hundreds of thousands of
participants and technical support for installing some specialized software is, in
such setting, very difficult. Therefore, many such courses offer online tools for
the participants. For example, several Udacity [12] and Coursera courses have
online exercises given along python code interpreter [6], while EdX courses offer
an online version of MATLAB environment (for example, Discrete Time Signals
and Systems [3]). Circuits and Electronics course by MIT uses online simulation
tool for electronics [1].

There are several examples of using cloud or available online tools that could
be used in normal curriculum. Such tools give wider access to laboratory equip-
ment (via remote access) or give more varied exercises. Notably a Robotnicka
robots can be accessed and programmed remotely by Slovak Students in the
“remotely accessible robotics laboratory” [13]. A Robot Programming Network
is a initiative to give several robotics labs tools for remote access and remote
exercises both on real robots and on simulators, based on ROS (Robot Operating
System) [4].

In this paper, we want to give some overview of what is possible with cloud
applications, but also to explain the limitations of this approach. We give the
example of our cloud app that we use when teaching basics of robotics – mymodel
robot. We conclude with giving some recommendations based on our experience.

2 Various Programs Useful for Robotics

There is a multitude of cloud programs that could be useful in teaching robotics.
As robotics is a wide field and various skills are needed, programs could range
from 3D CADs, various programming environments and programs illustrating
or guiding some particular robotics ideas.

As online tools generally require no setup, teachers can test and use a larger
number of programs than with tools requiring installation, therefore, can give
students the opportunity to compare different approaches or solutions.

We listed programs that we have used personally in our teaching endeav-
ors, particularly in: basics of robotics course (bachelor/engineer level), med-
ical and social robotics (project based master’s course), mobile robotics (bache-
lor/engineer level) and when tutoring students from robotics association.
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2.1 3D Programs

Tinkercad [2] (www.tinkercad.com) is Autodesk’s online CAD, designed primar-
ily for building 3D printable shapes. The shapes are designed as a combination
of basic shapes (cylinders, boxes) into desired objects or extruded from an SVG
vector file. The typical use case is for students to design a robot part or some
adapter.

The main advantage of the software is its simplicity, but it can also be a dis-
advantage as the software has only basic functions. It is a good tool to introduce
students to 3D design, and have them printing their own parts rapidly. Parts
can be also presented in Tinkercad gallery.

Onshape [7] (www.onshape.com) is a 3D parametric CAD program that is
much more advanced than Tinkercad. Aimed at professionals, Onshape uses
typical 3D design workflow. Parts are designed as 2D drawings, that can be then
swept, extruded and combined.

When working with a parametric program, students can use variables when
defining parts, and this allows them to compare different designs or iteratively
improve parts. The program is free for open designs, that is for those that are
available for other people to download and modify.

The program can be used to design nearly very complex devices, using assem-
blies of parts. Students use it to design complex parts for 3D printing or to design
a multi-part assemblies.

2.2 Programming Tools

Mbed Platform (www.mbed.com): Mbed is a set of services for ARM developers,
including the ARM Integrated Development Environment with the ability to
program selected ARM boards in the cloud [9]. Similar in spirit to Arduino, the
development platform has easy to use functions and a large set of libraries.

Mbed is fully compatible with Robot Operating System (ROS) which sig-
nificantly helped our students to develop low-level control software for Nucleo
platform being one of the ROS nodes [5] (see a photograph of mobile robot with
Mbed board in Fig. 1).

Students can start programming by opening examples or some other people’s
projects and modify to their needs. The program is then compiled in the cloud
and can be uploaded to the controller through putting the compiled file into
a folder (the Mbed device is visible from the operating system as a memory
device). The IDE has built-in version control and sharing ability.

The Mbed software is mainly used by our robotics club students as they
can introduce new members to the code base swiftly. Also, as an ARM-centric
project, it gives the students an opportunity to work with modern, 32-bit hard-
ware architectures of the similar price of 8-bit Arduino boards.

Repl.it
Repl.it (repl.it) is one of the several online coding environments, giving the

opportunity to present some working code (in various programming languages)
and modify it [10]. Programming languages (in our case mainly Python) are

www.tinkercad.com
www.onshape.com
www.mbed.com


304 I. Zubrycki and G. Granosik

(a) Screen from students Mbed
project for ROS-based mobile robot

(b) Photograph of robot with Mbed
board ( Nucleo Board) used as a low-
level controller

Fig. 1. Example of Mbed IDE and boards used in mobile robotics

available with popular libraries, such as Numpy or Scipy, for numerical or sym-
bolic computing.

We use the environment to show example programs for typical robotics prob-
lems (inverse kinematics, trajectory generation) and students can modify the
examples from their own computers. This can be used in class or as a part of a
homework.

5p.js (JavaScript Processing)
5p.js (5p.js) is a JavaScript library for simplifying the process of building

programs with a visual output in the browser [11]. The library is based on a
popular and well-documented Processing programming environment for Java
but it directly aims at interactive, browser-based programs. A p5.js-widget is an
additional library that helps embed a p5.js, modifiable code on a website, with
the ability to change the code, run and debug [14].

We use it when giving students written materials on a website, with the
runnable code embedded in. Students can analyze the program along the expla-
nation, and multiple versions of the program can be added to the post, to explain
how the program is developed. The idea is similar to Knuth’s Literate Program-
ming where a program is explained in natural language mixed with code snippets
[8]. This allows students to see theory and experience the process of creating
implementation in one coherent way.

As an example a blog post written for students (gentle.pl website), explaining
numerical inverse kinematics, with a 5pjs-widget included for code exploration
is presented in Fig. 2. Students can build through modifying the example code
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Fig. 2. A blog post written for students, explaining numerical inverse kinematics, with
a 5pjs-widget included for code exploration.

inverse kinematics algorithm for two degree of freedom manipulator to make it
follow the mouse movement. The program visualisation is upgraded real-time,
so the students can see results of their changes.

2.3 MyModelRobot Development

Mymodelrobot (mymodelrobot.appspot.com) is our browser-based program to
view and animate URDF based robots. We want to give our application as a
successful development of cloud software for robotics education and to explain
some technologies that are behind most of such apps.

The main enabling force is the development of javascript frameworks and its
capabilities. In our app, we use WebGL, which is JavaScript API for rendering 3D
models to give students the ability to view and animate robots. Logging, saving
the work is done on Google Cloud through Google Accounts. The rendering and
animation of robots are done using Three.js JavaScript framework. Additional
JavaScript libraries (backbone.js, jquery, dat.gui) were used to realise Model-
View-Controller scheme.

http://mymodelrobot.appspot.com
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Fig. 3. Default screen from Mymodelrobot application

Robots to be viewed correctly in MyModelRobot have to be described as
a URDF (Universal Robot Description Format) model that students need to
write themselves and doing that they learn about different coordinate frames
and transformations between these frames. An image of a robot with 11 degrees
of freedom viewed in our app can be seen in Fig. 3.

Universal Robot Description Format requires the definition of coordinate
frames relative positions and orientations, types of joint and adequate axes of
rotation/ translation and definition of elements that make a link (assembled
from basic elements such as cylinders, boxes).

Recently, we have also included a Denavit-Hartenberg (D-H) table to URDF
converter, so students can convert their D-H description to skeleton URDF
model, and add visual details to that.

We use our program in different parts of the curricula. When doing lectures or
exercises for “basics of robotics”, the lecturer can animate the coordinate systems
attached to the robot, based on D-H notation and students can do the same on
their own computers or mobile phones too. The experience of moving frames
gives students a better understanding of key subjects of forward kinematics and
robot description.

In “basics of robotics” laboratory, students build their own models of indus-
trial robots using the MyModelRobot and proceed to use the tool as a way to
view the results of Inverse Kinematics calculations. This was described in our
previous paper on the RiE conference.

The tool is used also in student’s project work and extracurricular activities.
Students modeled their mobile robots in MyModelRobot before proceeding to
simulate them in Gazebo (a physics simulator that is connected to ROS). Our
faculty used MyModelRobot to rapidly produce a simple model of a robotic cage
as an illustration for a grant proposal (see Fig. 4).
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(a) URDF model of robotic cage
with two manipulators

(b) Photograph of constructed cage

Fig. 4. Example of MyModelRobot cloud tool for visualizing robots

Most of the use cases described here derive from the ease of use and avail-
ability of the tool. Students and faculty work from different computers, not nec-
essarily their own, and a simple but always available tool is in many situations
more preferred to the one that is powerful but requires a difficult setup.

3 Cloud Tools Pros and Cons

The cloud tools that could be used in robotics education are various, but there
are some general pros and cons of using non-installable, cloud tools for the
purpose of robotics education. Some contexts are more fitting than the others
and we describe our approach in Recommendations subsection of this Section.

3.1 The Pros of Cloud Tools

Facilitate communication, team working. As the app itself and the data are
stored online, it is usually very easy for students to share their designs (through
sharing functionality of the app) and work with other people when using cloud
tools. This is specifically valuable because the teamwork ability and effective
communication skills are a must for any kind of engineer.

No setup. The setup of installable tools is usually major hurdle in their
application. To install software the students need to have computers passing
some requirements, space, etc. In the case of many tools, the students need
to pass some licensing issues, which makes some of them use pirated version
– bad from the ethical point as well as the virus prone. In the case of cloud
applications, they usually require no setup in case of browser app, other than
having an up-to-date browser or a small installation on the mobile device.

No maintenance. When cloud software is used in a classroom setting, it
requires no maintenance from the teacher as there is the newest version always
available.
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Computing power available. As some programs require the projects to be
rendered/ compiled this could be too much for students machine.

Flexible paid options. Most of the cloud programs have paid options that are
in form of monthly fee.

An easy way to compare apps, and use a multitude of them. As the apps
generally have some free options, students and teachers have an easy way to
check their functionality and use the most fitting versions – as their availability
is the same. In the case of desktop programs, one tends to use the application
already installed which can be not the best for the problem at hand.

3.2 The Cons of Cloud Tools

Using cloud programs have several cons, some of which can disqualify this option
in some settings.

The biggest hurdle with cloud programs is that they give the user much less
control over the program and the data. While this is the reason that there is
no install and maintenance needed, users depend on the developers on proper
maintenance and access to their app.

The risk of the company closing the app. While even for installable programs
there is a problem when the program developer folds, as there would be no further
versions of the program, in the case of cloud apps it could mean that there is no
access to app whatsoever. The recent example of Codebender – programming
interface for Arduino, shows that even large communities can close quite rapidly
– much faster than it takes to change the curriculum.

The risk of app unavailability due to server upgrade. In case that the app
servers are unavailable, the app will not work. In the case of desktop setup, the
program is usually broken only on a single computer.

Also, because the apps usually auto-update, there is a risk that the new
version will lack necessary features or be broken. Also, the teacher does not have
time to prepare for the new version and it can be a surprise to the teacher and
his/her students.

3.3 Recommendations

When teaching robotics with using cloud apps, there are some issues to consider,
to provide good education experience and minimize the risk of failure.

Have examples and students data backup in interchangeable formats. As
explained in the cons subsection, cloud services can close, which leads to stu-
dents’ and teachers’ files being inaccessible. Having a backup data in some stan-
dard format (STL files for 3d shapes, step files for CAD, text files for c++,
javascript, python source files), gives the chance for a transfer to other service or
offline program. We also recommend checking whether the downloaded backup
file is, in fact, working in other programs.

If possible, set up mirror copies of the websites. In the case of open source
programs, the best option would be to run an own server with the cloud service.
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This is possible with MyModelRobot and p5js. However, the need for server
setup diminishes some of the advantages of cloud applications.

Cloud applications are best used in particular scenarios. One is the use in
short courses or demonstrations. As installation of CAD programs or program-
ming IDE’s can take hours, it can leave considerable less time for the educational
part of, for example, 10h course. Similarly, a demonstration of some function-
ality on a cloud program can lead to students experimenting on their own, as
less setup is required. However, in long course, limited functionality, internet
dependence and the possibility of lack of service can demotivate students.

Cloud applications are also good for homework and self-work, due to no setup
as well as the ease of sharing the results or working in groups.

4 Conclusion

In the paper we presented a number of cloud applications with their use cases and
described how our cloud application – MyModelRobot is designed and how it can
be used in teaching robotics. We discussed the advantages and disadvantages of
using cloud tools and provided some recommendations towards their classroom
application.

In conclusion, we think that cloud app have a place in teaching robotics. In
many settings using cloud apps gives students the ability to do their work faster,
in other, they would not use an app at all and have a worse learning experience.
However, it is certainly not the solution to all the problems, and teachers need
to be aware of the inherent risks and decide accordingly.

We hope that this paper will inspire other educators in using cloud tools but
also give them insight in what could be possibly wrong, and plan accordingly.
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Abstract. The current situation of increasing European and global competition
and the resulting downward pressure on prices and forcing at companies use
modern automated and robotic manufacturing systems. After the state of the art
analysis evaluation there were certain conclusions gained, showing lack of
information from the field of robotics among graduates. Low level of education
in the field of robotics is caused by poor material and technical facilities at
secondary schools as well as by poor level of theoretical and practical experi-
ences of teaching staff. Therefore, the staffs are not able to pass on important and
satisfactory level of education in the field of robotics. This clearly demonstrates
the need and necessity of education in the field of robotics that can be ade-
quately insured by professionally trained teachers. Teachers will benefit in terms
of gaining the latest information and knowledge from the field of industrial and
service robotics, which is now highly popular and attractive giving them the
benefit of professionalism. The paper presents the works within the RUSOS
project, which is focused on educating of teachers of secondary vocational
schools in the field of robotics.

Keywords: Robotics in education � Vocational education and training �
Secondary vocational schools

1 Introduction

The current state in industry can be characterized by rapid development of robotics in
almost all industrial areas. It is mainly focused on new generation of intelligent dual arm
robots [1]. In terms of public life, here are service robots used for professional appli-
cations (e.g. health care, rescue operations) and personal assistance applications for
humans, particularly for handicapped and older people. The number of robots deployed
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in industry since 2010 is continually increasing. The main reason for the sharp increase
of robot deployments in 2010 was the rapid development of automation with the aim to
increase competitiveness, and thus achieve higher production and quality [2].

In 2016, the number of robots was exceeding over 200,000 [3]. In 2018, it would
attack worldwide sale of threshold 400,000 industrial robots per year [4]. The focus on
selected project priorities is designed based on development of robotics in all areas of
industry with regard to project partnerships. The need for professional services is
especially apparent in the automotive industry, where the most required employees are
those with secondary vocational education working in sphere of service of automated
and robotized equipment or at production lines. However, existing graduates are pre-
pared insufficiently for these activities. Therefore, some employers provide the
short-term courses in the supplier robotic companies or at universities due to profiling
their robotic positions. They sometimes provide this type of courses themselves. The
lack of these courses relates to their narrow specialization and superficial expressing the
idea of robotic system [5].

One of the ways how to improve this situation can be seen in the introduction of
such robotics subjects at secondary vocational schools that are missing today. Robotics
is only part of certain subjects, without a coherent view. The need to resolve this
problem should begin at substance of case, for example, by teachers training at sec-
ondary vocational schools in the field of robotics with the aim to have the relevant,
innovative, high-quality and timely information from robotics. Primarily, RUSOS
project focuses on teachers who will be able to transfer reached knowledge of robotics
to their students at the professional level [6].

2 Background and Aims of the RUSOS Project

The RUSOS project focuses on the education of teachers at the secondary vocational
schools in the field of robotics and on innovative, high-quality obtaining information
from robotics. The most innovative part of the project includes the creation of the study
materials for teachers of technical subjects that are created based on the essential as
well as the latest knowledge from robotics [7]. Subsequently, the teachers transform
obtained materials and knowledge into the contents of educational subjects, dual
education or the optional courses. Planned innovative educational materials, ICT and a
virtual laboratory platform are conceived as an interactive source of knowledge to
enable interaction between the students and teachers.

Project outputs and activities are as follows:

1. An analysis of the requirements of engineering companies for recruiting the new
employees, especially graduates of secondary vocational schools - finished output.
The aim of intellectual output was to conduct an in-depth analysis in order to
identify the needs and requirements of target groups, subsequently, implement in all
countries of partnership. The representatives of target groups were directly con-
tacted by the project partners, both via the personal meetings and the new form of
data collection as online questionnaire survey. The evaluation of analysis was done
for each country, but also globally.

312 M. Hajduk et al.



2. A set of training materials for the secondary vocational school teachers in the field
of robotics - ongoing output. Purpose of this output is the creation of training
materials based on the requirements that are suggested by the production companies
and the secondary vocational schools. Requirements have been obtained under
output 1. The study materials will be compiled on the basis of underlying as well as
latest knowledge of robotics. Their structure will be conceived as an interactive
learning resource enabling interaction between students and teachers. Subsequently,
teachers of secondary vocational schools will transform the obtained materials and
knowledge into the curriculums of subjects, or include them as a part of related
subjects.

3. An educational-training ICT platform for the secondary vocational school teachers
in the field of robotics - ongoing output. Educational-training ICT platform is a
major intellectual project output. Currently, it is elaborated into the stage of
installation, administration and structure of e-learning portal Moodle. Moodle as a
learning platform was created by a general concept of training course, defining
respective roles and competences, as well as template of a standard lesson with the
aim to test and comment by the project partners [8]. Moodle portal contains one
sample lesson from industrial robotics.

3 Analyses of Needs and Requirements of Target Groups

Many secondary schools are not adequately equipped and hence cannot provide ade-
quate training in robotics for students. Similarly, they do not have adequate and timely
information from this field [9]. Therefore, it was prepared a depth analysis for iden-
tification of needs and requirements of target groups. Basic axioms for realisation of
this analysis were characterized in the following points:

• Must be realized based on needs from automotive sector,
• Insufficient preparation of operators graduates in the field of automated and robo-

tized equipment and production lines,
• Missing profiling subjects from robotics at secondary vocational schools with a

coherent perspective,
• The need for training teachers at secondary vocational schools to obtain relevant

information from the field of robotics,
• Short-term courses of firms and companies are specifically addressed only to a

narrow range and low depth of robotics conception.

The analyses consist of two parts. First, an analysis of the requirements of engi-
neering companies for recruiting of new employees - graduates of secondary vocational
schools. Second, secondary school teacher’s needs analysis for training in robotics.
Analyses were carried out in all countries of partnership (Slovakia, Poland, and
Romania). All partners were involved in the project and evaluations were carried out
both for each country separately and for all partner countries globally [10].

It was aimed to obtain information about real needs of participants. To achieve
required quality indicators, it was necessary to reach a minimum of 20 companies and
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20 secondary vocational schools in each country of partnership. To sum up, it fills
about 240 questionnaires, which can be regarded as sufficient sample to obtain relevant
information. The results of these analyses were used directly for creation of intellectual
output 2.

4 RUSOS Training System

RUSOS training system is an education system designed for training at automated and
robotized systems for the teaching staff of secondary vocational schools, companies
and students. It is focused on information from the field of industrial and service
robotics that will be processed and available for the learners of ICT platform in the
form of e-learning lessons [11].

4.1 Educational-Training ICT Platform

Educational training ICT platform is main intellectual output of RUSOS project. It is
based on e-learning, whose main advantage is its availability strictly according to time
and space that a user needs. This educational platform allows controlled and continuous
access to study materials as well as the opportunity to exchange their knowledge and
experience with other course participants through the implementation of various
communication modules such as forum, chat and other [12].

4.2 E-Learning Course

Concerning to the development of e-learning education, e-learning course was created
with a focus on industrial and service robotics [13]. It is implemented into the Moodle
portal and divided into lessons. Prepared e-learning course is mainly focused on pro-
viding the essential as well as the latest knowledge from robotics concerning to three
target groups:

• teachers,
• students,
• employees of companies.

These target groups were chosen because in case of the teachers, they do not have
sufficient information from robotics. In case of students, it would be useful, if they
obtained at least basic information from robotics. Finally, in case of employees, they
will receive benefits in the form of access to the training materials, coaching and
unlimited advantages of e-learning course.

Each lesson contains a theoretical part which explains relevant topic. It also
includes appropriate images, presentations and also video files. At the end of each
lesson, control questions for users of course can be found. Only after successful
mastering of control questions, one can be passed to the next lesson. To complete the
lesson, it is necessary to obtain minimum number of points [14].
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4.3 Virtual Lab with Industrial and Service Robots

Special part of ICT platform will include a virtual laboratory with robotic technique that
will be used for evaluation of practical knowledge resulted from the study. Virtual lab-
oratory will be created of several virtual 3Dmodels of various robots and other automated
equipment. Individual virtual models of robots and other devices will be compiled into
different configurations and thus, it is possible to create various robotic workplaces in
virtual reality [15]. Virtual lab allows the users to work from their homes and to verify
obtained knowledge of industrial and service robots simulating real workplace condi-
tions. So, they can use virtual lab equipment which is not usually available to all persons
for testing. Authorized users can access into laboratory at anytime from anywhere.

5 Future Development

To ensure a correct entrance into the virtual laboratory, it is necessary to allow entrance
by only single user at predefined time. Therefore, this activity requires a schedule of
individual users concerning to access of virtual laboratory. In order to avoid unau-
thorized entry, each access into the virtual laboratory has to be monitored and archived
by software in form of log files, respectively by storing data into the database. We
expect that it will need to store following information:

• login that will be associated by administrator of virtual laboratory and has to be
unique for each user,

• user password with sufficient length,
• time of user access into virtual laboratory,
• time of activities in the laboratory,
• type of user activity during operation in virtual laboratory.

6 Summary

Project activities are intended to improve cooperation in the field of robotics education
for teachers at secondary vocational schools as well as students and employers.
Another aim of project is to improve cooperation and preparedness of successful
graduates of secondary vocational schools and their integration into the labor force of
companies. Secondary school teachers will benefit from a project by acquiring latest
information and knowledge in the field of the industrial and service robotics, in order to
amend themselves education in this highly attractive, innovative and demanded field.
This will enhance their job and allow them the possibilities for career progression and
better enforcement in the labor market.
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Abstract. Educational robotics is a widely recognized tool to motivate
students and concretize abstract and complex topics, such as artificial
intelligence in computing education curricula. Lego Mindstorms series
is one of the most popular robotics platform due to its flexibility and
relatively cheap price. We used Lego Mindstorms EV3 robots with a novel
Open Learning Environment for Artificial Intelligence (OLE-AI) to teach
concepts of reinforcement learning and artificial neural networks (ANNs)
to computer science students. OLE-AI uses a white box approach to
expose internal structures of an ANN to students. Results from the pilot
study with OLE-AI indicate that the participating students were able to
deepend their knowledge about AI topics through a practical and open
exercise that involved them in controlling EV3 robots by manipulating
the ANN and Q-Learning algorithm.

Keywords: Educational robots · Q-Learning · Reinforcement learning ·
Artifical neural networks · EV3 robots

1 Introduction

Educational robotics is a widely used tool in computing education especially at
K-12 level [2], but also’ institutes of higher education have increasingly adopted
these tools [13] as a part of their curricula. Flexibility of educational robots
allow them to be used in various learning contexts and levels. Nowadays it is
not unusual to integrate educational robotics to courses that are connected to
fundamentals of programming, algorithms, programming languages, operating
systems, or artificial intelligence (AI) [13]. Selection of available educational
robotics kits is wide, and institutions can easily find robotics solutions to match
their needs and budget. Some of the robotics kits are too expensive or complex to
be purchased and used by the universities as teaching tools for general computing
education, but reasonably priced alternatives such as Lego Mindstorm series
exists and they are widely adopted in different teaching contexts [24].

The recent developments and raising interest in AI creates a demand for
computing specialists to possess an understanding in the subject. AI as a wide
discipline and its sub-domain machine learning are taught all over the world as
c© Springer International Publishing AG 2018
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a part of computing degrees. Both AI and machine learning are considered as
hard subjects to teach, and various tools for teaching these topics have been
developed [14]. However, existing tools are usually driven by black box thinking
where only the inputs and the outputs of artificial intelligent algorithms are vis-
ible to learners [4]. In the field of machine learning, the artificial neural networks
are the most notable example of black boxes [4].

In our previous work [20], we have developed a prototype of a learning tool
framework that aims to bring internal functionality of an ANN to a white box
instead of presenting it with a traditional black box approach. The framework
allows usage of screen-based visualizations or physical computing devices, such
as educational robotics, to concretize the learning experience. In this paper,
we present results from a pilot study to examine perception of computer sci-
ence major students towards using Open Learning Environment for Artificial
Intelligence (OLE-AI) that uses the previously developed framework and Lego
Mindstorms EV3 robots. In the study, the participants were using OLE-AI to
teach an EV3 robot controlled by an artificial neural network to drive around and
avoid obstacles in an open and unpredictable environment. The study presented
in this paper aims to answer to the following research questions:

RQ1: Are there indicators of benefits that students gain when using a white-
box approach in OLE-AI with educational robots to learn fundamentals of
ANNs and reinforcement learning?

RQ2: Is it technically possible to use OLE-AI to introduce the concepts of
artificial neural networks to computer science major students?

The paper is organized as follows. First, we will discuss about the previous
work related to introducing machine learning concepts to the students with the
help of educational robotics. We also present our earlier work with the framework
development. Second, we will introduce the research setting for the experiment,
methodology, and main results obtained from the study. We will conclude the
paper with a discussion about the implications of the results and directions for
the future work to expand the current research context.

2 Background

Reinforcement learning is sub-domain of machine learning and it is especially
well-suited to control robots [18]. The basis of the reinforcement learning is in
rewarding and punishing. The reinforcement learning agent interacts with the
environment and receives feedback from the actions it has chosen. There are
many reinforcement learning algorithms available for different use cases. For
our tools, we have applied the Q-learning algorithm [23] to be used together
with EV3 robots. In this section, we will discuss about the earlier work related
to reinforcement learning and educational robotics. We also cover the JS-Eden
environment with the OLE-AI that we have developed for machine learning
education purposes.
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2.1 Related Work

Lego Mindstorms is an educational robotics series that has evolved through
three different generations. EV3 is the newest and the most powerful model in
terms of processing power [9] and connectivity. Earlier versions of Lego Mind-
storms series are RCX and NXT series. Lego Mindstorms robots can be pro-
grammed with a specific visual programming environment that is bundled with
robot sets [11]. It is also possible to use other programming tools, such as Java to
develop programs for Lego robots [17]. Besides explicitly programming a Mind-
storms robot to achieve a certain goal, machine learning techniques have been
applied to Mindstorms robots for both research and educational purposes [25].
For example, Van Der Vlist et al. [22] arranged a course for design students
where Q-learning and supervised learning methods were applied to NXT robots
with Java programming language. The objective of the arranged course was to
introduce the concepts of ANNs to the students.

Vamplew [21] suggested using Q-learning method and Mindstorms RCX
series to introduce the concepts of the reinforcement learning but instead of
ANNs, they implemented Q-learning with a look-up table. The look-up table
approach was chosen because of the limited processing power of the used Lego
intelligent bricks. Look-up table is easier to implement than an ANN, but the
major drawback is that look-up tables are suitable only for simple environ-
ments [3]. Processing power required to manipulate even a simple ANN is usually
so big that using Lego Mindstorm intelligent bricks together with ANNs is not
feasible.

Irgen-Gioro [9] used Q-learning method together with Lego NXT series and
C language to introduce the concepts of the reinforcement learning to computer
science graduate students. The goal was to develop a robot that would obey to
its owners commands by using an ultrasonic and a light sensor. Ultimately, the
robot would learn the optimal policy for avoiding obstacles.

Besides the reinforcement learning paradigm, Klassner [12], and Parsons and
Sklar [16] integrated Lego RCX robots to an AI course where the students were
offered large amount of tasks related to intelligent agents. In the course organized
by Klassner [12], the students in general had strong background in programming
languages and instead of using the visual programming environment provided
by Lego, the students used NQC (Not Quite C) to program the robots. Similarly
Parsons and Sklar [16] used NQC during their AI course.

The feedback given by the participating students in the abovementioned
courses was mainly positive. Using Mindstorms robots to introduce the AI con-
cepts enhances the creativity of the students [9], and using the Mindstorm robots
is an economical choice [9]. Furthermore, combining AI with Mindstorms robots
let students to deal with real life complexities [9]. Using physical robots in AI
education supports the active role of students by letting them to manipulate
concrete objects and assimilate new knowledge through observation. As Klass-
ner [12] addresses, the visual programming environment provided by Lego is
not very flexible, but it is possible to use other programming languages to pro-
gram Mindstorm robots. Also one target of the criticism against using Lego
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Mindstorms robotics is the limited processing power of the intelligent bricks.
EV3 series robots are by far the most advanced bricks but also they do fall in
the category of limited power embedded systems with only a 300 MHz ARM
processor [8].

Besides the limitations that the previous researches encountered, all of the
described interventions follow the traditional write - compile - execute cycle
where the learning process of a machine learning algorithm can be observed only
by looking the behaviour of the robot. In this model, sensor values serve as inputs
to the machine learning algorithm and the behaviour of the robot represents
the output of the algorithm. Thus the state and internal functionality of the
machine learning algorithm or ANN is explicitly hidden from the students in a
black box. We have overcame the limitations of the Lego Mindstorms intelligent
bricks by keeping the neural network and processor intensive calculations in a
host computer that controls remotely a Lego EV3 robot.

In our approach, the robot serves as a real-time concretization object that
brings the status and quality of the ANN explicitly visible to the learner. Fur-
thermore, the robot sends its sensor readings to the host computer for input
to the ANN. The host computer controls driving of the robot based on the
state of the ANN. This solution allows visualizing the state and structure of the
ANN to the learning in the OLE-AI environment running in the host computer,
hence bringing the ANN from black box to a white box. Advantage of our app-
roach is also that use of ANN is not limited by the computing capacity of EV3
intelligent brick or Arduino microcontroller. This allows usage of more complex
scenarios and rich visualizations of the ANN, comparing to environments where
the machine learning algorithm is implemented in the robot. Also, all changes
to the construals controlling the robot or Q-learning agent are applied on the fly
according to the EM principles [20] without need to re-compile or re-interpret the
script after changes. All changes to ANN structure or parameters are reflected
immediately in the robot’s behaviour. We argue that this helps learners to under-
stand internal functionality of the ANN and machine learning algorithm better
than a tool following the traditional black box approach. Next in this paper we
present Empirical Modelling approach and JS-Eden tool that are technologies
behind the OLE-AI environment.

2.2 Empirical Modelling and Making Construals

OLE-AI, as well as our previous work in the field, are developed on the top of
JS-Eden modelling environment, which is a part of Empirical Modelling (EM)
toolset. EM is a computer-based modelling doctrine that aims to develop models
(computer-based artefacts known as construals) to represent subjective experi-
ence of the modeller about a subject. Empirical Modelling tools are not limited
to computing education only, but tools and EM approach in general are applica-
ble in a wide range of teaching contexts. The current state of EM tools devel-
opment is focused on building interactive open educational resources (OERs)
that enable collaboration between developers, teachers, and students in an uni-
fied web-based environment where both development and use of a construal
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take place [6] without traditional software development cycle. The current EM
environment, JS-Eden, allows interconnection between screen-based construals
and physical computing devices such as Arduinos1 and Lego Minstroms EV3
robots2. Furthermore, the extensions developed to JS-Eden allow integration of
Q-learning agents into the construal for example to control a robot’s behaviour
through an artificial neural network (ANN).

One of the goals of Empirical Modelling is to drive an blended development
and use process of open educational resources (OERs). This process is referred
making construals (MC). Currently, MC takes place in a browser-based JS-Eden
environment that uses Node.js runtime environment [1] in the backend. Through
three key EM concepts, observables, dependencies and agents [5], a user can
create interactive OERs that capture the subjective experience of a phenomenon
into a sense-making model [7].

Observable is a feature of a referent that the user is modelling while depen-
dencies are relationships between observables that describe how the observables
are indivisibly linked in change. Unlike constraints that express persistent rela-
tionships in a closed world, dependencies represent the expectations of a user
about how the change of one feature will have an influence on the related fea-
tures [7]. An agent is a set of notations in the domain being modelled that is
being perceived as a capable of initiating a state-change of the observables [7].

One of the key values of making construals activity is the openness, and
ANNs learning tools usually operate in a black box. ANNs and open making
construals activity were previously blended together to predict disability severi-
ties from road traffic accidents in Thailand [19]. Furthermore, making construals
activity played a crucial role to open data mining process through the decision
tree classifier in the context of educational robotics in [10]. In both cases, the
openness of making construals and associated tools led to deeper understanding
of a prediction process itself.

2.3 JS-Eden and OLE-AI

In our previous research we introduced a JS-Eden extension to physical comput-
ing and machine learning that links JS-Eden to EV3 robots or Arduino micro-
controllers through either a USB cable or Bluetooth connection. In addition to
establish a connection between JS-Eden and physical devices, the framework
allows users to integrate a Q-learning agent to making construals activity [20].
The current OLE-AI tool has been built on top of this framework. The Q-
learning algorithm in the OLE-AI uses a recurrent neural network [15] as a
function approximator.

Connection between EV3 or Arduino and JS-Eden is established through
Node.js servers that handle the communication over web sockets and serial ports.
Controlling the robots and Q-learning agent is enabled by standard JS-Eden
syntax and OLE-AI supports the use of observables, dependencies and agents.

1 https://www.arduino.cc.
2 https://www.lego.com/en-us/mindstorms/about-ev3.

https://www.arduino.cc
https://www.lego.com/en-us/mindstorms/about-ev3
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Fig. 1. Architecture of OLE-AI environment.

On runtime, the communication between robots and JS-Eden is managed by
Node.js servers, and Q-learning implementation is loaded to users’ web browser
enabling Q-learning agent to be used as a standalone add-on with screen-based
construals. The Q-learning implementation of the OLE-AI follows the EM prin-
ciples of openness. All layers of the ANN are exposed real-time to the user and
they can be viewed from observable list of JS-Eden. Both activation values of the
neurons and the weights of the ANN can be viewed simultaneously. The archi-
tecture of OLE-AI and its relations to JS-Eden platform is depicted in Fig. 1.

3 Pilot Study

In November 2016, we arranged a pilot study to research how computer sci-
ence major students perceive OLE-AI for learning the basic concepts of ANNs
and reinforcement learning. The purpose of the study was two-fold. First, our
goal was to study how use of OLE-AI with Lego EV3 robots change students’
knowledge and interpretation about the internal functionality of ANNs. Our sec-
ond goal was to study technical aspects of using JS-Eden, OLE-AI, and Lego
Mindstroms EV3 robots.

3.1 Research Setting

As this study was for piloting both the OLE-AI environment and research setting
for further, more extensive studies, number of participants was intentionally
small (n = 4, three males and one female). The students were computer science
majors from School of Computing, University of Eastern Finland. During the
two-hour session students were asked to use a pre-made construal in the OLE-AI
environment to control Q-learning agent to drive a Lego Mindstorms EV3 robot.
The predefined goal for the students was to teach Q-learning agent to control
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the EV3 robots so that the robot would avoid collision with the obstacles in
the classroom. All students were familiar with Empirical Modelling, JS-Eden,
and making construals approach as they had participated to a workshop in
these topics in the previous semester. The choice of having participants with
previous knowledge on making construals was driven by the piloting nature of
the study, as previous knowledge about the tools would help them to focus on the
actual topics of the study, instead of familiarizing themselves first with the JS-
Eden environment. Three of the students had some theoretical knowledge about
ANNs, but none of them had any experience in the reinforcement learning. At the
beginning of the study, the participants were asked to answer the following five
questions mapping their understanding about ANNs and reinforcement learning.
The same five questions were asked after the experiment.

1. What is an artificial neural network?
2. What different parts artificial neural networks do have?
3. How do rewarding and punishing relate to artificial neural networks?
4. In the context of reinforcement learning, what are the inputs and the outputs

of the artificial neural network?
5. Describe what happens in the learning phase of artificial neural network?

The questions 1, 2 and 4 tested students’ general knowledge about ANNs
whereas questions 3 and 5 tested their knowledge about reinforcement learning.
After filling the pre-questionnaire, students were given a short introduction about
ANNs. During this introductory session, participants were exposed to a graph-
like ANN visualization and a description how inputs of the ANN are treated
during the reinforcement learning process to form ANN outputs was also given
to them.

After the introductory session, the participants selected a pair to work with.
Both pairs had a laptop with OLE-AI environment running on the top of locally
installed Node.js server. Participants were provided a pre-assembled Lego EV3
robot (Fig. 2), which connected to OLE-AI environment over Bluetooth connec-
tion. The robots were equipped with an ultrasonic sensor to measure distances
to obstacles. When connected to the OLE-AI environment, the ultrasonic sen-
sor value acted as a state of the Q-learning agent. The possible actions of the
Q-learning agent were “forward”, “backward”, “left” and “right”. The students
were able to make changes to the number of hidden neurons of the Q-learning
agent, learning rate, epsilon greediness, the size of the memory that the Q-
learning agent used, gamma value (future reward discount factor), rewarding

Fig. 2. Model of the EV3 robot used in the study
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and punishing, and iterations that were used to fold the memory. All these para-
meters were provided in OLE-AI environment, and all changes to the parameters
were applied on the fly in the ANN, allowing participants to observe effect of
the modifications real-time.

3.2 Materials and Methods

During the pilot study, the data from the students was collected with question-
naires that the students filled in before and after the experiment. The question-
naires were similar except that in the post-experiment questionnaire, we asked
feedback about how students felt participating the experiment. Besides the ques-
tionnaires, participants’ laptop screens were recorded and additional field notes
were taken. Also log files from JS-Eden containing changes that the participants
made to the construals, were saved.

The research material collected was analyzed qualitatively. The main analy-
sis was based on a comparison of the pre-questionnaire and post-questionnaire
answers. Analysis was supported by the collected field notes and the recordings.
Field notes, for instance, pointed out that the class room environment that was
used during the pilot study was too challenging for robots’ navigation capabilities
because of the amount of obstacles, such as chairs and tables.

3.3 Results

Results of the study indicate two major findings. First, participants’ answers
indicate that OLE-AI helped those without prior knowledge about ANNs to
comprehend the basic fundamentals. The questions 1, 2, and 5 tested the par-
ticipants’ knowledge about ANNs, and pre-experiment questionnaire answers
indicate that participants, except of Student A, had some level of theoretical
understanding about ANNs.

Student A, who had no prior knowledge about the ANNs, answered to the
first question (What is an artificial neural network? ) as follows. The answer
indicates that Student A gained during the experiment new knowledge about
how ANNs are implemented.

Algorithm which sorts data? (Student A, pre-questionnaire)
vs.

Multidimensional array that has values. (Student A, post-questionnaire)
Answers from other students with more prior knowledge about ANNs did not
evolve significantly, but the answers took more precise form. For example, Stu-
dent B answered to the first question:

ANNs are used in machine learning. A network structure which is used to
predict the most probable event (Student B, pre-questinonnaire)

vs.
A data structure which is used in machine learning and can be used to teach

a computer (Student B, post-questinonnaire)
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The Question 2 (What different parts artificial neural networks do have? ) tested
the participants’ knowledge in the architecture of ANNs. Again, the answer from
Student A during the pre-questionnaire showed the lack of knowledge in ANNs.
However, during the experiment Student A gained new and precise information
about the architecture of ANNs:

Nodes and leaf nodes. (Student A, pre-questionnaire)
vs.

Input, hidden and output layer which all have neurons. (Student A, post-
questionnaire)
Also the answers from the participants with more experience in ANNs evolved
again into more precise form.

Input, layers, output (Student B, pre-questinonnaire)
vs.

Input layer, hidden layer, output layer (Student B, post-questinonnaire)
Usually ANNs are layered so that they have an input layer, and an output

layer, and between them one or (usually) more hidden layers.” (Student D, pre-
questinonnaire)

vs.
Input / hidden / output layer, and connections with weights between them.

(Student D, post-questinonnaire)
As the second major finding, results indicate that students were able to transform
their existing, theory-based knowledge about ANNs into more practical form: the
experiment had influence in the answers of the post-experiment questionnaires.
Both Question 3 and Question 4 were related to reinforcement learning instead of
ANNs. The post-experiment questionnaires indicate that the students achieved
some level of practical understanding in the reinforcement learning by using the
OLE-AI with EV3 robots. For example, Student C answered to Question 3 (In
the context of reinforcement learning, what are the inputs and the outputs of the
artificial neural network? ) as follows:

Inputs are feature vectors and outputs are classifications. A reverse ‘input’
results from the output; reinforcing punishments or rewards” (Student C, pre-
questionnaire)

vs.
The inputs are the current state and outputs a chosen action (Student C,

post-questionnaire)
<Empty answer > (Student B, pre-questionnaire)

vs.
Inputs are numbers, for instance sensor values and the outputs are actions

such as go forward, go left etc. (Student B, post-questionnaire)

Overall, it seems that using OLE-AI environment together with EV3 robots
could lead to more pragmatical understanding about ANNs and the reinforce-
ment learning. The questions related to reinforcement learning were the most
difficult for students to answer during the pre-questionnaire, but according to the
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post-experiment answers, the participants’ knowledge level about reinforcement
learning increased. It is crucial to bear in mind that the number of subjects in
this pilot study was low, and generalization of the results is not possible to large
extent. However, the results form a good basis for the further experiments with
larger number of the students.

4 Conclusions

Besides K-12 education, Lego Mindstorms robots have been used to teach the
basics of AI at the university levels [13]. It seems that using physical robots in
the AI related courses to increases the motivation of the students [22], while
enabling the students to use their creativity in a practical way. Our approach
with the OLE-AI tool opens the machine learning process by exposing the whole
ANN to the students.

The comparison between the pre-questionnaires and the post-questionnaires
indicates that the participating students gained a level of practical understand-
ing of the concepts related to the reinforcement learning and ANNs. While the
participating students deepened and practicalized their knowledge in ANNs dur-
ing the pilot study, they were able to understand the underlying mechanisms of
rewarding and punishing in the reinforcement learning.

In this paper we introduced two research questions. Based on the research
result, we present answers to these questions as follows.

RQ1: Are there indicators of benefits that students gain when using a white-box
approach in OLE-AI with educational robots to learn fundamentals of ANNs
and reinforcement learning?

The results of the pilot study indicate that the use of the OLE-AI helps
students to get familiar with the concepts of the ANNs and the reinforce-
ment learning. Use of OLE-AI also helps to turn their existing theory-based
knowledge to more pragmatic and concrete.

RQ2: Is it technically possible to use OLE-AI to introduce the concepts of arti-
ficial neural networks to computer science major students?
During the pilot study no technical challenges related to OLE-AI occurred,

and the platform built with JS-Eden and the EV3 robots is stable for more
extensive studies.

5 Discussion and Future Work

The results from this pilot study with OLE-AI environment were encouraging,
and opening the ANNs internal functionality from a black box to a white box
seems to be beneficial for students’ learning. In particular, their concepts of
ANNs turned to more concrete and vocabulary they used in answers during the
post-experiment questionnaire got more pragmatic forms.

Besides answering the questions about the ANNs and the reinforcement learn-
ing, all students gave us comments and suggestions related to the experiment.
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Feedback was mostly positive with some issues that were arised. Student A felt
that working in pairs was problematic because there appeared to be some dis-
agreements about how to train the Q-learning agent during the experiment. In
the feedback, the Student A mentioned that “I would have got more out from
the experiment if I worked alone, I always disagreed with my pair...”. Although
working with a peer student seemed challenging, Student A admits that “...I
gained new information.”. In the future experiments we may have to take into
account the possibility to let participants to work on their own to avoid chal-
lenges regarding teamwork.

The other challenge appearing in the feedback was that the experiment envi-
ronment was not the best one. The room was filled with chairs, tables, and other
obstacles and it was challenging for the EV3 robots to observe surrounding with
only one ultrasonic sensor. Thin legs of chairs and tables were not visible to the
sensors, leading to unrealistic input to the ANN. This easily leads to difficulties
to comprehend how the ANN is working in a particular moment when sensor
readings are not meeting the real-world situation. Student C wrote: “Set up the
area for training the robot in a controlled way”. For the future experiments we
have to clear the environment from all of extra obstacles that may interfere
unnecessarily sensor readings and in this way, the purpose of the experiment.

Despite the promising results presented in this paper, further studies with
larger number of subjects are needed to get a full picture about the benefits
of OLE-AI as a tool for familiarizing students with concepts of reinforcement
learning. In this study, we focused on the reinforcement learning, but OLE-AI
could be used also to introduce concepts of unsupervised and supervised machine
learning by opening the undergoing processes in a similar way as presented in
this paper.
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