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Preface

The present book includes extended and revised versions of a set of selected papers
from the Second International Conference on Information and Communication Tech-
nologies for Ageing Well and e-Health (ICT4AWE 2016), held in Rome, Italy, during
April 21–22, 2016.

ICT4AWE 2016 received 39 paper submissions from 22 countries, of which 21%
are included in this book. The papers were selected by the event chairs and their
selection is based on a number of criteria including the classifications and comments
provided by the Program Committee members, the session chairs’ assessment, and also
the program chairs’ global view of all papers included in the technical program. The
authors of selected papers were then invited to submit a revised and extended version
of their papers having at least 30% innovative material.

The International Conference on Information and Communication Technologies for
Ageing Well and e-Health aims to be a meeting point for those that study and apply
information and communication technologies for improving the quality of life of the
elderly and for helping people stay healthy, independent, and active at work or in their
community during the course of their life. ICT4AWE facilitates the exchange of
information and dissemination of best practices, innovation, and technical improve-
ments in the fields of age-related health care, education, social coordination, and
ambient-assisted living. From e-health to intelligent systems and ICT devices, this is a
point of interest for all those who work in research and development and in companies
involved in promoting the well-being of aged people, by providing room for industrial
presentations, demos, and project descriptions.

The papers selected to be included in this book contribute to the understanding of
relevant trends of current research on ageing well and e-health, including: ambient-
assisted living, mobile assistive technology, lifestyle engineering and life quality,
electronic health records, security and privacy in e-health, smart environments, home
care, and remote monitoring.

We would like to thank all the authors for their contributions and also the reviewers
who helped ensure the quality of this publication.

April 2017 Carsten Röcker
John O’Donoghue

Martina Ziefle
Leszek Maciaszek
William Molloy
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Supporting Caregivers in Nursing Homes
for Alzheimer’s Disease Patients:

A Technological Approach
to Overnight Supervision

Laura Montanini1(B), Laura Raffaeli1, Adelmo De Santis1,
Antonio Del Campo1, Carlos Chiatti2, Luca Paciello3, Ennio Gambi1,

and Susanna Spinsante1

1 Dipartimento di Ingegneria dell’Informazione,
Università Politecnica delle Marche, Ancona, Italy

l.raffaeli@univpm.it
2 Italian National Research Centre on Ageing (INRCA), Ancona, Italy

3 ArieLAB S.r.l., Ancona, Italy

Abstract. The reduction of public expenditure and investments in
health care provisioning calls for new, sustainable models to transform
the increasing aging population and dementia-related diseases incidence
from global challenges into new opportunities. In this context, Informa-
tion and Communication Technologies play a vital role, to both promote
aging in place and home management of Patients with Dementia, and
to provide new tools and solutions to facilitate the working conditions
of the care staff in nursing homes, which remain an essential facility
when cognitive-impaired patients cannot live at home anymore. Night
staff in nursing homes are a vulnerable group, receiving less supervision
and support than day staff, but with high levels of responsibility. Addi-
tionally, nighttime attendance of patients affected by dementia may be
difficult, because of their incremented neuropsychiatric symptoms. This
paper describes an integrated system for the night monitoring of patients
with dementia in nursing homes, based on a product originally conceived
for domestic use, but re-designed to provide support to nurses, by means
of a set of sensors located in each patient’s room, and suitable software
applications to detect dangerous events and raise automatic alerts deliv-
ered to the nurses through mobile devices. The results obtained from
the first experimental installation of the monitoring system proved the
effectiveness of the proposed solution to support nurses during the night
supervision of patients, and suggested suitable modifications and addi-
tional features to increase the nurses’ compliance.

Keywords: Environmental sensors · Unobtrusive monitoring · Activity
detection · Alarm notification · Behavioral analysis

1 Introduction

It is widely recognized that Information and Communication Technologies
(ICT) have the potential to dramatically impact social and welfare systems in
c© Springer International Publishing AG 2017
C. Röcker et al. (Eds.): ICT4AWE 2016, CCIS 736, pp. 1–19, 2017.
DOI: 10.1007/978-3-319-62704-5 1
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promoting new economically viable and sustainable models for healthcare deliv-
ery, especially when targeting the aging populations, and, among them, Patients
with Dementia (PwDs) and their caregivers. By 2050, 22% of the world’s pop-
ulation will be over 60 years of age [26], and both governments and the private
sector need to mobilize innovation and research to transform this global chal-
lenge into an opportunity for new models of sustainable growth. Among the
chronic diseases that mostly affect aging population, Dementia and Alzheimer’s
Disease (AD) have a prominent role [4]. ICT offers several opportunities to health
services, specifically to PwDs and their caregivers, as discussed in a systematic
review by Mart́ınez-Alcalá et al. [22]. The paper shows that among the 26 studies
that satisfied the inclusion criteria for the review, 16 were aimed at the PwDs,
and 10 at the primary caregivers and/or family members. Basically, it means
that the current literature almost neglects the opportunities ICT can offer to
formal caregivers of PwDs, like professionals and healthcare operators, and to
nurses working in the residential care sector. On the other hand, it is known
since long time that professional caring of PwDs may have strong impacts on
the carer’s physical and mental health [12]; at the same time, improvements in
nursing home residents’ quality of life may be achieved by enhanced training and
deployment of the care workers [33].

Staff working in care and nursing homes is typically undersized with respect
to the real workload, because of budgetary restrictions on the amount of person-
nel that can be recruited, compared to the number of patients cared after. This
results in a stressful working condition, as many tasks need to be carried out
in a relatively short time. Since 2010, due to the global economic crisis, growth
in public health spending came almost to a halt across the OECD (Organisa-
tion for Economic Cooperation and Development) members, with even reduc-
tions in many countries [28]. Anyway, despite the current trend of promoting
elderly caring at home and aging in place, the role of nursing homes remains
relevant, especially for PwDs or AD patients at an advanced stage, who cannot
be assisted at home anymore. ICT should be more extensively exploited to facil-
itate the working conditions of the care staff dealing with PwDs, and to improve
the quality of care, but the impact of technology on the underlying long-term
established clinical work processes needs to be carefully evaluated and analysed.
Possible blocks in the execution of routine procedures, due to the adoption of
technology, tend to distract staff from care issues, and may lead to new errors.
Typically, in reaction to this condition, nurses develop problem-solving behav-
iors that bypass the use of new technology, or adapt the work process so as to
minimize disruption in traditionally executed procedures [5,13,20].

The so-called “sundown syndrome” in PwDs is characterized by the emer-
gence or increment of neuropsychiatric symptoms such as agitation, confusion,
anxiety, and aggressiveness in late afternoon, in the evening, or at night, prob-
ably due to impaired circadian rhythm, environmental and social factors, and
compromised cognition [16]. Although night-time care forms a significant part of
care provision in nursing homes, little research has focused on this. Night staff
are a vulnerable group, receiving less training, supervision and support than day
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staff, but with high levels of responsibility [10]. Several ICT-based solutions have
been proposed to facilitate home-caring of people affected by dementia or AD
during the night hours. In fact, nighttime activity is a common occurrence in
persons with dementia, which increases the risk for injury and unattended home
exits, and impairs the sleep patterns of caregivers [17,18]. Technology has been
applied to develop tools that alert caregivers of suspicious nighttime activity, to
help prevent injuries and unattended exits [21,27,32]. Nighttime attendance of
patients affected by dementia or AD may be difficult to manage also in nursing
homes, especially because the number of nurses available is reduced, with respect
to daily hours. As a consequence, it is of interest to evaluate the applicability
of technology for night monitoring of AD patients in nursing homes, in order
to assess the impact of technology on nurses’ work flows, and on the quality of
assistance provided to patients.

This paper describes an integrated system for the monitoring of AD patients,
realized by evolving and updating an already existing product named UpTech [7].
The UpTech project focused on AD patients and their family caregivers; it was
carried out as a multi-component randomized clinical trial (RCT), integrating
previous evidence on the effectiveness of AD care strategies, in a comprehensive
design, to reduce the burden of family caregivers of AD patients, and to maintain
AD patients at home. Indeed, often the relatives who take care of AD patients
are subjected to high levels of stress, that could also contribute to the onset of
physical problems. The positive outcomes of the UpTech experimental phase [30],
providing the use of technological devices as alternative or complementary form
of support, have suggested its application in a different scenario, represented
by the nursing homes. The aim of the new project, named UpTech RSA [24],
is to support and help assistance of AD patients in nursing homes, during the
night hours, by means of a set of sensors located in patients’ rooms, and suitable
software applications to detect dangerous events and raise alerts for the nurses.

When dealing with monitoring of people, this condition is often seen as vio-
lating the privacy of the user. Therefore, in order to satisfy the requirement of
providing an unobtrusive monitoring, only simple environmental sensors have
been employed in the UpTech RSA solution, that are less intrusive and more
acceptable than other options, like wearable devices, or video cameras. Wireless
sensors have been chosen and used: on one hand, this enables a simple installa-
tion, on the other hand, power consumption is a critical aspect, which has to be
evaluated at the design stage.

The paper is organized as follows: the context of application of the pro-
posed technology is discussed in Sect. 2, whereas Sect. 3 is focused on design and
deployment issues. The field trial implementation is presented in Sect. 4, and
the results gathered from the practical use of the technology in a real nursing
home are discussed in Sect. 5, showing how the data collected from sensors may
be translated into useful information for understanding the patients’ needs and
requirements. Finally, Sect. 6 concludes the paper and suggests possible future
developments.
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2 Context

Dementia is becoming increasingly prevalent worldwide and is today considered
as one of the most burdensome disease for the developed societies. AD is the most
common form of degenerative dementia. Generally, the onset of the illness occurs
in the pre-senile age, however it could be even earlier. A person with dementia can
live 20 years or more after diagnosis, during which he/she experiences a gradual
change of the functional and clinical profile. As a consequence of the disease, a
progressive loss of cognitive capacity is occurring, eventually leading to disability
and to a severe deterioration of quality of life. During the so-called “dementia
journey”, the disease affects not only the patients but also their informal (e.g.
families) and formal (e.g. care staff) caregivers, on whom the bulk of the care
burden falls [8].

Up-to-date, there is no cure for dementia thus the attention to the symp-
tomatic non-pharmacological treatment for the patients and their caregivers has
become increasingly relevant, especially as the literature shows that these can
be more effective that most of the available drugs [31]. Although home remains
the preferred place for care delivery, a substantial number of patients need to
access (permanently or temporarily) residential care facilities, when home care
is no longer feasible. In the residential context, infrastructure and staffing levels
are not always adequate to manage residents with dementia. Residential care
services are indeed labour intensive and the quality of care here depends largely
on the staffing level and characteristics [15,23]. As the ongoing financial crisis is
reducing the budget available for residential care services, a detrimental effect on
personnel standards might occur. This concrete risk of staff shortcomings might,
in turn, lead to a substantial proportion of avoidable hospitalisations, use of
emergency departments, increased carers’ burden and stress, and inappropriate
use of chemical and physical restraints (e.g. antipsychotics).

The literature suggests that education, training and support of available staff,
supervision, and improvement of job satisfaction could be effective measures to
increase quality of care in assisted care settings [14]. In addition, technologies
and other environmental factors have been identified as the most promising
measures to improve working conditions in the residential care setting, to reduce
the care burden and to improve the overall quality of care [2,11]. The potentials of
new technologies have been tested to reduce the need for continuous monitoring
of dementia patients, and to increase their safety and well being within the
residential setting.

Aloulou et al. [1] describe the development and deployment of an Ambient
Assisted Living (AAL) system for nursing homes. They have tested the system,
comprising a set of environmental sensors, devices to enable interaction and a
centralized machine for each room, involving 8 patients and their caregivers, in
a nursing home in Singapore. Field trials are extremely important: in this case
for example, the installation outside a laboratory environment led to recognize
problems derived from the real usage. Secondly, the first test phase conducted
only with caregivers enabled a preliminary evaluation of the system and its refin-
ing without affecting the patients. Finally, the complete test provided an overall
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description of the system capabilities, its effectiveness, the benefits brought to
the patients and the caregivers, the contribution to improve the quality of the
assistance provided and to support the caregivers.

Several solutions can be found in the literature that adopt assistive technolo-
gies (ATs) to help PwDs at home, to perform the usual daily tasks and thus to
maintain their independence. As for the type of ATs adopted, a mapping study
have been conducted, based on literature and industrial (limited to UK mar-
ket) surveys [3]. From this research, 5 main types of ATs have been identified:
robotics, health monitoring, prompts and reminders, communication, software.
Moreover, it seems that there is a gap between academic research and industrial
products, since the literature mainly focuses on robotics and health monitoring,
while the UK industry mainly develops health monitoring and software based
technologies.

Other papers affirm that reminding technologies are an active area of
research. Patterson et al. [29] provide an overview of works addressed to this
topic, but they also find out that often the adherence to these reminders is not
considered. They start from the principle that the user acknowledge is not suf-
ficient to assess the real execution of the task following the reminder: therefore,
they propose a prototype that integrates reminders and adherence detection,
along with the possibility to inform a carer in case of non-compliance.

Despite the rich literature on the available technologies, there are a few stud-
ies that involve PwDs in determining the results of using ATs [9]. Most of them
include people with mild and moderate dementia but often the stage of the dis-
ease is not specified. As for the assessment of the quality of life, a standard
approach is necessary to carry out a significant comparison across studies.

3 Design and Deployment

The system described in this paper represents an evolution of a project named
UpTech, aimed at improving the quality of life of both AD patients living at
home and their family caregivers. This project involved nurses and social workers,
who periodically went to the patients’ houses, and included the installation of
technological kits at the patients’ homes. Each kit consisted of a network of
wireless sensors installed in the house, for the monitoring of the patient. Data
were processed by a central control unit and, in case of danger, a notification was
sent to the caregiver. The new system, called UpTech RSA, targets the nursing
home environment and has been devised primarily for the overnight monitoring
of patients, when there is a lack of personnel in the building. Moreover, the main
differences between the two systems concern the following aspects:

– number of users: in the nursing home, multiple patients are monitored at the
same time. Thus, the central control unit is able to manage data coming from
more than one set of sensors;

– sensors: different types of sensors are employed, due to the diversity of the
physical environment;
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– system architecture: the whole network can be seen as a set of sub-networks,
one for each room;

– alarm management: the monitoring system is an aid for the nurses, the noti-
fications are not sent to the remote caregiver as in the home-based system.

The project development stage carried out in the Laboratory was aimed
first at the improvement of the previous UpTech kit, secondly at the design
and implementation of the modules required for the new system. In particular,
the radio transceivers firmware was re-designed, to implement an efficient data
acquisition and transmission procedure. At the same time, particular attention
was paid to the energy consumption exhibited by the transmission nodes, by
taking into account the values of power absorption in the different operation
phases, and implementing all the possible strategies for its reduction. As for the
new components, the following modules have been designed: the structure of the
database used to store the collected information, and the applications necessary
to implement the decision algorithms, in charge of making actions depending on
particular values of the acquired data.

The system requirements have been identified by collecting nurses’ requests,
thus the developed functionalities are related to the usual daily care procedures.
Specifically, the set of sensors installed in each room enables the following func-
tionalities:

– door opening detection;
– window opening detection;
– “French-window” opening detection;
– presence in bed detection;
– presence in the bathroom detection.

The door opening detection is achieved using a magnetic sensor, wireless con-
nected by Sub-GHz technology at a frequency of 868 MHz to a gateway, by means
of a properly designed electronic equipment.

Similarly, the detection of windows opening is obtained through the same
technology (see Fig. 11). The user’s presence in the bathroom is detected by
a self-powered Passive Infrared Sensor (PIR), which is connected to the radio
transmitter module. For ease of installation, and to avoid damage to the fixtures
of the building, these sensors have been placed on top of the entry doors of
the bathrooms. A mat sensor has been adopted to detect the user’s presence in
bed; it is available in two versions, with and without self-calibration. The sensor
without self-calibration is placed over the mattress, under the sheets, while the
other one is placed under the mattress (Fig. 2), and therefore it results more
comfortable for the patients and for the daily operations of bed maintenance.
The gateway represents a central node that forwards data to a PC located at
the nurses’ station. Then, the application running on the PC filters the incoming
information. Data related to events are saved in a local database (DB), while
those referred to the operating status of the sensors are verified in order to
monitor the correct operation of the technology kits.
1 All figures in the paper are reproduced from [24].
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Fig. 1. Magnetic sensors for windows opening detection.

Fig. 2. Self-calibrating mat sensor, for under-the-mattress positioning.

The electronic boards transmit an event to the central server every time
there is a status change, that is, for example, activation/deactivation of the
PIR sensor, or opening/closing the door. Accordingly, the data stored in the
database contain the sensor information (id, gateway address, name and type),
the date and time when the notified event occurred, and the status of the sensor
represented in binary format as follows:

– activation: state = 1;
– deactivation: state = 0.

In addition, the server assigns a unique id to each DB row in order to imple-
ment a robust mechanism for transmitting information to the mobile interface.
This allows the mobile device to identify one or more missing events, and to
request them back from the server. In fact, a mobile Android application has
been developed, running on a tablet or smartphone, and so easily portable. This
allows the nursing staff to receive event notifications even when they are out-
side the nurses’ station and cannot access the fixed desktop interface. Events
data, properly processed, are displayed through not only mobile, but also desk-
top interfaces (Figs. 3 and 4). In the first case, the user can see a scrollable list
of events identified by the name of the sensor that generated it and the room
name, as shown in Fig. 3. Each event is tagged with a colored circle: depending
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Fig. 3. Mobile interface running on a smartphone.

Fig. 4. Screenshot of the Desktop Interface, two sections version. (Color figure online)

on the associated level of alert, the circle may be green, yellow or red. In the
latter case, two versions are available:

– a two sections version: the graphic interface is organised into two parts. On
the right there is a scrollable list of the events acquired by the sensors, while
on the left the status of the sensors in each room is shown. There is a top bar
which becomes coloured and flashing when an event occurs;

– a multi-user version: the main screen shows all the rooms monitored. When
an event occurs in one room, the corresponding frame becomes colored. By
clicking on the box, it is possible to see the details of sensors state.
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Given the wireless transmission mode of the sensor nodes and their battery
supply, the monitoring of the sensors state itself becomes very important. There-
fore, a procedure for the periodic sending of alive messages has been implemented
in the sensors. They are constantly monitored by the central processing system,
that generates alarm messages in the case of failure. Despite its importance, this
procedure is extremely critical, because sending alive messages too frequently
causes an increase in the batteries consumption. Otherwise, the transmission of
the alive message at a lower frequency can give rise to long time intervals in
which the sensor is not active, but the system is not informed about the failure.
When an alive message does not reach the local server at the expected time, the
latter notifies a malfunction of the sensor node to the nurse, who can promptly
find out the problem and act accordingly.

4 Field Trial

4.1 Experimental Set-up

The system described in Sect. 3 is already available as a prototype. Following
the initial development phase in the Laboratory, aimed to better adapt the
technology to the emerged operational requirements, the prototype has been
installed in the nursing home “Villa Cozza” in Macerata (Italy). In this phase, the
supervision of two rooms (tagged as room 2 and room 3) has been implemented,
while the final version of the system will be able to dynamically accept a plurality
of rooms, depending on the operating requirements. Each room is equipped with
a sensors kit consisting of three magnetic sensors (one applied onto the window,
one onto the French window, and one onto the room front door), a PIR sensor
in the bathroom, and a force sensor placed in the bed, as shown in Fig. 5. A
single gateway device has been used to manage wireless communications with
the sensors in the two rooms.

In room 2 two female patients are housed, only one suffering from AD. Her
bed has been equipped with a force sensor. The other one is not autonomous
and can move only by a wheelchair; consequently, the events generated by the
different sensors can be originated only by the movement of the first patient. In
room 3, instead, a single female patient is housed, also suffering from AD, but
in this case she can not move autonomously. As the system represents a support
tool for improving the safety of patients, it can be well-compared to an alarm
system. Moreover, the type of sensors employed do not collect personal data of
the two patients involved. According to the national laws, in this case the ethical
approval is not required.

During the installation phase, it has been critical to enable the communica-
tion between the gateway, positioned in the corridor in front of the two rooms,
and the central server, located in the nurses’ station on the upper floor. Such
a problem arises because the building where the nursing home is located is not
equipped with a communication infrastructure (e.g. a Local Area Network): there
are no network cables, or WiFi coverage. Moreover, the nursing home is hosted
in a historic building and, as often happens in such cases, the walls are thick
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Fig. 5. Floor plan of the two rooms equipped with the UpTech RSA sensors in the
nursing home “Villa Cozza”, Macerata (Italy).

and made of concrete, thus making wireless communications very difficult. Both
a Power Line Communication (PLC) and a mixed wireless infrastructure (WiFi
and Hiperlan) have been experimented, finally selecting the wireless solution
as the supporting communication architecture. In order to overcome obstacles
like metal doors and thick walls, that limit signal propagation, multiple Access
Points (APs) and links have been setup.

4.2 Evaluation Survey

Some weeks after the installation a survey for the evaluation of the system has
been conducted over 18 nurses. Although some of them are not very familiar
with the technology, the results are highly positive. In Table 1, some of the most
significant questions and results are listed. The 100% of respondents believes
the kit is easy to use and recommends it for the monitoring of AD patients in
nursing homes during the night. All the nurses state the system has not been a
source of stress for them. In fact, its introduction does not generate further work
for the staff. They just carried on the usual activities, but with an additional
monitoring tool. Only 6% of the nurses believes that it was stressful for patients.
Indeed, operators have received some sporadic grumbles due to the discomfort
produced by one of the bed sensors. As mentioned in Sect. 2, the bed force sensor
without calibration must be placed between mattress and sheet: this may annoy
the patient during sleep time, due to a difference in thickness. This leads us
to conclude that the sensor with calibration is preferable, as it can be placed
under the mattress, and will be consequently used in the subsequent installations.
Apart from that, patients did not notice any change.

Moreover, the nurses stated that, during the trial period, there have been
some dangerous episodes detected by the kit, such as the opening of a window
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Table 1. The opinion of the nurses about the experimental deployment of the UpTech
RSA technology at the nursing home “Villa Cozza”.

Question Yes No

Is the kit easy to use? 100% 0%

Do you think that the patients monitored
have suffered a stress?

6% 94%

Do you think that the kit has been a source
of stress for nurses?

0% 100%

Would you recommend the use of this kit in
nursing homes?

100% 0%

Question Positive Medium Negative

Overall opinion on the technological kit 89% 11% 0%

Question Yes Quite a lot No

Do you think that the kit can improve the
assistance provided in nursing homes?

61% 39% 0%

during the night, and a patient’s fall out of the room. In both cases the system
detected the alarming situation and the staff was able to intervene promptly.
Despite the positive opinions, some problems were found, in particular due to
the occurrence of false alarms. They were caused primarily by failures in the
communication link, resulting in multiple sending of alarm events.

Still considering nurses’ opinions, some ideas for improving the system were
identified. First, false alarms must be avoided, as they can generate a feeling of
distrust by operators against the entire system. Secondly, customizing different
alarms for each user would be preferable, since each patient has different behav-
ioural and health conditions. Finally, implementing an even more friendly user
interface would encourage the adoption of the system by nurses unfamiliar with
technology.

5 Data Analysis

5.1 Context Characterization

In addition to the real-time monitoring of patients, it is possible to perform
several types of analysis on the data collected by UpTech RSA sensors over time,
such as obtaining information on the patient’s habits and, as a consequence,
detecting any changes or unusual behaviours. In the following, some sample
graphs are shown, representing selected daily activities of the monitored patients,
obtained thanks to the events detected by the sensors. The analysis refers to data
collected from May to June, 2015, by the sensors located in both the monitored
rooms.

First of all, in order to give significance to the analysed data, some infor-
mation about the patients and the daily activities conducted in the Alzheimer’s
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ward are necessary. Table 2 represents a sort of daily diary. Patients remain
within the ward during the day: they can stay together in the common areas,
where they also have lunch and dinner, and can go in/out of the rooms when-
ever they want. The entry doors of the rooms are generally closed during the
night. They are opened by the shift nurse who performs two inspection rounds
per night, in order to verify that the patients are sleeping and do not need
assistance.

Table 2. Diary of daily activities.

Time Activity

7:30 Rooms cleaning

7:00–10:00 Patients get out of beds

Morning Patients stay in the common areas, can go in/out of the rooms

11:30–12:30 Lunch in the dining room

Afternoon Patients stay in the common areas, some of them have a rest

17:30–18:30 Dinner in the dining room

19:00–21:00 Patients go to bed

22:00 First nurses’ check round

3:00 Second nurses’ check round

In room 2 there are two patients: only one is monitored through a bed sensor,
because she suffers from AD and often wakes up in the night and goes out of
the room. The other patient moves by wheelchair and is not able to get off the
bed on her own. The AD patient in room 3 has bed rails, so she can not get out
of the bed autonomously during the night.

Although the system is able to monitor the patients throughout the entire
day, the interesting events are those occurring during the night. In that period,
in fact, the user is left alone for most of the time and thus the data acquired are
more significant. The graphical visualization of the analysis output provided in
the following sub-section has the ability to help the reader in recognizing and
understanding a large amount of data, and in easily identifying anomalies and
behavioural patterns that would not be obvious otherwise.

5.2 Data Representation and Analysis

The raw data collected by the sensors installed in the rooms are often difficult
to interpret. Therefore, in order to carry out the data analysis, first of all it
is necessary to find a representation allowing to understand them immediately.
Lotfi et al. [19] affirm that, among the various representation methods presented
in the literature, the start-time/duration is the most effective one for large data
sets. The data acquired from each sensor can be seen as a binary signal, in which
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the value “1” is the activation and the value “0” is the deactivation. Representing
information according to a start-time/duration method means converting the
binary signal into two separate sequences of real numbers corresponding to the
start-time and duration of each activity, respectively. Figure 6 shows the start-
time/duration graphs of the activity detected by the bed sensor, i.e. presumably
sleeping, for each room. Each point on the graph indicates a “sleep” and is
characterized by a start-time (on the abscissa) and a duration (on the ordinate).
All activities lasting less than 10 min have been ignored because they could
indicate sensor activations and deactivations due to involuntary movements of
the subject while asleep.

Looking at the charts it is easy to notice the triangular shape assumed by
the set of points. This result was expected because life in the nursing home is
scheduled by the daily diary and, thus, the sleeping activities are bounded by
specific and almost fixed time constraints. Therefore, it seems plausible that
patients never go to bed before 6:30 PM, and the sleep duration is inversely
proportional to the start-time. The sparse distribution of points in the triangular-
shape diagrams indicates that the monitored subject wakes up several times
during the night. In Fig. 6(b) a group of points is located between 12:30 PM and
1:30 PM: this suggests that sometimes the patient has a rest after lunch. On the
other hand, looking at Fig. 6(a), the presence of two outliers (highlighted by red
circles) becomes immediately evident.

Analytically, a first detection of outliers is performed using clustering tech-
niques. In the present case the K-means algorithm is applied [25], which allows
condensing the data. Different techniques can be used to separate normal data
and outliers [6]. In this case, a variation of the threshold filtering method has
been chosen: it consists in both comparing a specific feature of the points with
a threshold and excluding the outliers. Specifically, for each cluster identified,
and for each point in the cluster, the considered feature is the euclidean distance
between one point and the others belonging to the same cluster. Such distances
are then compared against a threshold empirically chosen: all points whose dis-
tance exceeds the threshold are considered outliers. Moreover, to improve the
clustering effect, another iteration of the algorithm is performed, by exclud-
ing the abnormalities found from the dataset. Clustering is employed as a pre-
processing method, and it can be considered as the basic level of data analysis.
It does not provide a definitive result, in fact its application to the dataset has
the only aim to help understanding data by means of a graphical representation.

Another information that can be extrapolated by combining the data
obtained from the bed sensor with those detected by other sensors, is the identi-
fication of the action carried out after the user came out of bed. This will enable
the possibility to calculate the occurrences of predefined patterns of activities,
instead of single ones. Such an analysis allows to identify potentially dangerous
situations with respect to behaviours commonly exhibited by the subject, and
not considered as alarms. Each point on the graphs in Fig. 7 indicates a “sleep”
and is characterized by a start-time (on the abscissa) and an end-time (on the
ordinate). As for the start-time/duration, the start-time/end-time representation
requires the conversion of the binary signal in two separate sequences of real
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(a) Room 2

(b) Room 3

Fig. 6. Start-time/duration graphs of the “sleeping” activity detected from May to
June 2015, respectively in (a) room 2, and (b) room 3. (Color figure online)

numbers which in this case correspond to the start-time and end-time of the
activity. The type of activity shown is still the sleeping, but, according to the
action carried out subsequently, the shape and colour of the marker changes.
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(a) Room 2

(b) Room 3

Fig. 7. Start-time/end-time graphs representing the activities performed after waking
up by the patients housed respectively in (a) room 2, and (b) room 3, from May to
June 2015. (Color figure online)

In fact, the graphs show, for each room, the actions executed within 4 min after
the patient got out from bed (end-time), i.e.:

– door opening (marked as a green circle);
– window opening (marked as a black square);
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– presence in the bathroom (marked as a blue cross);
– no other activity (marked as a red cross).

This kind of representation has been chosen to emphasize, especially in Fig. 7(b),
that some of the actions are performed only when the patient gets up at certain
times. For example, the patient in room 3 enters the bathroom within 4 min after
waking up only in the morning, i.e. only when nurses remove the rail from the
bed. The other activations and deactivations occurring during the night could
indicate that the subject has moved or was seated up on the bed, while the
openings of the door or window are probably due to the presence of the medical
staff.

Conversely, looking at Fig. 7(a), the observer can notice the patient very often
goes to the bathroom or opens the door immediately after getting up. This agrees
with the reports of the nurses concerning the fact that the monitored elder is
very lively, and often gets up during the night.

In Table 3, the percent occurrence rates of each activity described above are
given, limited to the night hours.

Table 3. Hit rate of the getting up action followed respectively by the action of entering
the bathroom, opening/closing the door, or opening/closing the window, in the time
slot between 09:00 PM and 06:00 AM.

Event detected after awakening Room 2 Room3

Presence in the bathroom 76% 15%

Door opening 14% 2%

Window opening 0% 0.2%

None 10% 82.8%

The analysis described so far is just the very first step to identify the user’s
behavioural patterns and abnormal situations. Until now, we focused on the rep-
resentation and visualization of data, extracting some preliminary information
on the habits of two monitored patients. Nevertheless, there is still a long way
to go. Although the detection of outliers can be very useful in this context, how-
ever, it is necessary to set up a predictive system able to identify in advance
any anomalous situation to help the nursing home staff making the necessary
arrangements. As already hinted, one of the aspects emerged during discussion
with nurses is the need of alarm personalization. In fact, a situation may be
potentially dangerous for a user, while it may be harmless for another one. This
strongly depends on motor and cognitive skills of each patient. Although this can
be done manually by nurses via graphical user interfaces, a significant contribu-
tion comes from the analysis of patients’ habits. One of the future developments
is to extend the behavioural analysis in the long term, aimed at recognizing
unusual, and, therefore, potentially dangerous situations and notifying them to
the staff, in a completely automatic way.
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6 Conclusion

The comparison of the results obtained from the first experimental installation
of the proposed monitoring system to the work already cited in [1], concerning
the adoption of an assistive technological system in a nursing home, motivates a
number of comments about the outcomes of the research herein presented. First,
even if the solution presented in [1] is more complete than ours, we found some
basic similarities that confirm the validity of our proposal, such as the choice of
adopting wireless environmental sensors, and the usefulness of an overnight assis-
tance. Second, the same referenced paper confirmed that data gathered from non-
intrusive sensors can be exploited to perform a long-term analysis on the trend
of the patient’s conditions. Finally, we learned that before involving patients in
the adoption of a new technology targeted to their assistance, this should be
tested only with caregivers and nurses. This way, possible malfunctions or false
alarms will not affect the patients and will be detected and solved beforehand.
Nurses’ compliance in using the proposed technology could grow even more by
extending the pool of monitored patients, as being able to cover all of them
increases the perceived benefit for the nurses and, above all, the degree of safety
of the patients.
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Abstract. A framework that utilizes audio information for recognition
of activities of daily living (ADLs) in the context of a health monitor-
ing environment is presented in this chapter. We propose integrating a
Raspberry PI single-board PC that is used both as an audio acquisi-
tion and analysis unit. So Raspberry PI captures audio samples from
the attached microphone device and executes a set of real-time feature
extraction and classification procedures, in order to provide continuous
and online audio event recognition to the end user. Furthermore, a prac-
tical workflow is presented, that helps the technicians that setup the
device to perform a fast, user-friendly and robust tuning and calibration
procedure. As a result, the technician is capable of “training” the device
without any need for prior knowledge of machine learning techniques.
The proposed system has been evaluated against a particular scenario
that is rather important in the context of any healthcare monitoring
system for the elder: In particular, we have focused on the “bathroom
scenario” according to which, a Raspberry PI device equipped with a
single microphone is used to monitor bathroom activity on a 24/7 basis
in a privacy-aware manner, since no audio data is stored or transmitted.
The presented experimental results prove that the proposed framework
can be successfully used for audio event recognition tasks.

Keywords: Audio analysis · Activities of daily living · Health monitor-
ing · Remote monitoring · Audio sensors · RaspberryPI · Audio event
recognition

1 Introduction

Although fully autonomous artificial intelligence is actively researched and
advanced, the current state of the art (and at the level of maturity required
for commodity electronics) has machine learning methods rely on delicate train-
ing and configuration sessions in order to adapt to different environments. When
embedding machine learning methods in commodity electronics this is typically
worked around by uploading the signal and receiving analysis results from remote
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centralized services. Recent examples include voice-operated personal assistant
applications and companion, toy, and “pet” applications.

This model, however, suffers from its obvious privacy implications. These
implications are further exacerbated in the telemedicine domain for two reasons:
the data collected by the remote service is not only more sensitive, but the users
might also not be able to make informed decisions or might not be offered rea-
sonable alternatives. Home monitoring for the elderly is a prime example: the
increase in life expectancy and in the need for long-term care creates a pressure to
seek alternatives to institutional healthcare for the aged population. Advance-
ments in robotics and automation and in artificial intelligence and intelligent
monitoring are explored as a way to prolong independent living at home while
providing guarantees of safety and adequate medical monitoring [1–3]. The users
of such solutions, however, might be suffering from mild cognitive impairment or
be unable to afford conventional monitoring, which makes ethically questionable
any consent they provide to upload and analyse raw content of their activities of
daily living (ADL) in order to extract medical monitoring information. Several
methods have been used to detect activities of daily living in real home environ-
ments, focusing on elderly population ([4–7]) and a wide range of modalities.

In this paper, we present an audio analysis system (Sect. 2) that explores the
integration of the audio sensor and the processing unit as Raspberry PI1 device.
Such a unit is able to execute signal processing and machine learning algorithms
in order to eliminate the need to provide raw content: the only information that
leaves the confines of the integrated unit is an abstract ADL log. Although such
information still needs to be managed in full accordance to guidelines pertaining
private data, the level of obtrusiveness is greatly reduced by the assurance that
no unwarranted analysis or recording can conceivably be done.

Our system is designed to satisfy two key requirements: that the analysis
algorithms are computationally efficient so that they can be implemented for the
Raspberry PI device; and that they can be tuned and configured for different
acoustic environments by technicians without machine learning expertise. In
order to evaluate the proposed approach on these requirements, we motivate
and present a use case based on bathroom usage (Sect. 3) and draw conclusions
(Sect. 3).

2 Proposed Method

2.1 Overall Architecture

The main part of the whole system is a microphone-equipped Raspberry PI
single-board PC that is used for all data acquisition and processing. Its small-
form factor, low energy consumption and low overall cost make it ideal for
installing it in any room/area we want to monitor and its processing power
is enough for running our algorithms in real time. In our experiments we used a
Raspberry PI model B with a Wolfson audio card.

1 Please cf. https://www.raspberrypi.org.

https://www.raspberrypi.org
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Fig. 1. The Raspberry PI device.

Fig. 2. MQTT-based messaging communication.

Communication to/from the PC is made using the MQTT machine-to-
machine communication protocol. MQTT is a lightweight messaging protocol
that implements the brokered publish/subscribe pattern, created widely used in
IoT applications. Without going into technical details, the main idea is that when
connected to a specified MQTT broker, various machines/applications can send
messages under a certain topic and others can listen to these when “subscribed”
to these topics. In our use case, it is used both for sending commands to the
Raspberry PI (for example to start/stop recording) and for remotely receiving
the processing results (Fig. 1).

For this purpose, two MQTT clients were implemented: The first is installed
in the Raspberry PI and is subscribed to a “command” topic in order to receive
requests for collecting training data, building audio classes models and finally
use them for real-time classification. The second one is bundled in an Android
application and is used for sending remotely the corresponding commands and
listening to the classification results. The system is designed with ease of use
in mind and the only set-up needed is connecting the two clients to the same
broker. By having a dedicated broker this step can be performed automatically,
making the whole system plug-and-play (Fig. 2).
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2.2 System Calibration

Once setup, the system has to go through a training phase in order to be used for
real-life scenarios. This includes recording, feature extraction, manual annotation
of the recorded events and classifier tuning/training. Figure 3 shows the proposed
calibration procedure. During this phase, the various events are recorded using
the Android application as a remote controller of the Raspberry PI device that
makes the actual recording and further processing. An audio file is created on
user’s demand and the user/technician is informed about the categories and
durations of already recorded data. He then provides the current recording’s
label (e.g. “door bell”).

Fig. 3. From left to right: User initiates an event recording and the corresponding file
is created. When user stops, a response is returned with information about the events
recorded so far. When a reasonable amount of data is gathered, an SVM classifier for
the desired events can be created using the pyAudioAnalysis library. In this case, the
response contains information about the classifiers available for future use. Reproduced
from [8].

When a reasonably large amount of data is gathered (typically about 1–2
minutes of recordings for each category), the technician uses the mobile appli-
cation to trigger the training process (that is also executed on the Raspberry PI
device). After this process, the Raspberry PI is ready to monitor and recognize
sound in the “learned” environment. This conceptual sequence of steps for the
calibration procedure is also visualized in Fig. 4.
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Fig. 4. MQTT-based calibration procedure.

2.3 Audio Event Recognition

Audio Features. In total, 34 audio features are extracted on a short-term
basis. This process results in a sequence of 34-dimensional short-term feature
vectors. In addition, the processing of the feature sequence on a mid-term basis
is adopted. According to that the audio signal is first divided into mid-term
windows (segments). For each segment, the short-term processing stage is carried
out and the feature sequence from each mid-term segment, is used for computing
feature statistics (e.g. the average value of the ZCR). Therefore, each mid-term
segment is represented by a set of statistics. In this Section we provide a brief
description of the adopted audio features. For detailed description the reader can
refer to the related bibliography [9–11]. The time-domain features (features 1–3)
are directly extracted from the raw signal samples, while the frequency-domain
features (features 4–34, apart from the MFCCs) are based on the magnitude of
the Discrete Fourier Transform (DFT). The cepstral domain (e.g. used by the
MFCCs) results after applying the Inverse DFT on the logarithmic spectrum.
The complete list of features is presented in Table 1.

Classification. As described in Sect. 2.3, the feature extraction process leads to
a 68-dimensional feature vector for each 1-second audio segment, i.e. 2 statistics
× 34 short-term features. Each unknown audio segment of fixed size (1 s in our
case) is therefore represented by a 68-D feature vector. Each of these samples
is classified using a Support Vector Machine with probabilistic output. We have
selected to use probabilistic SVMs [12] due to their ability to generalize well
especially in high dimensional classification problems [13]. The model is trained
using a cross-validation procedure to select the optimal SVM parameter, namely
the soft margin parameter C.
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Table 1. Adopted short-term audio features.

Index Name Description

1 Zero Crossing Rate Rate of sign-changes of the frame

2 Energy Sum of squares of the signal values, normalized by
frame length

3 Entropy of Energy Entropy of sub-frames’ normalized energies. A measure
of abrupt changes

4 Spectral Centroid Spectrum’s center of gravity

5 Spectral Spread Spectrum’s second central moment of the spectrum

6 Spectral Entropy Entropy of the normalized spectral energies for a set of
sub-frames

7 Spectral Flux Squared difference between the normalized magnitudes
of the spectra of the two successive frames

8 Spectral Rolloff The frequency below which 90% of the magnitude
distribution of the spectrum is concentrated.

9–21 MFCCs Mel Frequency Cepstral Coefficients: a cepstral
representation with mel-scaled frequency bands

22–33 Chroma Vector A 12-element representation of the spectral energy in 12
equal-tempered pitch classes of western-type music

34 Chroma Deviation Standard deviation of the 12 chroma coefficients

Audio Analysis Implementation. Audio feature extraction and classifica-
tion has been implemented using the pyAudioAnalysis library [14]. This is an
open-source Python library that implements a wide range of audio analysis func-
tionalities and can be used in several applications. Using pyAudioAnalysis one
can classify an unknown audio segment to a set of predefined classes, segment an
audio recording and classify homogeneous segments, remove silence areas from
a speech recording, estimate the emotion of a speech segment, extract audio
thumbnails from a music track, etc. In this work, pyAudioAnalysis has been
used to extract audio features, to train the classification models and to perform
cross validation experimentation in order to extract the respective performance
measures. pyAudioAnalysis achieves 2 × realtime performance on the Raspberry
devices, which validates its usage in the context of the particular setup.

3 Bathroom Use Case and Evaluation

3.1 Use Case and Motivation

As discussed in the introduction, the motivating use case for our approach is
medical monitoring. Specifically, we base our evaluation setup on allowing elderly
people with mild cognitive impairment to maintain an independent life, at their
own home, for longer than what is safely possible today.
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In order to have a guideline about what information is used by medical
doctors to assess such conditions, we use the interRAI Long-Term Care Facili-
ties Assessment System (interRAI LTCF). interRAI LTCF enables comprehen-
sive, standardized evaluation of the needs, strengths, and preferences of persons
receiving care. interRAI has been analysed previously in order to identify assess-
ment items, such as mood and ADL logs, that can be automatically recognized
and are useful to medical personnel [15]. Among the assessment items listed, we
identified those regarding bathroom use as being closest to our concept: these
items can be extracted by processing very sensitive content, and being able to
provide guarantees about the management and processing of this content would
have significant impact on the acceptance of any relevant solution by users.

In this context, we have recorded and manually annotated sounds from bath-
room usage. In particular, the following audio classes are trained and evaluated
by the proposed methodology:

– Silence - no sound
– Flushing water
– Shower
– Tap water
– Other activities

Note that the selected audio events are location-specific and therefore the
adopted calibration workflow can be used during the installation phase, as
described in Sect. 2.2.

3.2 Dataset

In order to train and evaluate the proposed event recognition methodology, we
have recorded and manually annotated (using the mobile app described earlier
in the paper) an audio dataset. The total duration of the dataset is almost 1
hour. The audio recordings and the respective ground truth is openly available
at https://iit.demokritos.gr/∼tyianak/bathroomScenarioEventsNew.zip

Two different bathroom locations have been used for recording/annotation.
This gives us the opportunity to evaluate the performance of the proposed clas-
sification method when the respective models have been trained in a different
setup. In particular, the complete dataset consists of the following parts:

– A large training dataset of more than 400 audio segments to be used for the
scenario of the “static” training, according to which, the classifiers are trained
beforehand. Note that this subset only consists of audio segments as it is only
used for training.

– A subset of 4 audio (continuous) recordings and respective ground-truth anno-
tations. The total duration of this set is 7 min. This dataset is used both for
training and testing

https://iit.demokritos.gr/~tyianak/bathroomScenarioEventsNew.zip
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3.3 Experimental Evaluation

Performance Measures. Let CM be the confusion matrix, i.e. a Nc × Nc

matrix (Nc is the total number of audio classes), whose rows and columns refer
to the true (ground truth) and predicted class labels of the dataset, respectively.
In other words, each element, CM(i, j), stands for the number of samples of class
i that were assigned to class j by the adopted classification method. The diagonal
of the confusion matrix captures the correct classification decisions (i = j). CM
is normalized row-wise, in order to discard the information that is related to the
size of each class:

CMn(i, j) =
CM(i, j)

∑Nc

n=1 CM(i, n)
(1)

Obviously, after the normalization process, the elements of each row sum to
unity.

Three useful performance measures are then extracted from the confusion
matrix. The first is the overall accuracy, Acc, of the classifier, which is defined
as the fraction of samples of the dataset that have been correctly classified:

Acc =
∑Nc

m=1 CM(m,m)
∑Nc

m=1

∑Nc

n=1 CM(m,n)
(2)

Apart from the overall accuracy, we have adopted two class-specific measures
that describe how well the classification algorithm performs on each class. The
first of these measures is the class recall, Re(i), which is defined as the proportion
of data with true class label i that were correctly assigned to class i:

Re(i) =
CM(i, i)

∑Nc

m=1 CM(i,m)
(3)

where
∑Nc

m=1 CM(i,m) is the total number of samples that are known to belong
to class i. In addition, we use the class precision (Pr(i)), i.e. the fraction of
samples that were correctly classified to class i if we take into account the total
number of samples that were classified to that class:

Pr(i) =
CM(i, i)

∑Nc

m=1 CM(m, i)
(4)

Finally, the F1-measure is also computed, which is the harmonic mean of the
precision and recall values:

F1(i) =
2Re(i)Pr(i)
Pr(i) + Re(i)

(5)
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Results. Two categories of experiments have been conducted:

– 1st experimental setup: This is the proposed setup, according to which one
or more sequences (i.e. the recordings of the second subset of the dataset
described in Sect. 3.2) are used to train the classifiers, through the presented
mobile interface. The rest of the recordings is used for evaluation.

– 2nd experimental setup: This setup is used for comparison. The idea here
is to adopt a “static” model trained from irrelevant data, i.e. segments that
have not been recorded and annotated through the mobile interface.

Table 2 shows the (row-wise normalized) confusion matrix and the respective
precision, recall and F1 measures for each audio class and for the 1st experimental
setup. This is the result of the evaluation process when only one recording is used
during the training phase.

Table 2. 1st experimental setup: Single-recording training: Row-wise normalized con-
fusion matrix, recall precision and F1 measures. Overall F1 measure: 68.1%.

Confusion matrix (%)

True ⇓ Predicted

Shower Flush Tap Silence Activity

Shower 89.4 1.8 3.0 0.1 5.8

Flush 7.2 70.7 0.4 2.1 19.6

Tap 5.7 4.0 85.8 0.8 3.6

Silence 1.4 4.0 0.0 58.0 36.5

Activity 13.0 11.6 2.6 31.2 41.6

Performance measurements (%, per class)

Recall: 89.4 70.7 85.8 58.0 41.6

Precision: 76.6 76.8 93.5 62.9 38.8

F1: 82.5 73.6 89.5 60.3 40.2

These results correspond to the most realistic and less demanding (in terms
of calibration-training time). In addition, Table 3 demonstrates the ability of
the classifiers to adopt to more data, if they can be available. In particular,
Table 3 shows the same performance measures if a “leave one out” process is
used in the evaluation process, using the described dataset. That is, if three
whole recordings are used for each training phase. Results indicate an almost
5% performance boosting. However, using three recordings instead of one means
a 300% increase in the calibration time to be carried out by the technicians.

Finally, in Table 4 we present the comparison of the performances of the two
experimental setups. The second experimental setup (i.e. the one based on large
pre-trained audio datasets) has been evaluated for three different classification
approaches, namely: Hidden Markov Models, Convolutional Neural Nets and
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Table 3. 1st experimental setup: Three-recording training: Row-wise normalized con-
fusion matrix, recall precision and F1 measures. Overall F1 measure: 73.8%.

Confusion matrix (%)

True ⇓ Predicted

Shower Flush Tap Silence Activity

Shower 85.6 1.6 2.6 0.2 10.0

Flush 5.7 86.5 0.0 1.5 6.3

Tap 5.2 3.7 85.5 0.7 4.9

Silence 0.1 3.4 0.0 72.5 24.0

Activity 5.8 9.7 1.5 29.0 53.9

Performance measurements (%, per class)

Recall 85.6 86.5 85.5 72.5 53.9

Precision 83.6 82.5 95.4 69.8 54.4

F1: 84.6 84.5 90.2 71.1 54.2

Support Vector Machines. On the other hand, only SVMs are used for the pro-
posed approach (i.e. the 1st experimental setup), since it would not make sense
to use the other two approaches which, by nature, require more training data.
The results prove that, indeed, using location-specific audio data for training
the models leads to better classification performance, compared to pretrained
models, even if much larger datasets have been used.

Table 4. Performance results for both experimental setups. It is obvious that, regard-
less of the classification method, using a “static” model that has been trained using
external data leads to poor classification performance.

Experimental setup Method Performance F1

1st 1 train 68

N-1 train 74

2nd HMM 57

CNN 59

SVM 58

4 Conclusions

This paper has presented an architectural approach that employs a Raspberry PI
device both as an audio acquisition and analysis unit, in the context of a health
monitoring system. The overall goal of such system is to detect and recognize
Activities of Daily Living (ADLs) in real living environments of elderly people.
Both real-time audio feature extraction and classification methods have been
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implemented and integrated on the device. Apart from the audio analytics pro-
cedures implemented on Raspberry PI, we propose a workflow for a fast and
easy-to-use calibration procedure. According to this, the implemented classi-
fiers are actually trainned in the particular home’s sound conditions, through
a series of simple calibration steps, executed through an Android application,
handled by the technician that installs the device. In that way, no requirements
for knowledge on machine learning are needed.

Experimental evaluation has demonstrated a 70% classification performance
even if a single recording (1 to 1.5 min long) is used in the training process. In
addition, experimental evaluation has shown that there is an actual need for a
fast and easy retraining procedure. The complete software that was used for the
experiments can be found in the project’s Git repository2 under an open-source
license.

The proposed system architecture satisfies three vital requirements.

– First, by using computationally efficient algorithms, we manage to cover the
needs of data acquisition and processing using only a low-spec’ed Raspberry
PI device, while achieving a 2 × realtime performance. This validates the
system’s suitability in the context of a low-cost health monitoring setup as it
does not require a workstation or a PC (e.g. [16]), but a single Raspberry PI
that serves both as an acquisition and an analysis module. In particular, the
total cost of both the acquisition and analysis modules is less than 100$.

– In addition, the system achieves a satisfactory classification performance,
given (a) the low-end hardware used and (b) the lack of demand for big
training data. Although our method does not outperform (in terms of overall
classification accuracy) other similar methods for ADL recognition in the
context of a smart home environment, the significant differences in terms of
overall cost and easiness of setup, can make the proposed approach preferable
for real house applications. For instance, the approach in [17] achieves a 85%
classification accuracy in a ADL recognition task, however the acquisition
scenario requires multiple microphone sensors and therefore much higher cost.

– The setup procedure (i.e. configuration and calibration of the overall system)
for different acoustic environments and target events can be performed by
technicians without machine learning expertise. The need for a fast and easy
procedure for training the audio classifiers, without any prior knowledge for
machine learning methods has been met and the effectiveness of the procedure
has been validated through experimental results.

Our ongoing and future research work focuses on the following directions:

– Extend the calibration procedure so that it also takes into account a “base
dataset”, i.e. an initial classification scheme that is tuned in the context of
the annotation process and not re-trained from scratch.

– Use long-term temporal knowledge to smooth the results of the classifier,
based on prior knowledge regarding the events.

2 https://bitbucket.org/radioprojectanalysis/ict4awe2016.

https://bitbucket.org/radioprojectanalysis/ict4awe2016
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Abstract. This research study is conducted to assess Ehealth readiness within
the Libyan national health services by carrying out research case studies of hospi‐
tals and clinics in both urban and rural areas of Libya. The outcome results will
help constructing framework for Ehealth implementation in the Libyan National
Health Service (LNHS). The research study assessed how prescription were
prescribed, information communication technology (ICT) was used in recording
healthcare information, patients were referred, how healthcare staff carry out their
consultations, and how they were trained to use IT. This research study was
carried out in Zawia, Misrata, Sirt, Benghazi, Tripoli and Sabha healthcare insti‐
tutions and was focused upon both five urban and rural area and explored the
readiness levels of the technical, political, healthcare and social factors that need
to be examined when healthcare information systems are planned. Qualitative
interviews and quantitative questionnaires were formulated for this research and
used the Chan framework (2010) for their formulations. Data were managed using
NVIVO for interviews and an SPSS statistical package for Questionnaires. The
findings from this research indicated that there was no evidence of Ehealth tech‐
nology in the LNHS found by the researcher and insufficient IT support and staff
ICT training. These results from the rural and urban healthcare institutions place
them on the Ehealth Maturity Curve at the interaction and presence stages (level
zero). Thus it is essential for specific Ehealth frameworks to be created that are
based around these findings for moving the Ehealth technology usage in these
healthcare institutions from 0 to 2 in the E-Health Maturity Curve levels.

Keywords: Technology readiness assessment · Ehealth · Patient electronic
health records · Electronic prescription

1 Introduction

When Ehealth systems are incorporated in healthcare systems they can support them in
addressing the healthcare problems that are now facing most countries within the devel‐
oping world (Kwankam 2004; Ludwick and Doucette 2009; Lau et al. 2011). However,
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in order to introduce Ehealth systems in developing countries there needs to be an over‐
haul of the ICT systems being used there at present and these calls for examinations of
the infrastructure, organisation and political situations in these countries (Hossein
2012). The research carried out on transforming the LNHS has indicated that a majority
of Libyans do not have enough access to the basics required for healthcare and most
people receive medical attention purely from the LNHS. The LNHS has invested large
amounts of money in both urban and rural healthcare institutions and services, along
with ICT, in order that the provision of healthcare services are improved by healthcare
staff having more efficient work processes (Hamroush 2014). However, although there
had been a large financial has been invested, many healthcare staff have not benefitted
from improved ICT. This study looks at how Ehealth systems can lead to healthcare
professionals carrying out their jobs more effectively and efficiently in the LNHS. For
achieving this, the researcher conducted a study of urban and rural healthcare institutions
in order to assess their Ehealth readiness and to be able to create an Ehealth framework
for improving the job processes of healthcare staff. The study looked at ways in which
Ehealth systems could be utilised for improving the keeping of patient healthcare
records, making consultations, carrying out training, making referrals and prescribing
medication (Bilbey and Lalani 2013; Yellowlees 2005; Broens et al. 2007; Khoja et al.
2007a). This study has lead to the compilation of an Ehealth framework formulated from
the research data and it has formulated a list of recommendations that can be utilised for
the transition from the present ICT levels in the LNHS to a more complex and developed
one where Ehealth solutions can be integrated.

2 The Theory of Ehealth Readiness Assessments

The theory of Ehealth Readiness Assessments was carried out to define Ehealth systems,
how they might benefit a populace in a developing country and how the readiness of
that country might be evaluated. There are many factors determining the readiness of a
country for the implementation of Ehealth systems (Khoja et al. 2007b; Jennett et al.
2004), so it was a rewarding task to investigate the findings of previous research. Using
the Brighton University data base, Science Direct, Google Scholar, various Libyan data
bases and existing reports from hospitals in Libya, searches were made for relevant
articles about the implementation of Ehealth systems in developing countries. Though
there were already assessments made of several countries, none had yet been carried out
in Libya. This literature review will give some examples of relevant research discovered
during this search and then expand on how these frameworks will be utilised in this
assessment on the readiness of Libya for the implementation of Ehealth systems. There
was though a limited amount of formal articles on this subject pertaining to developing
countries, so a search was made on many databases to find any recent research carried
out on assessing the readiness of developing countries for Ehealth implementation.

Blaya et al. (2010) made a review of Ehealth system that had been implemented in
developing nations. They found that if a system improved communications between the
healthcare institutions, assisted in the management and ordering of medications and
helped in monitoring patients that might abandon their care plan, then it could be
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considered as ‘promising’. They found the systems were effective at evaluating personal
electronic assistants and mobile apparatus as they improved the collection of data in
regards to quality and time taken.

A majority of studies carried out to evaluate Ehealth systems are made once the
system has been implemented, as seen in the example of Ammenwerth et al. (2001).
Alexander (2007) points out the importance of such studies for evaluating the success
of an Ehealth system, though Brender (2006) points out the need for evaluations to take
place before the implementation of an Ehealth system in, order to allow decisions to
have a better sense of direction. It is the advice of Brender (2006) that the researcher
has heeded in the formulation of the research question, tending toward the theory that a
readiness evaluation framework is needed before implementing Ehealth systems
(Yellowlees 2005; Broens et al. 2007; Khoja et al. 2007a).

Li et al. (2010) cite four main areas to evaluate in a study to assess readiness for
implementing an Ehealth system. Those areas are: if it is feasible; does the organisation
possess the necessary resources, the risks involved; an assessment needs to be made of
what external factors might threaten the project’s success, areas where problems may
arise; to identify weaknesses in the solution where risks may occur and an assessment
of how complete and consistent the solution is.

3 Methods

A mixed method approach was employed for carrying out this research on healthcare
institutions, in both rural and urban areas of Libya (Fig. 1) (Molina Azorín and Cameron
2010; Creswell and Plano 2010; Mason 2006; Cathain 2009; Cathain et al. 2008),
employing both questionnaires and group interviews. The data from the multi-case study
was analysed using the Cresswell framework (2007) (Lynna et al. 2009).

Fig. 1. Cresswell framework (2007), reproduced from (Ahwidy and Pemberton 2016).

Creswell’s (2007) description of analysis is that information is broken down into
lesser components and reconstituted, forming a larger picture. The research findings will
be analysed in this research following Creswell’s framework, as shown in Fig. 1.
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The formulation of the interview questions and questionnaires was carried out to
make sure there was not anything missing by seeing what was needed from the liter‐
ature review and the Chan framework (2010). The selection of the healthcare insti‐
tutions was done so that all the major population centres of Libya were covered in
five primary areas.

• Within-case Analysis: This method for analysing applies to multiple collective or
single case studies and the researcher analyses each individual case for themes. While
studying multiple cases, researchers can make comparisons within case themes,
across multiple cases, in cross case analysis.

• Cross-case Analysis: This type of analysis is applicable to collective cases where
the researcher is examining more than one case. It entails the examination of themes
across cases for discerning themes that are evident in all the cases.

• Holistic-case Analysis: This type of data analysis entails the researcher examining
the whole case and presenting themes, descriptions and assertions that relate to the
entire.

The researcher has chosen to use the three techniques discussed above for analysing
data. This is because the study was investigating how much information communication
technology was available and being used in each healthcare institution. The data from
each healthcare institution will be analysed separately. Ehealth assessments of urban
and rural healthcare institutions will also be compared. The data will be analysed in
separate categories for rural and urban healthcare institutions. Also data from all the
healthcare institutions will be put into a single category for analysis. For the purpose of
carrying out the analysis comprehensively, the data will be coded and categorised for
all parts of the research. The process for coding and analysing data will be carried out
following the suggestions of (Bryman and Burgess 2002) and (Tesch 1990), as follows:

• Create a picture of the whole by reading through the transcript carefully while making
notes;

• Go through each document individually, while making sense of its content and make
notes in the margins;

• Once this has been carried out for a number of documents, a list should be made of
the topics covered. Group similar topics together and make them into columns that
can be sorted as leftovers, unique topics and major topics;

• Taking the list, return to the data. Abbreviating the topics as codes, the codes should
be written next to the relevant segment of text in order to ascertain if new codes and
categories are emerging;

• Come up with wording that best describes each topic and transform them into cate‐
gories. Make a reduction in the total number of categories by grouping together topics
that are related. The interrelationship of categories can be indicated by drawing lines
between them;

• Take a decision about what abbreviation will be used for each of the categories and
arrange them in alphabetical order;

• Collect together any information that is available from all of the categories and carry
out preparatory analysis;
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3.1 Research Methods and Sample Size

For the purposes of this study the participants were found in hospitals and clinics within
the professions of nursing, hospital administration, ward attendants and doctors. The
sample size (see Fig. 2) of this study was 165, with 138 of these returning a questionnaire;
as a percentage that worked out at 83.6%. Because 58 of the questionnaires were
excluded from the final total because they were filled out incorrectly or superfluous, the
final number for analysis was 80 (N = 80).

Fig. 2. Sample size, reproduced from (Ahwidy and Pemberton 2016).

The questionnaire was divided into two sections, with one set of questions aimed at
general medical staff, the other aimed at administration staff. The questions for the
medical staff were designed in order to better understand of the work processes involved
in recording the healthcare data of patients, carrying out referrals, consultations and
prescriptions. The questions for the administrative staff were formulated in order to
better understand of the present ICT infrastructure in the healthcare institutions, the
background history of the healthcare institutions and the settings of the healthcare insti‐
tutions. The formulation of each question was done using the Li et al. (2010) framework
for assessing Ehealth readiness. Semi-structured interviews: A total of 40 individual
actors (doctors, ward assistants, administrators and nurses) were interviewed in Arabic
using semi-structured interview techniques (Table 1). The durations of the interviews
varied between 20 and 40 min and averaged out at 30 min for each interview. The total
time taken for all the interviews was about 20 h and the details of these interviews are
shown below in Table 1.

The reason for interviewing the staff at the healthcare institutions was to find out
what their perceptions of Ehealth technologies were and how useful and beneficial they
would be if implemented in the healthcare institutions where they worked.

Assessing Ehealth Readiness 37



4 Results

The results of the data were separated into separate sections based upon the Creswell
framework (2007).

4.1 Results of the Questionnaire

4.1.1 Healthcare Staff Availability Within Urban and Rural Healthcare
Institutions

The results of the research showed that there was a lack of doctors available to work in
rural healthcare institutions. The results indicated that the lack of doctors in rural health‐
care institutions meant that doctors have much less time to spend treating patients and
often patients had more severe symptoms as they had further to travel to receive treat‐
ment and had consequently waited until their condition worsened, whereas patients in
urban areas would seek treatment earlier as they lived closer to healthcare institutions
and had better transport options available.

4.1.2 ICT Access in Urban and Rural Healthcare Institutions
The study indicated that urban healthcare institutions had more ICT equipment and more
reliable internet connections than those in rural areas. The rural healthcare institutions
had their internet connections affected by bad phone lines and electrical power supplies
that were unreliable. Though the urban healthcare institutions had more computers per
doctor than their rural counterparts, this was academic as there were no computers
present in the rooms utilised by doctors for their consultations in both rural and urban
healthcare institutions, indicating that doctors were not employing computers to carry
out consultations. Rather than being used for medical purposes, it was ascertained in the
study that the computers in the healthcare institutions were being utilised for adminis‐
tration purposes. Though the study indicated that rural medical staff were using
computers more often than in urban areas, this was only for personal use and was not
being carried out during their work time at the healthcare institutions where they worked.

Table 1. Semi-structured interviews, reproduced from (Ahwidy and Pemberton 2016).
Categories
of
participants

Healthcare institution
Tripoli
medical
centre

AI Razi
clinic

Benghazi
medical
centre

Quiche
clinic

Sabha
medical
centre

Al-
Manshia
clinic

Ibn Sina
medical
centre

Al-hyat
Clinic

Zawia
medical
centre

Al-
Bassatei
n clinic

Administra
tors

1 1 1 1 1 1 1 1 1 1 10

Doctors 1 1 1 1 1 1 1 1 1 1 10
Nurses 1 1 1 1 1 1 1 1 1 1 10
Ward
assistants

1 1 1 1 1 1 1 1 1 10

Total of participants 40
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4.2 Results of the Group Interviews

Results of the group interviews were conducted by using qualitative data analysis
program called NVIVO (Bazeley 2007; Hamed and Alabri 2013; Ishak and Abu Bakar
2012).

4.2.1 Access to Ehealth Solutions in Urban and Rural Healthcare Institutions
The results of comparing access to Ehealthsolutions, in both rural and urban healthcare
institutions, indicated that there were not any Ehealth solutions in any of the healthcare
institutions used in the case studies. The participants returned positive feedback
regarding the possible future implementation of Ehealth solutions in the healthcare
institutions where they worked. It was felt that the implementation of Ehealth technology
would improve the recording of patient healthcare records, the treating of patients and
the diagnosis of patient’s ailments. The results indicated that the participants thought
that the use of electronic patient healthcare record systems would greatly improve the
service offered to patients and make the job easier for staff and it would stop patients
that attended multiple healthcare institutions in order to get repeat prescriptions of
medication, therefore stopping fraud occurring and saving the LNHS valuable resources.
Presently patient referrals are carried out by giving a patient a handwritten referral on
paper to take with them to the healthcare institution to which they have been referred.
This meant referral letters were getting lost or patients did not attend. Respondents felt
that this task being carried out electronically would eliminate many of these problems.

5 Discussion

5.1 Availability of Medical Staff in Urban and Rural Healthcare Institutions

The issue of physician shortages is far more pressing in rural healthcare institutions than
in urban hospitals, though urban clinics do also experience shortages.

The Jennett et al. (2005), Campbell et al. (2001), Blaya and Fraser (2010) indicate
that there are many challenges to providing healthcare services in rural areas because
of the distances between populations that are dispersed and isolated. Because of these
challenges, in rural areas there have often been problems in the recruitment of staff and
of them leaving to urban healthcare institutions. In the LNHS, most of the skilled
healthcare staff choose to work in urban areas (8280), whereas in rural areas staff are
more reluctant to relocate for work (3043) (Hamroush 2014). A lot of rural areas do not
have any healthcare staff to provide healthcare to those that require it, so the inhabitants
have to travel long distances to seek medical attention, particularly as Libya is so big,
yet so sparsely populated.

The lack of healthcare staff in rural healthcare institutions has to be the driving force
for attracting more money being invested in Ehealth solutions to help healthcare staff to
provide improved healthcare using localised Ehealth frameworks that are appropriate
like the framework offered in this research study. Hamroush (2014) compares the avail‐
ability of physicians in urban and rural healthcare institutions in Libya.
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Tables in Hamroush (2014) summarise the average number of physicians that
worked in the rural healthcare institutions that were surveyed. The Tables show that on
average, there are approximately 73% of physicians in Libya working in urban healthcare
institutions, compared to 26% physicians working in rural hospitals. Those percentages
indicate there are 20 physicians for every ten thousand local inhabitants in Libya. The
following section will focus on how available and accessible ICT technology is within
the healthcare institutions chosen for this study.

5.2 The Availability of ICT in Urban and Rural Healthcare Institutions

The study outcomes showed that the availability of ICT and internet connections in both
rural and urban healthcare institutions was insufficient for the implementation of Ehealth
solutions. In order to function efficiently the ICT systems at each healthcare institution
need to be expanded and integrated with other healthcare institutions.

6 Ehealth Maturity Diagram (EMD)

The study outcomes showed that when placed on an Ehealth Maturity Curve (Van de
Wetering and Batenburg 2009) the healthcare institutions in both rural and urban areas
were at level 0, as can be seen in Fig. 3.

Fig. 3. Phases of Ehealth maturity curve (Van de Wetering and Batenburg 2009), reproduced
from (Ahwidy and Pemberton 2016).

Figure 2 above shows that the urban and rural healthcare institutions Ehealth solution
levels are at level 0. The healthcare institutions are able to send emails to a central data
storage facility for the purpose of administration, but do not appear to use this facility
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for medical purposes. Despite the existence of some ICT in the healthcare institutions,
these systems are not used for contacting other healthcare institutions. This is because
of a lack of equipment sometimes or bad internet connections and electrical supplies,
but is primarily due to the technophobic attitudes of staff who feel unwilling to embrace
new forms of technology (Bain and Rice 2006). Therefore, it is essential if these health‐
care institutions are to rise above level 0, a Provincial Ehealth framework be formulated
using these findings to facilitate a plan for the future in order for the healthcare institu‐
tions to move to level 2 on the Ehealth maturity curve. Because of this the Provincial
Ehealth framework was formulated, as can be seen below in Fig. 4.

Fig. 4. Provincial Ehealth framework, reproduced from (Ahwidy and Pemberton 2016).

The Provincial Ehealth framework architecture highlights the need for the services
offered in the healthcare institutions to be integrated online by using an Ehealth service
hub that supports the whole of the LNHS and for data to be stored electronically rather
than by using paper records as at present.

7 Strategy for Ehealth in the LNHS

In order for the LNHS to raise its maturity levels for the implementation of Ehealth
technology, it needs to persuade LNHS staff and patients to adopt Ehealth technologies.
This can be carried out at a local level throughout the LNHS, though this will need to
be orchestrated at a national level through training, education and programmesto
encourage compliance and providing incentives.

The drive to raise the maturity levels for the implementation of Ehealth technology
throughout the LNHS needs to focus in several areas. This is a non exhaustive list of
some of those:

1. LNHS users need to be made aware of what is available to them through use of
Ehealth in the LNHS through media and other sources and be shown the advantages
of accessing their individual healthcare records. Public support for Ehealth
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developments will encourage politicians to invest in developing ICTinfrastructures
and to ensure that broadband speeds are sufficient and telephone connections are
reliable.

2. Healthcare institutions need to be given financial aid with implementing Ehealth
systems to encourage their widespread usage. There needs to be a direct link
between usage of Ehealth technology and funding.

3. It is of great importance for a healthcare system utilising Ehealth technologies to
ensure that sufficient numbers of healthcare staff have been trained to high enough
standards to operate the technology effectively. Staff also need to be convinced of
the need for Ehealth technologies and be enthusiastic about the prospect of being
able to utilise it in order to offer improved healthcare services.

4. Researches carried out in other countries have shown the Ehealth solutions that
need to be prioritised: sources of healthcare data, tools for the delivery of services
and the sharing of electronic information.

5. The establishment of the foundation required for exchanging data electronically
throughout the LNHS. This development is essential because if it is not possible to
exchange healthcare data in a secure manner within the LNHS there will be no
Ehealth capabilities in the LNHS.

6. Making sure that the LNHS Ehealth adoption program is effectively coordinated,
lead and overseen. This will help establish the necessary structures and mechanisms
for governing Ehealth solutions in the LNHS.

7. There needs to be a lot of money spent on updating the IT infrastructure throughout
the LNHS as lack investment, coupled with widespread civil war and looting, has
left the LNHS in short supply of basic computer equipment.

8. Ehealth information stored by the LNHS needs to be standardised throughout the
LNHS in order that information can be exchanged effectively. This can be carried
out through central planning establishing implementation procedures along with
Ehealth implementation.

9. It is essential that the LNHS protects sensitive healthcare data so that it remains
private. In order for this to succeed there needs to be a robust and secure security
system implemented throughout the LNHS.

10. Healthcare information requires a regime for identifying and authenticating infor‐
mation as quickly as the LNHS can manage so that it can be accessed and shared
securely.

11. Facilitating healthcare institutions in the establishment of ICT that are appropriate
for their individual needs.

12. Coordinating healthcare institutions to create ICT infrastructures that are sustain‐
able.

13. Supporting healthcare institutions to connect to a nationwide fibre optic network
for sharing data and connecting to other healthcare institutions.

14. Implementing policies for the exchange of information between healthcare insti‐
tutions that do not contravene any privacy laws.

15. Implementing E-learning for improving education levels.
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16. The construction of the Ehealth capabilities of the LNHS incrementally and prag‐
matically, while initially investing in Ehealth technologies that will afford the most
benefits to users of the LNHS.

17. Provide help to those areas of the LNHS that require it, but not at the expensive of
those that would like to develop at a faster pace.

18. Creating processes for EHRs, E-consultations, E-prescriptions, E-referrals and E-
training systems.

8 The Study’s Limitations

The largest challenge in carrying out this case study for the researcher was not just the
large distances between healthcare institutions that were travelled, in order to create as
balanced a reflection as possible of opinions in the LNHS, but the state of warfare that
existed in the country at the time between rival tribal factions.

The other limitation in this study is that the framework has not been used in practice
to see where it does not work, so that it can be improved. This is because it would require
a lot of money to test it that is not currently available in Libya, though when the
researcher presented his findings to experts in Libya it was received positively.

A lot of the limitations inherent in the research technique and methodology have
already been covered in the writings above. Further factors affecting the efficiency of
the research were the time limitations imposed by the LNHS and the Libyan culture
itself. The reason for employing the methods of questionnaire and interview in this study
was to enhance the level of confidentiality that the participants would enjoy. That a high
level of privacy was maintained was of utmost importance. Another hurdle placed in
the researcher’s way in carrying out the interviews was that of gender. Because of the
restrictions within Libyan culture regarding the mixing of males and females, the
researcher being male needed to employ females to carry out such tasks. It was expected
that by placing guarantees of anonymity the participants would therefore feel more
relaxed and deliver answers that were more accurate, confidential and honest. Time
presented a serious limitation to the researcher due to healthcare institutions allowing
interviews to be for no longer than 25 min. This was because the LNHS authorities did
not want the medical staff’s private time intruded upon, hence limiting interview time
to that reserved for giving lectures, thus placing a limitation upon the quantity of vari‐
ables that could be harvested.

The fact that the participant’s confidential details were self reported creates yet
another limitation to the study. This is because it may create inaccuracies, thus infor‐
mation that is technologically, socially, culturally or medically influenced, may need to
be considered as differing somewhat to reality when medical ISs are being planned.

9 Suggested Solutions for Overcoming Barriers for the LNHS

A challenge for healthcare institutions in the LNHS with the introduction of Ehealth
technologies would be a serious lack in experienced healthcare staff. In order to alleviate
this deficiency the LNHS needs to formulate a menu of training courses available for
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staff, so that whichever Ehealth systems are going to be installed in a healthcare insti‐
tution, then the healthcare staff receive the appropriate courses.

To educate staff that have absolutely no experience in operating Ehealth equipment
is an enormous challenge, especially as so few have experience in even using computers
for personal use as in the LNHS. The thoroughness of such training though would greatly
influence the success rates that can expected from the implementation of Ehealth tech‐
nology in a healthcare institution. It is also very important that the training program be
aligned with the views of the director of the Ehealth implementation, particularly when
that person has been brought in to that environment for the purpose of directing it. In
order to command loyalty from existing staff it could be very beneficial to incorporate
a leader in the community that commands a lot of respect to assist in the planning stage
of the project so that healthcare staff and local residents feel some loyalty and inclusion
in the project.

The leader in the community that would be incorporated might be someone who had
been mayor or an important business leader, though it is a good idea to make sure that
they were a popular mayor or not a business leader who had closed down many work
places or been suspected of corruption. This person could then be the chair person for
a committee that drafts possible outcomes for the project. It is also prudent to include
in this committee someone who previously presided over the transition of a healthcare
institution to Ehealth technologies. They could then provide advice to the chair person
who has the respect of staff and community alike. The consultant would also provide
assistance in choosing an experienced program director to take over the project once it
begins to take place.

Once the planning stage is completed and the project commences, the appointment
of the program director is a very important move. They need to be skilled in many areas
and be able to handle public speaking while communicating to the public the progress
and visions of the project as well as managing many departments in the implementation
of Ehealth technologies.

It is a good idea for the LNHS to garner support within local communities for the
transition to Ehealth technologies prior to appointment of a program director. The
director will then have an easier time in convincing locals in rural areas of the advantages
of accessing healthcare via E-consultations rather than travelling long distances for
consultations.

It is also a wise decision to include a well respected member of the local community
in the planning committee, as their inclusion can influence the levels of acceptance and
participation that greet such programs as E-learning projects. If a community is enthu‐
siastic about an Ehealth implementation, then the chance are that more will enrol to train
for a career in healthcare locally. A selection of community leaders could be invited to
attend conference that last two or three days where a selection of leaders in the healthcare
industry attend and educate these people on the intricacies of their professions and
explain the potentials of Ehealth technologies. This has been tried in developed countries
where it has had great success, though in the view of the researcher this might be even
more successful in Libya, as there is great respect held for community leaders there
(Sunyaev 2011).
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The work entailed in gaining the support of communities may be time consuming
and expensive, but ultimately brings many rewards such as the support of politicians,
who not only feel great admiration for high tech developments that benefit the public,
but if the public associate them with such developments their popularity may rise among
voters.

A key factor in any development within the healthcare sector is monitoring and
evaluating (M&E). M&E will help those managing such projects in assessing if they are
on course for their objective, or if they need to direct the project in a different direction.
Using a solid M&E strategy for the implementation of Ehealth services would help the
MOH to upgrade services in the LNHS more effectively and efficiently. Utilising the
M&E approach would mean that it could be seen whether or not the MOH was following
the plan for the implementation of Ehealth services efficiently.

For the implementation of Ehealth technologies within the LNHS it is imperative
that there be adequate trained healthcare staff available. This would involve getting staff
to train in specific skills so that all Ehealth technologies implemented will be operated
competently. This would entail the creation of an Ehealth competency framework for
healthcare staff, so that each task that is required for the system to operate efficiently,
has adequate healthcare staff trained to a required standard.

The users of the LNHS need to be confident that their personal healthcare data will
remain confidential if an EHR system is implemented in the LNHS. In order to do this
the Libyan government would need to implement legislation that would ensure the
protection of personal data of patients in the LNHS.

In many countries governments have been slow to legislate to protect the privacy
rights of patients private data when entered into Ehealth systems. Patients often have no
rights should their data be accessed without their consent. It is imperative that if in Libya
Ehealth systems are implemented, then legislation should be passed to protect patient’s
personal healthcare data.

The LNHS needs to develop guidelines for healthcare leaders for the implementation
of Ehealth. This should include the ‘sharing of a vision’ about beginning a program,
setting up goals for the program to achieve, the sharing of resources and risk sharing
and how to create work environments that are beneficial to staff and patients alike.

10 Conclusions

After exploring the Ehealth readiness assessment models that were currently used in
both developing and developed nations, and assessing the five urban and rural healthcare
institutions chosen for Ehealth readiness in LNHS and analysing the research findings,
the researcher will now set out the reached conclusions of research study, namely that:
when the findings of the survey for rural and urban healthcare institutions were compa‐
ratively analysed and interpreted through use of the Ehealth maturity curve, it showed
that urban healthcare institutions were at the interaction stage and rural healthcare insti‐
tutions were at the presence stage. Both stages though are level zero. These results were
utilised for making the recommendations that were shown above and were utilised for
compiling the Ehealth framework that has been compiled for the LNHS. The research
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findings also showed that rural hospitals and urban clinics do not have enough doctors,
hence they are overworked; Ehealth could allow rural healthcare staff to contact urban
doctors for advice; rural healthcare institutions need Ehealth to make up for lack of staff.
The researcher also recommended that, for successful adaptation of Ehealth technology
into the Libyan National Healthcare Services, the Ehealth systems need to be made
interoperable so that different systems and information sources are brought together into
more powerful integrated systems; and the Ehealth system will help healthcare staff in
healthcare institutions in the creation, maintenance and sharing of electronic patient
health records. To conclude, this research study has laid out areas that require attention
in order for the LNHS to implement successful Ehealth technologies. For each area there
have been strategic objectives recorded, that should be followed in order to lead the
LNHS to move from level 0 on the Ehealth maturity curve to a level 2, hence providing
the necessary patient data that is needed when treating patients (electronic patient health
records), enhancing the surveillance and monitoring of activities, reducing errors in the
prescription of medication.
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Abstract. In this article, we present a new methodology for human motion
identification based on motion dependent binary classifiers that afterwards fuse
their decisions to identify an Activity of Daily Living (ADL). Temporal and
spectral features extracted from the sensor signals (accelerometer and gyro-
scope) and concatenated to a single feature vector are used to train motion
dependent binary classification models. Each individual model is capable to
recognize one motion versus all the others. Afterwards the decisions are com-
bined by a fusion function using as weights the sensitivity values derived from
the evaluation of each motion dependent classifier on the provided training set.
The proposed methodology was evaluated using SVMs for the motion depen-
dent classifiers and is compared against the common multiclass classification
approach optimized using either feature selection or subject dependent classi-
fication. The classification accuracy of the proposed methodology reaches 99%
offering competitive performance comparing to the other approaches.

Keywords: Human motion identification � ADLs � Classification � Fusion �
Feature extraction � Accelerometers � Gyroscopes

1 Introduction

The ageing population around the world is increasing and it is estimated that two
billion people will be aged over 65 years by 2050. This will affect the planning and
delivery of health and social care as well as the clinical condition of frailty. Frailty is a
medical syndrome which is characterized by diminished strength, endurance, and
reduced physiologic function that increases an individual’s vulnerability for developing
increased dependency and/or death [1]. Frailty is characterized by multiple pathologies
such as weight loss, weakness, low activity, slow motor performance, balance and gait
abnormalities, as well as cognitive ones [2]. Frailty increases risks of incident falls,
worsening of mobility, disability, hospitalization or institutionalization, and mortality
[3–5], which in turn increase the burden to cares and costs to the society.
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It is assumed that early intervention with frail persons will improve quality of life
and reduce health services costs. Thus, it is essential to develop real life tools for the
assessment of physiologic reserve and the need to test interventions that alter the
natural course of frailty since frailty is a dynamic and not an irreversible process.
Several efforts have been done in this direction through research and development
activities. In [6] an Ecosystem for training, informing and providing tools, processes,
methodologies for ICT and active, healthy aging was developed mainly targeting to
caregivers, older people and general population. In [7] an interactive tabletop platform
able to integrate potentialities derived from both technology and leisure activities was
designed. Another purpose of [7] was the monitoring of the older people status, with
information about his/her progression/regression in cognitive health. In [8] a home-care
solution that will address older people living in the community in a preventive manner
and rely on ICT and virtual reality gaming through the exploitation of haptic tech-
nologies, vision control and context awareness methods was developed and integrated,
while promising to redefine fall prevention by motivating people to be more active, in a
friendly way and with tele-supervision if necessary. In [9] a more holistic, personalized,
medically efficient and economical monitoring system for people with epilepsy was
provided. In [10] multidisciplinary research areas in serious games, social networking,
wireless sensor networks, activity recognition and contextualization, behavioral pattern
analysis were combined in pilot setups involving both older users and care providers. In
[11] a mobile, personalized assistant for older people was developed, using cutting
edge technologies such as advanced speech interaction, which helps them stay inde-
pendent, coordinate with careers and foster their social contacts. In [12] new, eco-
nomically sustainable home assistance service which extends older people independent
living was introduced, measuring the impact of monitoring, cognitive training and
e-Inclusion services on the quality of life of older people, on the cost of social and
healthcare delivered to them, and on a number of social indicators. In [13] the objective
was to develop and test a proactive personal robotic, integrated with innovative sensors,
localization and communication technologies, and smart textiles to support independent
living for older adults, in their home or in various degrees of institutionalization, with a
focus on health, nutrition, well-being, and safety. In [14] innovative ICT-based solu-
tions for the detection of falls in ageing people were studied, covering prevention and
detection of falls in different circumstances.

Human motion monitoring is a must in surveillance of older people, since the
related information is crucial for understanding the physical status and the behavior of
the older people. Older people suffering from frailty are often required to fulfill a
program of activity which follows a training schedule that is integrated within their
daily activities [15]. Therefore, the detection of activities such as walking or
walking-upstairs becomes quite useful to provide valuable information to the caregiver
about the patient’s behavior. Under conditions of daily living, human-activity recog-
nition could be performed using objective and reliable techniques.

Monitoring the activities of daily living requires non-intrusive technology. The
main devices an older person can be instrumented through are classified into two main
categories based on the used technology: vision-based and wearable. In computer
vision, complex sensors such as cameras that continuously record the movement of the
elderly have been used to submit the acquired data to specific image algorithms that
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recognize human activities. In general, tracking and activity recognition using com-
puter vision-based techniques perform quite well in a laboratory conditions or at
well-controlled environments. However, their accuracy is lower in real-home settings,
due to the high-level activities that take place in the natural environments, as well as the
variable lighting or clutter [16]. Furthermore, computer vision methods require a
pre-built infrastructure which instead of the time and cost of installation introduce
limitations for the space of application since it is hard to be used outdoors. As a result,
wearable devices such as body-attached accelerometers and gyroscopes are commonly
used as an alternative in order to assess variable daily living activities. The human
motion detection problem using wearable sensors is an emerging area of research due
to their low-power requirements, small size, non-intrusiveness and ability to provide
data regarding human motion. The acquired data can be processed using signal pro-
cessing and pattern recognition methods, in order to obtain nearly accurate recognition
of human motion.

Data acquired from wearable sensors have been used to evaluate several
human-activity recognition methods proposed in the literature. Acceleration signals
have been used to analyze and classify different kinds of activity [16, 17] or applied for
recognizing a wide set of daily physical activities [18]. Feature selection techniques
have also been investigated [19]. The reclassification step introduced by Bernecker
et al. [20] has been demonstrated to increase motion recognition accuracy. The results
achieved by the on-board processing technique for the real-time classification system
proposed by Karantonis et al. [21] demonstrate the feasibility of implementing an
accelerometer-based, real-time movement classifier using embedded intelligence. Khan
et al. [16] proposed a system that uses a hierarchical-recognition scheme, i.e. the state
recognition at the lower level using statistical features and the activity recognition at the
upper level using the augmented feature vector followed by linear discriminant anal-
ysis. Considering the machine learning algorithms for human motion identification that
are found in the literature, the most widely used are artificial neural networks [21–23],
Naive-Bayes [18] and support vector machines [19, 24–26].

In this article we focus on the physiological function and motor performance thus
we present a human motion identification scheme together with preliminary evaluation
results, which will be further exploited within the FrailSafe [27] project architecture.
The proposed scheme uses temporal and spectral features extracted from the sensor
signals and concatenated to a single feature vector to train motion dependent binary
classification models that afterwards fuse their decisions to identify ADLs. This scheme
is compared against the common multiclass classification scheme after its optimization
using two different strategies.

The reminder of this article is organized as follows. In Sect. 2 we present the
FrailSafe concept. In Sect. 3 we describe the proposed human motion identification
scheme and the common multiclass approach with respect to the optimization strate-
gies. In Sects. 4 and 5 we present the experimental setup and the evaluation results
respectively. Finally, in Sect. 6 we conclude this work.
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2 The FrailSafe Concept

FrailSafe aims to better understand frailty and its relation to co-morbidities, to develop
quantitative and qualitative measures to define frailty and to use these measures to
predict short and long-term outcome. In order to achieve these goals real life tools for
the assessment of physiological reserve and of external challenges will be developed.
These tools will provide an adaptive model (sensitive to changes) in order that phar-
maceutical and non-pharmaceutical interventions, which will be designed to delay,
arrest or even reverse the transition to frailty. Moreover, FrailSafe targets at creating
“prevent-frailty” evidence based recommendations for older people regarding activities
of daily living, lifestyle and nutrition, as well as strengthening the motor cognitive, and
other “anti-frailty” activities through the delivery of personalized treatment programs,
monitoring alerts, guidance and education. The FrailSafe conceptual diagram for
motion monitoring is illustrated in Fig. 1.

Through patient-specific interventions, FrailSafe aims to define a frailty measure.
This measure is initially constructed from prior knowledge on the field, and then
globally updated based on analysis of long-term observations of all older peoples’
states. This update is then applied to the individual patient models, modifying them
accordingly, to fit different needs per patient. The monitoring of the older people’s
motion activity is performed through the environmental sensors module, which
includes accelerometer sensors for the monitoring of the human motions. Details about
the motion identification implementation are provided in the next section.

3 Methodology for Human Motion Identification

3.1 Motion Dependent Classification Scheme

The presented methodology for human motion identification will be used as part of an
end-to-end system for sensing and predicting risk of frailty taking into account

Fig. 1. The FrailSafe conceptual diagram for motion monitoring reproduced from [28].
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associated co-morbidities using advanced personalized models as well as delaying
frailty using advanced interventions.

The proposed classification methodology can be used as a core module in order to
discriminate the detected motions to six basic activities: walking, walking-upstairs,
walking-downstairs, sitting, standing and laying. The block diagram of the overall
workflow for learning the activity classifiers is illustrated in Fig. 2.

The multi-parametric sensor (accelerometer and gyroscope) data are pre-processed
as in [24–26] by applying noise filters and then sampled in fixed-width sliding win-
dows Wi; 1� i� I (frames) of 2.56 s and 50% overlap. The sensor acceleration signal,
which has gravitational and body motion components, was separated using a Butter-
worth low-pass filter into body acceleration and gravity. From each frame, a vector of
features Vi 2 Rk; k ¼ FTj j þ jFF j was obtained by calculating variables from the time
Fi
T 2 RjFT j and frequency domain Fi

F 2 RjFF j.
The extracted time domain and frequency domain features are concatenated into a

single feature vector as a representative signature for each frame. Details on the type of
extracted features are provided in Sect. 4.

All frames are used as input to the human motion identification module which
classifies basic activities of daily living (ADLs) in order to obtain some preliminary
evaluation results for the proposed scheme. In this module, N motion dependent binary
classification models that have been built in the training phase, are used to label the
frames. N is the number of the discrete motions/classes; here N ¼ 6 since the motions
to be identified include six ADLs: walking, walking-upstairs, walking-downstairs,

Fig. 2. Motion Dependent Classification of ADLs.
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sitting, standing and laying. Each classification model is trained as a binary model
capable to discriminate each motion from all the others, e.g. the first classification
model performs walking vs. all remaining ADLs classification, the second classifica-
tion model performs walking-upstairs vs. all remaining ADLs classification, etc.

During the training phase of the classification scheme, frames with known class
labels (manually labeled) are used to train the N classification models. For this purpose,
the same training set is labeled with N different ways to obtain N motion dependent
binary classification models. Each time the examined motion is treated as the positive
class while a negative class label is assigned to all of the remaining motions. In a
further step, in order to obtain appropriate weights to fuse the individual classifiers, we
evaluated each of the classification models using a 10-fold cross-validation protocol on
the corresponding training sets. The sensitivity achieved from each motion dependent
classification model Si; 1\i\Nð Þ and defined as:

Si ¼ TPi

TPi þFNi
: ð1Þ

where TPi denotes true positives of classifier i and FNi its false negatives, is calculated.
The achieved sensitivity is used as a weight to multiply the decision ðdi;1\i\N) taken
by the corresponding classifier i in a fusion function used to combine the individual
decisions:

Decision ¼ S1d1 þ S2d2 þ . . .þ SNdN : ð2Þ

Here, we selected sensitivity instead of another measure such as accuracy since a
measure of the proportion of the positives (i.e., the motion under consideration) that
were correctly identified as such is more appropriate for the purpose of fusion.

During the test phase the unknown multi-parametric sensor signals are
pre-processed and parameterized with similar setup as in the training phase. Each
extracted feature vector is provided as input to each one of the N trained motion
dependent classification models. Each of them takes a binary decision ðdi;1\i\N).
Finally, the N individual decisions are combined using the fusion function of Eq. (2).

3.2 Multiclass Classification Scheme

The proposed scheme is compared to the common multiclass classification scheme,
which is widely used in such applications. The block diagram of the workflow for
learning the multiclass classifier of this scheme is illustrated in Fig. 3.

In order to make a fair comparison, the multi-parametric sensor (accelerometer and
gyroscope) data are pre-processed and parameterized with the same features as in the
motion dependent classification scheme. Once again, the extracted time domain and
frequency domain features are concatenated to a single feature vector as a represen-
tative signature for each frame. However, in this scheme all frames are used as input to
the human motion identification module which directly classifies the N basic activities
of daily living (ADLs). In this module, a model for multiclass classification between
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N (here N = 6) basic ADLs (walking, walking-upstairs, walking-downstairs, sitting,
standing and laying), which has been previously built in a training phase, is used to
label the frames. Each frame is classified independently.

During the training phase of the classification architecture, frames with known class
labels (labeled manually) are used to train the multiclass classification model. During
the test phase the unknown multi-parametric sensor signals are pre-processed and
parameterized with similar setup as in the training phase. Each extracted feature vector
is provided as input to the trained classifier.

In a further, step we attempt to optimize the multiclass classification scheme
following two different strategies. On the one hand, we perform feature selection by
feature ranking prior to classification while on the other hand we perform subject
dependent classification.

Feature Selection. Regarding the first optimization strategy, we examined the dis-
criminative ability of the extracted features for the human motion identification [28].
The ReliefF algorithm [29] (which is an extension of an earlier algorithm called Relief
[30]) was used for estimating the importance of each feature in multiclass classification.
In the ReliefF algorithm the weight of any given feature decreases if the squared
Euclidean distance of that feature to nearby instances of the same class is more than the
distance to nearby instances of the other class. ReliefF is considered one of the most
successful feature ranking algorithms due to its simplicity and effectiveness [31–33]
(only linear time in the number of given features and training samples is required),
noise tolerance and robustness in detecting relevant features effectively, even when
these features are highly dependent on other features [31, 34]. Furthermore, ReliefF
avoids any exhaustive or heuristic search compared with conventional wrapper
methods and usually performs better compared to filter methods due to the performance
feedback of a nonlinear classifier when searching for useful features [32].

The performance of the method, in terms of accuracy for different number of N-best
features (N = 10, 20, 30,… 560), with respect to the ReliefF feature ranking algorithm
was examined. The subset that achieved the highest classification accuracy was
selected and used to optimize the performance of the multiclass classification scheme.

Fig. 3. Multiclass classification scheme reproduced from [28].
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Subject Dependent Classification. Regarding the second optimization strategy, we
simply trained a subject specific multiclass classification model for each subject sep-
arately instead of one global model trained on several subjects [28]. This strategy
makes the classification procedure an easier task since inter-subject variability does not
affect the accuracy of the model. However, such an approach has the serious disad-
vantage of requiring training data from each subject.

4 Experimental Setup

4.1 Dataset

The previously described classification methodology was evaluated on multi-parametric
data from the UCI HAR Dataset [24]. The dataset consists of accelerometer and gyro-
scope recordings from 30 volunteers within an age bracket of 19-48 years when per-
forming six activities (walking, walking-upstairs, walking-downstairs sitting, standing,
laying). For the experiments each person worn a smartphone (Samsung Galaxy S II) on
the waist. Using its embedded accelerometer and gyroscope, 3-axial linear acceleration
and 3-axial angular velocity at a constant rate of 50 Hz were captured. The data were
labeled manually using the corresponding video recordings which were captured during
the experiments.

4.2 Feature Extraction and Classification Algorithm

Initially, the sensor signals (accelerometer and gyroscope) were pre-processed as
proposed in [24–26] in order to proceed with feature extraction. The features selected
for this analysis are those proposed in [24–26], which come from the accelerometer and
gyroscope 3-axial raw signals denoted as tAcc-XYZ and tGyro-XYZ with prefix ‘t’
used to denote time. The sampling frequency of these time domain signals was 50 Hz.
In order to remove noise Anguita et al. performed low pass filtering using a median
filter and a 3rd order low pass Butterworth filter with a corner frequency of 20 Hz.
Then, in order to separate the acceleration signal into body and gravity acceleration
signals denoted as tBodyAcc-XYZ and tGravityAcc-XYZ, they used another low pass
Butterworth filter with a corner frequency of 0.3 Hz.

Subsequently, Jerk signals denoted as tBodyAccJerk-XYZ and tBodyGyroJerk-XYZ
were obtained by the time derivation of the body linear acceleration and angular velocity.
Also they used the Euclidean norm to calculate the magnitude of these three-dimensional
signals yielding the following signals: tBodyAccMag, tGravityAccMag, tBodyAccJerk
Mag, tBodyGyroMag and tBodyGyroJerkMag.

Finally, a Fast Fourier Transform (FFT) was applied to signals tBodyAcc-XYZ,
tBodyAccJerk-XYZ, tBodyGyro-XYZ, tBodyAccJerkMag, tBodyGyroMag, tBody-
GyroJerkMag producing fBodyAcc-XYZ, fBodyAccJerk-XYZ, fBodyGyro-XYZ,
fBodyAccJerkMag, fBodyGyroMag, fBodyGyroJerkMag. Here, the prefix ‘f’ was used
to indicate frequency domain signals.

56 E. Pippa et al.



These signals were used to estimate variables of the feature vector for each pattern:
‘-XYZ’ is used to denote 3-axial signals in the X, Y and Z directions. The aforemen-
tioned signals which were produced by processing accordingly the initial sensor
recordings are tabulated in Table 1.

The set of features that were extracted from these signals are those proposed by
Anguita et al. including the mean value, the standard deviation, the median absolute
deviation, the largest value in array, the smallest value in array, the signal magnitude
area, the energy measure as the sum of the squares divided by the number of values, the
interquartile range, the signal entropy, the autoregresesion coefficients with Burg order
equal to 4, the correlation coefficient between two signal, the index of the frequency
component with largest magnitude, the weighted average of the frequency components
to obtain a mean frequency, the skewness of the frequency domain signal, the kurtosis
of the frequency domain signal, the energy of a frequency interval within the 64 bins of
the FFT of each window and the angle between two vectors.

Additional vectors were obtained by averaging the signals in a signal window
sample. These are used on the angle variable (see Table 2). In conclusion, for each
record a 561-feature vector with the aforementioned time and frequency domain
variables was provided.

The computed feature vectorswere used to train either six binary classificationmodels
(walking-vs-all remaining, walking-upstairs-vs-all remaining, walking-downstairs-vs-all
remaining, sitting-vs-all remaining, standing-vs-all remaining, and laying-vs-all
remaining) for the motion dependent classification scheme or a multiclass classification

Table 1. Pre-processed Signals reproduced from [28].
Signals

tBodyAcc-XYZ
tGravityAcc-XYZ
tBodyAccJerk-XYZ
tBodyGyro-XYZ
tBodyGyroJerk-XYZ
tBodyAccMag
tGravityAccMag
tBodyAccJerkMag
tBodyGyroMag
tBodyGyroJerkMag
fBodyAcc-XYZ
fBodyAccJerk-XYZ
fBodyGyro-XYZ
fBodyAccMag
fBodyAccJerkMag
fBodyGyroMag
fBodyGyroJerkMag
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model for the multiclass classification scheme. In the last case, the multiclass classifi-
cation model is trained on the reduced feature vector obtained by feature selection for the
first optimization strategy or on the subject specific data for the second optimization
strategy. In order to evaluate the ability of the extracted features to discriminate between
ADLs we examined the SMO [35, 36] with RBF kernel classification algorithm, which
was implemented by the WEKA machine learning toolkit [37]. SMO algorithm is an
implementation of Support Vector Machines provided by the WEKA toolkit. Here we
selected SMO for the classification since SVMs are used mostly in relevant literature.

During the test phase, the sensor signals were pre-processed and parameterized as
during training. The SMO classification model was used to label each of the activities.
In order to directly compare the proposed methodology with previous approaches
evaluated on the same dataset, we followed the evaluation protocol applied in the
existing literature [24–26, 38–40]. In particular, we used the existing random parti-
tioning of the dataset into two sets, where 70% consists of training samples and 30%
consists of test samples.

However, for the motion dependent classification scheme, in order to learn the
weights for the fusion function (2), sensitivity values should be obtained based abso-
lutely on the training set since an overlap with the test set would lead to over fitting. For
this purpose, in order to obtain the appropriate weights for (2) we performed N times
10-fold cross validation on the N versions of the training set respectively.

5 Experimental Results

5.1 Evaluation of the Motion Dependent Classification Scheme

The motion dependent classification scheme presented in Sect. 3 was evaluated using
the feature extraction and the classification algorithm described in Sect. 4. Initially,
each motion dependent classification model ið1� i�N and N ¼ 6Þ was evaluated on
the corresponding version of the training set which treats the motion/ADL under
consideration as positive class and all the others as negative. The aim of this evaluation
is to obtain appropriate weights for the fusion function (2) which combines the indi-
vidual decisions. For this purpose, the sensitivity of each model as defined in (1) was
used. The obtained values for the sensitivity measure for each of the motion dependent
classification models for the training set are tabulated in Table 3.

Table 2. Additional Signals reproduced from [28].

Additional siganls

gravityMean
tBodyAccMean
tBodyAccJerkMean
tBodyGyroMean
tBodyGyroJerkMean
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Based on these values, the fusion function is:

Decision ¼ 1d1 þ 1d2 þ 0:99d4 þ 0:95d4 þ 0:96d5 þ 1d6: ð3Þ

The classification performance of the overall framework was evaluated on the 30%
of the dataset consisting of the testing samples in terms of accuracy defined as

Accuracy ¼ TPþ TN
TPþFPþ TNþFN

: ð4Þ

where TP denotes the true positives, TN denotes the true negatives, FP the false
positives and FN the false negatives. Table 4 shows the achieved accuracy obtained
from the test set for the motion dependent binary classifiers and the proposed fusion
framework. The achieved accuracy of the proposed scheme is 99%.

5.2 Evaluation of the Multiclass Classification Scheme

In order to make a fair comparison of the proposed fusion scheme with the common
multiclass classification scheme, we evaluated the latter after an attempt to optimize it
either by feature selection or by performing subject dependent classification.

Feature Selection. Regarding the first optimization strategy, we applied feature
ranking on the whole dataset (consisting of all available subjects) using the ReliefF
algorithm as described in Sect. 3.2. The performance of the classification, in terms of
accuracy, for different number of N-best features (N = 10, 20, 30, …, 560) for the
SMO algorithm is shown in Fig. 4.

Table 3. Sensitivity of motion dependent classifiers on the training set.

Motion dependent classification model Sensitivity

Walking-vs- all 100.00%
Walking-Upstairs-vs-all 99.53%
Walking-Downstairs-vs-all 99.49%
Sitting-vs-all 95.41%
Standing-vs-all 96.36%
Laying-vs-all 100.00%

Table 4. Accuracy of motion dependent classifiers and fusion scheme on the test set.

Motion dependent classification model Accuracy

Walking-vs- all 100.00%
Walking-Upstairs-vs-all 99.96%
Walking-Downstairs-vs-all 100.00%
Sitting-vs-all 99.10%
Standing-vs-all 99.15%
Laying-vs-all 100.00%
Proposed fusion framework 98.98%
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As can be seen in Fig. 4 the highest classification accuracy is achieved when a large
subset of discriminative features is used. Specifically, the highest accuracy is achieved
for a subset of 550 best features with a percentage of 97% which is equal to the
accuracy achieved when all features are used. It seems that the size and the variability
of the dataset is relatively large requiring a feature vector of high dimensionality to
accurately discriminate between the six classes. However, with only 40 features a high
accuracy equal to 90% can be achieved.

Table 5 show the 40 best features according to the ReliefF ranking algorithm.
Although it is best to use a high dimensional feature vector to achieve higher classi-
fication accuracy, feature selection still being important in cases where a light human
motion identification module is needed such as in FRAILSAFE [27].

Fig. 4. Classification Accuracy for different subsets of N-best features (N = 10,20,…, 550)
reproduced from [28].

Table 5. ReliefF Feature Ranking reproduced from [28].

Ranking Feauture

1 tGravityAcc_energy_X
2 fBodyAccJerk_entropy_X
3 fBodyAcc_entropy_X
4 fBodyAccJerk_entropy_Y
5 tBodyAccJerkMag_entropy
6 angle(X_gravityMean)
7 tGravityAcc_min_X
8 tGravityAcc_mean_X
9 tBodyAccJerk_entropy_X
10 tGravityAcc_max_X
11 fBodyBodyAccJerkMag_entropy
12 tBodyAcc_max_X
13 tBodyAccJerk_entropy_Y
14 fBodyAccMag_entropy

(continued)
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Subject Dependent Classification. Regarding the second optimization strategy, we
trained subject specific classifiers as described in Sect. 3.2. The results are shown on
Table 6.

As can be seen in Table 6, the overall highest accuracy of the proposed method-
ology for human motion identification is 100% for subjects 1, 9, 11,14, 23, 24, 26, 27
and 29 and the lowest accuracy 69.07% was obtained for the 6th subject. However, the
mean accuracy is relatively high, i.e., 94.35%.

Comparison. Table 7 compares the proposed fusion scheme with the common mul-
ticlass classification scheme and other relevant approaches evaluated on the same
dataset with the same evaluation protocol. As can be seen the proposed framework
outperforms both the multiclass classification scheme and the previous approaches
[24, 25, 38–40] reaching an accuracy of 99%. The improvement of the overall per-
formance is owed to the fact that motion-specific SVM-based detectors were used,
which are able to accurately model the specific characteristics of each motion type.

Table 5. (continued)

Ranking Feauture

15 fBodyAcc_entropy_Y
16 fBodyAccJerk_entropy_Z
17 tBodyAccJerk_entropy_Z
18 tBodyGyroJerkMag_entropy
17 tGravityAcc_energy_Y
20 tBodyAccMag_entropy
21 tGravityAccMag_entropy
22 tGravityAcc_mean_Y
23 tBodyGyroJerk_entropy_Z
24 tGravityAcc_max_Y
25 fBodyAcc_entropy_Z
26 tGravityAcc_entropy_Z
27 tGravityAcc_min_Y
28 fBodyGyro_entropy_X
29 fBodyGyro_entropy_X
30 tBodyGyroJerk_entropy_X
31 fBodyAcc_mad_X
32 fBodyAcc_std_X
33 tBodyAcc_std_Y
34 fBodyAcc_mad_Y
35 tBodyAcc_std_X
36 fBodyBodyGyroJerkMag_entropy
37 tBodyAcc_mad_Y
38 fBodyGyro_entropy_Y
39 tBodyGyroMag_entropy
40 fBodyAcc_std_Y
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Table 6. Subject dependent human motion identification Accuracy reproduced from [28].

Subject Accuracy

1 100.00%
2 98.89%
3 95.10%
4 98.95%
5 93.33%
6 69.07%
7 100.00%
8 71.43%
9 100.00%
10 95.45%
11 100.00%
12 75.00%
13 94.90%
14 100.00%
15 95.92%
16 97.25%
17 91.82%
18 90.83%
17 82.41%
20 94.34%
21 99.18%
22 97.92%
23 100.00%
24 100.00%
25 96.72%
26 100.00%
27 100.00%
28 96.49%
29 100.00%
30 95.61%

Table 7. Comparison of existing methods on the test set.

Relevant literature Accuracy

Proposed fusion scheme 98.98%
Multiclass classification - Feature selection 97.00%
Multiclass classification - Subject dependent 94.35%
Anguita et al. [24, 25] 89.30%
Reiss et al. [37] 94.40%
Romera-Paredes et al. [38] 96.33%
Kastner et al. [39] 96.23%
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Moreover, during model training, the SVM algorithm adapts it’s kernel mapping
parameters appropriately for each target motion type in order the corresponding feature
vectors to be better discriminated by the ones of the other human body motion types.

6 Conclusions

We presented a methodology for human motion identification from multi-parametric
sensor data acquired using accelerometers and gyroscopes, which will be used as part
of an end-to-end system for sensing and predicting treatment of frailty and associated
co-morbidities using advanced personalized models and advanced interventions. The
methodology uses motion dependent binary classification models that classify sepa-
rately the sensor signals and combine the individual decisions using a fusion function
based on the sensitivity of each model to discriminate the examined class. The clas-
sification models were trained using feature vectors consisting of a large number of
time and frequency domain features and SVMs to train and test the motion dependent
classification models. The proposed scheme is compared against the common multi-
class classification scheme after optimization of the latter through feature selection and
subject dependent classification. All schemes were evaluated using multi-parametric
data from 30 subjects. The proposed scheme reached an accuracy of approximately
99% which is higher than the one achieved by the multiclass classification scheme even
after its optimization. Finally, the proposed scheme was compared against other rele-
vant studies in the literature. The achieved accuracy is more than 2.5% higher than the
ones reported in the previous approaches evaluated on the same dataset with the same
evaluation protocol.
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Abstract. Public Clouds offer a convenient way for storing and shar-
ing the large amounts of medical data that are generated by, for exam-
ple, wearable health monitoring devices. Nevertheless, using a public
infrastructure raises significant security and privacy concerns. Even if
the data are stored in an encrypted form, the data owner should share
some information with the Cloud provider in order to enable the lat-
ter to perform access control; given the high sensitivity of medical data,
even such limited information may jeopardize end-user privacy. In this
paper we employ an access control delegation scheme to enable the users
themselves to perform access control on their data, even though these are
stored in a public Cloud. In our scheme access control policies are evalu-
ated by a user-controlled gateway and Cloud providers are only entrusted
with respecting the gateway’s decision. Furthermore, since medical data
must often be shared with health providers of the user’s choice, we rely
on a proxy re-encryption technique to allow such sharing to take place.
Our scheme encrypts data before storing them in the Cloud and applies
proxy re-encryption using Cloud resources to encrypt data separately
for each (authorized) user. Our proxy re-encryption scheme ensures that
misbehaving Cloud providers cannot use re-encryption keys to share con-
tent with unauthorized clients, while delegating the costly re-encryption
operations to the Cloud.

Keywords: Access control · Proxy re-encryption ·Medical data · Public
clouds

1 Introduction

Nowadays, smart devices that collect users’ vital signals have become a com-
modity. It is expected that the data collected by these devices will soon be used
for preventing and/or diagnosing various health related problems, as well as for
promoting a healthier way of living and well-being. Storing and sharing these
data using a public Cloud infrastructure appears to be an appealing option, as
public Clouds offer cost effective, reliable and always-on storage services. On the
c© Springer International Publishing AG 2017
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other hand, security and privacy concerns are raised, as medical data are highly
sensitive and they should be very well protected, even against misbehavior by
the Cloud service provider. Encryption and access control can be used as a coun-
termeasure, but privacy threats remain. For example, an access control policy of
the form “these (encrypted) data can only be accessed by psychiatrist A” reveals
to the entity that performs access control that the data owner shares some data
with a psychiatrist.

In this paper we propose a scheme that allows secure and private storage of
medical records in the Cloud. Our scheme allows data owners to define access
control policies and to enforce them by themselves. The Cloud provider is only
responsible for storing data and for respecting the access control decisions of
the data owner. Even if the Cloud provider misbehaves, the data remain pro-
tected, since they are encrypted so that only authorized users can access them;
unauthorized users – including the Cloud provider – can learn nothing about the
data. In order to achieve our goal we use the system proposed by [1] by adding
an additional layer of data confidentiality protection.

Since our proposal encrypts data before storing them in the Cloud, they
cannot be directly shared with authorized health providers, without revealing
the user’s encryption keys. To allow controlled data sharing, our scheme relies
on re-encrypting the data before sharing, so that they can only be decrypted
by users authorized by the data owner. Rather than having the user’s devices
re-encrypt data, we rely on a proxy re-encryption scheme so as to delegate this
processing to the Cloud provider, without however allowing the Cloud provider
to gain access to the encrypted data. In this manner, the user only needs to deal
with the original data encryption, delegating all further storage and processing
to the Cloud provider.

This paper extends our previously published work [2] in the following areas:
(i) we improve our proxy re-encryption based scheme so as to protect our system
against misbehaving Cloud providers, (ii) we add a client authentication proce-
dure, (iii) we provide more details about our protocol, (iv) we perform a more
thorough evaluation of our system, including its security evaluation.

The remainder of the paper is organized as follows. Section 2 briefly presents
access control delegation and proxy re-encryption. Section 3 presents our system
design in detail. In Sect. 4 we evaluate our solution and in Sect. 5 we present
related work in the area. Finally, we conclude our paper in Sect. 6

2 Background

2.1 Access Control Delegation

The access control scheme proposed in [1] separates data storage and access
control functions: the former is implemented in a public Cloud, whereas the latter
is implemented by a trusted entity named the access control provider (ACP).
These entities interact with each other as follows (Fig. 1)1: Initially, a data owner

1 The description has been modified to fit the purposes of the present paper.
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creates an access control policy, stores it in an ACP (step 1) and obtains a URI
for that policy (step 2). Then, he stores some data in the Cloud, indicating at the
same time the URI of the policy that protects these data (step 3). When a client
tries to access these data (step 4), the Cloud responds with the URI of the access
control policy and a unique token (step 5). Then, the client authenticates herself
to the ACP and requests authorization (step 6). If the client “satisfies” the access
control policy, the ACP generates a signed authorization and sends it back (step
7). Finally, the client repeats her request to the Cloud, this time including the
authorization (step 8). The Cloud checks the validity of the authorization and
if it is valid, it returns the desired data (step 9).

Fig. 1. Access control delegation (reproduced from [2]).

This scheme has many advantages. The Cloud provider learns nothing about
the client since all her personal data (which are required to evaluate the access
control policy) are stored in the ACP. Moreover, Cloud providers do not have to
interpret any access control policies, therefore they do not need to understand
content owner specific semantics. Each ACP can implement any conceivable
access control policy, since the Cloud provider only sees the URI identifying the
policy and the authorizations returned by the ACP. Access control policies are
reusable i.e., in order to protect a new item using an existing access control
policy the same URI can be simply re-used. Access control policies can be easily
updated; updating and access control policy does not involve any communication
with the Cloud provider. Finally, provided that many Cloud providers support
this scheme, it is trivial for a data owner to migrate from one Cloud provider to
another, as the URIs of the access control policies remain the same.
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2.2 Proxy Re-encryption

A Proxy re-encryption (PRE) scheme is a scheme in which a third, semi-trusted
party, the proxy, is allowed to alter a ciphertext encrypted with the public key
of a user A (the delegator), in a way that another user B (the delegatee) can
decrypt it with her own appropriate key (in most cases, her secret private key).
During this process the proxy learns nothing about the private keys of A and
B, and does not gain access to the encrypted data.

In this paper we employ the identity-based proxy re-encryption (IB-PRE) by
Green and Ateniese [3]. In particular we use a variant of that scheme in which
the delegatee uses public key based encryption (PKE) instead of identity-based
encryption (Sect. 5 of [3]). This scheme specifies the following algorithms (the
description has been adapted to the PKE variant):

– Setup: it is executed by a Private Key Generator (PKG). It takes as input
a security parameter k and returns a master-secret key (MSK) and some
system parameters (SP ). The MSK is kept secret by the PKG, whereas
the SP are made publicly available.

– Extract: it is executed by a PKG. It takes as input the SP , the MSK, and
an identity ID, and returns a secret key SKID. An ID can be any arbitrary
string.

– Encrypt: it can be executed by anyone. It takes as input an identity ID, a
message M , and the SP , and returns a ciphertext CID. This ciphertext can
only be decrypted by the owner of SKID, i.e., the secret key that corresponds
to the identity ID.

– RKGen: it is executed by the owner of the identity ID1. It takes as input the
SP , the secret key SKID1 and the PKE public key PKA of a user A. It
outputs a re-encryption key RKID1→PKA

.
– Reencrypt: it is executed by a proxy. It takes as input the SP , a re-encryption

key RKID1→PKA
, and a ciphertext CID1 and outputs a new ciphertext CPK ,

which can be decrypted by the owner of the PKE secret key SKA.
– Decrypt: it is executed by the owner of the PKE secret key SKA. It takes as

input SP , CPK , and SKA, and returns the message M .

Figure 2 gives an example of a complete IB-PRE transaction. In this figure,
initially the PKG generates the MSK and the SP , and makes the SP publicly
available, while keeping the MSK to itself (step 1). This initializes the system.
When a user ID1 wants to use the system, it asks the PKG to thect the secret key
SKID1 and return it to user ID1 (step 2). Another user ID3 can then encrypt
a piece of text using the publicly known identity of ID1, creating a ciphertext
CID1, which is then stored in a proxy (step 3). This ciphertext can only be
decrypted by the user that owns ID1, and therefore knows the corresponding
SKID1. To allow another user ID2 to decrypt the content using a PKE private
key SKRSA2 , the owner of ID1 creates a re-encryption key RKID1→RSA2 using
the well known PKE public key PKRSA2 of user ID2 and sends it to the proxy
(step 4). The proxy re-encrypts CID1 using the re-encryption key and generates
CID2 (step 5). The owner of SKRSA2 is now able to decrypt the re-encrypted
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 (2) Extract SKID1

PKA

CID1

(4) RKGen RKID1→PKA

(3) Encrypt using ID1

Proxy

(5) Reencrypt using RKID1→PKA

CPKA
(6) Decrypt using SKA

ID1

SKID1

(1) Setup

PKG

MSK
SP

Fig. 2. IB-PRE example (adapted from [2]).

ciphertext (step 6). The proxy learns nothing about the contents of the ciphertext
or the secret keys of the users.

If the original version of the scheme is used (instead of the PKE variant
described above) then the secret keys of delegatees should be generated by a
PKG. This however raises security concerns, since the PKG will know the pri-
vate keys of all users. Although this is not a problem in some scenarios, in our
case a delegatee is a doctor or a hospital that has access to very sensitive informa-
tion. Therefore, this is an unacceptable security threat. Moreover, if a delegatee
interacts with many delegators (as, for example, in the case of a hospital that
interacts with its patients) then this results in a non-negligible key management
overhead. For this reason, we rely instead on the PKE keys of the delegatees for
the re-encryption procedures.

3 Design

In this section, we explain how the aforementioned access control and proxy
re-encryption schemes are adapted for our scheme. We assume the use of smart
devices that collect user related data, such as smart watches that measure cardio
activity. All collected data are stored in a public Cloud. The smart devices do
not interact directly with the Cloud; they instead communicate with a user
controlled gateway. This gateway holds the roles of both the PKG and the ACP
described in the previous section, i.e., the gateway generates the appropriate
secret keys and is responsible for enforcing access control policies. In addition,
a gateway is responsible for initially encrypting (not re-encrypting) files, storing
them in the Cloud, and for generating re-encryption keys. Clients interested in
receiving a file stored in the Cloud, initially send an unauthorized request to the
Cloud provider. The Cloud provider re-directs them to the appropriate gateway,
where they authenticate themselves and get authorized to access the protected
file. The authorization process also results in the creation of an appropriate re-
encryption key, which is securely transmitted to the Cloud provider. Then, clients
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issue authorized requests and receive the (re-encrypted) file. All communications
(between the smart devices and the gateway, between the gateway and the Cloud,
between the clients and the Cloud, and between the clients and the gateway) are
secured using TLS. Figure 3 gives an overview of our system entities and their
interactions, which we explain in more detail in the following subsections.

Fig. 3. An overview of the entities of our scheme and their interactions (adapted
from [2]).

3.1 Setup

With this procedure a data owner creates access control policies and generates
the appropriate cryptographic keys. Our system uses NIST’s core Role-based
Access Control (core-RBAC) model [4]. Based on this model, data owners create
tables of clients, roles, and permissions. The table of clients contains tuples of the
form [index, identity] where index is an integer number unique for each client
and identity is the client’s public key. The table of roles contains tuples of the
form [role,<clientindex>], where role is a unique role name, and <clientindex>
is a list of indices from the clients table and represents the clients that hold that
specific role. Finally, for each file, the client maintains a table of permissions that
contain tuples of the form [operation,<role>], where operation is an operation
over the file (e.g., read, write, delete) and <role> is a list of roles that are
permitted to perform that operation. Each permission table is identified by a
unique URIpolicy. All relationships in a core-RBAC model are many-to-many,
hence, a client may have multiple roles and a role may be allowed to perform
multiple operations.
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Figure 4 illustrates an example of access control policy definition. In this
example, a data owner has defined three clients and three roles. It can be
observed that client 003 has multiple roles. The data owner has created a per-
missions table and has specified its URIpolicy. We can observe in this table that
the role “My Doctors” is allowed to perform multiple operations.

Table of clients Table of roles

Permission Table 
https://gw.example.com/policy32B

Fig. 4. Access control policy example.

The first time the setup procedure is executed, the gateway executes the
IB-PRE setup algorithms and generates a master secret key (MSK) and the
corresponding (public) system parameters. The MSK is securely stored in the
gateway.

3.2 Data Storage

Data storage in the Cloud is achieved using the following steps:

– For each file that arrives in the gateway a permissions table and an appropri-
ate URIpolicy is generated, or an existing one may be re-used.

– The gateway generates a symmetric encryption key K, encrypts the file using
K (we refer to the output of this encryption as EncK(file)), and encrypts K
using the IB-PRE encrypt algorithm, using URIpolicy as the input identity
(we refer to the output of this encryption as CURIpolicy (K)).

– The gateway stores EncK(file), CURIpolicy (K), and URIpolicy in the Cloud.

Gateways keep track of all files and their associated URIpolicy and Cloud
provider in a table of files. A table of files contains a set of tuples of the
form [filename, policy, PubCP ] where filename is the file name, policy is the
URIpolicy of the file’s permissions table, and PubCP is the public key of the
Cloud provider where the file is stored. Cloud providers maintain a similar table
that contains entries of the form [filename, policy, PubGW ], where PubGW is
the public key of the gateway.
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3.3 Unauthorized Request

This procedure is executed by a client in order to perform an operation over some
protected data. The client sends an operation request to the Cloud provider that
contains nothing but the operation itself and the name of the file it concerns.
Upon receiving the request the Cloud provider creates a unique token (i.e., an
adequately large random number) and sends it back to the client, along with the
corresponding URIpolicy. Cloud providers keep track of all generated tokens, as
well as their associated URIpolicy.

3.4 Client Authentication and Authorization

This procedure is executed by a client upon receiving a response to an unautho-
rized request. The client generates an authorization request that is composed of
the following fields: URIpolicy, token, filename (i.e., the name of the desired
file), operation, PubCP , PubClient (i.e., the public key of the client), and dig-
itally sings this message using his private key (we refer to the outcome of the
signature operation as SignClient(msg)). Then, the client sends the authoriza-
tion request to the gateway denoted by URIpolicy. Upon receiving this request,
the gateway performs the following steps in order to authorize the client:

– It verifies SignClient(msg). If the signature verification fails, the client is not
authorized, as he has not proved his identity.

– From the files table it retrieves the policy and the PubCP of the entry that
corresponds to the filename included in the authorization request and checks
if these fields match those included in the request. If this verification fails,
the client is not authorized.

– It retrieves the file’s permissions table and examines if the client identified
by PubClient has a role authorized to perform the operation included in the
authorization request. If this verification fails, the client is not authorized.

If the client is authorized, then the gateway performs the following operations:

– It executes the IB-PRE RKGen algorithm and creates RKURIpolicy→Pubclient

and encrypts this key using PubCP . We refer to the output of the latter
encryption as CCP (RK).

– It sends to the client an authorization response which contains CCP (RK)
and a digital signature generated using the gateway’s private key that covers
CCP (RK) and all fields of the authorization request, except PubClient and
SignClient(msg). We refer to that signature as SignGW (msg).

3.5 Authorized Request

This procedure is executed by an authorized client. The client constructs an
authorized request that includes the following fields: the filename of the desired
file, the operation, the token received with the execution of the unauthorized
request procedure, and the authorization response retrieved with the execution of
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the client authentication and authorization procedure. Then, the client sends this
request to the Cloud provider. Upon receiving this request, the Cloud provider
performs the following steps in order to decide if the client is permitted to
perform the requested operation:

– It retrieves URIpolicy and PubGW that corresponds to the name and examines
if the retrieved URIpolicy matches the one associated with the token. If it does
not match, the client is authorized.

– It evaluates SignGW (msg). If the signature verification fails, the client is not
authorized.

If the client is permitted to perform the requested operation, the Cloud provider
performs the following operations:

– It uses RKURIpolicy→Pubclient
and the IB-PRE Reencrypt algorithm to re-

encrypt CURIpolicy (K) so as to generate CClient(K).
– It sends CClient(K) and EncK(file) back to the client.

Figure 5 illustrates a message sequence diagram of the unauthorized request,
client authentication and authorization, and authorized request procedures.

Gateway Client Cloud

filename, operation
URIpolicy, token

URIpolicy, token,filename, operation, PubCP,
PubClient, SignClient(msg)

CCP(RK), SignGW(msg)

filename, operation, token, CCP(RK),
SignGW(msg)

CClient(K), EncK(file)

RKURIpolicy->PubGW

Fig. 5. Message sequence diagram.

3.6 External Roles

When protecting medical data stored in the Cloud, it is desirable to have roles,
and create access control policies based on such roles, which are defined by exter-
nal (third) parties. For example, “doctors of hospital A” could be such a role,
defined by the entity “hospital A”. Contemporary cryptographic techniques such
as attributed-based encryption [5], or hierarchical identity-based encryption [6]
could be used to achieve this goal. However, we do not consider this option,
because, for security reasons, we want each client to be able to generate her keys
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by herself, which is not possible with these cryptographic techniques. Moreover,
these cryptographic techniques have been found to be ineffective when used for
controlling access to data stored in the Cloud [7]. Instead, we follow a more
conservative approach. We assume that each role is identified by a public key,
generated by the same third party that has defined this role. This key is used by
data owners in the table of roles instead of <clientindex>. Moreover, the public
key of each client is included in a X.509 certificate which is digitally signed using
the private key of the role. For instance, in our example the public keys of the
doctors should be signed by the private key of the role “doctors of hospital A”.
If a client has multiple roles, he should have multiple X.509 certificates.

When a client requests authorization from the gateway, she includes in her
request her digital certificate. The digital signature included in the certificate is
used by the gateway in order to evaluate whether or not the client belongs to an
authorized role. If this is the case, then the gateway can use the public key of the
client (included in the certificate) to generate the appropriate re-encryption key
(as described in the previous section), and therefore to allow her to access the
protected file. Note that the gateway does not need to know or store any details
about the members of an external role; it only needs to know the public key of
that role. In our example, this allows a hospital to change the set of doctors that
it has authorized, without communicating with all the gateways of the clients
that trust the hospital.

4 Evaluation

We have implemented the IB-PRE part of our system by modifying the
Green-Ateniese IB-PRE implementation included in the Charm Crypto
library [8] to support PKE for the delegatee. In particular, we have added support
for the Cramer and Shoup elliptic curve based public key cryptosystem [9]. That
is, in our implementation a ciphertext generated using Identity-based encryption
is transformed into a ciphertext that can be decrypted using a Cramer-Shoup
secret key (combined with some pairing operations).

In order to achieve a security level equivalent to RSA with a key size of 1024
bits for the encryption of the symmetric key, the size of SP is 2048 bits, the
size of CURIpolicy (K) is 2048 bits, and the size of a re-encryption key is 2816
bits. In Table 1 we report the time required to perform various cryptographic
operations, in an Xbuntu 14.04 Desktop machine, running in a single core of
an Intel i5-4440 3.1 GHz processor with 2GB of RAM, using the Charm Crypto
library v0.43, python v2.7, the pbc library v0.5.4, and the gmp library v5.1.3.

The IB-PRE cryptographic algorithm used by our system has been proven to
be secure in [3]. Each data item is encrypted using a different symmetric encryp-
tion key, therefore the compromise of a symmetric encryption key would require
the re-encryption of only that specific item with a fresh key. This is an inevitable
overhead of all similar systems and it is due to the fact that public key encryp-
tion cannot be applied directly to the file contents, due to its computational
complexity. Nevertheless, for small data items, such as readings from wearable
devices, it may be possible to negate the need for symmetric encryption.
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Table 1. Computation overhead of IB-PRE cryptographic operations.

Operation time in ms

Create CURIpolicy (K) 23

Generate RKURIpolicy→Pubclient 40

Re-encrypt CURIpolicy (K) 4

Decrypt CClient(K) 25

Traditional proxy re-encryption schemes require proxies to be semi-trusted,
i.e., a proxy should (i) not share re-encryption keys, and (ii) use re-encryption
keys only for authorized users. Our system relaxes the second requirement: since
symmetric encryption keys are encrypted using URIpolicy as an input identity
a RKURIpolicy→Pubclient

would be useful for clients that abide by URIpolicy. In
other words, if a client does not abide by an access control policy, the gateway
will never generate the corresponding re-encryption key.

Client revocation is achieved by removing a client from a role, or by removing
a role from a permission. From the moment a client is disallowed to perform an
operation, a gateway will not generate a re-encryption key when that client
requests authorization for this operation. Nevertheless, if the Cloud provider
caches re-encryption keys and it is not trusted to use them properly, then the
URIpolicy of the permission table from which the client has been removed, has
to be updated. As a consequence, a new CURIpolicy (K) will have to be generated.

Our system borrows most of the properties of the access control delegation
scheme described in [1]. In particular, our system is generic enough, it can be
easily implemented by a Cloud provider, data can be easily transferred between
Cloud providers that implement this solution, it protects client privacy against
Cloud providers, and it allows easy modification of access control policies. Com-
pared to [1], our system does not hide the Client’s interests from the ACP. This
happens because we use URIpolicy for protecting content confidentiality, hence
it is not possible to use different a URIpolicy for each operation (as in [1]). If hid-
ing the Client’s interests is highly desirable, then the “level extension” (Sect. 3.5
in [1]) can be used.

Another notable difference of the present system compared to [1] is that the
present system does not rely on an external mechanism for authenticating clients
to ACPs, using instead a digital signature (i.e., SignClient(msg)). In order to
prevent malicious users from re-using an authentication message, ACPs should
keep track of already seen tokens. Nevertheless, even if this not possible, or this
check fails, the malicious user will end up receiving a file that he cannot access.

5 Related Work

Löhr et al. [10] have proposed a solution for securing e-health clouds based on
Trusted Virtual Domains (TVDs). TVD is a virtualization technique that creates
secure “sandboxes” where user data can reside. This solution is orthogonal to our
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system: the solution by Löhr et al. concerns the design of secure clouds specific
to e-health services, whereas our solution assumes a generic cloud service and
builds a secure data sharing system on top of it.

Wu et al. [11] propose an access control mechanism for sharing electronic
health records in the Cloud. The main component of their mechanism is an
access broker that is responsible for enforcing access control policies. The access
broker is an entity shared among many stakeholders, therefore, privacy concerns
are raised. In our work, access control policies are enforced by data owners in
a way that reveals no information about data owners or clients to third parties
(including the Cloud provider). Son et al. [12] propose a mechanism that supports
“dynamic” access control, i.e., access control that takes into consideration the
user’s context. In their solution, access control is also implemented in the Cloud,
therefore the same privacy concerns are raised.

Fabian et al. [13] use attribute-based encryption (ABE) to protect medical
data stored in multi-Cloud environments and shared among different coopera-
tive organizations. ABE produces encrypted data in a way that only users with
specific “attributes” can decrypt. In essence, ABE incorporates access control
policies into ciphertexts. The disadvantage of using ABE for this purpose is that
the loss of a private key that corresponds to an attribute requires the generation
of a new key, the distribution of this key to all users that have this attribute, and
the appropriate encryption of all files protected by this attribute. In contrast, in
our system the loss of the data owner’s secret key only requires a new encryption
of all symmetric keys. Similarly, [14–16] use attribute-based encryption to pro-
tect personal health records stored in public cloud environments; these solution
also suffer from the same problems.

Thilakanathan et al. [17] use ElGamal public key encryption and a proxy re-
encryption like protocol to protect generic health data stored in the cloud. Their
solution relies on a centralized trusted third party that generates private keys on
behalf of users. In our system users generate their private keys by themselves,
therefore our approach offers increased security.

6 Conclusion and Future Work

In this paper we presented a scheme that allows secure and privacy preserving
storage of medical data in public Clouds. Our solution combines access control
delegation and proxy re-encryption, providing content confidentiality, client pri-
vacy enhancement, and resilience against malicious entities. This is achieved by
following a gateway-based design, where a user-controlled gateway is responsible
for encrypting user generated data, authenticating clients and enforcing access
control policies. Cloud providers learn no information about the identity of the
clients accessing the protected data and they are only trusted have to respect
the gateway’s decisions. Moreover, our proxy re-encryption based confidentiality
solution protects sensitive data against misbehaving Cloud providers, even those
that do not respect the gateway’s access control decisions. Our proof of concept
implementation shows that our solution is feasible, posing minimal overhead.
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Future work involves the transfer of the encryption process to the devices
that generate the data. In this manner, the device could store the data directly
to the Cloud, avoiding the gateway, therefore reducing communication overhead.
In this setup, the gateway would still hold the ACP and PKG roles. Moreover,
the ACP could also be used for authenticating end-user devices to the Cloud.
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Abstract. Electronic Health Records (EHRs) systems enable the con-
struction of longitudinal collection of health information about individual
patients, by integrating health data produced by the healthcare facilities.
The advantags associated with the use of such systems are in terms of
improvement of quality of care and cost reduction. An important barrier
to the availability of exhaustive longitudinal collections of health data is
represented by the lack of interoperability among EHR systems. In Italy,
each region has been developing its own EHR systems according to the
national guidelines and technical specifications compliant to the indi-
cations provided by a Italian Law issued in 2012 and updated in 2013.
This paper describes the national technological framework designed from
a National Technical Board for making interoperable the regional EHR
systems each other, preserving the privacy of the patients. The frame-
work, based on a System-of-Systems approach, enables healthcare pro-
fessionals both to (i) consult health documents associated with a patient,
even if they are produced in other regions, and (ii) register new health
documents for patients assisted by other regions.
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1 Introduction

The use of ICT in healthcare has resulted in a considerable development of
health information systems (HISs) in order to both enhance the quality of care
services, and simultaneously reduce costs [15,25]; the most important example of
HIS is the Electronic Health Record (EHR), which allows a fast exchange of clin-
ical data between different healthcare organizations. In the last decades, many
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countries in the world have made significant efforts to develop EHR systems
[13]. The International Organization for Standardization (ISO) defines EHR as
a repository of patient data in digital form, stored and exchanged securely, and
accessible by multiple authorized users. It contains retrospective, concurrent and
prospective information and its primary purpose is to support continuing, effi-
cient and quality integrated health care.

Despite such efforts in the realization of EHRs, the systems developed, at
different levels (for example regional and national), are very often not able to
interoperate each other [24], due to a plethora of reasons. First, each country or
regional domain is characterized by its own legal requirements, especially about
privacy protection. Second, countries or regions have typically different needs,
depending on their dimension, number of citizens, number of healthcare facili-
ties, etc. Finally, the development of the systems have been started in different
periods, adopting or applying diverse standards in different ways [20].

The lack of interoperability among these systems can result in decreased levels
of quality of patient care and waste of financial resources. In fact, when a patient
benefits from a health service outside her/his health care domain, the health pro-
fessional that treats the patient is not able to access the patient health informa-
tion, due to the impossibility of cooperation between the EHR system used by the
health professional and the one related to the patient. Therefore, the health pro-
fessional typically requires the patient to repeat a clinical exam already executed.
With respect to interoperability, several levels of interoperability are defined in lit-
erature [22]: technical interoperability, for which the systems share the communica-
tion protocols making possible, e.g., the exchange of bytes between them; syntactic
interoperability, which aims at making the systems capable of communicating and
exchanging data through the sharing of data formats; semantic interoperability,
whose purpose is to enable systems to exchange data and interpret the informa-
tion exchanged in the same way; organizations & services interoperability, where
business processes are shared between the systems.

The importance of making EHR systems able to interoperate each other has
motivated by the increase of the phenomenon of the patient mobility for reasons
of care. For example, we can consider Italy where 570k hospitalizations are made
by patients in a region different from that they reside only in 2015 [1]. In Italy,
the autonomy about healthcare delivered by the Italian Constitution to each
region caused the spread of heterogeneous regional EHR systems. After some
national initiatives aimed at proposing a first architectural model at national
level, the emanation of Italian norms has allowed defining both (i) the national
architectural model of reference, and (ii) the functional and privacy requirements
to be respected by all the Italian regions.

This paper, extending the concepts illustrated in a previous work [18],
describes the Italian architecture for EHR system interoperability, developed by
a National Technical Board, coordinated by the Agency for Digital Italy (AgID)
and the Ministry of Health, with the technical support of the National Research
Council of Italy (CNR) and the participation of the Ministry of Economy and
Finance and Italian regions.
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This paper is organized as follows. Section 2 provides some background and
related work on the main standards, projects on e-health data interoperability
and the description of the Italian context. Section 3 describes the main features
of the national infrastructure for EHR systems, highlighting the cross-border
business processes. Section 4 provides some technical details about the architec-
ture of EHR systems and security issues. Finally, Sect. 5 concludes the paper
with some final remarks and indications for future works.

2 Background and Related Work

2.1 Health Informatics Interoperability Standards

In order to achieve interoperability, the use of standards is a mandatory require-
ment. This section briefly describes the main health informatics standards, such
HL7 and CEN ISO EN13606, and several initiatives, such openEHR and IHE,
that promote the use of standards for health information systems development
and integration.

The CEN/ISO EN13606 is a European norm from the European Committee
for Standardization (CEN) also approved as an international ISO standard. It
is designed to achieve semantic interoperability in the electronic health record
communication. The overall goal of the CEN ISO 13606 standard is to define a
rigorous and stable information architecture for communicating part or all of an
electronic health record among EHR systems, or between EHR systems and a
centralized EHR data repository [2].

Health Level Seven International (HL7) [3] is a non-profit organization
involved in the development of international health informatics interoperabil-
ity standards. The goal of these standards is supporting the exchange, inte-
gration, sharing and retrieval of electronic health information. HL7 messaging
standards define the language and data structure required for information inte-
gration among HISs. Version 2 of the standard (HL7 v2) is currently imple-
mented in numerous health organizations, whereas Version 3 (HL7 v3) is based
on an object-oriented model called Reference Information Model (RIM). Clinical
Document Architecture (CDA) is a standard derived from the RIM with the
aim of specifying clinical documents structure and semantics. Currently, HL7 is
involved in the definition of a new health interoperability standard, named Fast
Healthcare Interoperability Resources (FHIR), which combines the best features
of the previous versions [4].

openEHR [5] is an international not-for-profit foundation, which issued a
detailed and tested specification for an interoperable HIS platform. Such a vision
of openEHR had a significant influence on the development of the healthcare
industry standards, such as HL7 and CEN EN1360610, with recommendations
for an interoperable interconnection of HISs. OpenEHR consists of a generic
information reference model, application-specific archetypes [14] and context-
specific templates.
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Integrate the Healthcare Enterprise (IHE) is an international initiative
founded by Radiological Society of North America (RSNA) and Healthcare Infor-
mation and Management Systems Society (HIMSS) with the goal of supporting
the integration of HISs through existing standards. IHE promotes the coordi-
nated use of established standards such as HL7 to address specific clinical needs
in support of optimal patient care. IHE constantly defines Integration Profiles
within Technical Frameworks, to provide definitions on the implementation of
health standards in order to meet clinical needs and solve problems related to
specific use cases: a known example of a Technical Framework is the IHE IT
Infrastructure Technical Framework. In this context, the integration profile more
relevant in the IT Infrastructure domain is Cross-Enterprise Document Sharing
(XDS), which has the scope of facilitating the sharing of patient electronic health
records across health enterprises [6]. IHE XDS aims at facilitating the sharing of
clinical documents within an affinity domain (a group of healthcare facilities that
intend to work together) by storing documents in an ebXML registry/repository
architecture.

2.2 Health Interoperability Projects

This subsection describes the most relevant international interoperability
projects on the development of EHR systems.

Canada Health Infoway is an independent, federally-funded, not-for-profit
organization with the responsibility of accelerating the adoption of digital health
solutions across Canada. Along with the Canadian provinces and territories,
Infoway provided a national framework called EHR blackprint, with the aim of
guiding the development of the systems in each different province. The key ele-
ments of the framework, built following a Service-Oriented Architecture (SOA)
based on the HL7 Version 3 standard, are: gateways, data repositories, registry
services, infostructure, access mechanisms [7].

U.S. Healtheway (now Sequoia) is a non-profit, public-private partnership
that operationally supports the eHealth Exchange project. With production
starting in 2007, eHealth Exchange has become a rapidly growing community
of public and private organizations, with the aim of facilitating the exchange of
health information in a trusted, secure, and scalable manner. The exchange is
realized through Web Services conforming to specifications based on IHE inte-
gration profiles. Finally, in order to support the health information exchange at
local and national level, an open-source software named CONNECT has been
developed [8].

epSOS project was an European project aimed at promoting the interoper-
ability among the EHR systems of EU Member States. The scope of the epSOS
project, which involved 25 different European countries, was to realize a large-
scale pilot testing the cross-border sharing of two kinds of health documents:
patient summary and electronic prescription. To achieve such an objective, a
service infrastructure was designed, built, and evaluated. The national EHR
systems communicate each other by means of gateways, named National Con-
tact Points (NCPs), by exchanging: (i) messages based on IHE specifications,
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and (ii) clinical documents in the HL7 CDA format [9]. Starting from the results
achieved in the epSOS project, the projects Simple European Networked Elec-
tronic Services (e-SENS) and Expanding Health Data Interoperability Services
(EXPAND) have been activated. The e-SENS project covers different aspects
of ICT applied to cross-border processes in domains such as e-Health, e-Justice,
e-Procurement and business setup; it goes towards the idea of the European
Digital Market. The EXPAND project is characterized by a network of 16 EU
Member States with the aim of moving towards an environment of sustainable
cross-border European services, through the Connecting Europe Facility (CEF)
at European level and the development of national infrastructures and services.

2.3 Italian Context

This subsection describes the Italian context about eHealth. The Italian Govern-
ment, since 2003, has identified a number of general objectives for the national
health service in the light of changes in the social panorama and the national
policy, with the basic requirement to guarantee citizens health protection, social
security, and equity, quality and transparency in the care. These national plans
have enabled various regional systems to develop independently infrastructure
and services for e-health. In fact, in Italy there are different regions (provinces
and autonomous), each of which with its health autonomy.

The Italian regions, driven by different needs, have developed services for e-
health independently. In this way, highly heterogeneous and hardly interoperable
systems have been obtained. The “e-Government Plan 2012” made by the Italian
Ministry for Public Administration and Innovation has defined a set of digital
innovation projects to modernize and make more efficient and transparent public
administration, in order to promote the simplification and digitization of primary
health care services.

A reference model was developed in the “Electronic Health Records guide-
lines” approved by a National Technical Board. The guidelines produced are
compliant to the national normative and to the European strategic approach,
according to which the role of the citizen-patient has a central value [21]. In Italy,
a first prototypal architectural model for the realization of an interoperability
secure EHR infrastructure, named InFSE [19], was defined and developed within
three conjunct projects between the Department of Technological Innovation of
the Presidency of the Council of Ministers and CNR.

The infrastructure, in absence of a norm, was designed with the aim of
enabling interoperability among regional EHR systems. The components of the
infrastructure were implemented and used in experimentations that have had the
scope of enable the interchange of clinical documents by means of the interop-
erability of some regional EHR systems. The software components of the InFSE
infrastructure were also used within the national IPSE project linked to epSOS,
in which 10 Italian regions were involved. The aim of the project was to make
regional EHR systems able to interoperate each other for the interchange of
patient summaries.
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The Laws 179/2012 and 98/2013, and the subsequent decree DPCM 178/2015
(Decree 178, 2015), have provided the Italian legal system of a definition of EHR,
meant as the set of digital health and social-health data and documents gener-
ated from present and past clinical events, about the patient. According to the
norms, EHR can be used for three finalities: (a) prevention, diagnosis, treatment
and rehabilitation; (b) study and scientific research in the medical, biomedical
and epidemiological field; (c) health planning, verification of the quality of care
and evaluation of health care. The decree DPCM of 29 September 2015 n. 178
defines the rules by which the Italian regions have to set up their EHR systems.

The regulatory framework has permitted to a National Technical Board to
define a set of reference guidelines for the implementation of the EHR systems
[17]. Then, a set of technical specifications, which establish the main require-
ments to be met by the regions, have been defined to guarantee interoperability
at different levels:

– technical interoperability is assured by sharing communication protocols
among services interfaces;

– syntactic interoperability is reached by the use of common data formats;
– semantic interoperability is guaranteed by adopting both same data formats

and coding systems;
– organizations & services interoperability is enabled by the sharing of common

cross-border processes.

3 National Framework for EHR Systems

3.1 Overall Architectural Model

The national framework of EHR in Italy is a system of systems composed by
all the regional interoperabile EHR systems able to share health documents by
providing and using a set of health services. Each regional EHR system is been
developing (or will be developed) in accordance with the requirements specified
by the norm, guidelines and specifications. The defined framework allows the
preservation of the various regional EHR systems autonomy, and enables inter-
operability between them. The architecture of each system is characterized by:
(i) a central registry for the management of metadata associated to the health
documents related to patients for the localization and management of these ones,
and (ii) health repositories containing clinical documents. Each patient has a sin-
gle reference region, called Healthcare Assistance Region (RDA). The Healthcare
Assistance Region has to manage all the documents related to its patients, not
only those produced in its healthcare facilities, but also the documents created
in another region. In the case a patient is cured in a region different from RDA
after having required a health care service, the clinical document produced is
archived in a repository of this region, which is in charge of providing meta-
data about the document to the Healthcare Assistance Region. For this reason,
the regional systems expose a set of services, including: search for documents,
retrieve documents, communicate metadata to RDA.
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Fig. 1. Interactions among the regional EHR systems.

Figure 1 shows the interactions between three possible regional EHR systems:

– creation of a clinical document (operations 1. Create and 2. Update Meta-
data);

– search for and retrieve a clinical document (operations 3. Query and 4.
Retrieve).

The interaction for the creation of a clinical document expects that a patient
(with RDA = System A) points to system B for a clinical event. In this way,
the system B generates a document, which is inserted in a repository. Then
the system B sends the metadata of the document to system A. The search
and retrieve interactions require that the system C searches for the document
(created before). The patient’s RDA system is represented by the system A,
so the search operation is carried out from the system A, after that system C
requests to retrieve the document to the system A, which finally requests it to
the system B and manages the request acting as a proxy. It is clear that these
iterations require the knowledge of a range of information, including for example
the patient’s RDA. Below in paragraph Sect. 3.3 the processes related to these
interactions are detailed.

3.2 Requirements of EHRs

Several organizational and architectural constraints are taken into account in
the definition of the architecture for the interoperability framework for EHR
systems. The main constraints are the following:
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– Patient Consent: every patient can take advantage of the functionalities
offered by the EHR system of the health care provider region of the patient.
To this aim, she/he has to express two types of consent: (i) Uploading con-
sent, which is a consent enabling the population of the EHR with her/his
clinical documents by the health facilities; (ii) Consultation consent, which
is a consent enabling the consultation of the EHR by health professionals.
Specifically, the patient is allowed choosing the professional roles permitted
to access her/his EHR by defining specific privacy policies.

– Index Metadata Model: the Healthcare Assistance Region of the patient
has the responsibility of maintaining index metadata related to all the doc-
uments related to its patients, even if such documents are produced and
maintained by health facilities sited outside the region.

– Proxy-based Interoperability Model: the system of the health care
provider region has to operate as a mediator with the other regional systems
in all the cross-border processes in which its patients are involved.

– First Implementation of EHRs: even if EHRs can contain a multitude
of topologies of information, the first mandatory kinds of clinical documents
to be accessible via EHR are patient summary and laboratory report. Then,
in the first phase, only details about the finality of care of the patient are
defined.

3.3 Cross-Border Processes

This subsection describes the set of cross-border processes that have been defined
in order to enable the application communication among regional EHR systems.

The interoperability requirement among EHR systems requests a shared
architecture topology at national level, for which each regional EHR system
must provide a set of interoperability services.

All the regional nodes cooperate according to a joint architectural model
based on a federated approach, by exposing and invoking the services of the other
nodes. These services are needed for sharing all EHR information at national
level. Each regional node has to offer a series of services designed to ensure
interoperability with other regional nodes, which themselves make use of these
services. In the context of interregional interactions, such nodes can be grouped
in three classes:

– Provider Node: is the node that offers an interoperability services.
– Consumer Node: is the node that benefits from an interoperability service.
– Proxy Node: is a node that provides support services.

The interactions among different types of nodes are shown in Fig. 2.
Every regional EHR systems have to implement cross-border processes (and

the related services) according to a Service Oriented Architecture (SOA) para-
digm. Such processes have to satisfy a set of national business processes, accord-
ing to which each region may assume a different role (Fig. 3):
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Fig. 2. Interactions among nodes.

Fig. 3. Roles in the cross-border processes.

– RDA (Healthcare Assistance Region): is the region that manages (through
metadata) clinical documents and security policies related to a patient which
the region has in charge. The document management is performed by memo-
rizing specific metadata associated to documents, allowing thus the localiza-
tion and management of the clinical resources;

– RCD (Region Containing a Document): is the region in which a specific
document has been created and maintained; the document is stored in a
repository of the region, but the metadata are managed by RDA (RCD can
coincide also with RDA);
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– RDE (Region of Service Delivery): is the region that provides an health
service to a patient, so RDE is able to search for a document and/or to
create a document;

– RPDA (Previous Healthcare Assistance Region): is the region that previ-
ously has taken in charge a patient, managing his/her clinical documents.
The patient may choose to change his/her Healthcare Assistance Region: in
this case all the metadata and policies will have to be transferred from RPDA
to the new RDA.

The possible cross-border processes are described below:

– Searching for documents: RDE requires RDA to consult the EHR of the
patient. RDA returns the list of documents for which the user has access
rights. Figure 4a shows the request of this service.

– Retrieving a document : RDE, after obtaining the list of documents, requires
RDA retrieving a document. RDA returns the document if the user has access
rights. Eventually, RDA forwards the request to RCD if the document is
available outside. Figure 4b shows the request of this service.

– Creating or updating a document : RDE transmits to RDA the list of metadata
of a document created/updated for a patient of this one (the document is
stored in RDE, which therefore serves as RCD). RDA stores the metadata in
its system.

– Invalidating a document : RCD requires RDA to perform a logical deletion of
metadata related to a document, due to the invalidation of this one.

– Transferring of index : a new RDA requires RPDA to transfer the index of the
EHR (list of all metadata and privacy policies) associated with the patient.
RPDA returns the index, which is registered in the new RDA, and then disable
it. After the transfer, the invalidation process on the transfered documents
has to be performed.

– Patient identification: RDE requires the Identity System, which is a central
system at the national level, the identification of a patient, in order to obtain
the patient’s personal data (such as name, surname, etc.) and a patient iden-
tification assertion. Figure 4a shows the request of this service.

Figure 4 shows the relationship between regional systems through the
processes. In order to achieve semantic interoperability, several standards in
different domains exists, e.g. CIDOC-CRM [10] in the cultural domain. Due to
its specificity, to assure semantic interoperability for the e-health domain, suit-
able standards have been individuated: HL7 CDA Rel. 2 specifies the structure
and semantics of clinical documents, whereas clinical content is represented by
using a set of classification and coding systems, like the international standards
International Classification of Diseases, Ninth Revision, Clinical Modification
(ICD9-CM), Logical Observation Identifiers Names and Codes (LOINC) and
Anatomical Therapeutic Chemical (ATC) or the national standard Marketing
Authorization (AIC).
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Fig. 4. Roles in the cross-border processes.

4 Technical Details

4.1 Architecture Components of EHR Systems

All the regional EHR systems are based on the registry/repository paradigm. The
clinical documents produced by the health facilities are stored in repositories and
indexed in a regional registry (managed by RDA) by means of appropriate meta-
data. The metadata, as mentioned above, are appropriate information associated
with the document that allow the management of the documents, including the
ability to locate them. For each clinical document is necessary to manage a set
of metadata. The mandatory metadata are: document type, document state,
document identifier, creation date, author identifier, patient identifier, reposi-
tory reference. The interoperability of the regional EHR systems is based on
a nationwide federated model, based on a System-of-Systems approach, where
each regional system is realized by taking into account local needs. In order to
make the regional systems able to interoperate each other, each EHR system
exposes a set of cross-border services, which preliminarly verify the possession
of the rights by the user and provide all the functionalities needed to manage,
search, and consult metadata and documents. The architecture of the distributed
system at national level is shown in Fig. 5.

The security model adopted is based on a Circle of Trust among the regions.
Each region is responsible for the claims made in the process of request of the
cross-border services provided by the other regions. In addition, all the commu-
nications among the regional systems are exchanged through the Public Con-
nectivity System (SPC), the Italian technological infrastructure for exchanging
information assets and data between Public Administrations. Specifically, every
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Fig. 5. Architecture of a regional EHR system.

Fig. 6. Interactions among EHR systems through the SPC infrastructure.

cross-border service is linked to the SPC infrastructure by means of specific
software components called Domain Ports, as shown in Fig. 6.
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4.2 Cross-Border Services

The cross-border services to be implemented according to the business processes
described above have to be able to exchange messages compliant to IHE XDS.b
transactions [6], opportunely localized at Italian level. IHE XDS profile [11] pro-
vides specifications for managing the exchange of documents that care delivery
organizations have decided to share. The IHE transactions are shown in Fig. 7. A
brief description of the structure defined for the communication with the services
is provided below:

Fig. 7. Actors and roles of the IHE XDS profile.

1. Patient Identification: allows authorized user to perform request of patient’s
identification and obtain the patient’s identification assertion from the
Identity System (that is an Attribute Authority in the federation). The
communication protocol is compliant to the standard SAML 2.0 Protocol
“AttributeQuery” [16].

2. Document Search: allows authorized users retrieving the index metadata
related to documents satisfying specified search criteria (for example patient
id, date, document type and status). The communication protocol of this
service is compliant to the IHE ITI-18 transaction (Registry Stored Query),
which consists in sending a query from the actor “XDS Document Consumer”
(in this context represented by RDE) to the actor “XDS Document Registry”
(in this context represented by RDA).

3. Document Retrieval : allows authorized users retrieving a specified document.
The communication protocol of this service is compliant to the IHE ITI-43
transaction (Retrieve Document Set), which enables the request for document
retrieval from the actor “XDS Document Consumer” (in this context RDE)
to the actor “XDS Document Repository” (in this context, RDA).

4. Metadata Communication: allows authorized users sending index metadata to
the health care assistance region of the patient to which a created/updated
document refers to. The communication protocol of this service is compli-
ant to the IHE ITI-42 transaction (Register Document Set-b), which enables
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the submission of metadata from the actor “XDS Integrated Document
Source/Repository” (in this context RDE = RCD) to the actor “XDS Docu-
ment Registry” (in this context RDA).

5. Index Transfer : allows transferring the index of the EHR related to a patient
from a regional system to another, after the change of the health care assis-
tence region by the patient. The communication protocol of this service is
compliant to the IHE ITI-18 transaction (Registry Stored Query), which
enables the actor “XDS Document Consumer” (in this context the new RDA
region) to send a request to retrieve all the EHR index of a given patient to
the actor “XDS Document Registry” (in this context RPDA).

6. Delete Document : allows authorized users the cancellation of the metadata
associated with a given document. The communication protocol of this service
is compliant to the ITI-62 transaction (Delete Document Set), which enables
the actor “XDS Document Administrator” (in this context, in the case of
invalidation of a document correponds to RCD, or, in the case of EHR index
transfer to RDA) to forward the document reference to be deleted to the
actor “XDS Document Registry” (in this context, in case of invalidation of
a document corresponds to RDA, or, in the case of EHR index transfer to
RPDA), which provides the logic deletion of the requested document.

4.3 Security Issues

The main security issues treated concern user identification and access control,
in that aspects like integrity, confidentiality and auditing are assured by the
use of the SPC infrastructure as a secure channel of communication among
the Italian Public Administrations. With specific regard to user identification
and access control, the claims to be transmitted by every region in the SOAP
messages exchanged among the cross-border services are attested by digitally
signed SAML 2.0 assertions.

Each regional system must provide, as described above, a set of services to
allow other systems communicating each other. For this reason, the definition of a
shared security model has been a necessary step. The main security requirements
that must be satisfied at the regional level are:

– Consent management;
– Visibility policies and obscuration;
– Access control;
– Patient identification.

The security model adopted in the Italian context allows the protection of the
services offered by the regional EHR systems and the documents they maintain,
by meeting the security requirements established by the national norms. Thus,
it enables to respect the patient’s will expressed in terms of privacy. In fact the
patient can provide or not the consents to the use of his/her EHR and he/she is
able to specify who can access or not on his/her documents.
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Consent Management. In Italy, the patient has to provide two different types
of consents for making his/her EHR accessible, which are the “uploading” and
“consultation” consents. If the patient provides the uploading consent, he/she
allows healthcare professionals feeding the EHR with the clinical documents pro-
duced by them. Instead, with the consultation consent, he/she enables health
professionals to access his/her clinical documents. The model provides the man-
agement of consents through meta-information stored in the patient’s RDA.
The meta-information about the consents are used both when creating a new
document (in this case the uploading consent is verified) and when research
documents (in this case the consultation consent is verified).

Patient Identification. A healthcare professional who intends to access a EHR
has preliminarly to identify the patient of interest, because he/she has to be
sure that the clinical information that she/he is going to receive in response is
related to the patient for who she/he is carrying out a health service. This phase
allows identifying the patient starting from his/her identification (the Italian
fiscal code) or other personal information, such as name, surname and date of
birth. This solution requires the presence of a national centralized Master Patient
Index (MPI), and an appropriate service, named Identity Service. This service,
received the request for identification, constructs an identity assertion, contain-
ing the information related to: current fiscal code, along with a set of possible
previous fiscal codes, surname (at born), name, gender, date of birth, city of
birth, province of birth, address of residence, Healthcare Assistance Region, etc.
The identification assertion is included in the request messages for the provider
system.

Access Control. The patient, according to the indications of the Italian Data
Protection Authority, has to be able to indicate the set of healthcare professional
roles that can have access to each clinical document of her/his EHR (visibility
policies). The patient has also to be able to obscure (making inaccessible) her/his
documents to specific healthcare professional roles (obscuration). The security
model allows defining visibility policies and obscuration by managing appropri-
ate meta-information associated with clinical documents, which precisely indi-
cate the roles on the system that can access and the ones that cannot access for
all the clinical documents. The meta-information is stored in the regional node of
patient’s RDA and used at the time of the request of the search for documents
service. This meta-information is entered after the creation of the document,
even if can be successively modified. With regards to the visibility policies and
obscuration, appropriate security mechanisms based on access control techniches
is used (more details are in [26]). The standard adopted for authentication and
authorization data exchange is the Security Assertion Markup Language (SAML)
[23]. SAML enables the exchange of assertions among different domains (differ-
ent regional EHR systems), thus achieving the Single-Sign-On (SSO) among
different EHR regional systems. This solution involves the use of SAML 2.0
and three different assertions: identification assertion, attribute assertion, and
RDA identity assertion. The attribute and RDA identity assertions are built
by the regional system of the healthcare professional (that is RDE). The access
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control approach consists in two different phases: the first phase is represented by
the authentication of health professionals and patients, whereas the second one
consists in the verification of the authorization for accessing clinical documents.
Each system has its regional Attribute Authority (AA), which is a certification
authority known at regional level. After the identification, the AA is in charge
of constructing the attribute assertion. The identification assertion is built by
the national centralized Identity System. All the assertions have to be digi-
tally signed using the certificates and private keys issued by the central shared
Certification Authority (CA), as better described below. During the authenti-
cation phase, the regional system has to: i) verify the user identities and the
correct authentication of a healthcare professional, ii) generate the appropriate
SAML assertion, which has to be sent to the provider system (another regional
EHR system). The provider system must first verify the validity of the received
SAML assertions (for example, the digital signatures) and then may authorize
or not the healthcare professional to access its services.

Secure Message Exchange. During the exchange of clinical messages among
regional EHR system, it is necessary satisfy the following requirements: message
confidentiality, message integrity, non-repudiation of forwarded messages, access
control of actors and services. The Web Services Security (WS-Security) [12]
standard specifications are adopted and the communication can be protected
by using Hyper Text Transfer Protocol over Secure Socket Layer (HTTPS),
on the top of the Transport Layer Security (TLS) standard. The exchanged
SOAP messages have to contain the SAML assertions defined above, which are
evaluated before being passed to the web service in charge. A portfolio of security
assertions must be contained in all the transmitted messages. This portfolio
contains the identity of the user who wants to access the EHR services, the
user attributes (i.e. the user’s role), information such as the purpose of use, the
context in which the user is operating (e.g. ordinary or emergency), etc. The
identity management is performed through a Circle of Trust of all the regional
systems, which permits mutual trust relationships between the domains. In this
way, the identity of the actors involved in the supra-regional transactions is
ensured by a central trusted authority, which issues digital certificates to the
regional domains. The message integrity is guaranteed by the use of the digital
signature, which, along with the encryption, assures the non-repudiation of the
forwarded messages. It is worth noting that some of these requirements are
satisfied by the underlying SPC technological infrastructure. A more detailed
description of the different kind of SAML assertions is reported below:

– Identification Assertion: certifies the identification data of a patient and
her/his Healthcare Assistance Region; the assertion is issued by the national
Identity System.

– Attribute Assertion: certifies the data relating to the user making the request,
the operating environment and the type of activities to perform; the assertion
is issued by the region that intends to use a cross-border service offered by
another region.
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– RDA Identity Assertion: certifies the identity of the Healthcare Assistance
Region of the patient (RDA). This assertion, issued by RDA, is used in case
of a request sent by RDE for retrieving a document available in RCD, through
RDA, which acts as a proxy. RCD uses this assertion to verify if the request
is really sent by RDA.

4.4 Central Services

In order to support the cooperation among the EHR systems, a national tech-
nical platform providing a set of central services has been realized. The services
implemented have been identified analyzing the needs indicated by the regions
in their project plans for the realization of their EHR systems.

The purposes of these services vary from managing service endpoints, to
enabling the homogeneous presentation of the clinical documents represented
according to the XML-based HL7 CDA format by means of national style sheets,
to handling the terminologies. Besides, in order to support the correct develop-
ment of the cross-border services by the regions, a test environment realizing the
business processes described above has been implemented.

Such a test environment is able to simulate the behavior of a typical regional
EHR system and allows regional domains verifying the correctness of the request

Fig. 8. National platform for EHR interoperability.
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messages for the invocation of the cross-border services. The set of interoperabil-
ity services have been developed and made available in the national platform,
as shown in Fig. 8. The developed platform provides in particular a test envi-
ronment that allow the simulation of the interoperability services in accordance
with the defined specifications: in this way the regions can simulate and test
the request messages and identify the correct responses of the interoperability
services. In order to enable this phase of testing, a Circle of Trust based on a
single Certification Authority, which provides and maintains digital certificates
used for digital signatures of the security assertions, has been set up.

5 Conclusions

In this paper, the Italian technological framework for EHR interoperability
defined from a National Technical Board was presented. The architectural model
of the framework was formalized in order to make interoperable the EHR sys-
tems developed by the Italian regions each other, preserving the privacy of
the patients. The framework meets the organizational, functional and tech-
nical requirements provided by the Italian norms on EHR. In this scenario,
patients clinical documents are accessible to all the authorized health profes-
sionals regardless of the region where the patient benefits from medical care. In
order to ensure the privacy, the patient has to provide two different types of
consents for making his EHR accessible, which are the “uploading” and “con-
sultation” consents. In addition, the patient is able to define specific visibility
policies, allowing or denying the access to her/his clinical documents on the basis
on health professional roles. The availability of the documents is guaranteed by
cross-border services based on the IHE XDS profile, which every regional EHR
system has to make available, according to national common cross-border busi-
ness processes. The security model of the national framework is based on the
adoption of specific security standards, such as WS-Security and SAML asser-
tions, which contain information about patient, health professional, context of
use. SAML assertions are transmitted by every region in the SOAP messages
exchanged among the cross-border services, in order to enable the verification of
the access rights to EHR resources. Therefore, some central services have made
available, including in particular a test environment that allow the simulation
of the interoperability services in accordance with the national technical specifi-
cations. In this way, the regions can simulate and test the request messages and
identify the correct responses of the interoperability services. As future work,
it is planned to specify further technical details about some relevant aspects,
like homogeneous use of digital signatures, style sheets, user access, coding sys-
tems and consent obtainment. These technical details will be addressed within
interregional working groups.
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Abstract. As one of the fastest spreading technologies and due to their rich
sensing features, smartphones have become popular elements of modern human
activity recognition systems. Besides activity recognition, smartphones have also
been employed with success in fall detection/recognition systems, although a
combined approach has not been evaluated yet. This article presents the results of
a comprehensive evaluation of using a smartphone’s acceleration sensor for
human activity and fall recognition, including 12 different types of activities of
daily living (ADLs) and 4 different types of falls, recorded from 66 subjects in the
context of creating “MobiAct”, a publicly available dataset for benchmarking and
developing human activity and fall recognition systems. An optimized feature
selection and classification scheme is proposed for each, a basic, i.e. recognition
of 6 common ADLs only (99.9% accuracy), and a more complex human activity
recognition task that includes all 12 ADLs and 4 falls (96.8% accuracy).

Keywords: Human activity recognition � Activities of daily living � Falls �
Smartphone � Accelerometer � Dataset

1 Introduction

Human activity recognition (HAR) is the process of identifying and recognizing the
activities and goals of one or more humans from an observed series of actions. In recent
years, human activity recognition has evoked notable scientific interest due to its
frequent use in surveillance, home health monitoring, human-computer interaction,
ubiquitous health care, as well as in proactive computing. Human activities can be
further decomposed as a set of basic and complex activities, namely activities of daily
living (ADLs) and instrumental activities of daily living (IADLs). Typical approaches
for their recognition through automated means use vision sensors, inertial sensors or a
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combination of both. Exploiting the increasing tendency of smartphone users, latest
published studies introduce systems which use smartphone sensors to recognize human
activities [1–5]. Besides the aforementioned normal daily activities, occasionally
abnormal activities may also occur. Falls can be categorized as abnormal and sudden
activities of a person’s physical activity routine. Thus, the detection and recognition of
falls is crucial in an activity recognition system especially when this is applied for the
monitoring of elders [6]. Several approaches have been published using both threshold
based and machine learning techniques, with the second one outperforming in terms of
recognition accuracy [7].

The aim of this work is to present an optimized system in terms of feature selection
and classification for the recognition of ADLs and falls based on smartphone’s triaxial
accelerometer data. To this end, the open, benchmark dataset “MobiAct” [1] was
further extended in the context of this study. The introduced extended version of the
MobiAct dataset contains records of the accelerometer, gyroscope and orientation
sensors of a smartphone from sixty six subjects in total performing twelve different
types of ADLs, four different types of falls and a scenario of daily living. In order to
achieve an optimized recognition system for activity and fall recognition, special
emphasis was placed on the selection of the most effective features from feature sets
already validated in previous published studies [1, 7, 8]. A comparison study was
performed to evaluate a proposed version of a feature set optimized for basic activity
recognition tasks with the MobiAct dataset, as well as with an additional dataset, with
results showing higher classification accuracies than previous reported studies. Fur-
thermore, a second feature set was elaborated and tested in a more complex activity and
fall recognition task, utilizing the full capabilities provided by the diversity and rich-
ness of the MobiAct dataset.

2 Related Work

2.1 Activity Recognition

A smartphone-based recognition system is proposed in [9], in which the application of a
low-pass filter and a combination of Multilayer Perceptron, LogitBoost and Support
Vector Machine (SVM) classifiers reached an overall accuracy of 91.15% when the
smartphone was held in the hand of the user. Samples were recorded from four volunteers
while performing six activities: slow and fast running, walking, aerobic dance, ascending
stairs (“stairs up”) and descending stairs (“stairs down”). The sampling rate was set at
100 Hz while a window of 1.28 s with 50% overlap was used for feature extraction.

Anjum and Ilyas [10] introduced a similar approach with ten users performing
seven different activities which included walking, running, stairs up, stairs down,
cycling, driving and remaining inactive, by carrying the smartphone in various posi-
tions. A sampling rate of 15 Hz and matching time windows of 5 s were used. Based
on the ranking of the information gain, nine features were selected from the auto
correlation function. For the classification process Naϊve Bayes, C4.5 Decision Tree,
K-Nearest Neighbor and SVM classifiers were tested. The C4.5 Decision Tree per-
formed better than the other classifiers with an accuracy of 95.2%.
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Zheng et al. [7] proposed a two-phase method to achieve recognition of four
different types of activities (sitting, standing, walking and running) using tri-axial
acceleration data from a Samsung galaxy SIII smartphone. Five subjects performed the
activities with the phone placed loosely in a pocket. Records of two minutes were used
for the training phase while for the testing phase data from continuous records of
several days were used. A sampling rate of 100 Hz was used. In order to achieve noise
reduction, the authors deployed Independent Components Analysis, specifically the fast
ICA algorithm, in combination with the wavelet transform for feature extraction. For
the classification, a Support Vector Machine was employed using the WEKA toolkit.
A maximum accuracy of 98.78% was reported for a leave-one-out validation.

Based on tri-axial accelerometer data of a smartphone, Buber and Guvensan [11]
developed a recognition system for the following activities: walking, jogging, jumping,
stairs up, stairs down, sitting, standing and biking. Five volunteers performed those
activities with the smartphone placed in the front pocket of their trousers. The sampling
rate was set at 20 Hz and a 10 s moving window was used for feature extraction. The
evaluation was performed with two feature selection algorithms (OneRAttributeEval
and ReliefF AttributeEval) and six classification algorithms (J48, K-Star, Bayes Net,
Naïve Bayes, Random Forest, and k-NN) using 10-fold cross-validation. The authors
resulted in a combination of 15 features with k-NN to perform best at a recognition rate
of 94%.

Fan et al. [12] studied three different decision tree models based on (a) the activity
performed by the user and the position of the smartphone (vector), (b) only the position
and (c) only the activity. Fifteen users performed five kinds of activities: stationary,
walking, running, stairs up and stairs down with the smartphone placed into a carrying
bag, a trouser pocket or in the hand. Ten-second samples of accelerometer data were
recorded for each different kind of activity and position of smartphone. The authors
concluded that the model based only on the activity outperformed the other two with an
accuracy of 88.32%.

In another study [13], accelerometer data from a smartphone were recorded with a
sampling frequency of 40 Hz while seven volunteers were performing five different
activities: walking, running, cycling, driving a car, and sitting/standing. In each
recording, four smartphones were placed in various positions, namely, trousers’ front
pocket, jacket’s pocket, at backpack, at brachium and one was held at the ear only
when it was physically allowed. For feature extraction a sliding window of 7.5 s with
25% overlap in an online (on device) application and one with 50% overlap in an
offline application, were used. Classification was achieved using five classifiers based
on quadratic discriminant analysis arranged in a three stage decision tree topology.
Average recognition rate of almost 98.9% was reported in the offline and 90% in the
online system.

Exploiting the accelerometer sensor of a smartphone [14] developed a system for
recognizing simple (biking, stairs up, driving, lying, running, sitting, standing and
walking) and complex (cooking, cleaning etc.) activities performed by ten participants.
The sampling frequency was set at 80 Hz maximum although variations in the sam-
pling rate were reported. Multiple windows sizes of 1, 2, 4, 8 and 16 s with 50%
overlap were used. The placement of the smartphone, in terms of position and orien-
tation, was left at each user’s will. Although complex activities were classified with an
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accuracy of 50%, simple activities were classified with 93% accuracy with a Multilayer
Perceptron and a window size of 2 s.

Saputri et al. [15] proposed a system for activity recognition in which twenty-seven
subjects performed six types of activities, namely, walking, jogging, running, stairs up,
stairs down and hopping. The smartphone was placed in the front trouser pocket using
a sampling rate of 50 Hz. In the feature extraction process, the window size was set at
2 s, while feature selection was performed using a self-devised three-staged genetic
algorithm. The use of an Artificial Neural Network produced 93% accuracy in the
activity recognition.

Another activity recognition system based on smartphone sensors is proposed by
Hung et al. [16] using an open dataset [17, 18], which includes six activities (standing,
walking, running, upstairs, downstairs, laying) performed by thirty volunteers with the
smartphone positioned at the waist. In the referred dataset, data was collected with a
sampling rate of 50 Hz and pre-processing included a sliding window of 2.56 s in
duration with 50% overlap. Forty-five features were extracted and three different
classifies were tested, namely, Decision Tree (J48), Support Vector Machine and
Logistic Regression, with the last one outperforming the others with an overall accu-
racy of 96%.

A comparative study exploiting the accelerometer and gyroscope sensors of a
smartphone for human activity recognition was reported by Wang et al. in [19]. Using
an open dataset [18] the authors introduced a feature selection method that takes
advantages of filter and wrapper methods in order to conclude to a set of discriminant
features. The best results, 87.8% classification accuracy, reported with the use of kNN
classifier and a subset of 66 features.

2.2 Fall Detection and Recognition

Techniques to detect and automatically classify a fall, using acceleration data from a
smartphone, were demonstrated in [21]. Ten second episodes with the falls and
“fall-like” (uncontrolled) events positioned in the center of the episodes were created
and linearly interpolated to a sampling frequency of 20 Hz. Five different classifiers
were tested: SVM, Regularized Logistic Regression (RLR), Naïve Bayes, k-NN, and
Decision Trees. In the testing process, 10-fold cross-validation and subject-wise
cross-validation were performed.

A smartphone-based fall detection system called “FallAlarm” was introduced by
Zhao et al. [22]. The investigated activities were: stationary, walking and running while
the falls were: forward fall, backward fall, left fall and right fall. In their method, the
acceleration signals were evaluated via a decision tree model, which performed better
in comparison to Naïve Bayes and SVM classifiers. A4 s window with 50% overlap
was applied.

Kansiz et al. [23] developed a fall detection system using a smartphone’s
accelerometer data. The activities of daily living included walking, jogging, jumping,
sitting, standing, stairs up and stairs down, while the tested falls were forward fall,
backward fall, side fall, hard fall and soft fall. The sampling rate was set at 20 Hz. For
feature extraction a time window of 3 s in duration was applied. For the classification
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process, K-Star, Decision Tree and Naive Bayes classifiers were chosen. The authors
report that K-star outperformed the others in a 10-fold cross-validation.

Figueiredo et al. [24] proposed a simple threshold based technique for the detection
of falls. The results indicated 100% sensitivity and 93% specificity using the
accelerometer data of two participants performing falls and six participants performing
ADLs. Furthermore an SVM classifier was deployed and resulted on 96.16% accuracy
using 3 features and 2-fold cross-validation as an evaluation method.

2.3 Summarizing Findings of Related Work

The above non-exhaustive review on activity and fall recognition systems using
smartphone embedded inertial sensors reveals that several research studies have already
been published, reporting acceptable results while employing various different data
processing and analysis approaches. However, there is an inherent weakness of con-
ducting objective comparisons between different implementations, because of the

Table 1. Overview of the methodologies and their results followed by the related studies for
activity recognition. Partially reproduced from [1].

Study No of
subjects

Activitiesa Sampling
Frequency

Window
size/overlap

No of Features Smartphone
position

Algorithmsb Performance

[9] 4 ADN, STN, STU,
SWL FWL, RUN

100 Hz 1.28 s/50% 18 hand of the
user

BN, k-Star,
kNN, NB,
RF, J48

MLP & LB
&SVM: 91.15%
Accuracy

[10] 10 BIK, DRI, INA,
STC, STN, STU,
RUN

15 Hz 5 s 9c various
positions

C4.5, kNN,
SVM, NB

C4.5: 95.2%.

[20] 5 RUN, STD, WAL,
SIT

100 Hz – ICA + Wavelet freely in pocket SVM 98.78%

[11] 5 BIK, JOG, JUM,
SIT, STN, STU,
WAL

20 Hz 10 s 15 front pocket BN, J48,
K-Star, kNN,
NB, RF

k-NN: 94%

[12] 15 RUN, STU, WAL,
STC, STN

– 10 s 10c bag, trouser
pocket & hands

ID3 DC 80.29%

[13] 7 BIK, DRI, RUN,
SIT, STD, WAL

40 Hz 7.5 s/25%
online app
7.5 s/50%
offline app

76 5 smartphones:
various
position

DC & QDA 90% online
98.9% offline

[14] 10 BIK, DRI, LYI,
RUN, SIT, STD,
STU, WAL

80 Hz 1,2,4,8,16/50% 6 user’s choice
(position &
orientation)

B-FT, BN,
DT, K-star,
MLP, NB

MLP: 93%
2 s window

[15] 27 HOP, RUN, STN,
STU, WAL

50 Hz 2 s 21 front pocket ANN 93%

[16] 30 LYI, RUN, STD,
STN, STU, WAL

50 Hz 2.56 s/50% 45 Waist J48, LR,
SVM

LR 96%

[19] 30 from
[18]

LYI, SIT, STN,
STU, STD, WAL

50 Hz 2.56 s/50% 74: NB,
66:kNN

Waist kNN, NB NB 90,1%,
kNN 97,8%

aADN Aerobic dancing, BIK Biking, DRI Driving, HOP Hopping, INA Inactivity, JOG Jogging, JUM Jumping, LYI Laying, RUN Running, SIT
Sitting, STC Static, STD Standing, STN Stairs down, STU Stairs up, SWL slow WAL, FWL fast WAL, WALWalking.
bANN Artificial neural network, B-FT Best-First Tree, BN Bayes Net, C4 5 Decision Tree, DC Decision Tree, DT Decision Table, ID3 Decision
Tree, J48 Weka implementation of C4.5 DC, K-star, kNN k-Nearest Neighbors, LR Logistic Regression, MLP Multilayer Perceptron, NB Naïve
Bayes, QDA Quadratic discriminant analysis, RF Random Forest, SVM Support Vector Machines.
cFeature set includes that number of features but is not limited to.
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heterogeneity of the acquired raw data, as shown in Tables 1 and 2. The issue of
differentiation in smartphone positions, sampling frequency and kinds of activities and
falls, along with the relatively small number of subject recordings is addressed with the
use of the publicly available MobiAct dataset. Moreover, there is no constancy in the
computational methodology applied for both fall detection/recognition and activity
recognition, rather each task is handled separately. In this work, the proposed com-
putational methodology (see Sect. 4.3) has been tested and evaluated in order to handle
the recognition of falls and activities as a unified system.

3 The MobiAct Dataset

3.1 Dataset Description

MobiAct is a publicly available dataset (available for download from www.bmi.
teicrete.gr) which includes data recorded from a smartphone’s inertial sensor while
participants were performing different types of activities and a range of falls. It is based
on the previously released MobiFall dataset [7], which was initially created with fall
detection in mind. The fact that MobiFall included various activities of daily living
made it also suitable for research in human activity recognition. The latest version of
MobiAct has been used in the context of this study.

The MobiAct dataset includes 4 different types of falls and 12 different ADLs from
a total of 66 subjects with more than 3200 trials, all captured with a smartphone. The
activities of daily living were selected based on the following criteria: (a) Activities
which are fall-like were firstly included. These include sequences where the subject
usually stays motionless at the end, in different positions, such as sitting on a chair or
stepping in and out of a car; (b) Activities which are sudden or rapid and are similar to
falls, like jumping and jogging; (c) The most common everyday activities like walking,
standing, ascending and descending stairs (stairs up and stairs down). These activities
were included from the start of the effort, since our ultimate objective has been to

Table 2. Overview of the methodology and results, followed by the related studies for fall
detection and recognition.

Study No of
subjects

Activities Sampling
Frequency

Window
size/overlap

No of
Features

Smartphone
position

Algorithms2 Performance

[21] 15 Fall like
events,
4 ADLs

20 Hz 10 s 178 Belt: Set
position&
orientation

C 4.5, k-NN,
NB, RLR,
SVM

RLR:
Detection: 98%
Classification:
99.6%

[22] 10 4 falls,
3 ADLs

32 Hz 4 s/50% 5 Waist C 4.5, NB,
SVM

C 4.5 100%
Precision, 75,8%
Recall

[23] 8 4 falls,
6 ADLs

20 Hz 3 s 5 to 43 Pocket J48, k-Star,
NB

K-StarAverage
recall 0.88

[24] 2 falls,
6 ADLs

10 falls,
17 ADLs

50 Hz,
100 Hz

– 3 Trouser
pocket, Belt

SVM,
threshold
algorithms

SVM 96.19%
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extend our original work towards recognition of not only falls, but also complex
everyday activities and, eventually, behaviour patterns. Moreover, the fact that such
activities are included is an advantage concerning human activity recognition in gen-
eral. The latest addition to the MobiAct dataset includes two extra types of ADLs
(“chair up” and “sitting”), and five different continuous sequences of daily living,
which include all the different types of the separate ADLs mentioned above. These
sequences of the activities are based on a scenario of daily living where a person leaves
her/his home, takes her/his car to get to her/his working place (although real driving
was not recorded), reaches her/his office, sits on the chair and starts working. Once
she/he gets off his work, she/he takes her/his car and goes in an open area to perform
physical exercise. At the end of the day she/he gets into the car and returns back home.
The initial scenario was split into five sub-scenarios (continuous sequences), which are
connected with idle ADLs (“standing” and “sitting”), in order to avoid recording issues
that would lead to several repetitions and the frustration of the participants. The main
purpose for the construction of scenarios is to investigate how the recognition of
different activities with natural transitions between them in continuous recordings, will
affect the performance of the system, since in a real life scenario there is no clear
separation from one activity to another. This investigation is part of our ongoing work.
As a result, MobiAct is suitable for investigating both fall detection/recognition and
human activity recognition tasks. Tables 3 and 4 summarize all recorded activities (and
activity codes), their present trial counts, durations and a short description.

3.2 Dataset Acquisition Details

All activities related to the design of the acquisition protocol and the production of the
MobiAct dataset itself were performed at the Technological Educational Institute of
Crete. Data was recorded from the accelerometer, gyroscope and orientation sensors of
a Samsung Galaxy S3 smartphone with the LSM330DLC inertial module (3D
accelerometer and gyroscope). The orientation sensor is software-based and derives its
data from the accelerometer and the geomagnetic field sensor. The gyroscope was
calibrated prior to the recordings using the device’s integrated tool. For the data
acquisition, an Android application has been developed for the recording of raw data
from the acceleration, the angular velocity and orientation [25]. In order to achieve the

Table 3. Falls recorded in the MobiAct dataset.

Code Activity Trials Duration Description

FOL Forward-lying 3 10 s Fall Forward from standing, use of
hands to dampen fall

FKL Front-knees-lying 3 10 s Fall forward from standing, first impact
on knees

SDL Sideward-lying 3 10 s Fall sideward from standing, bending
legs

BSC Back-sitting-chair 3 10 s Fall backward while trying to sit on a
chair
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highest sampling rate possible the parameter “SENSOR_DELAY FASTEST” was
enabled. Finally, each sample was stored along with its timestamp in nanoseconds.

The techniques that have been applied in the majority of published studies, as
presented in Sect. 2, which focus on smartphone-based activity recognition and fall
detection/recognition, require the smartphone to be rigidly placed on the human body
and with a specific orientation. For this purpose a strap is frequently used. In contrast to
this and in an attempt to simulate every-day usage of mobile phones, our device was
located in a trousers’ pocket freely chosen by the subject in any random orientation. For
the falls, the subjects used the pocket on the opposite side of the direction of the fall to
protect the device from damage. For the simulation of falls a relatively hard mattress of
5 cm in thickness was employed to dampen the fall [7].

3.3 Dataset Participants

The MobiAct dataset currently includes records from 66 participants, 51 men and 15
women. In particular, 66 subjects performed the falls described in Table 3, 59 subjects
performed nine of the eleven ADLs described in Table 4, while 19 performed all the
ADLs, and finally 19 subjects performed the five sequences representing the scenario of
daily living described in Sect. 3.1. The subjects’ age spanned between 20 and 47 years,
the height ranged from 160 cm to 193 cm, and the weight varied from 50 kg to 120 kg.
The average profile of the subject that occurs based on the described characteristics is 26
years old, 176 cm of height and 76 kg weight. All participants had different physical
status, ranging from completely untrained to athletes (minimum of cases). The challenge
of the generalization [26] is addressed due to the high number of participants, the range
of ages and the range of physical status included in the MobiAct dataset.

Table 4. Activities of Daily Living Recorded in the MobiAct Dataset.

Code Activity Trials Duration Description

STD Standing 1 5 min Standing with subtle movements
WAL Walking 1 5 min Normal walking
JOG Jogging 3 30 s Jogging
JUM Jumping 3 30 s Continuous jumping
STU Stairs up 6 10 s Stairs up (10 stairs)
STN Stairs down 6 10 s Stairs down (10 stairs)
SCH Stand to sit

(sit on chair)
6 6 s Transition from standing to sitting

SIT Sitting on chair 1 1 min Sitting on a chair with subtle movements
CHU Sit to stand

(chair up)
6 6 s Transition from sitting to standing

CSI Car step in 6 6 s Step in a car
CSO Car step out 6 6 s Step out of a car
LYI Lying 12 – Activity taken from the lying period after a fall
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4 Methods

4.1 Datasets for Comparison and Evaluation

Our intention in generating MobiAct was to enable testing and benchmarking between
various methods for human activity recognition with smartphones. As a result a
comparison to other existing and publically available datasets is of significant value.
The most suitable such public dataset is the WISDM dataset [2]. Both WISDM and
MobiAct datasets include a large set of the same ADLs, namely walking, jogging, stairs
up, stairs down, sitting and standing, in a common file format. Moreover, the position
of the mobile device is equally treated in both datasets since it was left up to each
subject to freely select the orientation of the smartphone into their pocket.

Other freely available datasets, such as the DALIAC dataset [27] and the UCI
dataset [17] could not be used for comparison, since they differ significantly in terms of
the recorded ADLs and the data acquisition conditions. Specifically, the DALIAC
dataset uses multiple accelerometer nodes statically placed on the human body. It does
not use the smartphone-based inertial sensors and therefore it is not suitable for the
study at hand. The UCI data, on the other hand, was recorded with a specific position
for the smartphone (waist mounted) and does not include the jogging activity, which is
part of both MobiAct and WISDM datasets, but instead includes the lying down
activity, which is not part of MobiAct and WISDM. Apart from these differences,
significant differences in the data format prevented the utilization of the UCI dataset.

4.2 Reproduction of the WISDM Study

An important qualitative part of this investigation is the validation of the feature
extraction techniques through the reproduction of a published computational pipeline
and the comparison of the results. For this purpose the reported study from Kwapisz
et al. [2] was selected, which uses the WISDM dataset. Our hypothesis is that, if the
results of our reproduction of the WISDM study are approximately the same as the
published results, then the feature set defined could be used for a comparison to other
feature sets, such as the one reported by Vavoulas et al. [7]. For this comparison a
subset of MobiAct was used. Specifically, the scenario recordings were excluded, since
the WISDM does not include comparable data.

In order to extract features from the two selected datasets a common file format and
sampling rate for both had to be achieved. Following MobiAct’s file format, the
WISDM raw data file was split into smaller files based on the subject’s ID and activity.
Linear interpolation and subsampling was applied on the MobiAct data in order to
achieve a 20 Hz sampling frequency which is what is used for the production of the
WISDM dataset. 20 Hz as a sampling frequency is also reported by Shoaib et al. [28]
as being suitable for the recognition of ADLs from inertial sensors. In MobiAct, the
duration of some types of activities was smaller than 10 s, which is the time window
for feature extraction that the WISDM study uses [2]. To achieve a minimum of 10 s
trial duration especially in trials of stairs up, stairs down and sitting the last sample of
each file in question was padded.
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The results of our effort to reproduce the WISDM study are presented in Table 5. In
general the reproduced and the reported results have the same behaviour in both
studies. Some minor deviations may be due to slight differences in the windowing and
feature extraction methodology, since, as previously mentioned, we had to split the
WISDM data into smaller files.

4.3 Feature Extraction and Feature Sets

In attempting to estimate the parameters for an optimized computational and analysis
pipeline, it is obvious that the selection of a respective optimized feature set is of
paramount importance. To construct this feature set, a combination of the features used
in the study employing the precursor of MobiAct [7] and the WISDM study [2] were
used.

Feature Set A(FSA)
This feature set consists of 68 features based on the reported work in [7]. For most of
the features a value was extracted for each of the three axes (x, y, z). In detail, the
following features were computed within each time window:

• 21 features in total from: Mean, median, standard deviation, skew, kurtosis, mini-
mum and maximum of each axis (x, y, z) of the acceleration.

• 1 feature from: The slope SL defined as:

SL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðmaxx � minxÞ2 þðmaxy � minyÞ2 þðmaxz � minzÞ2
q

ð1Þ

• 4 features from: Mean, standard deviation, skew and kurtosis of the tilt angle TAi

between the gravitational vector and the y-axis (since the orientation of the
smartphone was not predefined it is expected that the negative y-axis will not be
always pointing towards the vertical direction). The tilt angle is defined as:

TAi ¼ sin�1 yi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2i þ y2i þ z2i
p

 !

ð2Þ

where x, y and z is the acceleration in the respective axis.
• 11 features from: Mean, standard deviation, minimum, maximum, difference

between maximum and minimum, entropy of the energy in 10 equal sized blocks,
short time energy, spectral centroid, spectral roll off, zero crossing rate and spectral
flux from the magnitude of the acceleration vector.

• 31 additional features were calculated from the absolute signals of the accelerom-
eter, including mean, median, standard deviation, skew, kurtosis, minimum, max-
imum and slope.

Feature Set B (FSB)
A total of 43 features were generated in accordance to the WISDM study reported by
Kwapisz et al. [2] as variants of six basic features. For each of the three axes, the
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average acceleration, standard deviation, average absolute difference, time between
peaks and binned distribution (� 10 bins) were calculated in addition to the average
resultant acceleration as a single feature.

First Optimized Feature Set (OFS1)
Following elaborate experimentation (totally 70 different experimental setting) on the
subset of 6 activities covered by both the WISDM and MobiAct datasets in which
(a) various combinations of window size (10, 5, 2 s) and overlap (0%, 50%, 80%) were
tested, (b) features were removed or added into the feature vector based on observations
of the achieved accuracy, and (c) different classifiers were employed, such as IBk
(kNN), J48, Logistic regression and Multilayer Perceptron (from the WEKA’s algorithm
set), a first optimized feature set has been produced. All experiments were conducted
using 10-fold cross-validation. Specifically, the two feature sets (FSA and FSB),
obtained using a time window of 5 s and 80% overlap, were at first combined to form
one new feature set. Subsequently weak features, identified through a trial-and-error
approach, were taken out in an iterative process until the best overall accuracy for both
datasets (MobiAct and WISDM) was obtained as shown in Table 6. A total number of
64 features were thus retained to form the first optimized feature set. The features
excluded from FSA were the kurtosis for the x, y and z axes and the spectral centroid.

The features excluded from FSB were: Time between peaks, binned distribution
and average absolute difference. Finally, the features from OFS1 were also calculated
by using a 10 s window and no overlap as defined in the WISDM study for a final
comparison to their results, as shown in Table 5.

Second Optimized Feature Set (OFS2)
The first optimized feature set was further optimized for activity recognition based on
the 6 common activities included in both the WISDM and the MobiAct dataset. Since

Table 5. Classification results (% accuracy) in comparison to the WISDM published results
(10 s window size, no overlap). Reproduced from [1].

Activity Published results
(WISDM study,
FSB)

Reproduced
results (FSB)

Results using the
first optimized
feature set
(OFS1)

J48 LR MLP J48 LR MLP J48 LR MLP

Walking 89.9 93.6 91.7 90.8 93.8 95.3 99.4 98.3 99.8
Jogging 96.5 98.0 98.3 98.5 98.6 99.0 99.1 99.4 99.6
Stairs up 59.3 27.5 61.5 65.5 53.2 79.3 85.2 79.5 92.5
Stairs down 55.5 12.3 44.3 55.6 49.7 69.4 87.4 77.4 91.5
Sitting 95.7 92.2 95.0 97.0 94.1 94.6 97.0 97.5 98.0
Standing 93.3 87.0 91.9 97.0 94.6 90.4 99.4 97.0 99.4
Overall 85.1 78.1 91.7 88.3 87.5 92.4 96.7 94.9 98.2
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MobiAct includes more ADLs it is important to move forward towards a recognition
system including all. Some of these, such as the transition from sitting to standing, are
less than 2 s in duration, a fact that has to be considered when selecting the window
size for feature extraction. The importance of recognizing transition activities, which
are short duration activities taking place in a sequence of normal activities, is high-
lighted as an open issue in the study of Reyes-Ortiz et al. [29]. In addition to this, we,
also, strived to further reduce the number of features of OFS1 by removing the majority
of absolute value features. The tests, briefly described in [8] were performed with three
different window sizes (2, 1.5, 1 s) and four subsets of OFS1. The finally selected
feature set (OFS2) consists of the following 39 features taken with a window size of 1 s
and an overlap of 80%:

• 21 features in total from: Mean, median, standard deviation, skew, kurtosis, mini-
mum and maximum of each axis (x, y, z) of the acceleration.

• 1 feature from: The slope SL (1).
• 4 features from: Mean, standard deviation, skew and kurtosis of the tilt angle TAi

(2).
• 10 features from: Mean, standard deviation, minimum, maximum, difference

between maximum and minimum, entropy of the energy in 10 equal sized blocks,
short time energy, spectral roll off, zero crossing rate and spectral flux from the
magnitude of the acceleration vector.

• 3 features from: The kurtosis of the absolute of the acceleration in each axis (x, y, z).

Using this feature set and the two best performing classifiers (IBk and J48) we
performed a generalized evaluation with the total of 16 activities (falls included) from
the MobiAct dataset, as opposed to the limited number of activities commonly used in
the literature (cf. Sect. 2). A 10-fold cross-validation was used on both the complete
MobiAct dataset, as well as on a subset that did not include the consecutive activities
recorded for the daily living scenario. The intention for this was to perform a pre-
liminary examination of the impact of using consecutive sequences of activities. The
results are shown in Tables 7, 8, 9 and 10.

Table 6. Classification results using the first optimized feature set (5 s window size, 80%
overlap). Reproduced from [1].

Dataset/Classifier: MobiAct/IBk MobiAct/J48 WISDM/IBk WISDM/J48
Activity TP

Rate
FP
Rate

TP
Rate

FP
Rate

TP
Rate

FP
Rate

TP
Rate

FP
Rate

Walking 1.000 0.000 1.000 0.000 1.000 0.000 0.998 0.002
Jogging 1.000 0.000 1.000 0.000 0.999 0.000 0.998 0.001
Stairs up 0.993 0.001 0.930 0.004 0.992 0.001 0.939 0.006
Stairs down 0.982 0.000 0.921 0.003 0.991 0.001 0.937 0.007
Sitting 1.000 0.000 0.999 0.000 0.999 0.000 0.996 0.000
Standing 1.000 0.000 1.000 0.000 0.999 0.000 0.996 0.000
Accuracy: 99.88% 99.30% 99.79% 98.63%
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Table 7. Classification results using the J48 decision tree without the activities from the
scenarios. Values below 0.80 are highlighted in italic.

Activity TP Rate FP Rate Precision F-Measure

Standing 0.985 0.006 0.985 0.985
Fall: Back-sitting-chair 0.700 0.003 0.688 0.694
Lying 0.985 0.001 0.983 0.984
Sitting on chair 0.957 0.002 0.952 0.954
Sit to stand 0.466 0.001 0.481 0.473
Car step in 0.658 0.006 0.670 0.664
Car step out 0.695 0.006 0.684 0.689
Fall: Front-knees-lying 0.619 0.003 0.620 0.620
Fall: Forward-lying 0.563 0.003 0.573 0.568
Jogging 0.981 0.002 0.980 0.981
Jumping 0.982 0.001 0.983 0.983
Stand to sit 0.694 0.003 0.703 0.698
Fall: Sideward-lying 0.575 0.003 0.610 0.592
Stairs down 0.876 0.005 0.874 0.875
Stairs up 0.885 0.005 0.883 0.884
Walking 1.000 0.000 1.000 1.000
Weighted Avg. 0.954 0.003 0.953 0.953
Variance 0.032 0.000 0.030 0.031

Table 8. Classification results using the IBk classifier without the activities from the scenarios.
Values below 0.80 are highlighted in italic.

Activity TP Rate FP Rate Precision F-Measure

Standing 0.987 0.005 0.989 0.988
Fall: Back-sitting-chair 0.838 0.001 0.832 0.835
Lying 0.988 0.001 0.984 0.986
Sitting on chair 0.959 0.001 0.963 0.961
Sit to stand 0.608 0.001 0.603 0.605
Car step in 0.807 0.003 0.832 0.820
Car step out 0.850 0.003 0.831 0.841
Fall: Front-knees-lying 0.747 0.002 0.766 0.756
Fall: Forward-lying 0.688 0.002 0.723 0.705
Jogging 0.988 0.001 0.991 0.990
Jumping 0.992 0.000 0.996 0.994
Stand to sit 0.810 0.002 0.779 0.794
Fall: Sideward-lying 0.721 0.001 0.803 0.759
Stairs down 0.933 0.003 0.928 0.931
Stairs up 0.948 0.003 0.929 0.938
Walking 1.000 0.001 0.997 0.998
Weighted Avg. 0.971 0.002 0.971 0.971
Variance 0.015 0.000 0.013 0.014
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Table 9. Classification results using the J48 decision tree with all activities, including scenarios.
Values below 0.80 are highlighted in italic.

Activity TP Rate FP Rate Precision F-Measure

Standing 0.983 0.007 0.982 0.983
Fall: Back-sitting-chair 0.704 0.002 0.707 0.706
Lying 0.984 0.001 0.982 0.983
Sitting on chair 0.973 0.002 0.970 0.972
Sit to stand 0.449 0.001 0.463 0.456
Car step in 0.640 0.006 0.651 0.646
Car step out 0.674 0.006 0.674 0.674
Fall: Front-knees-lying 0.596 0.002 0.592 0.594
Fall: Forward-lying 0.576 0.002 0.580 0.578
Jogging 0.977 0.002 0.976 0.977
Jumping 0.978 0.001 0.980 0.979
Stand to sit 0.656 0.003 0.680 0.668
Fall: Sideward-lying 0.577 0.002 0.610 0.593
Stairs down 0.841 0.006 0.854 0.847
Stairs up 0.851 0.006 0.852 0.851
Walking 0.986 0.008 0.983 0.984
Weighted Avg. 0.947 0.006 0.947 0.947
Variance 0.033 0.000 0.031 0.032

Table 10. Classification results using the IBk classifier with all activities, including scenarios.
Values below 0.80 are highlighted in italic.

Activity TP Rate FP Rate Precision F-Measure

Standing 0.984 0.005 0.987 0.986
Fall: Back-sitting-chair 0.832 0.001 0.832 0.832
Lying 0.987 0.001 0.984 0.986
Sitting on chair 0.977 0.002 0.977 0.977
Sit to stand 0.592 0.001 0.588 0.590
Car step in 0.802 0.003 0.831 0.816
Car step out 0.835 0.004 0.822 0.828
Fall: Front-knees-lying 0.756 0.001 0.764 0.760
Fall: Forward-lying 0.691 0.001 0.729 0.709
Jogging 0.985 0.001 0.990 0.987
Jumping 0.990 0.000 0.996 0.993
Stand to sit 0.788 0.002 0.773 0.780
Fall: Sideward-lying 0.721 0.001 0.795 0.757
Stairs down 0.913 0.003 0.922 0.917
Stairs up 0.929 0.003 0.921 0.925
Walking 0.994 0.006 0.986 0.990
Weighted Avg. 0.968 0.004 0.968 0.968
Variance 0.015 0.000 0.014 0.014
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4.4 Classifiers

The classifiers selected for the final testing of the optimized feature set were the IBk
(with 1 nearest neighbor), the J48 decision tree, Logistic regression and Multilayer
perceptron, included in WEKA [30] with default parameters. The first two produced the
best overall results, whilst the remaining two were used for a comparison to the
WISDM study since their use was also reported in the specific study.

5 Results

5.1 With Respect to the First Optimized Feature Set

The first optimized feature set was produced in the context of activity recognition
related to the WISDM study (6 ADLs, no scenarios and falls). The experimental results
obtained using this feature set are shown in Table 6. It is worth noticing that with both
classifiers the overall accuracy is close to 99% for both datasets. The best accuracy for
the MobiAct dataset is obtained with the IBk classifier. IBk generally appears to have a
relative better performance with 94% accuracy, a fact that has already been reported
elsewhere [11]. Also, IBk performs better than J48 for the WISDM dataset as well. The
weakness in accurately recognizing activities which produce similar signals, such as
stairs up and stairs down is noticeable with J48. Nevertheless, IBk recognizes these
activities effectively. An additional noticeable point is that IBk performs slightly better
in classifying the walking activity, which has been observed to be often misclassified as
a stairs up or stairs down activity.

Considering the comparison of the results when using FSB and OFS1 with the
WISDM dataset, for all the classifiers used, OFS1 outperforms FSB (Table 5).

5.2 With Respect to the Second Optimized Feature Set

The second optimized feature set was produced for activity recognition [8] using all
ADLs included in MobiAct and was tested using both the ADLs and the falls. The
results (in Tables 7, 8, 9 and 10) show that the second optimized feature set shows an
overall good performance with the highest accuracy of 97.1% (cf. Table 8), while IBk
shows slightly better performance results than the decision tree and less variance in the
results. The performance on the ADLs is remarkably well for all cases. The detection of
the short sit to stand and stand to sit activities is not ideal but would otherwise be
impossible with a larger window. The confusion matrix for the case of using IBk with
all activities shown in Table 11 shows that sit to stand (CHU) is most often misclas-
sified as stand to sit (SCH) while the opposite is not as distinct. The recognition of
activities which produce similar signals, such as stairs up and stairs down, does not
seem to be a problem as observed in the above results using OFS1. The correct
recognition of falls is more problematic. A closer look at the Table 11 reveals that most
often the front-knees-lying fall (FKL) is misclassified as forward-lying (FOL) and vice
versa. The same is noticeable for the sideward-lying fall (SDL) and back-sitting-chair
fall (BSC).
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6 Conclusions

The study’s objective was to estimate an optimal computational and analysis pipeline
which accurately recognizes ADLs and falls exploiting an extensive dataset of motion
data collected from a smartphone. As a result of this investigation two optimized sets of
features were extracted, the first (OFS1) showing best results in human activity recog-
nition with two independent datasets, and the second one (OFS2) performing remarkably
well in the complex task of human activity and fall recognition. These feature sets were
the outcome of many tests, through a trial and error process that removed weak features.

For the first optimized feature set the kurtosis of each axis of the acceleration was
removed but it has been observed that the kurtosis features of the absolute values of the
acceleration in all three axes improve the performance of classification and hence were
included in the first optimized feature sets. The spectral centroid is the key feature,
which negatively affects the results of activity recognition. The stairs up and stairs
down activities exhibit the worst accuracy among all activities. This observation is also
seen in other reports and may be related with the random device orientation or the

Table 11. Confusion matrix of the results using the IBk classifier with all activities, including
scenarios, expressed in terms of the percentage of total class instances. Values in light grey show
misclassifications above 5% and values in dark grey show misclassifications above 10%.

Actual: Classified as:
STD BSC LYI SIT CHU CSI CSO FKL FOL JOG JUM WAL STU SCH SDL STN

STD 98.43 0.04 0.01 0.01 0.06 0.17 0.30 0.05 0.10 0.03 0.02 0.26 0.22 0.05 0.05 0.21

BSC 1.86 83.16 4.33 0.00 0.00 0.19 0.04 1.90 1.94 0.00 0.00 0.00 0.91 0.00 5.21 0.46

LYI 0.02 0.36 98.70 0.01 0.00 0.01 0.00 0.30 0.26 0.00 0.00 0.00 0.01 0.00 0.31 0.02

SIT 0.05 0.00 0.01 97.71 0.15 0.84 0.48 0.00 0.00 0.00 0.00 0.00 0.00 0.77 0.00 0.00

CHU 5.81 0.00 0.00 4.05 59.15 1.85 3.35 0.00 0.00 0.09 0.00 2.64 0.18 22.80 0.00 0.09

CSI 2.16 0.01 0.00 3.13 0.56 80.19 9.45 0.00 0.01 0.07 0.01 1.68 0.19 2.47 0.00 0.07

CSO 3.18 0.01 0.00 1.62 0.73 7.30 83.48 0.03 0.00 0.03 0.00 1.36 0.17 2.02 0.01 0.07

FKL 2.62 2.02 3.17 0.00 0.00 0.09 0.05 75.57 8.95 0.00 0.00 0.00 1.65 0.00 2.80 3.08

FOL 5.56 3.88 4.08 0.00 0.00 0.05 0.00 10.66 69.10 0.00 0.00 0.00 1.43 0.00 3.62 1.63

JOG 0.12 0.00 0.00 0.00 0.01 0.05 0.03 0.00 0.00 98.50 0.28 0.78 0.10 0.01 0.00 0.11

JUM 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.69 98.97 0.16 0.05 0.00 0.00 0.05

WAL 0.13 0.00 0.00 0.00 0.01 0.05 0.05 0.00 0.00 0.04 0.00 99.37 0.17 0.03 0.00 0.14

STU 1.15 0.04 0.01 0.00 0.01 0.04 0.02 0.02 0.06 0.02 0.00 2.53 92.95 0.02 0.04 3.10

SCH 1.75 0.00 0.00 5.12 6.56 2.67 2.98 0.00 0.00 0.03 0.03 1.77 0.26 78.81 0.00 0.03

SDL 2.83 7.92 4.18 0.00 0.00 0.22 0.09 3.87 3.05 0.00 0.00 0.00 2.79 0.00 72.14 2.92

STN 1.28 0.02 0.03 0.00 0.01 0.02 0.01 0.13 0.06 0.03 0.01 2.98 4.03 0.00 0.13 91.25
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dynamic and temporal resolution of the accelerometer sensor. The best overall accuracy
in 6-class human activity recognition of 99.88% is achieved when using the IBk
classification algorithm on the MobiAct dataset in combination with OFS1. This is the
best reported classification result to date, when comparing with the most recent studies
presented in Table 1. This result is the outcome of a 10-fold cross-validation, which is
a very common evaluation approach in the related studies, although we expect a
decrease when using a leave-one-out cross-validation, which is a more realistic sce-
nario. It is our intention to advance into such validation scenarios in the near future. For
the above results a sampling rate of 20 Hz, a window size of 5 s and an overlap of 80%
have been used. These values are proposed as the optimal for this experimental
setup. The usage of two independent datasets ensures robustness of the results, always
within the limits of each dataset.

For the second optimized feature set the challenge was to correctly classify a set of
16 activities, including falls, with the limitation of the very short duration (<2 s) of
some of them, like “stand to sit” and “sit to stand”. This resulted into the necessity of
reducing the window size for feature extraction with respect to the one used in OFS1.
The number of features was reduced as well, striving for a simpler, computationally
less demanding, pipeline. The evaluation of this feature set was performed on a subset
of MobiAct, not including the activities of the continuous sequences, as well as on the
complete dataset. The outcome is encouraging, showing remarkable results on activity
recognition and good results in fall recognition. A slight misclassification between the
falls was observed. Since it is mainly between the falls, accurate fall detection would be
possible with a logical “OR” expression on the classification outcome of the four fall
classes. Similar to the evaluation with OFS1, IBk performed better than the J48
decision tree, while the inclusion of scenario-based recorded activities showed prac-
tically no deterioration of the average performance of both classifiers based on the
F-Measure.

The experimental results obtained indicate that the MobiAct can be considered as a
benchmark dataset since it includes a relatively large number of records and a wide
range of activities and falls in an easy to manage data format. The latest addition to the
dataset, namely the continuous activity sequences expands the suitability of the dataset
towards investigating more complex HAR problems including very short activities and
uncluttered transitions between activities. Furthermore, since the placement of the
smartphone is freely chosen by the subject in any random orientation we believe that it
represents real life conditions as close as possible.

The next step towards developing a real-life application requires that (a) orientation
data is used in a more efficient manner and (b) assessment and optimization of power
consumption (battery usage) requirements for the feature extraction and classification
algorithms, is thoroughly studied.

Acknowledgements. The authors gratefully thank all volunteers for their contribution in the
production of the MobiAct dataset.
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Abstract. The paper analyzes current weaknesses of behavioral change
support systems such as the lack of adequately taking into account the
heterogeneity of target users. Based on this analysis the paper presents
an application framework that comprises various components to accom-
modate user preferences and to adapt system interventions to individual
users: a goal hierarchy which users can tailor to their needs, dividing
nudges into different types that correspond to speech acts, rules for
context-specific triggering of nudges. User adaptation is realized with
approaches from user modeling and collaborative filtering. The result is
a self-learning application that changes in line with a user’s progress,
which is expected to enhance user acceptance and increase and sustain
people’s motivation for behavioral change. The application framework
will be evaluated by comparing a mobile health app using the framework
with a simplified version of the app that does not support user tailoring
and adaptation.

Keywords: Behavioral change support system · Application frame-
work · Nudging · Mobile health · User adaptation · Self-learning · User
modeling · Collaborative filtering

1 Introduction

One of the greatest challenges to health systems all over the world is the growing
number of people with (multiple) chronic conditions such as diabetes, asthma,
cardiovascular disease and obesity. According to the WHO chronic diseases nowa-
days account for about 80% of the burden of disease [1]. Most of these are
lifestyle-related and the risk factors are well-known, including the lack of physi-
cal exercise, smoking, a diet rich in fat and sugar, and the excessive consumption
of alcohol. Although people are generally aware of the long-term negative con-
sequences, they often lack the motivation as well as the social and emotional
support that is required for changing one’s behavior.

Besides, we tend to discount long-term gains such as a higher life expectancy
and better quality of life in the long run in favor of short-term rewards like the
one offered by some delicious cookies. Whilst the majority of the chronically
ill may well agree with their doctors’ or caregivers’ recommendations and fully
c© Springer International Publishing AG 2017
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intend to adhere to them, e.g. engage in regular exercise and change their diets,
they fail to do so. This often results in a value-action gap, i.e. a mismatch between
what people say they should do and what they actually do.

Behavioral economics is an approach that rests on the assumption that
choices are often made under circumstances of limited rationality and awareness
of their implications. When the principles of behavioral economics are imple-
mented into practice, we talk of ‘nudging’. Nudging techniques can guide choices
through the way in which they are presented. The so-called ‘choice architec-
ture’ is “intended to provide decision-knowledge through understanding choice-
implications and so guiding actions in effective and ethical directions” [2].

Behavioral economics is an approach that also promises to ameliorate the
shortcomings of traditional healthcare management, especially with regard to
chronic disease (see e.g. [3,4]). Behavioral economists use knowledge from behav-
ioral science as well as motivational psychology and neuroscience to study how
individuals make decisions which are often non-rational, and biased by a series of
mental shortcuts, for instance, the so-called “status quo bias” [5]. Apart from the
status quo bias, people’s behavior is also susceptible to the influence of default
rules, framing effects and starting points. Consequently, persuasion strategies
can involve changing the way options are presented, e.g. by adapting the rules
that drive user interaction.

The philosophy of behavioral economics is also called “libertarian paternal-
ism”, namely that people should not be forced to act in certain ways, but rather
encouraged to act in ways that are better for them or help them stopping bad
habits formed over time. This idea of a “gentle push”, or “nudge” favors invi-
tations to change behaviors, rather than the introduction of constraints and
sanctions to obtain behavior change [6]. Throughout the paper we use the term
“nudge” with the following meaning:

Definition:
Anudge is a brief persuasive intervention that encourages a specificbehavior.

It has been shown that frequent and immediate feedback is very helpful to
nudge people towards healthy behavior [7,8]. Mobile devices including smart-
phones and wearables such as smartwatches offer great opportunities because
they can be used for measuring vital parameters such as heart rate, skin con-
ductance or blood pressure but also the number of steps or sleep patterns. Mobile
health solutions, i.e. mobile devices connected to medical applications or sensors,
can be subsumed under the term ‘e-nudging’ or ‘technological nudging’ which
according to [2] can be defined as “designing computer systems that augment
human decision-making through machine-knowledge and domain-matching, par-
ticularly through mobile-device interfaces”. The authors have examined how
technology can be designed around the principles of libertarian paternalism
and developed a conceptual model which integrates users, crowds, web content,
micro-education and the cloud-of-things [2].

Most mobile health solutions as well as pure lifestyle apps actually include
some kind of support for users to achieve their goals. However, these nudges tend
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to be hardwired, i.e. they do not adapt to user preferences and needs and on the
whole they are not grounded in behavioral change theory (see e.g. [9,10]).

Our recent research therefore focuses on how to use digital technologies to
support behavioral change in a systematic way and to allow adaptation to what
works best for an individual user. The current article considerably extends an
earlier conference paper [11].

2 Components and Challenges of Behavior Change
Support Systems

Nudging for healthy behavior using mobile technology has to be viewed in the
larger context of so-called behavior change support systems (BCSS) as intro-
duced and defined by Oinas-Kukkonen [12]:

“Behavior change support systems (BCSS) are information systems
designed to form, alter, or reinforce attitudes or behaviors or both without
using coercion or deception.”

The persuasive systems design (PSD) model, a framework for designing a
BCSS introduced in [13], draws from the seminal work by Fogg on persuasive
technology [14]. It distinguishes two major design steps: first, analyzing the per-
suasion context, second, defining the BCSS design features. The persuasion con-
text is defined by the intent, the type of change to be achieved, e.g. if it is a
one-time or a permanent change, the event, which includes the use context as
well as the user’s goals, and the strategy, which determines what kinds of mes-
sage are to be delivered via which route to the user. The BCSS design features
consist of four categories:

primary task support distinguishes various principles of how to support the
user, e.g. by reducing complex behavioral goals to smaller goals that can be
achieved by simple tasks, or by personalizing the system to the user’s specific
behavior and preferences;

dialog support deals with how to set up the dialog with the user;
system credibility addresses the issue how to make the system credible for the

user;
social support deals with how to improve motivation and adherence by including

social influence, e.g. via the peer group, into the system.

Whilst the model suggested by Oinas-Kukkonen already mentions personal-
ization as one of many design principles, the concept plays a more important role
in more recent work on persuasive systems. However, so far no terminological
consensus has emerged. Terms like ‘personalization’, ‘tailoring’ and ‘user tar-
geting’ are used rather interchangeably throughout the literature. For example,
[15] use ‘tailoring’ as an umbrella term with ‘personalization’ as a sub-concept,
whereas op den Akker and his colleagues [16] prefer the terms ‘user targeting’
and ‘adaptation’. They have further elaborated on the PSD model and created
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a conceptual framework of tailoring which includes the following inter-related
key concepts: feedback, inter-human interaction, adaptation, user targeting, goal
setting, content awareness, and self-learning. Whilst tailoring techniques such as
adaptation and user targeting aim to adapt communication to a user, context-
aware systems aim to adapt to a user in a particular context [16].

According to the Dutch researchers, a self-learning application is able to
update its internal model of the user by recording and learning from the various
interactions the user has with the application and thus to change with the user
over time. It therefore corresponds to the automatic user adaptation as employed
in our BCCS, which also uses other tailoring techniques as defined by [16] such
as context awareness, goal setting and user targeting.

In their survey of physical activity monitoring and tailoring they found that
most applications only employ feedback – the most obvious form of tailoring
– and a few supplement this with an additional technique such as inter-human
interaction. They found only one paper [17], which describes the use of more than
two different tailoring concepts including user targeting. However, the paper is
primarily conceptual in nature and does not provide any detail on technical
implementation or algorithms nor does it refer to any behavior change theories.

Op den Akker and his colleagues provide many useful examples of how the
above-mentioned concepts are currently being applied and encourage designers
of coaching systems to explore different paths or new combinations of tailoring.
They also emphasize the need to increase adoption of tailoring methods that are
based on behavioral change theories [16]. Although in their article they address
real-time physical activity coaching systems, their framework can also be applied
to other systems that aim at changing people’s behavior.

Whilst there may be no consensus on terminology, authors do agree that it
is nearly impossible to design a “one-size-fits-all” system because target user
groups are so heterogeneous. In the health domain, for instance, [18] examine
individual differences in persuadability and conclude that the intervention of a
persuasive system needs to be tailored to the persuasion profile of the specific
user. For example, some users react best to strongly persuasive messages while
other users respond adversely to too strong an intervention and would require a
more low-key suggestion. Prost et al. [19] build upon these results and describe
a system that employs personalization based on factors such as persuadability
of the user, social-emotional attitude and behavior history. The results of an
empirical study on the relationship between personality and the effectiveness of
persuasive technologies is presented in [20].

Laverman and his colleagues [21] present an approach to personalizing com-
munication in a BCSS (which they call “self-management support system”). The
authors argue that the system should provide information in a way that is “rel-
evant to the user’s situation and match[es] the user’s preferences and abilities
to understand and be persuaded by [it]”. The effect of personalizing short text
messages to reduce snacking behavior was investigated by Kaptein and his col-
leagues and the results reported in [22]. A more general overview of the possible
roles personalization can play in persuasive systems can be found in [23].
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Behavioral change starts with motivation and intent and requires the setting
of clear and measurable goals which direct attention and effort toward goal-
relevant activities [24]. According to the Goal-Setting Theory, people are more
likely to change behavior, the more specific a goal [24]. Results from a review
of laboratory and field studies on the effects of goal setting on performance
show that in 90% of the studies, specific and challenging goals led to higher
performance than easy goals, “do your best” goals, or no goals. Besides, [25]
stress that it is important that goals should not just be assigned to a user but
that the individual should decide for him/herself if a goal is important to him
or her.

Therefore, BCSS include mechanisms for goal setting as well as measuring
goal achievement to give appropriate feedback. Many of the smartphone apps
that have come into existence as part of the quantified self movement for track-
ing and measuring all kinds of activities, support goal setting and typically
offer support for achieving these goals, e.g. by giving feedback on current goal
achievement, by drawing on peer group support, or by playful competition. In
these cases, while goal setting is supported, a user can set only certain types of
goals due to the specific focus of these apps, e.g. measuring physical activity,
calorie intake, or stress level.

Consequently, while there are many theoretical models available for guiding
the proper design of a BCSS and for designing mobile systems for supporting
behavioral change in particular, in the end each application has to be hand-
crafted and tailored to a specific domain and application scenario. When design-
ing a system, developers make assumptions about what will work for the target
user group, but once the app has been completed, perhaps even evaluated with
a focus group, one cannot but hope that the app will be effective in supporting
the intended behavior changes. If this is not the case, it will be very difficult to
identify the reasons. Thus, despite the theoretical guidelines available, the actual
task of creating a BCSS is more an art than a systematic development process.

One way to tackle this challenge is to devise a more generic BCSS which can
be easily configured by the users themselves to meet their needs or which even
automatically adapts itself to a user. In this way, fewer assumptions need to be
made about the functions that a user actually wants to have.

To this end, we propose mapping the existing theoretical concepts to an
application framework for creating mobile persuasive systems that can be con-
figured to accommodate a wide variety of user requirements without the need to
reimplement parts of the system. Additionally, we propose that the framework
supports self-learning by including components for automatic user adaption dur-
ing system runtime.

In our current research we focus on those aspects of the framework which
we deem most important for a mobile BCSS and which will help overcome the
current shortcomings of mobile health solutions. Our framework therefore

– remedies the limited goal setting capabilities of existing apps by including a
goal hierarchy that can be set up and edited by a user according to his or her
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specific needs (maybe together with a person acting as a coach or therapist
for the user);

– distinguishes between the ultimate goals a user wants to achieve and the more
concrete operationalized sub-goals whose achievement can be measured, e.g.
with sensors;

– offers a variety of different kinds of persuasive interventions (nudge types and
nudge media types) a user can choose from according to his or her prefer-
ences, or which are automatically favored by the system according to their
effectiveness for a specific user;

– provides a rule-based triggering mechanism for nudges that takes the user-
specific context into account;

– includes automatic adaptation mechanisms that monitor user behavior, cor-
relate system interventions with user behavior and determine which kinds of
system interventions work best for a specific user and then adapt its inter-
vention strategy.

In the following section we will describe our framework in more detail.

3 Application Framework for Behavioral Change Support
Systems

We are currently implementing our BCSS application framework by adopting
a meta modelling approach [26,27]: All constructs that are needed to create
a specific BCSS are defined by a meta model (cf. Fig. 1). Examples of such
constructs are the goal hierarchy and the nudges of different type. A specific
BCSS application is represented by an application model that is an instance of
the meta model. The BCSS is then configured by a user, which results in a user-
specific runtime system that is an instance of the application model (cf. Fig. 2).

Fig. 1. Core fragment of the BCSS application framework as a meta model.
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Fig. 2. Model hierarchy.

Fig. 3. A user-specific goal hierarchy (runtime level).

For example, the specific BCSS provides various types of goals (Fig. 4) a user
can choose from to meet his or her needs and preferences (Fig. 3).

3.1 Goal Hierarchies

At the heart of any BCSS, which also includes mobile health apps, are the
goals a user wants to achieve. Goal hierarchies originate in cognitive psychology
(e.g. [28]) and play an important role e.g. in interactive systems that create and
maintain models of their users’ goals and plans. An application framework for
creating a BCSS therefore needs to include some mechanism for specifying goals
or target behaviors. Many of today’s mobile health apps support the setting
of user-specific goals but fail to consider the larger context within which these
goals are embedded, i.e. what the higher-level goals are. For example, an app
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might allow users to specify the number of steps per day to make. The higher-
level goal behind walking a certain amount of steps per day could be to stay
healthy or to lose weight. But walking 10,000 steps per day is only one possible
way to achieve this, other possibilities could be to go swimming or cycling.
Consequently, in order to give users more flexibility in how to achieve their
goals, a goal hierarchy is needed which represents the users’ higher-level goals as
well as how to reach them. This enables a user to achieve a higher-level goal via
(a combination of) alternative sub-goals, e.g. a combination of walking, running,
cycling and swimming.

Fig. 4. A goal hierarchy template (application model level).

Our BCSS application framework therefore includes a construct for specifying
one or more goal hierarchies for a targeted application domain such as health. A
goal hierarchy starts with a top goal which represents a user’s primary goal. The
top goal tends to be long-term, it may be measurable, e.g. “body mass index
of below 30 within six months”, or be more generic, e.g. “stay healthy”. It can
usually be achieved by a variety of different ways, e.g. by engaging in physical
activity, by lowering the stress level, by eating regular meals or a combination
thereof. Each option is represented by a sub-goal. Sub-goals can be broken down
into further sub-goals until these can be associated with a measurable activity.
We call such goals operationalized:

Definition:
An operationalized goal is short-term and is associated with a measurable
activity to reach the goal.

Figure 3 shows some examples of operationalized goals. Activities associated
with operationalized goals can e.g. be measured via sensors or be entered via
diary entries. An activity detection module using a 3D accelerometer and state-
of-the-art algorithms can automatically determine if the user is e.g. walking,
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running, cycling, or climbing stairs, and thus can help to keep track of the
achievement of alternative goals for physical activity (see e.g. [29,30]).

Goal hierarchies are set up by a developer of a BCSS to match the intended
application domain, such as healthy living or sustainable mobility. At the start,
these hierarchies are still templates, specifying what types of goals a user can
set. Consequently, the hierarchy templates do not yet contain goals but rather
goal types which are associated with certain parameters. An example of such
a goal type is “physical activity > x steps per day”. A user, possibly together
with a coach or a therapist, configures the goal hierarchies to his or her needs
by selecting goal types and setting values for the goal parameters – goal types
are thereby transformed into specific goals. Figure 4 gives an example of a goal
hierarchy template with goal types. The goal hierarchy in Fig. 3 has been derived
from it.

Users can delete parts of the goal hierarchy so that only the goals they wish
to pursue are left. For example, a user who does not like running but prefers
cycling would delete the associated sub-goal.

For the time being, we do not permit users to add new types of goals to the
predefined goal hierarchy because this would lead to a new application model and
might require an additional implementation effort, e.g. to measure the achieve-
ment of the added goal. Only if a user were to communicate goal achievement to
the BCSS via diary entries could we allow the addition of completely new goal
types. This is a possible future extension of our framework.

3.2 Nudge Types

In the course of our research we have conducted extensive interviews with poten-
tial end-users which confirm the findings of other researchers [18–20] namely that
behavior is influenced by a variety of factors, e.g. age, sex, socio-economic sta-
tus, attitudes, personality, social environment and peer group. Most existing
BCSS, however, have implemented only a fixed or limited set of interventions
(or nudges) that do not take into account the heterogeneity of target users. This
results in low intervention efficacy and low user acceptance.

Nudges have an intent, i.e. they are not just messages but rather actively
pursue an aim such as motivating a user to engage in some kind of activity or
continue doing so and not give up. This is in line with the theory of speech acts as
introduced by Austin [31], developed further by Searle [32]. The theory was later
picked up by researchers in the area of human-computer interaction to model
the interactions between a user and an information system and to align the
behavior of the information system with both user history and user context (e.g.
[33,34]). The importance of context also applies to a BCSS because the system
messages, i.e. the nudges, have to take into account a user’s context. We therefore
classify nudges into nudge types such as suggestions, praises, reminders, rewards,
which correspond to speech acts. Together with the construct of goal achievement
graphs, we thus create an underlying logic which ensures that generated nudges
match the user context (see following section).
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Fig. 5. An initial GA graph for progress-dependent nudges.

Furthermore, nudges can have different media types, i.e. they can be textual,
visual or audio. A given nudge type can then be realized in different media types.
The combination of both offers a wide spectrum of possibilities to accommodate
user preferences and to use what works best for a user.

3.3 Goal Achievement Graphs

Having distinguished different nudge types, the next step is to define a mech-
anism for selecting nudge types according to the user context. We control the
triggering of nudges by using goal achievement graphs (GA graphs) that relate
a user’s actual progress to an ideal progress curve. GA graphs make sense for
goals which are reached by repeated single activities, such as 10,000 steps per
day or self-weighing three times a week. Nudging towards goals with single activ-
ities (e.g. self-weighing once per day) is essentially restricted to reminders and
thus offers very limited possibilities to support users in achieving their goals. We
therefore recommend, whenever possible, to define goals in a way that they are
reached by repeated activities.

The rectangular area spanned by a GA graph is divided into the three sub-
areas A, B and C (see Fig. 5): Area A signifies good progress, area B indi-
cates slow progress, while area C indicates that considerable effort is required
to achieve the corresponding goal. There is one goal achievement graph for each
operationalized sub-goal (cf. the meta model in Fig. 1). The boundaries between
the three areas vary depending on when a user typically performs the associated
goal achievement activities. Figure 5 shows an initial setup of a GA graph. The
two curves which separate the three areas meet at the top with an offset of d3
to the right margin to make it still possible to reach the goal even when in area
C. The offset d1 lets the user start in area B and thus ensures that he or she
will get at least one nudge during the first day, no matter whether the goal has
been achieved or missed. Finally, offset d2 determines when the progress curve
falls into area C.
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Table 1. Rules for triggering nudges.

Trigger condition Event type Nudge type

Area change: from area B
to A or from C to B

Catching up Praise

Area change: from area A
to B or from B to C

Lagging behind Reminder, Suggestion, Encouragement

Percentage of goal
reached within area A

Progressing well Praise

Percentage of goal
reached within area B

Lagging behind Reminder, Suggestion, Encouragement

Percentage of goal
reached within area C

Risk of missing goal Reminder, Suggestion

Percentage of time
reached within area A

Progressing well Praise

Percentage of time
reached within area B

Lagging behind Reminder, Suggestion, Encouragement

Percentage of time
reached within area C

Risk of missing goal Reminder, Suggestion

Time is up within area B Missed goal narrowly Encouragement

Time is up within area C Missed goal by far Suggestion

Goal reached Reached goal Praise, Praise & Suggestion

The goal achievement graphs are used to set triggers for nudges. A variety
of trigger rule schemas are predefined, e.g. to generate a praise when the user is
performing well and progress lies in area A. When progress falls within area B,
nudges of different types, such as suggestions or reminders, are triggered. When
goal achievement moves into area C, the user is at risk of missing the goal and
stronger nudges may be called for than in area B. On the other hand, if the
user catches up and moves back into area B or from area B to area A, a praise
message may be generated.

Table 1 shows the most important rule schemas for triggering nudges based
on goal achievement graphs. The rules consist of a trigger condition which is
associated with an event type and a nudge type. A rule does not say exactly
which nudge is to be generated but only what kind of nudge. Instead there is a
library which contains suitable text messages, visual icons and audio tones for
all possible combinations of nudge and event types. Once a rule is triggered and
the nudge and event type determined, a suitable nudge is randomly selected and
presented in one of a user’s preferred media types. Because of the separation
between rules on the type level and specific instances of nudges in a library, rule
definition is decoupled from individual nudge texts, visuals or tones. As a result,
we not only keep the number of rules low but also facilitate the maintenance
of a BCSS. This separation is reflected in Tables 1 and 2. The texts in Table 2
make use of variables to refer to the specific goal $G and the associated activity
$A. These variables are bound by the triggering rule (not shown).
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Table 2. Example texts and visual icons for various event and nudge types.

Event type Nudge type Example text/Visual icon

Catching up Praise “Congratulations! You’re catching up

with your goal $G”

Lagging behind Reminder “Don’t forget your goal $G”

Lagging behind Suggestion “Let’s have a break and do some $A”

Lagging behind Encouragement “Your target $G is not yet in reach but
you can still make it!”

Progressing well Praise “You’re making good progress to reach
your goal $G!”

Risk of missing goal Reminder “You’re about to miss your target of $G!

Risk of missing goal Suggestion “Why not make some extra effort to still
reach your goal $G?”

Missed goal narrowly Encouragement “You narrowly missed your goal $G. Next
time you’ll make it!”

Missed goal by far Suggestion “You haven’t reached your goal $G. Why
not get some support from friends next
time?”

Reached goal Praise “Congratulations! You’ve made it:

Reached goal Praise & Suggestion “Congratulations, you’ve reached your
goal $G! Maybe you can even do more the
next time?”

On top of the triggering rules for nudges there is another level of meta-rules
which control rule triggering. For example, meta rules ensure that there is a
minimum time interval between two nudges and to avoid flooding the user with
too many nudges.

4 User Adaptation and Self-learning

Personalizing a BCSS to a user’s individual needs and preferences requires some
effort from the user. As shown by our interviews the average user will shun this
additional effort and find it difficult deciding which choices to make, e.g. between
alternative ways to reach a goal for physical activity, or which kinds of nudges
to prefer. We therefore aim at developing a self-learning system which is able to
automatically adapt to the user. Depending on the target of adaptation either
user modeling [35] or collaborative filtering [36] is more suitable.

User modeling is based on a user’s behavioral history and is independent from
other users of the system. It implies the successive build-up of a user model
based on user behavior. The user model in turn determines how the system
should interact with the user. Adaptation through user modeling is applied to
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two constructs in our BCSS framework: nudge types and nudge media types
(Sect. 4.1) and GA graphs (Sect. 4.2).

Adaptation through collaborative filtering draws on the preferences of sim-
ilar users of the same system and requires a sufficiently large number of users
with a sufficiently long history. In our BCSS framework collaborative filtering is
employed to recommend goal settings to a user (Sect. 4.3).

4.1 User Modeling: Adapting Nudge Types and Nudge Media
Types to Users

Since it has been shown that the intervention of a persuasive system needs to be
tailored to a specific user [18] we devised an algorithm to automatically adapt
preferred nudge types and nudge media types to users. For example, if a user
repeatedly follows a suggestion made by the system, this is a good indicator
that the user responds well to suggestion nudges. Also, whilst some users might
respond well to reminders or feedbacks that they are falling behind their peer
group, other users might simply ignore such messages.

The adaptation is based on which kinds of nudges have proved more successful
than others. The system starts by selecting nudge types and nudge media types
randomly and monitoring how well each of them works. To this end, the mean
progress mpnt a user shows after a nudge of type nt is compared to mp, the user’s
overall mean progress. If the ratio mpnt/mp is greater than 1, performance after
a nudge of type nt is better than overall performance. We call that ratio the
impact score of the corresponding nudge type. In the case of nudge media types,
we proceed in a similar way.

Nudge types are ranked according to their impact scores. Those with the
highest scores are used more often since they (appear to) work better for the
particular user. The scores with a value below 1 are used less often. They are
not completely blocked because they might work better in the future in which
case their scores can increase again.

4.2 User Modeling: Adapting Goal Achievement Graphs

The triggering of nudges by rules that are defined on GA graphs takes the user-
specific situation into account and can therefore already be considered a kind of
user-specific adaptation. We go beyond that, however, by continuously adapting
the boundaries between the three areas in the GA graphs to reflect the user’s
typical timing of when he or she performs the activities required to reach the
corresponding goal. For example, for a user who likes to go running early in the
morning, area A would be more to the left and smaller. On the other hand, for
a user who usually goes running in the afternoon, area A would stretch more to
the right.

We decided to draw the boundary between areas A and B in a way that
users stay in the green area A as long as they perform better than their mean
progress. The system therefore calculates the boundary between A and B for a
given goal g to be the mean of all progress curves from the past where the user
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achieved the goal g. The first progress curve considered in this calculation is the
A-B boundary of the initial graph as shown in Fig. 5.

The definition of the A-B boundary is given by Formulas (1) and (2) and
makes use of the function pg(i, t) which yields the progress (measured in percent)
achieved for the operationalized goal g and past interval i from the user history
at time t. Past intervals are numbered, e.g. Day 1, Day 2, or Week 1, Week 2.
Time t is given in percent of elapsed time within the interval i.

ABg(t) =
1
n

ng∑

i=1

wg(i) · psg(i, t), where n =
ng∑

i=1

wg(i) (1)

where psg(i, t) yields values only for successful progress curves pg(i, t) and sup-
presses unsuccessful ones:

psg(i, t) =
{
pg(i, t): if pg(i, 100%) ≥ 100%

0 : else (2)

Since a user’s habits may change, the boundaries are calculated using a
weighted mean: the weight given to a goal achievement curve gets higher, the
more recent the curve, i.e. the higher the interval number i (see Formula (3)). In
this way, the GA graphs reflect recent habit changes much faster. To avoid exces-
sive differences between the weights of the oldest and the most recent progress
curves, the logarithm used in Formula (3) dampens the increase of the weights
for the most recent curves so that their impact does not get too strong.

wg(i) =
1

log2(ng − i + 1) + 1
(3)

The B-C boundary is calculated as the mean of all past progress curves
that achieved the goal later than the already calculated A-B boundary (see
Formula (4)). As with the definition of the A-B boundary, the B-C boundary
gives more recent curves a higher weight to better reflect recent habit changes.

BCg(t) =
1
n

ng∑

i=1

wg(i) · ps′
g(i, t), where n =

ng∑

i=1

wg(i) (4)

where ps′
g(i, t) yields values only for successful progress curves psg(i, t) that

achieved the goal later than the ABg curve:

ps′
g(i, t) =

{
psg(i, t) :if ∃t′, t′′ : psg(i, t′) = 100% ∧ t′ > t′′ ∧ ABg(t′′) = 100%

0 : else

An example of an adapted GA graph is given in Fig. 6.

4.3 Collaborative Filtering: Recommendations for Goal Setting

Our BCSS framework makes use of collaborative filtering [36] to generate rec-
ommendations concerning goal setting, i.e. which operationalized sub-goals to
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Fig. 6. An adapted GA graph.

pursue to reach a main or higher-level goal and which target values to adopt.
Therefore, the recommendations generated for a user u concern:

(a) Sub-goals. For each higher-level goal which a user u shares with another
user, the associated operationalized sub-goals with which to achieve it are con-
sidered. First a score is calculated for each such sub-goal, then the sub-goals
with the highest scores are recommended:

score(subgoal) =
1

1 + nsg

n∑

i=1

sim(u, ui) · has-subgoal(ui, subgoal)

where

has-subgoal(u, g) =
{

1 : if user u has subgoal g
0 : else

and

nsg =
n∑

i=1

has-subgoal(ui, subgoal)

(b) Target Values. For all recommended operationalized sub-goals as well as
for operationalized sub-goals already set, a target value is suggested:

goal-value(sgoal, u) =
1
nsg

n∑

i=1

sim(u, ui) · goal-value(sgoal, ui)

where goal-value(sg, u) evaluates to 0 if user u does not have sub-goal sg.
Recommendations are generated only from users with a sufficiently long usage

history.
What remains to be discussed is how we define the features with which to

describe a user and how to define the similarity measure sim(u, u′) on those
features. There are two principle approaches for characterizing a user: first, by
means of the user’s socio-demographic data, and secondly, by his or her past
behavior. Clearly, in the case of a BCSS the user’s behavior is significantly more
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relevant than the socio-demographic data. For example, people with different
socio-demographic backgrounds are nevertheless likely to behave in a similar
way when it comes to maintaining weight loss.

We therefore decided to characterize users by their behavioral profile. This
includes a profile of basic activities, a workout profile and a stress profile. From
all these profiles the system creates a feature vector. Similarity between two
users is then defined by the cosine of the angle between their feature vectors. In
the following, we look at the three aspects in more detail.

(a) Activity Profile. The BCSS records the user’s activities using the sensors
connected to the system. For example, with accelerometers it is rather straightfor-
ward to detect basic activities such as standing, sitting, walking, running, cycling
[29,30]. The collected activity history is mapped into a feature vector which is then
used for describing a specific user. For each activity the feature vector includes a
value which gives the average percentage of time during a day spent with this par-
ticular activity: 〈tavg(sit), tavg(stand), tavg(walk), tavg(run), tavg(cycle), . . .〉
(b) Workout Profile. A workout is an activity characterized by physical exer-
tion or a movement or series of movements that tend to be intense. While basic
activities can be detected automatically workouts cannot. For example, certain
yoga positions might be physically quite exerting but would not generate any
significant acceleration which can be measured by an accelerometer. Even if we
measured skin temperature or skin conductance, we would not be able to identify
a workout since high values for all those parameters can also result from stress.
Therefore, the user needs to tell the BCSS the beginning and end of a workout.

The systems determines the intensity of a workout from a user’s heart rate (as
e.g. measured by a smartwatch), which is recorded whenever the user performs a
workout. The heart rate during workouts is measured continuously and for each
minute the average value during that minute is calculated. Heart rate values are
then aggregated into intervals. We thus obtain a histogram for each day. Since
we are not interested in the performance on a particular day but in the average
workout performance over a period of time, i.e. the whole user history, we assign
the mean value over all days to each bar in the histogram. The histogram consists
of six bars which cover the possible ranges of heart rate values. The system adds
the y values of each bar in the histogram to the feature vector for describing the
workout profile of a user:

〈tavg(bar1), tavg(bar2), tavg(bar3), tavg(bar4), tavg(bar5), tavg(bar6)〉

Figure 7 shows an example of such a histogram. On the x axis we can see
the heart rate intervals, on the y axis we see the associated mean percentages of
time per day.

(c) Stress Profile. Finally, we include the user’s stress profile in the feature
vector. The stress profile consists of the average time during a day with high,
medium and low stress. For measuring stress levels we build on the results of our
SmartCoping project [37] where we have used a chest strap to obtain sufficiently
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Fig. 7. A histogram for workout features.

reliable measurements of heart rate variability:

〈tavg(high-stress), tavg(medium-stress), tavg(low-stress)〉
A possible future extension of user adaptation through collaborative filtering

would be to include the success rate of similar users concerning their main goals.
This would imply recommending not only operationalized sub-goals that other
users have selected, but those sub-goals that turned out to be most successful in
achieving their goals.

5 Evaluation

We are currently implementing the BCSS framework. Subsequently we will con-
duct an evaluation with people who wish to reduce their weight or maintain their
previously achieved weight loss. To this end, we are developing a smartphone app
which is based on our framework and offers a variety of weight-related goals,
including physical activity, self-weighing, eating behavior and calorie intake.

The app will be distributed via the Apple AppStore, which will help to reach
a large number of users. This is important for the study because the collaborative
filtering algorithms of our system, in particular, require large numbers of users
to be effective. We will utilize the templates offered by the Apple ResearchKit
to take care of issues such as seeking informed consent and giving participants
control over what data they want to share. According to our study design, users
will have to agree that they get one of two app versions without knowing which
version they get. Nor do they know in which respects the two versions differ.
This is important for randomized control and also to avoid bias.

The static version of the app reflects the standards of BCSS currently avail-
able, i.e. the version has a set of predefined goals and fixed interventions. The
interventions include a reduced set of nudge types which are hardwired and not
adaptable to the user. Nudges are triggered at fixed time intervals and for fixed
amounts of progress, e.g. a positive and praising nudge whenever 80% of the goal
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is reached and an encouraging nudge whenever progress is below 50% at 80%
of the time. The dynamic and self-learning version contains all the components
and adaptation algorithms described in this paper.

The primary outcome measure of the study is goal achievement: (a) per-
centage of achieved operationalized goals, and (b) the average time needed to
achieve the goals. According to our hypothesis, the users of the dynamic and
self-learning version should perform significantly better than users of the static
version.

6 Conclusions and Outlook

In this paper we have presented an application framework for behavioral change
support systems (BCSS) that comprises various components for tailoring a BCSS
to users’ needs and preferences. One of these components is a goal hierarchy
which can be set up to represent the goals a user wants to achieve. The higher-
level goals (e.g. reaching a BMI below 30 in six months) can be broken down into
more specific goals that are operationalized, i.e. can be achieved by associated
measurable activities.

The application framework further distinguishes different types of persuasive
interventions, which we call nudges. These nudge types correspond to speech
acts and play a crucial role in ensuring that a generated nudge matches the
user context. We have introduced the construct of goal achievement graphs for
selecting nudge types according to the user context, e.g. if a user is lagging
behind or catching up.

To do justice to the heterogeneity of target users, our framework includes
self-learning components for automatically adapting system interactions to users’
needs and preferences as well as their changing behavior. For this purpose, we
have presented user modeling approaches that take into account a user’s behav-
ioral history as well as collaborative filtering techniques that draw on the col-
lected evidence from other users of the system. Together, these result in user-
specific nudges as well as recommendations concerning setting one’s goals and
how best to achieve them.

The constructs of the application framework as well as the adaptation algo-
rithms will be evaluated by comparing a mobile health app implemented with the
framework with a simplified version of the app that does not support individual
goal setting, only has fixed nudges and lacks user adaptation.

In the future, we will integrate constructs for social support and further
nudge types, e.g. for playful competition, into our framework. We are also plan-
ning to embed the framework into a more general approach where the activities
associated with operationalized sub-goals are chosen from the predictors of a
predictive model. For example, long-term studies have shown that regular self-
weighing and having breakfast regularly are strong predictors for weight loss
and weight-loss maintenance (see e.g. [38]). Such predictors would therefore be
included as evidence-based goals in the goal hierarchy. In this scenario, a thera-
pist familiar with such predictors co-decides with a user which goals to set.
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Finally, we are considering applying our BCSS framework to domains other
than health, e.g. to mobility. Here, the main goal consists in achieving a smaller
ecological footprint which is to be reached by encouraging users to use public
transport or cycle to work [39].
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