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Abstract. In recent years, with the popularization of mobile network, the loca-
tion-based service (LBS) has made great strides, becoming an efficient marketing 
instrument for enterprises. For the retail business, good selections of store and 
appropriate marketing techniques are critical to increasing the profit. However, 
it is difficult to select the retail store because there are numerous considerations 
and the analysis was short of metadata in the past. Therefore, this study uses LBS, 
and provides a recommendation method for retail store selection by analyzing the 
relationship between the user track and point-of-interest (POI).  

This study uses regional relevance analysis and human mobility construction 
to establish the feature values of retail store recommendation. This study pro-
poses (1) architecture of the data model available for retail store recommendation 
by influential layers of LBS; (2) System-based solution for recommendation of 
retail stores, adopts the influential factors with specified data in LBS and filtered 
by industrial types; (3) Industry density, area categories and region/industry clus-
tering methods of POIs. Uses KDE and KMeans to calculate the effect of regional 
functionality on the retail store selection, similarity is used to calculate the indus-
try category relation, and consumption capacity is considered to state saturation 
feature.  

Keywords: Urban mining, Spatial and temporal data mining, Location-based 
Service, Retail store recommendation 

1 Introduction 

Based on the well-developed LBS, many data are available for user behavior analysis. 
For example, the POI recommendation system uses the user track in location-based 
social network (LBSN) to analyze the user preference for recommendation. The POI 
recommendation system has been discussed extensively in previous studies [1-2], most 
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of which concerning the influential factors. The adaptive or personalized recommenda-
tion system uses data mining to obtain the users' personal data, so as to estimate their 
behaviors, characters and values [3].  

These online user behavior evaluation methods based on internet mining are tolera-
ble analysis materials for enterprises. In order to gain commercial profit, the customer 
segments and purchasing behavior are obtained by user behavior analysis. There are 
diversified analysis tools and purposes, the decision of retail location plays an important 
role in the purposes [4]. The data analysis technique derived from advanced technology 
takes a share gradually. The analysis of customer segments provides effective assis-
tance for enterprises in deciding retail store, the complicated market survey is no longer 
a good scheme. Using big data to analyze the relationship of consumers with retail 
stores or other competitors by cluster, gravity model and neural networks has become 
an important reference for large enterprises to expand retail stores [5].  

However, the traditional cluster analysis and gravity model methods rely on exten-
sive calculation and data, while requiring the use of geography information system 
(GIS) [5]. The data collection process is very difficult, and the technical threshold is 
relatively high. As the present data is rapidly and frequently recorded via internet, this 
study adopts LBS to solve the problem of insufficient data sources in the decision-
making of retail store by the location information and implicit user behavior.  

Since 2010, there are many studies on the LBSN data analysis, most of which ana-
lyzed the relationship between mass user data and POIs according to the check-in data 
of users, so as to know the implicit information of preferences, sequential behaviors 
and social circle generated when the user checks in [6-7]. In addition, a few studies 
explored the relationship between locations and the popularity in LBS, and used ma-
chine learning to predict the possible optimum retail store location [4]. 

Most studies concerning LBSN intended to analyze the user behavior, while consid-
ering the factors of community, individual preference, regional composition and geo-
graphic property, but not the influence of all factors on the decision-making of retail 
store [1-3, 7, 9]. Therefore, this study discusses the data properties of LBS, point of 
view of marketing and the relationship inside the regional relationship of retail store 
and the human mobility, in order to develop a recommendation model for retail store 
expansion.  

To sum up, although with well-developed LBSN and convenient techniques of data 
collection, there still lacks a recommendation method for retail stores based on LBS 
data mining. Therefore, this study develops the following purposes:  

1. To build an influential factors model for retail stores recommendation system by POI 
recommendation, so as to identify the data types beneficial to retail store recommen-
dation in LBSN.  

2. To establish the retail store recommendation system architecture with LBS data as 
source. 

3. To establish reasonable corresponding recommendation features according to the es-
tablished influential factors by point of view of marketing. 



2 Related work 

In the LBSN, the sequential series connection of user's location behavior is called se-
quential behavior. A lot of useful information can be explored from this behavior, 
which may contain the information of user's daily routines, preferences and life circle. 
The sequential behavior is often discussed together with users' social network, that is 
social influence study. The social network of target user is brought into analysis to ob-
tain the relationships of following between users and their friends. Moreover, multiple 
sequential behaviors are connected in series to estimate the diffusion relationship by 
algorithm [1]. Yang et al. proposed how to establish the users' activity characteristics 
in geo-spatial, so as to reduce the complexity in multi-dimensional condition [8].  

The POIs, also known as venues, refers to the stores or attractions in the LBS graph-
ical information. The POI recommendation system is a very important part of the urban 
mining research. The unique influence model of POI recommendation system is based 
on the factors in LBSN, such as social factors, individual preference, popularity of POI 
and geographic position. The target groups with close properties are identified by col-
laborative filtering, and the probable mobility is predicted for recommendation [3]. Ye 
also used collaborative filtering technique to calculate the similarity between social in-
fluence and geographical influence, and combined two influence aspects to build a fu-
sion framework. With the user preferences for ranking, to achieve the best POI recom-
mendation accuracy [9].  

The factors that may be considered in POI recommendation model include social 
influence, individual preference, popularity of POI and geographic position. The indi-
vidual preference uses classification of POI properties as main basis, the historical rec-
ords of recommended target in LBS are used as recommendation reference for the rec-
ommended target. The popularity of POIs represents the recommendation value of the 
locations by the human clustering and following suit that is an important basis of rec-
ommendation. The geographic position also has significant effect on the recommended 
target. If it is too far from the user's relative position, or outside the life circle, this 
recommendation would not make sense [1-2]. 

In urban mining, the human mobility must be caught via internet for crowd monitor-
ing. The best data collection method is to let the target feedback position via GPS in 
time, so as to implement real-time monitoring. The GPS monitoring has many ad-
vantages, such as real-time feedback of the location information, and the coherence for 
data gathering. Such mass continuous data can be used for crowd monitoring in large-
scale activities to avoid dangers [10].  

Considering the privacy problem, most studies based on crowd mobility do not use 
GPS as data source, while some use location-based network for research. Despite of the 
limited public data, the crowd behavior in location-based network still provide diversi-
fied research directions. Yuan et al. used Latent Dirichlet Allocation (LDA) to guess 
the division and function of regions in city according to the distribution of POIs and 
human mobility pattern, and presented the information that may be difficult to explore 
in an automated approach [11].  

Developing the human mobility model is a challenge due to the computation com-
plexity. Without any corresponding method to reduce the complexity, it is difficult to 
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obtain the result. Wei et al. proposed the concept of grid that solved this. The adjacent 
POIs is classified into the same grid, and every frequent trajectory is displayed in re-
gion. This method greatly reduces the time complexity for calculating the frequent mo-
bility route [12].  

When planning for retail store, enterprises adopt data analysis methods of regression 
analysis, clustering analysis and gravity models. GIS is also used to identify the seg-
mentation of target customer. However, even with technological assistance, decision-
making needs to consider past experiences and common sense in commercial activity. 
If experience is considered in the decision-making process, the decision will be more 
accurate [5].  

There are numerous influential factors in determining an appropriate location of the 
store. For the enterprises, the decision-making process is like looking for an appropriate 
portfolio, determining a correct site can bring enormous profit. The decision factors of 
retail store can be divided into two categories. One is consumer demand, the other one 
is appropriate location position. Huff proposed considering customer requirement ap-
propriately, to predict if there was adequate demand at the location for sales estimation 
[13].  

Ghosh & Craig indicated that the factors to be considered in retail store decision-
making include the attractiveness of location for consumers. In addition, the competi-
tive relation of the location in the region, the probable preference of customers and the 
demand for the industry should be considered [14]. Exploring user preference and be-
havior in urban mining is conducive to business operation. Upon LBS, the consumer  
habits can be known by data mining. The analyses of visitors flowing rate and compet-
itors distribution are greatly helpful to commercial activity [15].  

3 Influential Factors and System Design  

This study plans to design a retail store recommendation system based on LBSN. First, 
relational concept is imported based on the POI recommendation system in LBS to 
establish the influential factors related to retail store. The relationship between human 
mobility and the profit of related industry is observed in the POI recommendation sys-
tem. The user preference is closely related to the types of industry, the recommended 
crowd is the target customers. Thus, the retail store recommendation system is built by 
using POI influential factors for analysis.  

3.1 Construct Influential Factors with POI Recommendation System 

Most of previous studies on POI recommendation use location influence and social in-
fluence to divide the influential factors in POI recommendation, and then use fusion 
rule, such as sum rule and product rule [1-2]. In addition, there are three major types 
based on feature extraction [3]. This study adopts in a similar concept, the following 
three types are described as follows:  

 



 Individual preference: the user's personal preference ratio is defined according to the 
POI types the target user visited. Or the user's activity sequence is established by 
spatial temporal activity in the form of time correlation, and then the activity related 
preference types is established [8].  

 Social influence: the social influence considers the user's friends, evaluates if there 
is stronger influence among the friends. Or disregards the intensity of influence, only 
aims at the behavioral aspects of friends, and measures the influence model (mobility 
or behavior sequence) for recommended target.  

 Location influence: the most decisive factor in the POI recommendation system is 
the effect of geographic location. In the measurement of location factor, the location 
is usually represented by coordinates on a two-dimensional plane. The recommen-
dations are ranked by the distance relation between users and stores. However, the 
users' individual preference shall be considered first when considering related can-
didate stores, so as to reduce the computational complexity preliminarily. 

To sum up, in the analysis of social influence or individual preference, the influential 
factors may be correlated with geographic position. Based on the three major influential 
factors, corresponding to the influence layers of retail store recommendation, relevant 
information extraction model is built. Three data hierarchies are established by the orig-
inal LBS data, including primitive layer, mobility and social layer, location layer 
(Fig.1.).  

 
Fig. 1. Information layers for location-based social network 

As shown in Fig. 1, the information of Layer 1 can be obtained easily, but the infor-
mation of Layer 2 and Layer 3 can be obtained after extensive analysis. Moreover, in 
the study of social influence, it is difficult to obtain social network under the privacy 
policy. Therefore, removing the effect of social criteria, the features which influence 
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the retail store can be simply divided into two types, one is regional relevance (RR) 
features, the other one is human mobility (HM) features.  

3.2 System Development and Design 

In order to recommend appropriate retail store, the enterprise can use the classification 
mechanism provided by real estate websites for screening. The recommendation system 
analyzes the implicit influential factors in the filtered candidate store, especially the 
customer segment and geographic relationships that the real estate websites are difficult 
to provide. Afterwards, other POIs within a radius of 200 meters from the candidate 
store and check-in data are collected to analyze the human mobility and industrial rela-
tions [4] (Fig. 2.).  

As the check-in data is enormous, a filtering mechanism must be established to select 
the type of industry correlated with enterprise. This mechanism can be relevant infor-
mation provided by enterprise, or the information derived from web text mining. The 
more correlated dataset can be filtered out before calculation by the industrial infor-
mation provided by enterprise and the user preference in LBS, so as to increase the 
effectiveness of feature values.  

Afterwards, the check-in data around each candidate retail store are analyzed, and 
the computing method of feature value extraction is proposed. The HM features are 
extracted from the mobility route formed of check-in sequence. In order to establish the 
mobility route, this study uses the route construction method proposed by Wei [12]. 
The computational complexity is reduced by grid division, and the industry filtering 
mechanism is used to select appropriate types to enhance the effectiveness; On the other 
hand, the RR features are extracted, considering the complex regional relation when the 
enterprise is selecting retail store location, probably including intensity, saturation, 
clustering degree, etc.  

 
Fig. 2. Framework for feature discovering in retail store recommendation 

 



4 Regional Relevance Features Construction 

First we develop features with regional relevance. This paper provide four influence 
factors for regional relevance, and integrate these methods with industry-preference 
filter: 

Density. The main concern of retailers is if there are competitive stores and crowds 
nearby the retail store, which are usually reflected in the store rent. The rent at busy 
areas is extremely high, thus the renters often doubt about the sales revenue and profit. 
These concerns are often tightly related to the store density. In order to measure the 
store density in the region, the Kernel Density Estimation (KDE) is used for calculating 
the density distribution. The KDE is a nonparametric entropy estimation. If the quantity 
of stores in the region is considered only, there may be fatal loss of some key factors. 
Only if the density nearby candidate point is calculated, the kernel of trading area is 
approached in deed. The KDE value of location  is calculated by using two-dimen-
sional KDE, defined as follows:  

      (1) 

Where  represents the distance between POI  and other POIs  in the range,   ,  represents the set of all POIs in radius  of candidate point ,  is the 
bandwidth value for KDE calculation. Scott rule is used for estimation, K is kernel 
function, Gaussian function is used as kernel function in our experiment [11].With den-
sity distribution generated by calculating KDE value may not be strong enough, so the 
industry impact filter is added to KDE function, the POI of different types of industry 
is given different weights [16]. ,  represents industry impact quality 
(IIQ), which determined by enterprise or text mining.  is the set of all POI types, in-
cluding . Afterwards, the industry weights can be added in to rewrite Eq. 
(1): 

      (2) 

Where  represents the weights of each POI . 

Category. In order to measure if the candidate location is in an appropriate region, the 
industry types distribution in the region must be considered. For example, the food re-
tail shall should be in the residential area or commercial area; bookstores shall be lo-
cated in the educational area. The industry type distribution in target area  is repre-
sented by , where  represents the vector value of industry type . In 
order to check if the recommended region hits our target industry, the similarity be-
tween IIQ value  and distribution  is calculated, represented by Euclidean distance 
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  (3) 

Clustering. Clustering is also very important for the store position. The distance be-
tween the candidate location and the business district will directly affect the customer's 
willingness to visit. Therefore, we use the clustering method to select the business dis-
trict within the region, and after the clustering, analyze the cluster's industrial quality. 
First, we cluster the POI  in the candidate region  by the K-Means clustering al-
gorithm, and get the cluster label for each location. Second, the geometric center of 
each cluster is obtained, and the distance between the center and the candidate point is 
calculated. Finally, divide the distance by the industry correlation score (Eq. (3)), and 
then accumulate the results of all the clusters to get the feature score (Algorithm 1).  

Algorithm 1 
Cluster_feature( ) 
    Initialize  and feature_score=0 
    clusters=KMeans( , , MinPts) 
    for each cluster in clusters do 
        avg = average coordinates of cluster 
         =  according Equation (3) 
        accumulate feature_score by /dis-
tance(avg , ) 
    end for 
return feature_score 

Saturation. Market saturation is a very important concept in economics, and its actual 
degree of saturation depends on the purchasing power of consumers [17]. We can 
simply denote the saturation degree  of a target region  as: 

  (4) 

Where  denotes all check-in activity in region , which represents the purchas-
ing power of consumers in this region. This purchasing power divided by the number 
of businesses in the region. And a negative number indicates that, the greater the num-
ber is, the stronger the negative impact on the recommendation. However, this does not 
fully explain the saturation degree of a single industrial category in the region. In addi-
tion, we do not define the saturation point, but only provide a relative comparison. 
Therefore, we modify the weight distribution of  to be: 

  (5) 

Where m is the relative limit decided by category set C, 0<m<1. And rewrite Eq. (4) 
based on the concept of industrial distribution: 

 



  (6) 

 represents the max value of saturation degrees for a specified region in the 
dataset. 

5 Conclusion 

In order to establish a suitable way for enterprises to find retail stores, we start with 
LBS and provide a model for mastering geography relation and crowd behavior. There 
are many implicit relationships that are not easily found through the geo-network. And 
we use information layered approach, the obvious expression of which can be obtained 
by data mining technology. In the research, an analytical framework which can take the 
LBS as the input is designed as the target of system design. In the future, we will use 
statistical tests to filter the selected features and use machine learning to analyze the 
best retail locations in the system. 

In the selection of features, we take the retailer's point of view, carefully assess the 
influential factors when choosing retail stores. And then quantify these considerations 
into the feature values we need, e.g., density distribution, similarity, clustering are all 
retailers need to consider in detail the characteristics of the region. Based on these anal-
ysis of LBS, enterprises can save a considerable amount of cost in data collection. Not 
only more technical use of data mining methods, but also can improve the accuracy of 
the forecast.  
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