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Abstract. Collaborative filtering (CF) is successfully applied to rec-
ommendation system by digging the latent features of users and items.
However, conventional CF-based models usually suffer from the sparsity
of rating matrices which would degrade model’s recommendation per-
formance. To address this sparsity problem, auxiliary information such
as labels are utilized. Another approach of recommendation system is
content-based model which can’t be directly integrated with CF-based
model due to its inherent characteristics. Considering that deep learning
algorithms are capable of extracting deep latent features, this paper ap-
plies Stack Denoising Auto Encoder (SDAE) to content-based model and
proposes DLCF(Deep Learning for Collaborative Filtering) algorithm
by combing CF-based model which fuses label features. Experiments on
real-world data sets show that DLCF can largely overcome the sparsity
problem and significantly improves the state of art approaches.

Keywords: recommendation system; collaborative filtering; deep learn-
ing; label feature

1 Introduction

Recommendation system, as a hot topic in recent years’ research, helps people
acquire useful information through massive overloading Internet information.
In this field, collaborative filtering, due to its capability of digging the latent
features of users and items by using matrix decomposition technique, is widely
applied to recommendation system and has made a lot of progress. However,
one natural drawback of recommendation system is that it cannot address the
sparsity problem of rating matrix. In order to overcome the shortcoming of con-
ventional collaborative filtering, adding auxiliary information into sparse matrix
is an effective choice. At present, many innovative collaborative recommendation
approaches have made their own efforts in this field, such as [1] considering the
label features of items, [2] introducing hybrid recommendation, and so on. These
approaches can alleviate the sparsity problem of rating matrix to some extent.
However, label matrix can be very sparse in the most cases, so merely depending
on introducing original label information is not enough to overcome the short-
coming of collaborative filtering. Another approach of recommendation system
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is content-based recommendation. [3] maintains a feature vector or an attribute
set to establish recommendation system by depicting the portraits of users or
items. The drawback of content-based recommendation is that it cannot extract
deep features automatically and dip the deep latent features of the items and the
potential interests of users. Combined with the industry consideration towards
Internet privacy, this problem can be even worse. Therefore, content-based rec-
ommendation needs to combine with collaborative filtering to establish hybrid
recommendation in order to achieve better performance of recommendation.

How to increase the information of recommended data and dig the deep latent
features of content information is the key of improving the performance of rec-
ommendation algorithm. Content-based recommendation algorithm usually uses
the model such as LDA(Latent Dirichlet Allocation) when extracting features.
This kind of model performs well in conventional content-based recommendation.
On the other hand, deep learning is capable of learning deep features automati-
cally. In this field, CNN(Convolutional Neural Network)[5] and RNN(Recurrent
Neural Networks)[6] are widely used in the field of image recognition and natural
language processing, which have achieved great performance. This ability of deep
learning algorithms is very suitable for combining with collaborative filtering in
the application of content-based model.

This paper proposes DLCF(Deep Learning for Collaborative Filtering) algo-
rithm. Its framework generates a new matrix of label-items by using SDAE(Stacked
Denoising Autoencoders)[7] training the feature vectors of items and lables,
transforming sparse label matrix which contains less amount of information into
label matrix which contains information of deep latent features, increasing the
original data information substantially; then conducting collaborative filtering
processing combining with the original rating matrix.

The contribution of this paper mainly consists of three aspects: 1) Applying
deep learning algorithm to content-based model, increasing the original data
information substantially by extracting deep features; 2)Combining the feature
vectors of items and labels with the original rating matrix by building auxiliary
matrix, playing the role of data label to the most extent, thus integrating data
label, content and rating matrix into a whole framework; 3)Conducting experi-
ments on real-world data sets for the performance of algorithm, pointing out the
effect of model parameters on the performance of algorithm.

The rest of this paper is organized as follows. Section 2 reviews previous re-
lated work. Section 3 provides the details of DLCF algorithm. Section 4 conducts
experiments on real-world data sets.

2 Related Work

Collaborative filtering is the most widely-used recommendation technique at
present. [8] firstly proposes LEM(Latent Factor Model) based on SVD(Singular
Value Decomposition); [9] adds probability distribution into LFM and introduces
PMF (Probabilistic Matrix Factorization); [10] goes further to extend PMF into
Bayesian PMF, and train the data by Markov Chain Monte Carlo; [11] and [12]
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try to combine collaborative filtering model with content-based model. Consid-
ering the auxiliary information, [13] proposes that labels of items can be applied
to collaborative filtering; [14] partially solves the sparsity of matrix and cold
start problem by the category information of items; [15] proposes social label
recommendation by analyzing the relationship between the objects in the label
system; [16] proposes a kind of tag-based Recommendation system method called
Tag-CF. However, these approaches can only utilize the auxiliary information
provided by the data sets, but cannot mine out the deep latent information.

In recent years, deep learning is applied to image recognition and natural
language processing. But the attempt to apply deep learning to recommenda-
tion system has also emerged. [17] uses RBM(Restricted Boltzmann Machine)
to take the place of Matrix Decomposition Model in order to implement collab-
orative filtering; [18] develops further based on [17] by combining the correlation
between users and items; [19] uses DBN(Deep Belief Networks) to dig deep con-
tent information; [20] proposes a kind of relational SDAE model;[21] proposes a
kind of content-based music recommendation system called DeepMusic. But all
these algorithms haven’t been applied to collaborative filtering.

The core of DLCF algorithm proposed in this paper is to apply the deep
learning model to content-based recommendation model and combine with col-
laborative filtering algorithm. The deep learning model SDAE [22] is a model
formed by stacking multiple DAEs (Denoising Auto Encoder) , which can ex-
tract the deep features of content information, and have strong interpretability
and lower model complexity. SDAE can extract the new feature dimension from
the original content information and train the label content matrix. It greatly
increases the amount of information available in the original data. We then
integrate the new content label matrix into PMF, thus perfectly combing the
content-based recommendation model and collaborative filtering model. Mean-
while, this paper adopts SGD (Stochastic Gradient Descent) to train the model
parameters by minimizing the loss function, which overcomes the problem of
slow iteration of deep learning algorithm, and solves the problem of sparsity in
the conventional collaborative filtering algorithm, as well as the problem of lack
of useful information in the content-based recommendation model.

2.1 Probabilistic Matrix Factorization

PMF model introduces prior probability distribution into conventional matrix
factorization model. Assuming that the conditional probability of observed rating
data is:

M N
p(RIU,V,0%) = [[ []((RudlULV:, 0%)) e (1)

Where »(z|u, 0?) represents the probability density function of normal dis-
tribution which has the mean of x and the variance of 2. I Tfi means that if the
user u’s rating towards the item ¢ exists, the value of I equals to 1, otherwise it



226 H. Huo et al.

equals to 0. We assume the mean equals to 0 and the variants of u and i are o3,
and o, respectively:

M
p(Uot) = [ [ #(Uul0, 08 1)
N
p(Vloy) = [T #(vilo. o 1) (2)
The model is shown in Fig. 1.
i ]
L}

Fig. 1. PMF Schematic Diagram

2.2 Stacked Auto Encoder

DAE, namely Denoising Auto Encoder, consists of encoder and decoder. Each
encoder has its corresponding decoder, and processes the noise of data through
the course of encoding and decoding. Fig.2 shows that SDAE is a kind of Feed
Forward Neural Network which stacks multiple DAEs similar to multilayer per-
ceptions. Each layer’s output is the input of its next layer. SDAE uses greedy
layer-wise training strategy to train each layer in the network successively, and
then pre-train the whole deep learning network. The idea of SDAE is to stack
multiple DAEs in order to form a deep learning framework. This model trains
the middle layers by the loss input and recovered output.

Formula (3) is the training model of SDAE. In this model, Z. is the matrix
consisting of several label vectors, which is the last output of SDAE. Z, rep-
resents the initial loss input matrix. Z, is the middle layer of the model. The
target matrix we need to achieve through the training is Zp, /o, which represents
the matrix containing deep content information through the training from Z; to
Zc. w; and by represent the weight matrix of the [th layer and the bias vector in
SDAE model, respectively. A represents regular parameter. || - || is Frobenius
norm.
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Fig. 2. SDAE Consisting of Multiple Layer DAE

min gy, g0y = [1Ze = Zell3 + A Y (lwnllF + [load13) 3)
l

3 DLCF Algorithm

3.1 Preparing Work

According to the clustering algorithm [23], we first generated the user and the
item clusters, as shown in algorithm 1, where 6 is the threshold that we can
decide:

Algorithm 1: preprocessing algorithm
1. Compute rating frequency of user f, and item f;

2. Sort users and items based on f, and f; in reverse order
3. Compute similarity of users and items

4.t «— 1, U+ ¢, [+ ¢

5. FOR j=1,2,---

6 IF wuy ¢ U

7 U+ uj U ug|sy;u, >0, up ¢ U

8 U— U, U U, t+ t+1

9 ENDIF

10.ENDFOR

11.The same as cluster I

The clusters we have built contains (user cluster)-(item) preference infor-
mation and (item cluster)-(user) preference information. By utilizing the local
preferences information, we can speed up the greedy layer-wise training strategy
in SDAE, and then pre-train the whole deep learning network.

3.2 Training label matrix

Firstly, based on SDAE model and its theory, output matrix Z. and loss input
matrix Z; are observed variables. Then Z, is defined as follows: For each layer [
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in SDAE:

Wi n ~ (0, Ay ;)

by ~ 52(0, A\ I, (4)
Where W, ., represents the nth column in the weight matrix of the lth layer.

I represents the Kth diagonal value in the unitary matrix. For Z. and Zp:

Zyju ~ 52(0(Zi—1,ju Wi + by), A M k)

Zeju~ #(Zpju, Ay ) ()
Where o(-) represents sigmoid function. A, A, and g are all model pa-
rameters. Based on the above definitions, maximizing the maximum posterior
probability of Wi,b;,Z;,Z,, is the same as minimizing the joint log-likelihood

function of the above variables. Thus the loss function of the model is defined
as:

Aw
€e=—5 (IWlI% + 11bd[3)

l
An
-5 > N0 je = Zejull3
j
As
- 3ZZ||U(ZI—1,J'*WJ' +05) = Zi gl (6)
U

Assume T; ; is defined as a boolean. If item j includes label ¢, the value of T ;
equals to 1, otherwise it equals to 0. Based on Zj, /3 ;. and original label matrix
T;.;, we can find latent factor vectors of labels and items ¢; and v;:

At Ao
Y=- EZW"H% - 32”%‘ — Z1.5lla
i J

o
-> ;J (Ti,j — i v;)? (7)
i

Where A\; and A, are regular parameters, respectively. ¢; ; is set to 1 when
item j includes label i, otherwise it is set to a small value, such as 0.001 or 0.

3.3 Establishing User-label Matrix

We define matrix G as pre-processed label-item matrix, which is used to establish
DLCF. We get it by feature vectors of labels and items, namely ¢; and v;. R, ;
represents the rating of item 4 by user u. G; + represents the grade of item ¢ for
label ¢, which equals to 1 if ¢ includes ¢, otherwise it equals to 0. By jointing
matrix R and G, we can get target matrix H:

1 n
Hyp = Z Ry.iGiy (8)
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3.4 Establishing DLCF Model

After establishing user-label matrix H, we use rating matrix R and H to improve
conventional CF model, as shown in Fig.3. U and V represent the latent feature
vectors included by users and items, respectively. @) represents the relationship
between labels and latent features, which bridges the information circulation of
R and H:

R=UTV H=UTQ

S | [@ P

al LB

Fig. 3. Establishing Joint Matrix

After fusing H into PMF, we establish new loss function:

E= %ZZIEZ(RMZ - UgVi)2
+ DO+ S5 Y Vil
u i
+ 52D (Hu — UL Q)
u t
+ YOl + B2 Qi (9)
t

u

where wy = g—g and wy = %

1
E= ;;Lﬁ(fzm O

u t
AU Av
+ 5 D+ 5 DIVl

A
+ 5Dl (10)
t
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where A\p=wy + vu,A\v = wy, g = wg.

3.5 SGD Training Algorithm
We use SGD(Stochastic Gradient Descent) to train E.

Algorithm 2: DLCF-SGD training algorithm

Input: rating matrix R, the dimension of the feature vectors K,
learning rate 7, scale parameter «, regular parameters Ay, Ay, AQ
Output: U, V

1. Initialization: establish U, V and Q by using a small value

stochastically.
2. While(error on validation set decrease):
3. VUE:I(UTV—R)V+a(UTQ—H)Q+)\UU

VyvE =[I({UTV - R)|TU + AV
VoE =a(UTQ — H)TU + XgQ

4. Set n=0.1
5. While E(U —nVyE,V —nVvE,Q—-nVoE)>EU, V, Q)
6. Set n=mn/2
7. End while
8. U=U-nVyE
V=V-nVyE
Q=Q-nVqk
9. End while

10.Return U,V

4 Experiment Results and Analysis

4.1 Data sets

We use the data from Douban Reading (https://book.douban.com/), a social
network well-known for users to rate different published books in China. Each
book in this website has been rated from 1 to 5 by users. Moreover, each book
has the features labeled by users, which can be applied to the feature vectors of
content-based model. The data from this website is perfect for the application of
DLCF algorithm. The data set includes 384341 users, 89798 books, and 13456139
rating data. The data record is formatted as (UserID, BookID, Rating, Labels).
In this experiment, we choose the data sets with different sparsity. For these
data sets, we choose 80% as training data and 20% as testing data. During the
experiment, we divide the data into 5 parts stochastically for cross-check.

4.2 Algorithm Evaluation Criteria

In general, there are two ways to evaluate the recommendation system. One is
evaluating the distance between predicted rating and users’ actual rating, which
is very common. The other is to evaluate the accuracy of the prediction.



Collaborative Filtering Fusing Label Features Based on SDAE 231

In this paper, we use RMSE (Root Mean Square Error) as the criteria mea-
suring the distance between the predicted rating and the users’ rating, as shown
in equation 11.

1

RMSE = | +—
Il

Y (rug—7)? (11)

u,i)ET

Where 7 represents the set including the existing rating of item ¢ by user w.

To evaluate the accuracy of the algorithm prediction, we use recall@R as the
metric. By choosing the testing users, recall@R sorts the recommended results
and chooses the top R most favored by the users. Then we calculate the ratio of
the number of the items in top R results to total number of the items the users
like. The greater the ratio is, the more effective the performance of the algorithm
is.

number_of iitems_that_users_like_among_top_R

recallQR = (12)

total_number_of _items_that_users_like

4.3 Comparison Model and Experimental Settings

To evaluate the performance of DLCF algorithm, we choose three algorithms
to compare. These algorithms are PMF [9] (collaborative filtering with matrix
decomposition), Tag-CF [16](algorithm combining label information), and DBN
[19](deep learning algorithm without tag). Firstly, we compare the above three
algorithms with DLCF horizontally. Then we observe vertical comparison perfor-
mance of DLCF under different experimental settings. In such case, we conduct
comprehensive evaluation of the performance of each algorithm.

Before making further experimental comparison, we study the parameter
a in (10), which represents the effect factor of user-label matrix in the whole
model. If we set a to 0, it represents that user-label matrix is not put into
consideration. In this case, algorithm is degraded to conventional collaborative
filtering without considering label. In the experiment depicted in this paper,
when the other parameters are fixed, RMSE can be minimized on condition that
a equals to 0.9.

_ Table1: The Effect of Parameter c on RMSE

o RMSE
0 0.98
0.1 0.93
0.5 0.87
0.9 0.82
1.2 0.85
2 0.99

10 1.33
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Other parameters Ay = wy + ¢y, \v = wy,A\Q = wWo,wy = or/oy,wy =
or/oy which represent the regular parameters in the model, are compounded by
other latent parameters. Theoretically, we need to take the value of each latent
parameter, and then calculate the value of Ay,Ay,Ag. However, in practice, we
can set Ay, Ay, Ag to small values respectively. For example, A\y = Ay = A\g =
0.001. Then we adjust them by cross validation in the experiment. The result
proved that such an approach does not produce a significant impact on the
performance of the algorithm.

In the next comparison experiment, we divide experimental data into two
parts according to their different sparsity. Then we compare the performance of
each algorithm based on these two kinds of evaluation methods.

Table 2: Sparsity of Dataset-a and Dataset-b
Dataset-a Dataset-b

Sparsity 97.82% 90.61%

4.4 Horizontal Comparison

The purpose of horizontal comparison is comparing the performance of different
algorithms under the same scenario. For the evaluation metric recall@R, we
compare the performance of each algorithm with different R. For metric RMSE,
we compare the performance by choosing different values of the feature vector
decomposition dimension K. The comparisons above will be experimented on
different data sets with different sparsity.

Firstly, aiming at the performance of these four kinds of algorithms on re-
call@R, we can obviously find that collaborative filtering without auxiliary in-
formation performs the worst. The performance difference between DBN and
Tag-CF is not significant because both of them apply part of auxiliary informa-
tion. DLCF performs significantly better than the other three algorithms because
of fully utilizing of the latent information. Meanwhile, we can also find out that
these algorithms perform better in the dense data sets than in the sparse ones.

Next, evaluating the RMSE for the four algorithms, we find that the situation
is quite similar to that of recall@R. DLCF still outperforms the rest three. Sim-
ilarly, these algorithms perform worse in the sparse data sets than in the dense
ones. We can also find that, on the dense data sets, the performance difference
between DBN and Tag-CF is not so significant compared with the one on the
sparse data sets. Together with above horizontal comparison, we can find that
the key of the performance of the algorithm is whether the algorithm can use
existing data of the latent information as much as possible.
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Fig. 5. RMSE Comparison (dataset-a vs dataset-b)

4.5 Vertical Comparison

Vertical comparison mainly study the effect of key parameters on DLCF. Through
several experiments in vertical comparison, the performance difference based on
recall@R is more significant than the one based on RMSE. So this part focuses on
showing the experiment results based on recall@R. Considering the characteris-
tics of deep learning and collaborative filtering, after the repeating experiments,
this paper chooses middle layer L/2 and model parameter A, in SDAE as the
key parameters.

Firstly, we conduct the experiment aiming at the parameter \,. A\, is used
in SDAE to train the middle layer, which is the key parameter to generate new
label matrix in DLCF. By observing the result, we can find that the value of A,
is neither the bigger the better nor the smaller the better, and there is a range
where the algorithm performs well. When the value of \,, is very small (usually
less than 1), the algorithm performs badly. In this case, the increase of the value
An may improve the performance of the algorithm. However, when the value
of A, reaches after three digits, the improvement is significant by continuing
increasing the value of A,. Similarly, the model performs significantly better in
the dense data sets than in the sparse ones.

At last, we look at the result from the experiment where we set the middle
layer L/2 as observed variable in SDAE. It is obvious that the algorithms perform
significantly better on the dense datasets than on the sparse ones. For the middle
layer, when L/2 equals to 1, the performance is worse than the results where
L/2 equals to 2 or 3 because of the fewer layers. But for the results where /2
equals to 2 or 3, we can find that the performance difference between them is
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very small. With the change of the value R, there are ups and downs on both
sides. In the deep learning model, each time we add a layer in the middle layers,
the complexity will increase, and it will be much harder to call parameters. So in
order to ensure the performance of the algorithm, we don’t recommend adding
too many layers.
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Fig. 6. Recall@R under different A\, (dataset-a vs dataset-b)
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Fig. 7. Recall@R under different L/2 (dataset-a vs dataset-b)

5 Conclusions

Conventional collaborative filtering can’t overcome the problem caused by sparse
matrix. Even if introducing label information, label matrix also has the sparsity
problem, which hasn’t ideal performance. But conventional content-based rec-
ommendation algorithm is not suitable for fusing with collaborative filtering
because of its own characteristics. The ability of extracting deep latent informa-
tion in deep learning model is sufficiently verified in the field of image recognition
and natural language processing.

This paper takes advantage of the characteristics of deep learning model and
improves the information of original data substantially by processing original
label information of items. By combining content-based recommendation model
and collaborative filtering, we propose DLCF algorithm and fully apply deep
learning model to the recommendation system. Meanwhile, the experiments on
real-world data sets show that it can achieve better performance than conven-
tional recommendation model. On the other hand, introducing deep learning
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model undoubtedly puts forward higher requirements for the calling of the pa-
rameters, and the complexity is much higher than conventional model. Future
work will focus on addressing these problems in order to improve the inter-
pretability and engineering significance of the algorithm.
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