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Preface

The 16th event of the Industrial Conference on Data Mining ICDM was held in
New York ( ) running under the umbrella of the World
Congress on “The Frontiers in Intelligent Data and Signal Analysis, DSA 2017” (

).
After the peer-review process, we accepted 26 high-quality papers for oral pre-

sentation. The topics range from theoretical aspects of data mining to applications of
data mining, such as in multimedia data, in marketing, in medicine, and in process
control, industry, and society. Extended versions of selected papers will appear in the
international journal Transactions on Machine Learning and Data Mining (

).
A tutorial on Data Mining, a tutorial on Case-Based Reasoning, a tutorial on

Intelligent Image Interpretation and Computer Vision in Medicine, Biotechnology,
Chemistry and Food Industry, and a tutorial on Standardization in Immunofluorescence
were held before the conference.

We would like to thank all reviewers for their highly professional work and their
effort in reviewing the papers.

We also thank the members of the Institute of Applied Computer Sciences, Leipzig,
Germany ( ), who handled the conference as secretariat. We
appreciate the help and understanding of the editorial staff at Springer, and in particular
Alfred Hofmann, who supported the publication of these proceedings in the LNAI
series.

Last, but not least, we wish to thank all the speakers and participants who con-
tributed to the success of the conference. We hope to see you in 2018 in New York at
the next World Congress on “The Frontiers in Intelligent Data and Signal Analysis,
DSA 2018” ( ), which combines under its roof the fol-
lowing three events: International Conferences Machine Learning and Data Mining,
MLDM, the Industrial Conference on Data Mining, ICDM, and the International
Conference on Mass Data Analysis of Signals and Images in Medicine, Biotechnology,
Chemistry and Food Industry, MDA.

July 2017 Petra Perner

www.data-mining-forum.de
www.

worldcongressdsa.com

www.ibai-
publishing.org/journal/mldm

www.ibai-institut.de
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Incorporating Positional Information into Deep
Belief Networks for Sentiment Classification

Yong Jin , Harry Zhang , and Donglei Du1 1 2

1 Faculty of Computer Science, University of New Brunswick, Fredericton, NB,
Canada, E3B 5A3

{yjin1,hzhang}@unb.ca,
2 Faculty of Business Administration, University of New Brunswick, Fredericton, NB,

Canada, E3B 5A3
ddu@unb.ca

Abstract. Deep belief networks (DBNs) have proved powerful in many
domains including natural language processing (NLP). Sentiment classi-
fication has received much attention in both engineering and academic
fields. In addition to the traditional bag-of-word representation for each
sentence, the word positional information is considered in the input. We
propose a new word positional contribution form and a novel word-to-
segment matrix representation to incorporate the positional information
into DBNs for sentiment classification. Then, we evaluate the perfor-
mance via the total accuracy. Consequently, our experimental results
show that incorporating positional information performs better on ten
short text data sets, and also the matrix representation is more effec-
tive than the linear positional contribution form, which further proves
the positional information should be taken into account for sentiment
analysis or other NLP tasks.

Keywords: Deep belief networks, Sentiment classification, Positional
information, Matrix representation

1 Introduction

Sentiment classification task is a popular research issue in the NLP community,
which is to determine the sentiment polarity of a text. The fast growing amount
of online opinion resources, such as product review sites and social media web-
sites, has produced much interest on the task of sentiment classification [8,6,18].
Therefore, people in academic and engineering areas are paying attention to
develop an automatic system that can identify the polarities of the opinions.

Various techniques have been applied in sentiment analysis area, including
traditional machine learning approaches, language models [11,19], and the re-
cently developed deep learning methods, such as deep neural networks [2], deep
belief networks [15], recursive matrix-vector model [16], and recursive deep net-
work [17]. Pang et al use three traditional machine learning methods: naive
Bayes (NB), maximum entropy (ME) classification, and support vector machines

© Springer International Publishing AG 2017

DOI: 10.1007/978-3-319-62701-4_1
P. Perner (Ed.): ICDM     2017, LNAI 10357, pp. 1–15, 2017.

1



(SVMs) for movie sentiment classification [10]. Raychev and Nakov introduce a
novel language independent approach to the task of determining sentiment po-
larities of the author’s opinion regarding a specific topic in natural language
texts [12]. It intakes the positional information into NB classifier. In particular,
it introduces a method to measure the positional importance, that is, instead of
value one, the occurrences of the words at different positions contribute different
values to their frequency values in the sentence. The DBN [5] is an effective deep
learning approach consisting of multiple layers of hidden variables, which are ac-
commodated to abstract higher representations from the raw inputs. Sarikaya et
al use additional unlabeled data for DBN pre-training and combine DBN-based
learned features for text classification [15].

Some researchers consider the word order information into several different
NLP tasks. Pahikkala et al introduce a framework based on a word-position ma-
trix representation of text for natural language disambiguation tasks [9]. Specif-
ically, in disambiguation tasks, each input example is consisting of a word to
be disambiguated and its surrounding context words, then a kernel function is
applied to map the features. Johnson and Zhang propose an effective way of bag-
of-words conversion into convolutional layer to exploit the word order of text for
text categorization using convolutional neural networks (CNNs) [7]. In detail,
the region representation called seq-CNN is to embed text regions into low di-
mensional vector space. Meanwhile, considering the model becomes too complex
and the training is too expensive, they provide an alternative way bow-CNN to
perform bag-of-words conversion to make region vectors.

In this paper, we propose two ways to incorporate the positional information
into DBNs for sentiment classification. Firstly, inspired by [12], we propose a new
linear positional contribution form by scale normalization. Secondly, motivated
by the work in [9,7], we propose a new word-to-segment matrix to denote a sen-
tence, in which each sentence is divided into several segments (not convolutional).
We do not consider the word order within each segment, but the segment order
is represented using the word-to-segment matrix. Overall, this paper explores
the effect of positional information on the sentiment classification task for short
texts such as Twitter messages. Compared to the basic bag-of-word representa-
tion, the word positional information will capture some grammar information of
a text.

The rest of the paper is organized as follows. In Section 2, we introduce
three types to represent positional information; In Section 3, the experiments
and results are described in detail; In Section 4, we come to the conclusion and
discuss some future work.

2 DBN Incorporating Positional Information

2.1 Positional Contribution

Typically, a word is a grammar component in a sentence, and it has neighboring
words resulting in different combinations of words, which means each word has a



positional contribution value in the sentence. Basically, a word should be assigned
a relatively higher weight as its position occurrence increases in the sentence.
The reason is that when we read the first word, the sentence’s sentiment polarity
is not clear at all, but when we go to the last word after reading all previous
words, the sentiment polarity becomes unambiguous.

The positional information has been introduced into the NB classifier [12]
in the form of Eq. 1, in which a simple linear interpolation is used to measure
the position-dependent information in a sentence. Suppose the vocabulary has
N word attributes, Wj denotes the jth word (attribute) in the vocabulary, and
it has value of xj that is equal to zero when word Wj does not exist in the
sentence, otherwise it is calculated via Eq. 1.

xj = q0 + q · p
n
, q0 ≥ 0, q > 0, j = 1, 2, ..., N, (1)

where q0 represents some constant value from the starting position of the sen-
tence, and q is the position fractional weight, p is the position occurrence of word
Wj in the sentence, n is the length of the sentence.

In order to normalize the values from Eq. 1 within the same scale, we force
the value xj to fall in the range of [0, 1] (scale normalization). So we propose a
new positional contribution form described in Eq. 2.

xj = θ + (1− θ) · p
n
, 0 ≤ θ ≤ 1, (2)

where p and n represent the same as those in Eq. 1, θ is the ratio between the
word’s presence and its positional contribution within the range of [0, 1]. When
θ = 0, the value only represents the positional contribution, while it means the
traditional presence value if θ = 1. Actually, the form of Eq. 2 is a special form
of Eq. 1 just through the assumption of q + q0 = 1, but it has two parameters.
However, given that 0 < p ≤ n is correct for each sentence because p represents
the word’s position in a sentence while n denotes the length of the sentence, this
form offers the flexibility to adjust the ratio θ to assign the value into the interval
of [0, 1] that is fed into the DBNs. Each sentence incorporating the positional
contribution is represented by an N -dimensional vector.

2.2 Matrix Representation

To better represent a sentence with the vocabulary words and incorporate the
word order information into the model, also inspired by the linear transformation
of the word-position matrix representation in the word disambiguation task [9],
we try to use a matrix to represent a sentence. Intuitively, word-to-word matrix
representation is introduced here. Suppose that a sentence is represented by an
N*N matrix M with the following two definitions:

– Mii = 1, if the word Wi exists in the sentence, otherwise is 0, for i = 1, 2,
..., N ;

Incorporating Positional Information into Deep Belief Networks 3



– Mij = 1 ,if the word Wi occurs before Wj with only one space (the two words
are neighbors in the sentence), otherwise is 0, for i, j = 1, 2, ..., N (i is not
equal to j).

The word-to-word matrix representation can exactly describe the word order
in each sentence. However, because there is normally a large vocabulary size for
each training data set, the word-to-word matrix representation will consequently
result in an extremely large size of input for training. Specifically, if the vocab-
ulary size is N , the word-to-word matrix will be N2, then the training time will
be squarely increased, which will also cost too much memory of the computer.

In order to decrease the dimension size, we come up with an idea: each
sentence is roughly divided into three segments in grammar order of the sentence.
For example, the sentence “the cat sat on that mat” is divided into three segments
as: segment 1 of {“the cat”}, segment 2 of {“sat on”}, and segment 3 of {“that
mat”}. In this case, we do not consider the word order in a local region (within
each segment), but we take into account the order information of the three
segments in the sentence, which will not lose much information for short texts,
and meanwhile the dimensional size is not too large.

Hence, we propose a simplified form of word-to-word matrix representation
called word-to-segment matrix representation. But there is still some difference
between word-to-word and word-to-segment: word-to-word is denoted by a 0-
1 matrix, while word-to-segment would distinguish word’s impact on different
segments (detailed in the later matrix definitions). Based on the different impact
relationship values, we propose two types of matrix representations. Considering
the words in a sentence are normally organized in a logical order, and also to
simplify the problem, the number of segments is not defined from the grammar
view, but from the view that the number of words in each segment would be
approximately similar. Specifically, let nSeg denote the number of segments, n
is the sentence length for a specific sentence. Then we define nSeg as below:

– If n < nSeg, then each segment is at most one word in the sentence, for
example, the sentence “love it” to be divided into three segments, then
the first segment is {“love”}, the second segment is {“it”}, while the third
segment is empty;

– If n ≥ nSeg, the length of each segment segLen (except for the last segment)
is defined as the floor integer of n over nSeg. In detail, for the segment k
through 1 to nSeg − 1, the position of segment k in the sentence is from
1+ (k− 1) ∗ segLen to k ∗ segLen; while for the segment nSeg, the position
is from k ∗ segLen + 1 to n. For example, a sentence “it is the best” to be
divided into three segments in order is {“it”}, {“is”}, and {“the best”}.

There are two types of impact definitions introduced here. Let the word-
to-segment matrix denoted by M (each column represents each word in the
vocabulary and each row denotes each segment), its element value is defined in
the following two types accordingly. For both two types’ definitions, Mij = 1
when the word Wj occurs in the segment i for i = 1,2,3 and j = 1,2, ..., N ,



which means this word has full impact on its own segment. The word’s impact
on different segments is described below.

To clearly explain the word-to-segment matrix representations, we take the
previously mentioned sentence “the cat sat on that mat” for example, and assume
the vocabulary is {“are”, “cat”, “mat”, “on”, “sat”, “take”, “that”, “the”} with
size N = 8. The first type is illustrated in Table 1, where the word-to-segment
matrix M has size of 3*8 (same in Table 2, and also the empty cells are zeros).
In Table 1, the words existing in the first segment(S1: “the cat”) have no impact
on the latter two segments, the words in the second segment (S2: “sat on”) have
impact value of a on the first segment, and the words in the third segment (S3:
“that mat”) have impact on both the second and first segments with impact
values a and b respectively. Given that the distance between the third segment
and the first segment is larger than that between the third segment and the
second segment, the impact values should satisfy the condition of 0 < b < a < 1.

Table 1: Type one of word-to-segment matrix representation for one sentence
(matrix1)

Segment are cat mat on sat take that the words

S1 1 b a a b 1 “the cat”

S2 a 1 1 a “sat on”

S3 1 1 “that mat”

The second type is shown in Table 2. Another reasonable assumption is that
a word in the segment not only has impact on its previous segment but also
on its latter segment, but does not have impact on its remote segment (e.g.,
the first and the third segments). Furthermore, the three segments do not have
the same impact on each other because they locate in different positions of the
sentence. Specifically, the words in segment 1 (or segment 3) have impact on
segment 2 with value c (or e), and the words in segment 2 have impact on both
segment 1 and segment 3 with value d. The impact values have the restriction
of 0 < c < d < e < 1.

Table 2: Type two of word-to-segment matrix representation for one sentence
(matrix2)

Segment are cat mat on sat take that the words

S1 1 d d 1 “the cat”

S2 c e 1 1 e c “sat on”

S3 1 d d 1 “that mat”

Incorporating Positional Information into Deep Belief Networks 5



2.3 DBN settings

Through the definitions of the above two types of word-to-segment representa-
tions for each sentence, the input into the DBN model is transformed via the
average operation over each column of the matrix. That is, each sentence is
represented by an N -dimensional vector and each element value equals to the
average of corresponding column of the three segments, which not only keeps
the same size of input features as the original bag-of-words representation, but
also contains the prior segment order information of the sentence.

Therefore, compared to traditional bag-of-words representation, there are
overall four kinds of inputs: baseline bag-of-words representation, positional rep-
resentation, matrix1 representation and matrix2 representation. The inputs are
then fed into our DBNs respectively for further experimental comparison.

The DBNs introduced in our experiments are similar in [5], which includes
RBMs to train the initial weights in an unsupervised way and then transmitted
to ordinary neural networks for back propagation. In the DBNs for sentiment
classification, from the visible input to the penultimate layer, we accommodate
the widely used sigmoid function as the hidden neuron in Eq 3.

ϕ(v) = sigm(v) =
1

1 + e−v
, (3)

where v is the independent variable for sigmoid function ϕ.
Besides, there are some function options from the penultimate layer to output

layer, such as softmax, and sigmoid functions. However, the sigmoid function
proves to be more effective in both neuron models in this paper, which is written
as Eq 4.

LabelS = sigm(wout · S + bout), (4)

where wout is a weight matrix connecting the output layer and its previous hidden
layer, bout is the corresponding bias vector, and S represents the “Sentence” of
the penultimate layer, and LabelS is finally calculated as a C-vector (C is the
number of classes) in which the largest value indicates its class.

The training process of DBNs is divided into two steps [5]: unsupervised
RBM training and supervised neural network training. The first step follows
the practical guide written by Hinton [4], and the second one is actually the
traditional back propagation, a widely applied method to fine-tune the weights,
introduced by Rumelhart et al [13]. Specially, for each data set, the same size of
input is fed into the DBNs, so the running time difference lies in the computation
of different input transformations that will not cost much time compared to
DBN training. Therefore, here we focus on their classification performance on
total accuracy.

3 Experiments and Results

In this section, we design a variety of experiments to verify the power of posi-
tional information of sentences in the DBNs. Then the experimental results are



compared from different angles to analyze the effect and sensitivity of positional
information for sentiment classification.

3.1 Data Collection and Pre-processing

We mainly focus on short text sentiment classification since the positional repre-
sentation and word-to-segment matrix representation described above will lose
some important effect for long text sentiment analysis. Therefore, several short
text data sets, e.g. Twitter messages, are selected here for implementations.

(1) STS-T: Stanford Twitter Sentiment (STS) Test Set [14], a manually anno-
tated data set of STS with positive and negative labels.

(2) STS-G: a gold data set extracted from STS with positive and negative la-
bels [14].

(3) SST: Sentiment Strength Twitter data set [14], including three sentiment
labels (positive, negative and neutral). We will use the data set as two, one
is tri-class data set and the other is binary class removing neutral tweets.

(4) HCR: Health Care Reform (HCR) Twitter data set [14], including three
classes (positive, negative and neutral). Similar as (3), the data set is used
a tri-class set and a binary class set.

(5) FT: Full Twitter data [1],including three classes (positive, negative and neu-
tral). Similar as (3), the data set is used of tri-class data set and binary class
data set.

(6) GT: Game Tweets regarding the video games, are real-time collected and
labeled by us with three labels (positive, negative and neutral). Also, this
data set is used for tri-class and binary data sets.

(7) HCR2, SST2, FT2, GT2: These four data sets are respectively derived from
HCR, SST, FT and GT with neutral tweets removed for binary classification.

Each raw data set needs to be pre-processed for training the model. Firstly,
all characters are converted to lowercase since upper case and lower case have
no differences for sentiment polarities; Secondly, the URLs in the data set are
removed, because they do not make much sense for the sentiment; Thirdly, we
transform some acronyms and abbreviations to their completely expanded forms.
For example, “i’ve” is replaced by “i have”, “can’t” or “cannt” is “can not”,
“won’t” or “wont” is “will not”, “shouldn’t” or “shouldnt” is “should not”, with
details in Table 3. In this way some meaningful words especially the negation
word “not” are kept as they are essential for sentiment. Finally, some punctu-
ations, such as @, /, |, $, are deleted as well since they contribute little to the
text sentiment.

After the above pre-processing, we need to obtain initial trainable data that
can be directly used in DBNs. Since Twitter texts are all limited to 140 characters
long, each word in one Twitter text occurs only once for most of the time, so
the vocabulary of each data set is extracted as attributes, each word token is
denoted by its presence or not, and then each sentence (training example) can
be represented by a vector where the element is one if the word exists in it,
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Table 3: Corresponding expanded forms for abbreviations
abbrev. expanded forms abbrev. expanded forms

i’ve i have won’t/wont will not
i’m i am wouldn’t/wouldnt would not
i’ve i have shouldn’t/shouldnt should not
i’ll i will can’t/cannt can not
it’s it is couldn’t/couldnt could not
let’s let us isn’t/isnt is not
she’s she is wasn’t/wasnt was not
he’s he is aren’t/arent are not
she’ll she will weren’t/werent were not
he’ll he will don’t/dont do not
you’ve you have doesn’t/doesnt does not
there’re there are didn’t/didnt did not
there’s there is haven’t/havent have not

otherwise zero (filtered by the StringToWord in Weka 3.6.12 [3]). Besides, the
sentence’s label is denoted by a vector with value one at corresponding position
and zeros elsewhere. For example, here is an example with positive label in a
binary classification task, then its label vector (output) can be defined as (1, 0)
in which the first element denotes positive while the second element is negative.

Table 4: Summary statistics of data sets used in the experiments

Data set size N avgL maxL C class sizes mini-batch

STS-T 495 2067 14.5 32 3 179/139/177 11
STS-G 2000 1172 16.4 33 2 632/1368 50
HCR 2300 1018 18.8 32 3 541/400/1359 46
HCR2 1900 1084 19.1 32 2 541/1359 38
SST 4000 985 16.6 37 3 1251/1800/949 50
SST2 2200 1030 17.6 37 2 1251/949 44
FT 5000 1066 14.0 34 3 1664/1664/1672 50
FT2 3250 1162 15.2 34 2 1625/1625 50
GT 12000 929 13.8 33 3 3983/4013/4004 50
GT2 8000 984 14.3 33 2 3984/4016 50
*size: number of examples; N : number of words extracted as the vocabulary;
avgL: average text length; maxL: maximal text length; C: number of classes;
class sizes: number of examples for positive/neutral/negative if C = 3,
otherwise for positive/negative if C = 2; mini-batch: the size of mini-batch
for each data set in the experiments.



3.2 Results and Analysis

In this paper we implement the experiments based on the following four model
variations:

(1) DBN-presence: DBN model with the basic bag-of-words representation (pres-
ence / non-presence) as input with θ = 1 in Eq. 2.

(2) DBN-position: DBN model with the vocabulary incorporating the word’s
presence and positional contribution value as input with 0 ≤ θ < 1 in Eq. 2.

(3) DBN-matrix1: DBN model with the average of first type word-to-segment
matrix representation as input. Each word attribute has value one if existing
in its own segment of the sentence (full impact on its own segment), while it
only has impact on its all preceding segments. That is, the words existing in
the first segment have no impact on the other two segments, the words in the
second segment have some impact (value a) on the first segment, and finally
the words in the third segment have impact on both the second and first
segments with decreasing impact values of a and b respectively in Table 1,
with the restriction of 0 < b < a < 1.

(4) DBN-matrix2: DBN model with the average of second type word-to-segment
matrix representation as input. Each word attribute has value one if it ex-
ists in its own segment of the sentence, and also has impact on its nearest
segment(s) including its preceding and posterior segments with the impact
values of c, d, e with 0 < c < d < e < 1 in Table 2.

We perform the above four models on ten data sets listed in Table 4. The DBN
structure is manually set to consist of two hidden layers. Specifically, it is: input
(visible units) → 400 hidden units → 100 hidden units → output layer (class
labels). Meanwhile, the NB classifier is also performed for reference comparison.
On the other hand, to speed up the experiments in this paper, each data set is
performed using five-fold cross validation (four for training and one for testing)
to obtain an average accuracy. For some hyper-parameters in our experiments,
firstly in RBM unsupervised training, the momentum is 0.1 and learning rate
is 0.1, the number of epochs is set as 50. Secondly, for supervised BP training,
the mini-batch sizes are listed in Table 4, the sparsity penalty parameter is 0.1,
and the maximum number of epochs is 500 with 10−6 as the convergence control
based on early stopping rule.

We firstly manually set the parameters for the classification results and give
a comparison among different DBN model variations. Each accuracy value in the
following tables is average total accuracy of cross validation. Then, we perform a
range of experiments to analyze the effect of parameters with respect to θ, (a, b),
and (c, d, e), investigating whether there exist some hidden patterns for these
parameters in different data sets or whether they are robust to the classification
performance. The DBNs are performed on the platform of MATLAB 2014a and
the NB model is performed in Weka 3.6.12 in the PC of 64-bit OS, Intel Core
i5-5200U, CPU 2.20GHz, and RAM 8.0GB.
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Classification Results. To obtain the classification results, we set the parame-
ters for each data set listed in Table 5 for experimental results through a number
of tests.

Table 5: Positional parameters of each data set used in the experiments
Model Position (θ) Matrix1 (a, b) Matrix2 (c, d, e)

STS-T 0.3 (0.6, 0.1) (0.3, 0.4, 0.6)
STS-G 0.6 (0.8, 0.3) (0.3, 0.4, 0.8)
HCR 0.9 (0.6, 0.5) (0.2, 0.5, 0.7)
HCR2 0.6 (0.8, 0.3) (0.2, 0.5, 0.8)
SST 0.8 (0.4, 0.3) (0.2, 0.4, 0.7)
SST2 0.3 (0.8, 0.1) (0.2, 0.5, 0.7)
FT 0.4 (0.6, 0.1) (0.3, 0.5, 0.8)
FT2 0.9 (0.8, 0.3) (0.2, 0.5, 0.8)
GT 0.7 (0.6, 0.5) (0.2, 0.5, 0.8)
GT2 0.7 (0.8, 0.3) (0.2, 0.4, 0.7)

The classification results of different model variations on the ten data sets
are shown in Table 6. Note that the NB classifier is performed based on the
presence/non-presence word features of each data set. The accuracy values of
the three models (DBN-position, DBN-matrix1, DBN-matrix2) are respectively
compared with DBN-presence using a two-tailed t-test. The numbers followed
by the sign * indicate the accuracy passes the t-test at the significance level
of 95% for each data set. The results indicate that all the four DBN models
perform better than the NB model (average 63.74%). Meanwhile, DBN-matrix2
has a relatively highest average accuracy (68.26%) for all the data sets, and
DBN-presence performs worse than the other three DBN models.

In Table 7, an explicit comparison among the four model variations is sum-
marized, where w/l/t indicates that the model wins in w data sets, loses in l
data sets, and ties in t data sets. In Table 7, the three rows (DBN-position,
DBN-matrix1, and DBN-matrix2) show their comparisons with DBN-presence
respectively. Especially, because the DBN-presence only has ties or losses with
the other three models, it is omitted in Table 7. To summarize more clearly, the
models are compared in three aspects: all data sets (10), tri-class data sets (5)
(Note: five data sets with three labels: STS-T, HCR, SST, FT, and GT), and
binary data sets (5) (Note: five data sets with only two labels: STS-G, HCR2,
SST2, FT2, and GT2.).

Table 7 shows that DBN-matrix2 performs best on all the ten data sets for
one-by-one comparisons (seven wins and three ties). Besides, the DBN-matrix1
and DBN-position also have four wins and five wins respectively, while the DBN-
presence only has loses or ties. Consequently, it is obvious that the positional
information of sentences exactly provides positive effect on the sentiment classi-
fication issues, and also the second type matrix representation is more effective
than the positional contribution form. On the other hand, the positional infor-



Table 6: Experimental results on classification accuracy (%)

Model NB DBN-presence DBN-position DBN-matrix1 DBN-matrix2

STS-T 66.9 61.01 64.65 * 65.66 * 66.06 *
STS-G 79.7 83.50 84.85 82.60 83.25
HCR 63.1 64.91 66.40 * 65.61 66.33 *
HCR2 74.4 78.11 78.66 78.26 78.89
SST 51.7 53.40 54.45 54.80 55.30 *
SST2 66.5 70.00 71.59 * 71.64 * 72.77 *
FT 47.0 51.16 52.70 * 52.56 * 53.44 *
FT2 63.3 68.18 68.71 68.95 68.92
GT 54.4 57.69 59.93 * 60.73 * 60.71 *
GT2 70.4 75.39 75.83 75.46 76.94 *

average 63.74 66.34 67.78 67.61 68.26

Table 7: Summary of classification accuracy comparisons

Model all data sets (10) tri-class data sets (5) binary data sets (5)

DBN-position 5/0/5 4/0/1 1/0/4
DBN-matrix1 4/0/6 3/0/2 1/0/4
DBN-matrix2 7/0/3 5/0/0 2/0/3

mation seems more effective for tri-class data sets, as DBN-matrix2 has five wins
for all the five tri-class data sets, and DBN-position and DBN-matrix1 have four
wins and three wins out of five respectively. While the results for binary data sets
are not so good as tri-class data sets. It is probably because the word position
and the word order will account more exact information for the sentiment. So the
more positional information is integrated, the better for multi-class sentiment
classification.

In essence, the positional contribution form and word-to-segment matrix rep-
resentation are different ways to describe the word positional information of a
sentence. For positional contribution form, the contribution values are linearly
augmented as the position increases; for matrix1 representation, the words have
relatively larger weights in the latter segments, but they are the same in the
same segments; while for matrix2 representation, the words in the middle seg-
ments have largest weights since they play impact on both its previous and latter
segments. To summarize, the word positional representations improve the word
presence features for short text sentiment classification.

Effect of Parameters. In our experiments, there are some important param-
eters which need to be set manually. Whether the results are sensitive to the
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parameters needs further investigation. Hence, we perform a variety of experi-
ments in DBNs to examine the effect of parameters.

Firstly, we investigate the effect of position parameter θ in Eq. 2. Here the
values are set from 0.0 through 1.0 with the interval of 0.1. Each data set is
performed with five-fold cross validation for each parameter. The results are
shown in Table 8.

Table 8: Classification accuracy of four data sets vs. position parameter

θ 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

STS-T 63.03 58.18 63.03 64.65 61.21 61.01 60.81 61.62 57.37 57.37 61.01
STS-G 81.65 82.30 82.75 83.00 83.50 83.50 84.85 82.85 84.25 83.75 83.50
HCR 64.30 64.96 64.74 66.00 64.83 65.91 65.78 65.00 64.61 66.43 64.91
HCR2 77.89 77.32 76.95 77.95 78.42 78.05 78.66 78.11 78.16 78.00 78.11
SST 52.05 51.80 53.85 53.33 53.78 53.73 53.80 54.33 54.45 52.50 53.40
SST2 69.95 70.82 71.00 71.59 71.41 70.82 71.05 71.09 70.45 69.91 70.00
FT 49.88 49.96 51.28 52.18 52.70 51.10 52.28 51.42 51.44 51.90 51.16
FT2 66.83 68.68 67.69 68.43 68.52 67.91 68.09 68.55 67.57 68.71 68.18
GT 56.18 58.85 57.74 58.93 59.66 59.81 59.10 59.93 59.58 59.34 57.69
GT2 74.00 74.59 75.84 74.15 74.76 75.05 75.43 75.83 75.58 74.53 75.39

Table 8 shows the effect of position parameter θ on the average classification
accuracy of the ten data sets. In this table, the last data column for each data set
with position ratio at 1.0 represents the traditional bag-of-words representation
(presence), and the bold number is the highest accuracy value in each row. It
means that different ratio values between the word’s presence and its positional
contribution have different contributions to the text’s sentiment. Normally, if
θ is relatively bigger, less positional information is integrated, while the word
contributes more information if θ is smaller. It indicates that, the parameter
value of θ needs a careful investigation for each data set. In Table 8, the θ value
corresponding with the bold number for each row is selected for the comparison
on the previous classification results (similar in Table 9 and Table 10).

Secondly, the matrix1 representation is investigated for the values of a = 0.2,
0.4, 0.6, 0.8 and b = 0.1, 0.3, 0.5, with the restriction of 0 < b < a < 1. Table 9
shows the results of accuracy on each set of (a, b). For instance, the data set
of STS-T has the highest average accuracy of 65.66% at (0.6, 0.1) among all
the nine parameter settings for matrix1 representation. It gives a picture of the
sensitivity for the values of (a, b) on the performance and provides evidence to
choose good parameters.

Finally, the matrix2 representation is performed with the parameter values
of c = 0.1, 0.2, 0.3, d = 0.4, 0.5 and e = 0.6, 0.7, 0.8. The accuracy results of
each set of (c, d, e) are given in Table 10. For example, the parameter setting
(c = 0.3, d = 0.5, e = 0.8) reaches the highest accuracy 53.44% for FT data set.



Table 9: Classification accuracy of four data sets vs. matrix1 parameters

(a, b) (2,1) (4,1) (6,1) (8,1) (4,3) (6,3) (8,3) (6,5) (8,5)

STS-T 64.44 60.00 65.66 64.85 61.21 65.45 64.65 65.25 63.84
STS-G 68.40 68.40 72.15 71.40 73.35 74.20 82.60 77.85 81.90
HCR 62.13 65.48 65.26 65.13 64.74 64.17 65.09 65.61 64.57
HCR2 72.63 73.53 77.53 77.26 77.42 76.89 78.26 78.21 77.63
SST 54.23 53.78 52.83 51.10 54.60 52.70 53.40 53.25 53.78
SST2 62.27 70.64 70.09 71.64 70.82 71.05 70.77 69.41 69.91
FT 45.82 49.84 52.56 51.48 50.42 51.72 52.12 49.78 52.36
FT2 48.92 52.55 58.49 65.02 52.00 65.26 68.95 67.45 68.28
GT 46.17 48.72 55.51 59.79 51.37 50.78 60.05 60.73 59.97
GT2 64.08 64.99 70.78 75.16 74.75 74.91 75.46 71.26 75.44

*E.g.(2,1) indicates that (a, b) is (0.2, 0.1), others are similar.

The results of different parameter settings not only show how to choose
the parameters, but also demonstrate these parameters play a significant role
in DBN models, because the performance results are not very robust to those
parameters. Furthermore, it is possible that some other better parameters are
not included in our experiments since it is difficult to perform all experiments
with exhaustive parameter searching. However, it is really necessary to point out
that the positional information (positional contribution and word-to-segment)
affects the sentiment classification positively if we set the right parameters.

4 Conclusions and Future Work

In this paper, we propose several ways to incorporate the positional information
of texts into DBNs with four model variations for sentiment classification and
perform a variety of experiments to verify the effect of positional information
towards the sentence sentiments. By choosing the good parameters, the exper-
iments reveal that the word position and word order do provide positive effect
on the classification performance. The results indicate that the traditional bag-
of-words representation can be improved by incorporating some positional infor-
mation represented by the word positional contribution form and the word-to-
segment matrix representation. Also, it can be seen that positional information
works more effective for tri-class classification compared to binary classification.
In other words, each word attribute in a sentence has different effect for sentence
sentiment.

In the future, this work can be improved from the following views: (1) For
the positional representation, the linear positional transformations implemented
in this paper seem too simple, and some more sophisticated curve functions (e.g.
logit function or symmetrical function) probably perform relatively better; (2)
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Table 10: Classification accuracy of four data sets vs. matrix2 parameters

(c, d, e) (1,4,6) (1,4,7) (1,4,8) (1,5,6) (1,5,7) (1,5,8) (2,4,6) (2,4,7) (2,4,8)

STS-T 61.62 65.66 65.86 64.04 60.81 62.02 65.25 65.05 59.80
STS-G 69.20 68.40 82.75 71.35 82.25 83.10 78.60 73.70 79.95
HCR 65.78 65.43 64.43 65.09 64.70 65.35 64.65 65.22 65.17
HCR2 77.00 77.95 77.95 77.00 77.11 76.68 77.68 77.16 76.68
SST 54.15 53.98 52.98 52.90 53.45 53.15 53.15 55.30 53.23
SST2 70.41 71.45 71.41 71.36 71.45 71.14 72.14 72.32 71.64
FT 49.80 51.92 52.18 50.14 50.96 53.00 52.82 50.58 52.44
FT2 67.66 68.43 68.40 63.66 68.09 68.28 66.95 65.02 64.28
GT 58.40 55.41 54.12 57.57 55.90 58.96 56.08 56.79 58.34
GT2 71.94 76.06 76.35 70.89 75.59 75.15 76.15 76.94 71.40

(c,d,e) (2,5,6) (2,5,7) (2,5,8) (3,4,6) (3,4,7) (3,4,8) (3,5,6) (3,5,7) (3,5,8)

STS-T 63.23 62.42 64.04 66.06 64.04 63.64 61.41 64.85 61.21
STS-G 81.20 83.10 83.15 82.20 79.30 83.25 83.15 83.20 77.70
HCR 63.91 66.33 65.22 65.57 64.22 65.30 65.30 64.87 65.00
HCR2 77.79 77.47 78.89 77.00 75.21 76.63 77.42 76.74 77.68
SST 54.13 53.65 53.60 54.39 53.08 53.40 54.05 53.28 53.13
SST2 72.36 72.77 71.36 71.14 68.32 70.14 72.05 72.14 71.68
FT 52.24 52.86 52.42 53.14 51.76 52.96 52.72 52.40 53.44
FT2 66.03 67.23 68.92 64.89 67.91 67.26 66.31 68.43 68.03
GT 58.40 56.28 60.71 43.08 60.21 60.31 59.19 56.75 56.06
GT2 75.54 75.99 76.29 76.15 75.80 75.74 76.20 76.30 75.26
*E.g. (1,4,6) means (c, d, e) is (0.1, 0.4, 0.6). Similar to other numbers.

Try to extend the matrix representation into a row vector for each sentence (even
though it will be an extremely large sparse matrix and cost much memory during
the training, this is an approach), letting each element value in the matrix be a
single feature into the model; (3) Only three segments are introduced here, more
segments (e.g. four or more segments) for a sentence (or long text) may be more
reasonable, which will probably account more word order information into the
model. These will be some of our future research directions.
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Abstract. The problem of modeling the continuously changing trend-
s in finance markets and generating real-time, meaningful predictions
about significant changes in those markets has drawn considerable inter-
est from economists and data scientists alike. In addition to traditional
market indicators, growth of varied social media has enabled economists
to leverage micro- and real-time indicators about factors possibly influ-
encing the market, such as public emotion, anticipations and behaviors.
We propose several specific market related features that can be mined
from varied sources such as news, Google search volumes and Twitter. We
further investigate the correlation between these features and financial
market fluctuations. In this paper, we present a Delta Naive Bayes (DNB)
approach to generate prediction about financial markets. We present a
detailed prospective analysis of prediction accuracy generated from mul-
tiple, combined sources with those generated from a single source. We
find that multi-source predictions consistently outperform single-source
predictions, even though with some limitations.

Keywords: Market prediction; Multiple social media; Features combi-
nation; Google trends; Twitter burst; News sentiment.

1 Introduction

Predictions concerning financial markets are complicated by their inherent volatil-
ity. Capturing signals of this volatility and providing proper estimates about
‘market flips’ is of prime interest to economists. This problem has attracted
great interest from researchers in diverse disciplines such as economics, statistics
and data science. Consequently this has led to a wide variety of methods aimed
at modeling stock markets [11, 16, 17, 20, 23].

In most of the traditional approaches, researchers characterize the stock mar-
ket by the historical records of prices and try to find signatures that indicate
rising or falling prices based on this historical time series. However, such finan-
cial time series methods are generally incognizant of human indicators, such as
public reaction, and have frequently been found wanting in their accuracy at
predicting sudden, large changes in market value [4]. Recently, with the perva-
sive growth of social media [6, 14] which allow individuals to readily express their
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sentiments [21], views and concerns, real-time mining of such factors has become
possible. Furthermore, different aspects of public sentiment can now be extract-
ed by analyzing multiple social networks. In this paper, we collect and analyze
global search trend data from Google, archived news articles from Bloomberg
News and relevant tweets from Twitter. Using unsupervised methods, we extrac-
t features from these publicly available data sources. Using these features, we
design a set of experiments to investigate the correlations between human be-
havior and market fluctuations in South American markets. With this analysis,
we propose models that predict large changes (events) in market value using the
most informative extracted factors. To be specific, given these three data sources
at day d and historical stock prices for a market, our proposed models attempt
to predict the stock market value of at least day d+ 1.

The key contributions of this paper are:

– We propose a systematic analysis of Google Search Trends, Bloomberg News
and Twitter to gather information about market trends and quantify these
social media trends.

– We identify burst features from Twitter and further group burst features
into burst events. We also investigate and find the correlations of these burst
events with market trends.

– We present Delta Naive Bayes Model to predict finance market fluctuation-
s by fusing multiple social media sources. Though there have been earlier
attempts at investigating combinations of sources for finance related appli-
cations [12, 19], most of the work has focused on surveying datasets. In that
respect, to the best our knowledge, our work is the first not only to compare
sources but also to propose predictive models that leverage multiple sources.

– Finally, we present our findings about the underlying cross-correlation a-
mong market indicators extracted from multiple social media sources and
extensively analyze the information from each data source.

2 Related Work

In this section we review a few works related to the fields of financial time series
analysis, modeling of financial markets and extraction of features from online
data streams.

Financial Time Series Analysis Financial time series analysis has been one of
the most popular approaches to market modeling. Generalized Autoregressive
Conditional Heteroskedasticity (GARCH) models [5] have been widely applied
in the financial domain since the 1980s. Clustering algorithms have been ap-
plied to redescribe time series [11] and identify temporally correlated stocks [1],
methods which we have employed in our data processing. More recently, [17]
proposed information dissipation length as a leading indicator to measure global
instability.



Correlation with Social Media With the recent development and prevalence of
big data platforms [25, 24], adopting data mining tasks on online social networks
has been shown to produce state-of-the-art results. There have been a number
of exploratory analyses correlating social media with stock markets. [16] found
a correlation between transaction volumes of top companies and Google search
volumes of those companies’ names. [12] investigated the correlation of search
query volume and the Dow Jones Industrial Average (DJIA) and found that a
higher search volume of certain finance terms indicates lower DJIA prices. Fur-
ther, [15] found that trading strategies based on the volumes of 98 keywords
from Google Search Trends outperformed random investment with respect to
overall turnover. Recently, [13] study the ”co-movements” between stock prices
and news articles for stock market prediction. [4] calculated public sentiment
from Twitter and found the “calm” sentiment curve has an especially strong cor-
relation with DJIA values. [20] found that the number of connected components
in a constrained subgraph within time-constrained graphs has high correlation
with traded volume. In this paper, we build on the research that suggests that
aggregate search volume and sudden changes in sentiment across social networks
are correlated with financial market performance by combining these factors in
a unified prediction framework.

Feature Fusion With respect to fusion methods, [10] proposed the popular
Kalman Filter approach for linear filtering and prediction problems which mea-
sures multiple sequential sensors to estimate a system’s dynamic states. The
naive Bayes classifier has been recognized as an effective model which can es-
timate class labels for multi-dimensional features based on maximum posterior
probabilities. Hidden Markov models have been applied successfully for temporal
pattern recognition in areas such as sequential images [27]. In our experiment, we
employ and revise the classic naive Bayes model, for feature fusion and finance
prediction.

3 Feature Extraction

The first step in our method is to extract features from social medias. As shown
in Figure 1, each data source requires processing to become a time series which
we use for prediction. For articles from Bloomberg News, we use topic model-
ing, natural language processing and sentiment analysis to estimate values for
economic indicators. For Google data, we employ Lasso regression to determine
which terms from our custom set of finance related terms are the most infor-
mative. For Twitter, we chain “burst features” into “burst events” and consider
the ones with the greatest hotness degree.

3.1 Google Search Trends

We consider Google search volumes a source for surrogate information about
public feelings towards certain stock indices and concerns about financial futures.
These dynamic trends are potentially important factors which can influence a
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Fig. 1. Overall System Framework.

finance market analysis framework. Several authors have used Google search vol-
umes to predict stock value changes [12, 15, 16]. However, since their approaches
compute search volumes for keywords and phrases using cumulative returns over
a fixed period of time, they are prone to miss the dynamic contribution of key-
words over a search cycle as the importance of those words changes. To find the
most informative terms for each cycle, we use L1-regularization, or Lasso [22] to
filter our dictionary of finance terms. This approach makes our method robust
enough to easily incorporate expert feedback by adding keywords as needed.

Formally, for each of our K keywords we can compute its search volume,
xk(t), at time t. We propose that this volume influences future stock prices,
P (t+ 1), at time t+ 1. We compare the change in market price, ΔP (t+ 1), at
time t+ 1 with the change in search volume of the keywords at time t, Δxk(t).
We express this correlation as a linear equation as shown in Equation 1. ak is
each term’s weight.

ΔP (t+ 1) =
∑K

k=1 akΔxk(t) (1)

Weights are computed for each term using Equation 2 where the best keywords
are the ones with highest, non-zero weights. We fix λ from empirical evaluations
based on the accuracy of the final predictions.1

a = (a1, a2, . . . , aK)

= argmina(
∑

t(ΔP (t)−∑K
k=1 akΔxk(t))2 + λ

∑
k |ak|)

(2)

Since Google search volumes are reported only weekly, they can mask the
general tendency of public queries. We address this problem by considering the
z − score(4) of the Google search volumes for each week as the representative
value for every day of that week. For market prices, which change every day, we
use z−score(30) of each day’s closing price as the value for that day. A z−score

1 For the results reported in this paper we use λ = 0.8.



is defined by:
z − score(n) = (X −M)/Σ (3)

where X is the 1-day difference, M is the trailing n-day moving average of 1-
day differences, and Σ is the standard deviation of those trailing n-day moving
1-day differences. This step aligns the weekly Google Search Trends data with
daily stock price data. It also ensures that variances are measured over roughly
the same amount of time: about one month. By building functions that connect
Google trends with financial market values, we can see how changes in search vol-
ume reflect market changes and furthermore select the most informative features
for prediction.

3.2 Mining Opinion from News Articles

To make these predictions, we are interested in economic features such as interest
rates, inflation rates, GDP, consumer confidence, and foreign investment. Unfor-
tunately, official values for these features are not immediately available which
makes them unusable for real-time economic forecasting. Instead of relying on
values from state-run or research institutions, we employ natural language and
statistical processing on economic news stories published online by Bloomberg
News and consider the processed content a surrogate for the actual, unavailable
data.

We collected 401,923 Bloomberg articles (freely available using their API),
from April 2010 to June 2013. To filter this collection to only articles about finan-
cial news, we employ the popular Latent Dirichlet Allocation [2] topic modeling
algorithm to identify interesting topics. We randomly chose 25,041 articles as
a training set, fixed the number of topics at 30 and computed a set of topics.
We then manually selected the topics most relevant to finance and economics
based on an analysis of the top 30 keywords of each topic. Any document in the
corpus composed of any of the selected topics is considered relevant for financial
prediction.2

Next, we use a suite of natural language processing tools developed by Ba-
sis Technology to perform lemmatization, sentence boundary detection, part of
speech tagging and noun phrase detection on each article. From there, we use a
custom country level dictionary to bin articles by country. This natural language
processing allows us to detect passages that refer to a particular country since
articles may discuss multiple countries. Finally, we use a customized economic
feature dictionary along with noun phrase detection outputs to calculate senti-
ment scores for each feature for each country. These sentiment scores serve as
inputs for our economic predictions.

3.3 Twitter Burst Detection

With the explosion in social media networking, Twitter has quickly evolved as
an invaluable source for reflecting social movements and exhibiting the com-
plex emotions of individuals. Research [4, 20] shows that financial markets are

2 A single document can comprise of at most five topics.
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Fig. 2. Feature cross correlation from Twitter burst events.

closely tied with social movements and, furthermore, driven by human emotions.
Using Twitter, we can detect the most recent dramatic societal movements in
real-time which we represent as Twitter bursts [7]. Analyzing the correlation
between these bursts and market turbulence, we investigate how they correlate
with financial markets. Our entire framework for the Twitter burst detection
involves the following steps:

1. Build the network of burst features: For a given window of time, we employ
TF-IDF to identify burst features and assign each feature with a burst score.

2. Cluster burst features into burst events: Each pair of nodes that are corre-
lated are connected by an edge with weight equal to their correlation score.

3. Calculate surrogate data: We use Twitter volume and sentiment scoring to
measure each burst event’s influence.

Identifying Burst Features Since we are interested in predictions for country-
wide stock markets, we need to determine from which country a tweet was gen-
erated. Though tweets can contain user supplied latitudes and longitudes, most
tweets do not have this data and must be geolocated by other means. To circum-
vent this, we applied another geo-enriching algorithm to our dataset by using the
geocoding tool described in [18]. Once we have a set of tweets for a country of
interest we calculate the ‘burst score’ for each of its terms over time. Each term’s
burst score is calculated using ‘term frequency-inverse document frequency’(TF-
IDF). At given time t, when a term’s |z− score(30)| is greater than a threshold,
it was labeled as a burst feature.

Grouping into Burst Events After calculating burst scores for each term,
we have a set of burst feature vectors denoted by B = {b0, b1, . . . , bl}. We intend
to build a graph, G = (B,E,C), such that nodes are connected by an edge in
E if there exists a strong enough correlation C between the two nodes [26]. We
use Equation 4 to calculate correlation scores where f∗ denotes the complex
conjugate of f and m is the time lag. The results can be seen in Figure 2.

(f ∗ g)[n] =
∞∑

m=−∞
f∗[m]g[n+m] (4)



We only consider vectors whose cross-correlation score is greater than a prede-
fined threshold, 0.1 for our purposes, as highly correlated. We create an edge,
e, between highly correlated vectors with correlation score c. Note that because
only highly correlated vectors (burst features) are connected by edges, grouping
burst features into burst events is transformed into the problem of detecting com-
munities in Twitter networks with each community as a burst event composed
of a set of burst features. We employ the Louvain method [3] for community
detection in Twitter networks.

Measure Event Hotness Degree We consider an event that takes place over
a short period of time with high Twitter volume to be hot. For each event E,
we take the list of burst features fi and their associated Twitter volumes and
calculate the event’s hotness degree. Combining public reaction to this event, we
label an event with optimistic and pessimistic quantifiers. Mathematically, for a
topic with m burst events, Twitter volume vi and negative sentiment accounts
sni, its hotness degree, He(t), at time slot t can be computed according to
Equation 5.

He(t) =
m∑
i=1

vi ∗ sni
t

(5)

4 Ensemble and Prediction

Google search volume is generally considered to be a weather vane of consumer
confidence and public expectations about economic situations, which can serve
as a background detector for market predictions [15, 16]. Internet articles from
companies like Bloomberg News can be a good source for insider opinions, expert
views, important event reports and situation analysis, factors containing more
information and relatively more professional and accurate signals compared to
other social media sources [8]. Finally, Twitter is one of the more popular social
media networks for capturing emerging social movements. Especially for breaking
news, Twitter moves much faster than traditional media [9]. To make full use of
these sources, we construct a feature fusion framework to combine the features
extracted from each: news factors (Fn), Google search volume factors (Fg), and
Twitter event factors (Ft). We expect to obtain an improved performance by
combining these three sources in an intelligent way.

4.1 Feature Fusion

Since our observation features come from three different sources, we consider
them to be independent of each other. As shown in Figure 3, we denote Y =
{yn} as the label of the historical stock price class, where yn represents the
stock price class on day n. We also denote the observation features from Google
Search Trends, Bloomberg News and Twitter as Fg, Fn and Ft, respectively.
We apply a strategy for combining these features, which can be expressed as
xn = (Fg, Fn, Ft)n, where xn is the combination of the three feature observed
on day n − 1. In addition, normalization is required before feature fusion since
Fg, Fn and Ft might be of different scales.
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Fig. 3. Feature fusion: Yn is the state of the market. Fn is news factor. Ft is Twitter
factor. Fg is Google trends factor.

4.2 Stock Discretization

To ensure that periods of high volatility and changes that occur over many
weeks are captured accurately, we calculate z− scores over a time window of 30
days. Based on z − score thresholds, we define stock status as following. When
z − score(30) ≤ −1, we call it as ‘plunge’ status, when z − score(30) ≥ 1, we
call it as ‘surge’ status, otherwise, when |z − score(30)| < 1, we call it ‘flat’
status.

4.3 Delta Naive Bayes Model

Naive Bayes is a well known classifier which, assuming conditional independence
of features, computes the posterior probability of labels for an input feature set.
Unfortunately, the basic naive Bayes model is suboptimal for financial market
predictions because of the highly skewed class distribution. In our training pro-
cess, we found that 78.6% of our features were assigned to the same class. The
result is reasonable considering the stock market values do not often have large,
abrupt value changes.

Algorithm 1 Delta Naive Bayes Model

INPUTS: historical dataset {(xn−L, yn−L), ..., (xn, yn)}, training window size L, and
probabilty threshold t, and most recent observation {xn+1}

OUTPUTS: ŷn+1

1. Using Naive Bayes Model, compute conditional probability matrix P (Y |X) from
s0 = {(xn−L, yn−L), ..., (xn−1, yn−1)};
2. Using Naive Bayes Model, compute conditional probability matrix Q(Y |X) from
s1 = {(xn−L+1, yn−L+1), ..., (xn, yn)};
3. Compute ΔP (Y |X)=abs(Q(Y |X)− P (Y |X));
4. p̄max = maxyj ΔP (Y = yj |X = xn+1);
5. Return ŷn+1 = argmaxyj ΔP (Y = yj |X = xn+1) when p̄max > t; otherwise return
ŷn+1 as ‘flat’.

To overcome this disadvantage, we propose the Delta Naive Bayes Model in
Algorithm 1. Unlike the basic naive Bayes model, this classifier is based on the



Fig. 4. Performance with single news, two sources and three sources respectively on
multiple countries. The upper row shows the plunge status prediction performance,
with the left one present average F1 measure, and the right one present maximal F1

measure. The middle row shows the flat status performance. The bottom row shows
the surge status performance.

incremental change of the posterior probability instead of the posterior probabili-
ty itself. For the nth time step in the discretized series, we compute P (Y |X) and
Q(Y |X) on the historical datasets s0 = {(xn−L, yn−L), . . . , (xn−1, yn−1)} and
s1 = {(xn−L+1, yn−L+1), . . ., (xn, yn)}, respectively. The difference between s0
and s1 is represented by ΔP (Y |X) = Q(Y |X)−P (Y |X). For a new observation
xn+1, we don’t use P (Y |X) or Q(Y |X) directly as the classifier. Instead, we first
check the maximal value of the conditional probability, p̄max = maxyj

ΔP (Y =
yj |X = xn+1). If p̄max is larger than some predefined threshold t, yn+1 will be
predicted as:

ŷn+1 = argmax
yj

ΔP (Y = yj |X = xn+1).

Otherwise, yn+1 will be predicted as ‘flat’ state.

As we can see, the only difference between dataset s0 and s1 is that the point
(xn−L, yn−L) is replaced with the most recent point (xn, yn). Hence the differ-
ence of the two conditional probability matrices P (Y |X) and Q(Y |X) should be
quite small. This helps explain why the basic naive Bayes model nearly always
assigns the same class. In addition, the influence of the most recent point (xn, yn)
on our prediction is attenuated by the other L−1 points. It is important to note
that using L points helps us avoid the effects of a few noisy data points. The
choice of L is also important. Using a low value reduces computation complexity
of computing the conditional probability matrix P (Y |X) but risks greater inter-
ference from noisy points. On the other hand, using a high value for L leads to
better masking of interference but greater computational complexity.
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Table 1. Delta Naive Bayes model performance on Colombia stock index COLCAP. N
denotes source of news, G represents Google trends source and T means Tweets source.
t shows transition threshold, p represents precision and r denotes recall.

Source t
Plunge Flat Surge

p r F1 p r F1 p r F1

N

0.02 0.147 0.074 0.097 0.69 0.78 0.731 0.146 0.132 0.138
0.04 0.165 0.048 0.069 0.683 0.873 0.764 0.072 0.045 0.052
0.06 0.133 0.028 0.044 0.686 0.909 0.78 0.088 0.035 0.047
0.08 0.145 0.023 0.038 0.688 0.93 0.79 0.105 0.035 0.049
0.1 0.195 0.018 0.033 0.691 0.949 0.799 0.112 0.03 0.043

NG

0.02 0.156 0.097 0.118 0.697 0.742 0.718 0.142 0.153 0.147
0.04 0.178 0.097 0.124 0.702 0.817 0.754 0.138 0.094 0.11
0.06 0.17 0.083 0.109 0.692 0.839 0.757 0.104 0.063 0.075
0.08 0.186 0.083 0.112 0.688 0.856 0.762 0.117 0.054 0.07
0.1 0.19 0.071 0.1 0.688 0.881 0.772 0.149 0.049 0.068

NGT

0.02 0.135 0.169 0.149 0.582 0.499 0.535 0.325 0.418 0.366
0.04 0.134 0.146 0.139 0.593 0.594 0.588 0.379 0.418 0.394
0.06 0.128 0.124 0.123 0.583 0.63 0.6 0.405 0.418 0.407
0.08 0.15 0.124 0.134 0.587 0.681 0.627 0.374 0.358 0.36
0.1 0.175 0.091 0.118 0.584 0.74 0.65 0.355 0.302 0.322

5 Empirical Evaluation

Our goal is to predict significant fluctuations in the value of a stock exchange.
For this challenge, we focus on South American countries including Argentina,
Brazil, Colombia, Mexico, and Peru. We first describe our evaluation criteria
then present a detailed performance analysis.

5.1 Evaluation Criteria

In the absence of a standard performance matrix, we define an evaluation criteria
based on ‘hit rate’ as follows. For a single day there are only three status: plunge
or flat or surge. To account for the accuracy of each status, only when the
prediction status is exactly the same, we consider the prediction to be correct.

Recall, precision and F1 measure are widely used metric employed in clas-
sification problem. A formal definition of recall is r = TP

TP+FP , precision is

p = TP
TP+FN and F1 measure is F1 = 2rp

r+p , where TP denotes true positive,
FP shows false positive, and FN means false negative. While it is fairly straight-
forward to compute precision and recall for a binary classification problem, it
can be quite confusing as to how to compute these values for a multi-class clas-
sification problem. In our case, we are 3-class multi classification problem. For
an individual class, the false positives are those instances which were classified
as that class, but in fact aren’t, and the true negatives are those instances which
are not that class, and were indeed classified as not belonging to that class
(regardless of whether they were correctly classified).



5.2 Performance Analysis
Our experiment dataset is from January 1, 2012 to July 31, 2013. We set training
window size L vary from 40 to 200 days, to test the efforts in shaping quality
distribution. We present an exhaustive evaluation of Delta Naive Bayes model
against multiple aspects as follows:

How do our model perform for the 5 countries of interest and how
well does the prediction for plunge, flat and surge status? We plot the
overall prediction performance for each country regard the three stock status in
Figure 4. We can see while predict plunge status, Brazil and Argentina achieve
prominent performance. When predicting surge status, Colombia is superior than
the rest countries, with F1 measure as high as 0.6. While predicting the flat
status, Mexico and Peru exhibit outstanding and stable performance.

Single source or multiple sources, which performance is better at cap-
turing surge/plunge status? As we know, most of the status of stock market
is flat status, which makes it even challenging to predict the surge or plunge
status. In our experiment, we pay special attention to surge and plunge status
prediction, which is shown as upper row and bottom row, respectively in Fig-
ure 4. We can see, three sources prediction persistently outperforms two sources
prediction, while two sources prediction is greater or equal to single feature pre-
diction moderately. Another clear evidence can be found in Table 1, where shows
detailed prediction performance of Colombia, in recall, precision and F1 mea-
sure. We can see as for the surge status, the combined three-sources prediction
F1 measure can be as high as 0.407, while the two-sources prediction maximal
F1 measure is 0.147, and single news prediction maximal score as low as 0.138.

How does the transition threshold t help shape our quality distribu-
tion, in recall and precision? For Flat state, a larger t often generates a
better F1. While Plunge and Surge state, a larger t is often accompanied by
a lower F1. So the selection of t is a tradeoff among plunge, surge and flat
F1measure.

How does training size window L vary with F1 measure scores? We find
that given transition threshold, different training size window lead to different
F1 measure depending on fused sources, as can be seen in Figure 5(a). In the case
of Colombia, as the three sources prediction, the best performance happens at
training window size of 70, both in the plunge status and surge status. However,
the relationship are not always consistent across different fusing sources. Thus a
general statement about the efficacy of the training window sizes would be hasty
since even though the combined sources may show some trends as discussed
above, the relationships may be different for a particular example.

5.3 Case Study

In this section we further explore the importance of sources by looking at a few
specific examples as case studies.
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(a) News

(b) News and Google trends

(c) News, Google trends and Tweets

Fig. 5. Prediction performance of Colombia, with various threshold and training win-
dow size. The X axis denotes training window size and Y axis shows F1 measure.
(a)Prediction using single source of news. (b)Prediction using news and Google trends.
(3)Prediction using news, Google trends and Tweets.

Google Search Trends Google Search Trends of a specific country trends to
have a high correlation with country level stock index. We plot four examples of
Google Search Trends(GST) terms with country level stock index in Figure 6.
We can see the correlation score between GST and stock index can be as high
as close to 0.8. Google Search Trends also proved to be a good leading indicator.
Figure 7(a) shows the correlation of the tracked Google search trends feature
with the z − score(30) of IBOV stock index. As we can see, GST showed an
appreciable peak just days before the actual peak on March 27, 2013.

News Opinion News opinions were found to be great indicators and for some
cases are quite good at detecting sudden changes in the stock market. As can
be seen in Figure 7(b), with the help of a series of news articles from May 9,
2012, including “Brazil Bulls Capitulate as State Intervention Spurs Outflows,”
the news mining approach successfully predicted that the IBOV index would be



Fig. 6. Google Search Trends (GST) correlation with stock indexes. The Y-axis shows
the correlation score, and the X-axis shows the lag time (day).

(a) Google Trends (b) News (c) Twitter Burst

Fig. 7. Case Study examples. Blue lines represent actual stock market values. Red lines
represent predicted values. Dark circles indicate a high-sigma event. (a) shows Google
Search Trends volumes for selected terms spiking on March 1, 2013, days before an
actual high sigma event in z − score(30) values for Brazil’s IBOV index on March
5. (b) shows IBOV values against predicted Bloomberg News values. The boxes list
publications from May 9, 2012, that helped generate a predicted downward value event
on May 14 and from May 20 that were used in the prediction of the uptick on May
21. (c) shows values for Twitter bursts surging on July 10, 2013, before a high sigma
event in z − score(30) values for Colombia’s COLCAP index on July 12.

adversely affected. Similarly, the approach was also able to predict an uptick on
May 21 based on the news entitled “Brazil Says Economic Growth Recovering
After Weak First Quarter,” published on May 20. The key takeaway from a
few such other examples was that our news mining method is very effective for
market prediction, especially when high quality news is available.

Twitter Burst Events At the same time our case studies indicate that Twitter
is also an invaluable source of information. News moves through Twitter much
faster than traditional news media. Figure 7(c) shows an example highlighting
how Twitter bursts are leading indicators of stock movements and, although
noisy, if properly processed can be an invaluable real-time indicator for financial
markets. In our experiments, the burst event detection method has been able to
capture such extraordinary movements in Twitter chatter and effectively detect
bursts of market-influencing events.
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6 Discussion

In this paper, we propose a novel approach to anticipate financial market fluctua-
tions by combining multiple social media sources. We employ language modeling,
topic clustering and sentiment analysis to extract opinions from news articles,
Lasso regression on Google search volume data to select the most informative
features, and burst detection and event grouping techniques on Twitter data
to identify market indicators from Twitter data. Finally, we present the results
using Delta Naive Bayes model. In the process, we also demonstrate that the
combination of multiple data sources achieves better prediction performance
than any of these media sources alone.
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Abstract. Sales forecasting plays a prominent role in business planning
and business strategy. The value and importance of advance information
is a cornerstone of planning activity, and a well-set forecast goal can
guide sale-force more efficiently. A forecasting usually depends on many
factors such as the product feature, supply chain constrain, market de-
mand, market share, promotion strategy, competition, macroeconomics
condition and others. However, most of those data is hard or even impos-
sible to collect. In this paper CPU sales forecasting of Intel Corporation,
a multinational semiconductor industry, was considered. We consolidated
the available data resource and forecasting requirement, matched them
against the optimal methodology. Past sale, future booking, exchange
rates, Gross domestic product (GDP) forecasting, seasonality and other
indicators were innovatively incorporated into the quantitative model-
ing. Benefit from the recent advances in computation power and software
development, millions of models built upon multiple regressions, time se-
ries analysis, random forest and boosting tree were executed in parallel.
The models with smaller validation errors were selected to form the en-
semble model. To better capture the distinct characteristics, forecasting
models were implemented at lead time and lines of business level. The
moving windows validation process automatically selected the models
which closely represent current market condition. The weekly cadence
forecasting schema allowed the model to response effectively to market
fluctuation. Generic variable importance analysis was also developed to
increase the model interpretability. Rather than assuming fixed distri-
bution, this non-parametric permutation variable importance analysis
provided a general framework across methods to evaluate the variable
importance. This variable importance framework can further extend to
classification problem by modifying the mean absolute percentage er-
ror(MAPE) into misclassify error. This forecast output now helps for-
mulate part of the input provided to public and investors as guideline
for the following quarter during Intel’s quarterly earning release.

1 Background and Motivation

Sales forecasting is the foundation for planning various phases of the company’s
business operations. A sales forecast predicts the value of sales over a period of
time. Marketing and other managerial functions need different types of forecast-
ing horizons because each directly affects a different business function. The work
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presented in this paper was focusing on short term forecast. The forecast was
made for tactical reasons that included production planning, sale target setup,
short-term cash requirements and adjustments that needed to be made for sales
fluctuations.

For the sale forecasting to be accurate, all (not limited to) of the follow-
ing factors need to be considered: historical perspective, economic conditions,
expected market share, total available market, manufacturing constrains, effi-
ciency of distribution channel. The sensitivity of those parameters also needs to
be considered and incorporated. However, due to the complexity of the markets
and low visibility of data resources, alternative data needs to be considered and
methodology needs to be developed to better describe market’s dynamic. Thus,
the sale forecasting effort is still an active field that attracts extensive attention
from both industry and academia.

Research in sales forecasting can be traced back to 1950s [2]. Since then a
large number of sales forecasting papers have been published, in which various
forecasting techniques have been proposed. The most commonly used techniques
for sales forecasting include statistically based techniques like time series [20,
3, 11] regression techniques [13], artificial neural networks [9, 12, 18] and other
hybrid models [6, 7].

No surprise that each type of the models has its particular advantages and
disadvantages compared to other approaches. In this paper, we investigated and
compared the performance of different techniques on Intel’s weekly CPU sale
forecast. In particular, Extreme Gradient Boosting algorithm, Random forest,
ensembled linear regression and ensembled autotegrreive integrated moving av-
erage models were considered. Given the fact that neural network performs gen-
erally well for sales forecasting if the demand is not seasonal and quite non
fluctuating [21], and taking interpretability and data size into account, we left
the direct implementation of neural network out the discussion of this paper.
The comprehensive comparisons among those methods were illustrated across
product segments and lead times. Undoubtedly, this research will not only pro-
vide an accurate basis of demand forecast, but also greatly rich the study on
selecting and benchmark forecasting techniques for practical applications .

The rest of this paper is organized as follows: Sec.2 includes the data descrip-
tion of this work; Sec.3 describes forecasting models, moving windows validation
process and variable importance extraction methodology; Empirical results and
insights are included in Sec.4; Finally, Sec.5 concludes the paper with a summary
of our results and potential areas for future work.

2 Data and Feature Engineering

As the leading company in Semiconductor industry, Intel combines advanced chip
design capability with a leading-edge manufacturing capability and be able to
satisfy customers’ needs along different product lines. By considering maturity
levels of business segments, the CPU prediction problem was further divided
into three sub problems - Desktop CPU, Notebook CPU and Server CPU sale



forecast. One usage of this model was to be incorporated into the forecast pipeline
to help generate the outlook for the next quarter as included in Intel’s earning
report Fig.1 to guide company’s execution.

Fig. 1: Part of outlook for Q3’16 from Intel’s Q2’16 earning report

In this project, we were provided weekly sales data from 2012. This data rep-
resented a time-stamped weekly total sale of Intel’s CPU by line of business. In
addition, we were provided the historical back-then booking data, which showed
a screen shot of booking information at a time in the past. Historical average
selling price was also provided.

Besides internal data, we also derived variables from the following data.

– Foreign exchange outlook (back-then and forward look quarterly forecast):
the forecast exchange rate between RMB(Currency of China) and US dollar,
EURO and US dollar.

– GDP outlook (back-then and forward look quarterly forecast): GDP quar-
terly YoY1 forecast at world wide level and some key regions (Mainland
China and Europe).

– Seasonality: varies from 1 to 4 to indicate the four seasons of a year.
– WeekofQuarter: varies from 1 to 13. This variable was used to indicate in

quarter week.
– Special events: Chinese New Year (CNY), indicates the effect of CNY (0-1).

We spread the CNY effect evenly to the +/-5 days around Lunar new year,
and the summarized effect was computed weekly.

– Time-stamp: the quarters in this dataset were assigned to a list of consec-
utive numbers start from 1. This variable was used to capture the general
growth/shrink of the business.

Measuring GDP requires adding up the value of what is produced, net of
inputs, across a wide variety of business lines, weighting each according to its
1 The rate of change between current quarter and the same quarter of previous year
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importance in the economy. Thus, GDP statistics are so prone to constant and
substantial measurement errors and subjective bias. Similar problem exists in
foreign exchange outlooks. To overcome this difficulty, instead of taking the ab-
solute numbers from the outlook, we construed variables as the differences among
consecutive outlooks to reduce the subjective bias and measurement errors. The
negative change in consecutive GDP outlooks indicated a loss of confidence in
the quarter of interest.

Figure 2 showed the world wide GDP YoY with the Intel revenue YoY 2

for same period of time (Q1’12 to Q2’16). In order to visualize those two series
together, those two series were normalized to have mean of zero and standard
deviation of one. This picture revealed the fact that GDP plays an important
role in revenue forecasting, especially for the points of inflection.

Fig. 2: World wide GDP YoY (Red) with Intel revenue YoY (Blue) from Q1’12
to Q2’16.

3 Methods and Technical Solutions

In this section, we started with our approach for dealing with multicollinearity.
The forecast methodologies were briefly discussed afterwards. To incorporate the
nature of time dependence in the data, a dynamic moving windows validation
method was proposed. A general framework of variable importance was also
implemented to better interpret the model output.

3.1 Multicollinearity

Multicollinearity is a phenomenon in which two or more predictor variables in a
multiple regression model are highly correlated. Multicollinearity generally does
not reduce the predictive power, it only affects calculations regarding individual
predictors. In order to deal with this problem without giving up the interpretabil-
ity, we took the approach of grouping similar numerical variables together and
selecting the most representative variable from each group into the predictive
model.
2 14 weeks Q1’16 has been normalize to 13 weeks by a factor of 13

14



The similarity metric was defined as the absolute correlation coefficients be-
tween pair of variables. To cluster the variables, multiple dimensional scaling
(MDS) [16] and K-means [17] were used. A pair-wise distance matrix among
the variables was construed as 1-the pair-wise absolute correlation coefficients
matrix. MDS algorithm was then applied to find the best representation in N -
dimensional space such that the pair-variable distances are preserved as well as
possible. The N in our experiment was selected to be the maximal to preserve
as much information as possible. Then the mapping of MDS became the input
of the K-means algorithm to form clusters. The number of clusters was deter-
mined by the ratio between ‘between cluster variance’ and ‘total variance’ (in the
experiments, we set this number to be 80%). Within each cluster, the variable
had the maximal absolute correlation coefficient (with response variable) was
selected into the modeling steps. One example of before and after the multicol-
inearity treatment was shown in Fig. 3. In this example, the variance inflation
factor was reduced from 166 to 4.3.
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Fig. 3: The heat map of absolute correlation coefficients between pairs of variables
before (a) and after(b) multicolinearity treatment.

3.2 Extreme Gradient Boosting

XGBoost [5] is short for Extreme Gradient Boosting. This is an efficient and
scalable implementation of gradient boosting framework proposed by Friedman
[8]. XGBoost constructs an additive model while optimizing a loss function. The
loss functions not only accounts for the inaccuracy of the prediction (size of the
residuals) but also considers a regularization term that controls the complexity
of the model. The regularization helps to avoid over-fitting and has shown good
performance in various Kaggle challenges. Empirical evidence shows that the
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boosting approach with small learning rate yields more accurate results[5]. In
the current project, we used 0.01 as learning rate and 1000 as the number of
trees for one set of boosting experiment.

3.3 Random Forest

Random forest (RF), which was first proposed by Breiman [4], is an ensemble
of B trees f1(X), · · · , fB(X), where X = X1; · · · ;Xn is variable matrix of n
observations, and Xi is the p-dimension feature vector of each observation. B is
a predefined hyperparameter in RF algorithm. Unlike boosting tree, in random
forest each tree is built on a bootstrap data set, independent of the other trees.
RF also benefits from random feature selection to decorrelating the trees, thereby
making the average of the resulting trees less variable and hence more reliable
[14]. This ‘small’ tweak provides RF a large improvement over pure bagged trees.

3.4 Parametric Methods

In this section, we would like to briefly sketch two long standing methods in
forecasting problems: multiple linear regression(MLR) and time series(TS).

Multiple Linear Regression Given data D = (X1, Y1); · · · ; (Xn, Yn) where
Xi and Yi are the feature vector and response variable, respectively, where Xi =
[Xi1, Xi2, · · · , Xip] represents p variable values. The multiple linear regression
(MLR) will take the following form:

f(X) = β0 + β1X_1 + · · ·+ βpX_p + ε (1)

Where X_j represents the j th variable and β_j quantifies the association be-
tween that variable and the response.

Time Series: ARIMA ARIMA stands for Autoregressive Integrated Moving
Average models. ARIMA modeling takes into account historical data and de-
compose it into an autoregressive (AR) process, where there is a memory of past
events; and Intergrated (I) process, which accounts for stabilizing or making the
data stationary and ergodic, making it easier to forecast; and a Moving Average
(MA) of the forecast errors, such that the longer the historical data, the more
accurate the forecast will be, as it learns over time. ARMIA models therefore
have three model parameters, one for the AR(p) process, one for the I(d) process,
and one for the MA(q) process, all combined and interacting among each other
and recomposed into ARIMA(p, d, q) model. In the experiments, the optimal
ARIMA model for a given dataset was selected according to Akaike Information
Criterion (AIC) [1]. That is, AIC was used to determine if a particular model
with a specific set of p, d and q parameters was a good statistical fit.

Another potential advantage of time series forecasting is the ability to predict
future values based solely on previously observed values. This method will reveal
more usage when we move our forecast effort to newly emerging business sector
with limited data visibility.



3.5 Model Selection and Ensemble Process

In forecast models, the response variables were the weekly CPU billings in each
line of business, e.g. Desktop CPU, Notebook CPU and Server CPU. Since the
existence of competitor and complimentary relationship among those sectors,
for instance, to a certain extent notebook can be considered as substitute prod-
uct of Desktop, the independent variables were used across line of business. We
left around 35 (numerical and categorical) variables for each model which were
derived from the categories of variables described in Sec.2 and past the multico-
linearity treatment described in Sec.3.1.

Under the consideration of the ratio between numbers of observations and
variables, we faced a problem of performing regression in a high-dimensional
space. Sugguested by empirical results, using all the variables would result in over
fitting. Traditional approach to tackle this problem was to use step-wise subset
selection (forward, backward or hybrid approach) as long as that optimizes the
measurement (AIC, BIC, or adjusted R2). One well-known problem from those
approaches was that the solutions were not always optimal [22, 10]. Thanks to
the increasing of the computation power and development of parallel execution
in data science tools [19], we were able to perform best subset selection using
brute force technique. The models trained and validated on different subset of
variables in parallel. After training, the models were ranked by their performance
on validation set. The measurement we used was mean absolute percent errors
(MAPE) because of its sensitivity to magnitude changes of the response variable.
In validation set MAPE was defined as the average MAPE over all validation
samples.

MAPE =
100%

m

m∑
i=1

|Ŷi − Yi|
Yi

(2)

To take full advantage of the millions of models, we took top M models,
instead of a single best model, to form the ensemble model. This number M
was determined by a combination of error threshold and change point algorithm
proposed in [15]. In Fig.4, the curve shows sorted MAPE on validation set, the
vertical line was determined by change point algorithm to show the number
of models which performance similar on the validation set and better to be
incorporated into the final ensemble stage. In this specific case, the number of
models was 57.

Each model among the best M models was denoted by f̂i, the final prediction
was given by averaging all the predictions

f̂(X) =
1

M

M∑
i=1

f̂i(X) (3)

This ensemble approach was applied to all methods. Although XGBoost and
random forest are already ensemble methods, we still added in another layer of
ensemble. From this point on, we will denote the ensemble XGBoost, RF, MLR
and ARIMA as EXGBoost, ERF, ELR and ETS respectively.
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Fig. 4: Number of models detected by change point algorithm on MAPE on
validation set

3.6 Moving Window Validation

Our goal is to forecast weekly CPU sale volume in short term (within 16 weeks).
The approach was to build separate model for different lead times. e.g. standing
at today time t, a model f̂t+1 to forecast the next week sale was built indepen-
dently with the model f̂t+2 for forecasting the sale the week after next week.
This approach fully considered the unique characteristic of forecasting with var-
ious lead times, also led to as large of a reduction in variance as averaging many
uncorrelated quantities when we were more interested in monthly or quarterly
total. In particular, this approach led to a substantial reduction (in percentage)
variance over a multi-week window.

For each lead time model f̂t+j , we split the total data set into training data
(2 years), validate data (1 year) and test data (1 year). For a fix leading time,
to test the performance on next observation in the test set, the entire train-
ing, validation and test set were moved forward one week and the process was
repeated, as depicted in Fig.5. This moving window framework considered the
time-dependence of the data and would automatically select the models which
represented back-then up to date market condition.

3.7 Variable Importance

Ensemble models typically result in improving accuracy and reducing variance
versus a single model. However, Ensemble models are more difficult to interpret.
In practical application, the lack of interpretability made the model adoption
extremely hard. To overcome this, we borrowed of idea of permutation test and
proposed a generic method to obtain an importance summary of variables.

The method was summarized as follow: For the M models f̂i, i = 1, · · · ,M
selected into the ensemble process, we recorded the MAPE0 defined as in 2 of
the validation set. For each variable X_j , repeat the following steps for number
of times.



Fig. 5: A illustration of training, validation and test(red dots) sets for model f̂t+j

with j weeks lead time.

1. Permute or “shuffle" the value of X_j over all the data (e.g., by assigning
different values to each observation from the set of actually observed values)
without replacement.

2. Repeat the model training on the training set
3. Generate forecast result for observation in validation set
4. Calculate the MAPEj defined as 2 on the validation set and record MAPEj .

Over a sufficient amount of iterations (we used 100, although empirical result
suggested results stabilized after 60 - 70 iterations.), the average MAPEj was
calculated and denoted as MAPEj . The difference between MAPEj − MAPE0

was used as the importance measurement of variable j, while a large value of
MAPEj −MAPE0 indicated a more important variable.

Since the variable importance analysis only needed to run on M models,
the computation was efficient. Without assuming certain distribution, this non-
parametric permutation variable importance analysis provided a general frame-
work across methods to evaluate the variable importance and to increase model
interpretability. This approach could also be extended to classification problem
by modifying the MAPE into measurement of misclassify error.

4 Empirical Evaluation

We would dive deep into the performance comparison of ELR, ERF, ETS and
EXBoost for lead time (1-16 weeks) in this section. For various lead times, we
fixed the test set as the weekly CPU sale of 2015 (Intel Calendar). The training
data started from 2012. The training, validating and testing followed the moving
windows described in Fig.5.

Models were tested on 52 target weeks in 2015 with 16 different lead times
for different lines of business. The performance of those models was compared at
the target week and lead time level. The detailed ranking counts were shown in
Table 1. Besides the performance of 1 - 16 weeks of lead time, we also reported
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the model performance of shorter lead time (1 - 5) and longer lead time (12 - 16).
The three numbers in each of the table show the counts for lead time 1-16, 1-5
and 12-16, respectively. For instance, we applied all four methods to forecast 1st
week’s sale with 1 week lead time, then the performance of those four methods
were ranked by comparing MAPE on test samples. The ranking of each method
was accumulated for the test weeks and the lead times. In Table 1, take first
row of desktop performance as an example, out of 832 (= 52 forecast weeks ×
16 lead time weeks) ELR experiments, 185 performed the best, 199 ranked 2nd,
221 ranked third, and 227 showed the worst results. The rank counts in the
parentheses gave us a more detailed view of short-term (≤ 5 weeks) and long-
term (≥ 12 weeks) performance. Among 260 (52×5) ELR short-term experiments
for desktop, 58 achieved the best results, while 58, 71 and 73 ranked 2nd - 4th
place respectively. The following conclusion could be drawn from this table: for
different lines of business, the forecasting performance generated by different
forecasting models were mixed, for instance, ERF performed better for desktop
CPU forecasting, ELR generated better results for server, and EXBoost showed
bipolar performance in notebook and server; another observation was that even
for the same model, the lead time could have large effect on forecasting results,
for instance, ETS performed better for shorter lead time forecasting on desktop.

Performance Ranking for DT 1 2 3 4
ELR 185 (58, 65) 199 (58, 86) 221 (71, 55) 227 (73, 54)
ERF 231 (73, 64) 206 (72, 54) 211 (59, 77) 184 (56, 65)
ETS 216 (75, 56) 206 (60, 61) 218 (62, 71) 192 (63, 72)

EXBoost 200 (54, 75) 221 (70, 59) 182 (68, 57) 229 (68, 69)
Performance Ranking for MB 1 2 3 4

ELR 211 (73, 63) 201 (66, 69) 212 (69, 49) 208 (52, 79)
ERF 174 (49, 61) 259 (75, 78) 227 (72, 68) 172 (64, 53)
ETS 201 (59, 63) 218 (61, 69) 204 (63, 67) 209 (77, 61)

EXBoost 246 (79, 73) 154 (58, 44) 189 (56, 76) 243 (67, 67)
Performance Ranking for SVR 1 2 3 4

ELR 227 (63, 72) 232 (71, 70) 203 (72, 60) 170 (54, 58)
ERF 177 (57, 50) 221 (75, 65) 233 (68, 77) 201 (60, 68)
ETS 196 (58, 73) 229 (63, 76) 221 (75, 65) 186 (64, 46)

EXBoost 232 (82, 65) 150 (51, 49) 175 (45, 58) 275 (82, 88)
Table 1: Performance ranking for models on weekly sale prediction for Desktop,
Notebook and Server. This table showed the counts of each method for target
weeks and lead times. The three numbers in each cell represented counts for all
lead times, counts for lead time ≤ 5 and counts for lead time ≥ 12 .

To better understand the model performance on various lead times, we cal-
culated the average MAPE across all the test weeks by lead time. Figure 6
showed the change of MAPE along lead time. Surprisingly, the MAPE did not
show monotonically increase as lead time increased, although lead time of 1



week showed the lowest MAPE. This indicated the high dynamic nature of the
market. Insights could be drawn from those figures, for instance, in desktop
forecasting shown in Fig.6a, ELR showed better results than other methods in
longer lead time forecast; in server forecast as in Fig.6c, combination of ERF for
shorter forecasting and EXBoost for longer forecasting would outperform other
methods.

(a) (b) (c)

Fig. 6: Average MAPE on test set of models along lead time(in weeks) on Desk-
top(a), Notebook(b) and Server(c).

As we proposed in Sec.3.7, the variable importance was examined for each
ensemble model. To show a clearer comparison among those methods, we fix the
target week (1st week of 2015), lead time (1 week) and line of business (DT).
The top 5 most important variables for each method were shown in Fig.7. In
those figures, the x-axis showed the MAPE increase on the validation set by per-
muting the value of certain variable. All methods identified DT_backlog_1 3 and
ww_season_index 4 as the top two important variables, with the DT_backlog_1
as the dominant one. This showed that in the shorter term, the forward booking
had strong predictive power, while the constant appearance of ww_season_index
indicated the weekly sale had strong in-quarter-selling-pattern. For this specific
example, the effect of top 2 variables was more dominant in ELR, ETS and
EXBoost, while the effect of top variables in ERF more spread out. We also
noticed the appearance of cross sectors variables, which implied the success of
using cross sectors variables. For example, the SVR_w_3 5 and MB_asp_sofar
6 showed up as important variables in this desktop forecast example.

Comparing all the empirical results from various methods, the following con-
clusion can be drawn:

3 The booking amount for back then next week
4 Week index in a quarter
5 The Server CPU sale 3 weeks ago
6 The average selling price of notebook
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(a) ELR (b) ERF

(c) ETS (d) EXBoost

Fig. 7: Top 5 important variables of models for a Desktop example

1. For different lines of business, the forecasting performance generated by dif-
ferent forecasting models were mixed. For current quarter performance track-
ing (the total forecast for the weeks left in this quarter) and next quarter
guidance generating (the total forecast for the weeks in next quarter), our
current approach was to take the average output of all the models. Back
track test results and live testing indicated that this approach was superior
with less effort than the traditional bottom-up approach.

2. For different lead times, the forecasting error was not monotonically increas-
ing as lead time increased.

3. For different lines of business and lead times, the combination of various
models might yield better granular results. For example, averaging model
outputs with inverse MAPE weighting is one possible approach. We will
further investigate the performance of this approach.

4. Important variable analysis suggested strong correlation between certain
variables and response. However, this correlation effect did not necessar-
ily lead to concrete conclusion regarding the existence or the direction of
causality relationship.

5 Significance and Impact

In this paper, we shared our work on the development, implementation and
comparison of a sale forecasting tool to predict Intel’s weekly CPU sale by lines
of business. The novel feature engineering helped to reduce the subjective bias
and measurement errors, especially for economic indicators. The time sensitive
training, validating and testing framework allowed the model to effectively re-
flect changes in the environment and to continuously be evaluated and revised
to maintain its credibility. The comparison among those models showed mixed
results. This suggests that no general conclusion drawn as to which is the best
forecasting technique to employ, but it is certainly true that a forecast should
consider multiple models by taking into account the available data resources,
characteristic of business and the requirement of the forecast. Our variable im-



portance algorithm boosted the interpretability of the ensemble models and en-
abled stakeholders examining and giving timely feedback. Those positive aspects
of our model led to the recent model adoption. Further work will be 1) To break
the forecasting problem into finer granularity and to forecast at geography level
and customer level; 2) To develop hybrid techniques. The current approach con-
siders each model individually. In order to break the model boundaries, we plan
to take the multi-stage approach. One model can serve as the pretreatment of
the data or the feature engineering of variables, thus, to prepare better features
for other models. This is similar to the idea of deep belief networks; 3) To com-
bine the intelligence of human and the computing power of machine to capture
other (can not observe in data) factors.

6 Acknowledgment

We want to thank Aziz Safa, Vice President of Information Technology, Mary
Loomas, the Sr. Controller of World Wide Revenue and Aaron Smith, the man-
ager of World Wide Revenue for their continuing support and sharing valuable
business expertise through discussions. We also thank numerous other executives
and employees for their assistance and support throughout this project.

References

1. H. Akaike. Information theory and an extension of the maximum likelihood prin-
ciple. In Proc. 2nd Int. Symp. Information Theory (eds B. N.Petrov and F.Csáki),
pages 267–281, 1973.

2. J. Boulden. Fitting the sales forecast to your firm. Business Horizons, 1:65–72,
1958.

3. G. Box and G. Jenkins. Time series analysis forecasting and control. Prentice Hall,
Englewood Cliffs, 1969.

4. L. Breiman. Random forests. Machine Learning, 45(1):5–32, 2001.
5. T. Chen and C. Guestrin. Xgboost: A scalable tree boosting system. In Proceedings

of the KDD, San Francisco, California, 2016.
6. M. P. Clements and D. Hendry, editors. A Companion to Economic Forecasting.

Backwell Publishing Ltd, Malden, MA, 2002.
7. K. Ferreira, B. Lee, and D. Simchi-Levi. Analytics for an online retailer: demand

forecasting and price optimization. Manufacturing & Service Operations Manage-
ment, 18:69–88, 2015.

8. J. H. Friedman. Greedy function approximation: A gradient boosting machine.
The Annals of Statistics, 29(5):1189–1232, 2001.

9. C. L. Giles, S. Lawrence, and A. C. Tsoi. Noisy time series prediction using recur-
rent neural networks and grammatical inference. Machine Learning, 44(1):161–183,
2001.

10. A. Goodenough, A. Hart, and R. Stafford. Regression with empirical variable
selection: Description of a new method and application to ecological datasets. PLoS
ONE, 7(3):e34338. doi:10.1371/journal.pone.0034338, 2012.

11. G. K. Groff. Empirical comparison of models for short range forecasting. Manag
Sci, 20:22–31, 1973.

Ensemble Sales Forecasting Study in Semiconductor Industry 43



12. G. Huang, Q. Zhu, and C. Siew. Extreme learning machine: a new learning scheme
of feedforward neural networks. In Proceedings of the international joint conference
on neural network, pages 25–29, Budapest, 2004.

13. C. Jain. Benchmarking forecasting software and systems. J Bus ForecastMethods
Syst, 26:30–33, 2007.

14. G. James, D. Witten, T. Hastie, and R. Tibshirani. An Introduction to Statistical
Learning, with Applications in R. Springer, New York, NY, 2013.

15. R. Killick and I. Eckley. Changepoint: an r package for changepoint analysis. J
Stat Software, 58:1–19, 2014.

16. J. B. Kruskal and W. Myron. Multidimensional Scaling. Sage, everly Hills, CA,
1978.

17. J. B. MacQueen. Some methods for classification and analysis of multivariate
observations. Proceedings of 5-th Berkeley Symposium on Mathematical Statistics
and Probability, (1):281–297, 1967.

18. R. Sharma and A. K. Sinha. Sales forecast of an automobile industry. International
Journal of Computer Applications, 53(12):25–28, 2012.

19. S. Weston and R. Calaway. Getting started with doparallel and
foreach. https://cran.r-project.org/web/packages/doParallel/vignettes/
gettingstartedParallel.pdf, 2005.

20. P. Winters. Forecasting sales by exponential weighed moving averages. Manag Sci,
6:324–342, 1960.

21. W. Wong and Z. Guo. A hybrid intelligent model for medium-term sales forecasting
in fashion retail supply chains using extreme learning machine and harmony search
algorithm. Int J Prod Econ, 128:614–624, 2010.

22. M. Yuan and Y. Lin. Model selection and estimation in regression with grouped
variables. J R Stat Soc Ser B Stat Methodol., 68:49–67, 2006.



Towards an efficient method of modeling “Next Best 
Action” for Digital Buyer’s journey in B2B 

Anit Bhandari1, Kiran Rama1, Nandini Seth2, Nishant Niranjan1, Parag 
Chitalia1, Stig Berg1 

1 VMware Inc. 
{anitb, rki, nniranjan, pchitalia, stigb}@vmware.com 

2 Indian Institute of Management – Bangalore 
{nandini.seth15}@iimb.ernet.in 

Abstract. The rise of Digital B2B Marketing has presented us with new opportunities 
and challenges as compared to traditional e-commerce. B2B setup is different from B2C 
setup in many ways. Along with the contrasting buying entity (company vs. individual), 
there are dissimilarities in order size (few dollars in e-commerce vs. up to several 
thousands of dollars in B2B), buying cycle (few days in B2C vs. 6-18 months in B2B) 
and most importantly a presence of multiple decision makers (individual or family vs. 
an entire company). Due to easy availability of the data and bargained complexities, 
most of the existing literature has been set in the B2C framework and there are not many 
examples in the B2B context. We present a unique approach to model next likely action 
of B2B customers by observing a sequence of digital actions. In this paper, we propose 
a unique two-step approach to model next likely action using a novel ensemble method 
that aims to predict the best digital asset to target customers as a next action. The paper 
provides a unique approach to translate the propensity model at an email address level 
into a segment that can target a group of email addresses. In the first step, we identify 
the high propensity customers for a given asset using traditional and advanced 
multinomial classification techniques and use non-negative least squares to stack rank 
different assets based on the output for ensemble model. In the second step, we perform 
a penalized regression to reduce the number of coefficients and obtain the satisfactory 
segment variables. Using real world digital marketing campaign data, we further show 
that the proposed method outperforms the traditional classification methods. 
Keywords. Multi-class classification, literature survey, ensemble, regression, digital, 
robustness, non-negativity constraint, B2B, next-best action. 

1 Introduction 

VMware (VMW) is a virtualization, end user computing and cloud company 
with annual revenues of USD 6,571 million (as of 2015) and a market capital of USD 
34 BB as of 2017. VMware sells products in the Software Defined Data Center 
(vSphere, VSAN, NSX for computing, storage & network virtualization respectively), 
end user computing (Air-watch, Horizon, and Fusion/Workstation) and cloud. The 
company exclusively caters to business customers – i.e. B2B. 
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VMW is characterized by 100% digital supply chain which means that all products are 
downloadable from the website (www.vmware.com). The company also promotes them 
online. Different individuals across companies worldwide visit the site to familiarize 
themselves with the products before making a purchase decision. Along with the 
overview of the product, there are various customer- interaction digital assets that are 
show to the VMW audience including and not limited to: 

- Hands-on Labs (HoL): Here the visitor can evaluate a VMW product 
before making a decision to buy. HoLs provide a virtual environment 
where a visitor/email id can acquaint himself with the product by using it 
first-hand. 

- Eval: Here the visitor can download a version of the software for his/her 
personal use 

- Whitepapers: These downloadable papers cover a wide range of topics 
related to the product - such as usage, features, vs. competition 
summaries, Gartner research reports etc.  

- Seminar & Webinar: Here the visitor can register for a seminar or a 
webinar 

 

Fig. 1. Digital Assets example  Case Study Download, Webinar, Hands-on-Lab, Eval (in 
clockwise) 

The digital buyer journey goes through 4 stages (Awareness → Interest → Trial → 
Action) which VMW would like to personalize. Of the digital assets available on the 
website, HoL is more of an Action, Eval is more of a Trial, and Whitepaper is more of 
Awareness whereas Seminar/Webinar are expressions of interest. To personalize the 
buyer’s journey, it is imperative to identify the appropriate digital assets that need to be 
pressed to the consumers and an optimal ordering for the same. An example for digital 
assets is shown in Fig 1. 

Traditionally, the models built for B2B interactions focus all their marketing effort 
assuming the company to be a unified entity. While this is a prudent assumption to 



design a “Propensity to buy” model, it is not appropriate for the “propensity to respond” 
model we are trying to propose. A company as a united entity may have a propensity to 
buy a product but the diverse individuals within the company will have varying 
propensities to respond. There are numerous individuals involved in the decision 
making process who go through various phases of nurture program before they 
complete a purchase. The traditional response models attempt to predict the likelihood 
of response for a marketing effort around a particular digital asset. However, these 
models do not take into account the past consumption event of the individual with the 
particular asset. The method presented here eliminates this drawback and work towards 
targeting customers more effectively. 

1.1 Objective 

In consultation with the Digital Marketing team, the Advanced Analytics & Data 
Sciences team came up with the following objectives:  

- Determine the right order of digital assets to display to an individual email id 
- Since the website would like to target groups of email ids, come up with a set 

of segment rules to identify top individuals for a digital asset and to target 
them with personalization on the website 

2 Literature Review 

2.1 Digital Marketing Literature 

Digital Marketing is the process of fostering customer relationships through online 
activities to expedite the exchange of ideas, products, and services that satisfy the 
twofold objectives of the customer as well as the seller [1]. Lately, the use of internet 
to expand marketing efforts has intensified. With the internet serving as a computer 
facilitated marketplace in which customers and sellers can access each other, they can 
easily execute trade functions like sales, distribution and marketing [2]. Customers go 
through a compound decision making process before they make their final 
consumption. As McKinsey [3] rightly pointed out, “consumers don’t want to feel 
subjected to the hard sell— they expect marketers to engage them, not dictate to them.” 
As a result, traditional marketing strategies have reformed drastically leading to 
additional customer value, improved targeted marketing & escalated company profits 
[4]. Due to the comparative novelty and an ever-growing exigency, digital marketing is 
an exciting area for research – not just academically but in the industry. Academicians 
and practitioners have emphasized on the significance of digital marketing to deal with 
marketing mixes, which include global accessibility, convenience in updating, real time 
information services, interactive communications features, and unique customization 
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and personalized capabilities [5]. Plenty of attention has been focused on the 
tremendous opportunities digital marketing presents, with very little attention on the 
real challenges companies are facing with analyzing and interpreting digital. These 
challenges are discussed at length in the recent paper by Leeflang et al [8]. A number 
of books have been published in the recent years concentrating on B2B digital 
marketing (see [6, 7]). Even though these books are wide-ranging, there is still a great 
deal of understanding that is required to formulate models on digital data, especially in 
a B2B framework. 

2.2 Machine Learning Models Literature 

In the past decade, striving attempts have been made to design frameworks and models 
to derive value out of digital data using multi-class classification methods like logistic 
regression, random forests, gradient boosting etc. Random forest and gradient boosting 
models have been extensively used on digitally generated data in analytical Customer 
Relationship Management (CRM) to develop churn-prediction models [9, 10, 11, 22]. 
Random forest has been lucratively used in answering other marketing questions like  
predicting subject line open rates for targeted emails [12], privacy preserving data 
mining [13], defect prediction [14], building different attribution models [15, 16]  etc. 
One of the principal application of gradient boosting in digital marketing has been in 
obtaining better recommender systems by improved unified search system [23] and 
adaptive advertising [24]. Various application of Regularized Logistic Regression can 
be found in the marketing literature such as for better targeting of display ads [19], 
multi-touch attribution model [20], analyzing the effectiveness of an ad [21] etc.  
Irrespective of the sizeable literature research done on digital marketing, very little has 
been said about identification and targeting of customers in a B2B framework. In an 
antecedent to the work present here, ensemble decision tree method has been used in a 
B2C setup to improve personalized advertising and behavioral targeting [18]. Ensemble 
methods use numerous learning algorithms to achieve improved predictive capabilities 
than what could be obtained from any of the featuring algorithms. Ensemble methods 
are popular for superior performance than other algorithms in most cases [17]. A current 
study [25] presents an ensemble method approach to developing a more accurate and 
implementable recommender system for B2B clients using collaborative filtering and 
gradient boosting. 



3 Solution Framework 

3.1 Integrating Online & Offline Features 

The dataset for the model was created at an email address level using Pivotal Greenplum 
and Hadoop. In Greenplum which is an enterprise data warehouse, we created dataset 
with all historic bookings information. Similarly in the Hadoop environment from the 
clickstream data, we created dataset containing individual’s online behavior. We then 
combined both these datasets to obtain the single view of an individual’s behavior 
across offline and online features. We ended up with 800+ explanatory features and one 
target variable comprising of 5 classes. Fig 2 presents a block diagram declaring all the 
features that were used to build the model. We used time based cross validation to 
examine the performance of the created models. Time Based Cross Validation is the 
right technique in digital marketing scenarios where we try to predict the future based 
on what we observe in the past. Such models lead to generalization and limit overfitting. 
To form the training set, we took the information for explanatory variables from 
FY13Q1 (01/01/13) to FY15Q2 (06/30/15) and the target variable from FY15Q3 
(07/01/15) to FY15Q4 (12/31/15). Similarly for validation of the model, we took 
explanatory variables from FY13Q1 (01/01/13) to FY15Q4 (12/31/15) and the target 
variable was from FY16Q1 (01/01/16) to FY16Q2 (06/30/16). 

 

Fig. 2. Feature Bucket Diagram 
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3.2 Multiple Classification methods 

Since we had to find the best possible asset for better targeting of an email address, the 
target variable was assigned based on the order of action taken among the assets: HoL, 
Eval, Seminar / Webinar, Download or other events. Table 1 shows how the target 
variable was defined based on order of action. 

Table 1.  Target Variable Definition 

Criterion Details Target 

Hands-on-Lab < Any Action Hands – on – Lab was registered before 
doing one or more actions 

5 

Any Action < Hands – on – Lab  Hands – on – Lab was registered after 
doing one or more actions 

4 

Seminar / Webinar < Any Action Seminar / Webinar was signed up 
before doing one or more actions 

3 

Download < Any Action Any download event occurred before 
doing one or more actions 

2 

All remaining actions Any other action done other than 
download, seminar / webinar, Hands – 
on – Lab 

1 

 

Once the target variable was defined, we observed that the multi-class variable had high 
sparsity. We ran algorithms which could handle highly imbalanced data and at the same 
time can solve for a multinomial classification problem. Table 2 shows the numbers of 
positives in each of the target class for training and validation datasets. 

Table 2.  Target Variable Sparsity in datasets 

Models Population Target 5 
[y = 5] 

Target 4 
[y = 4] 

Target 3 
[y = 3] 

Target 2 
[y = 2] 

Target 1 
[y = 1] 

Target 0 
[y=0] 

Training 1,468,690 3,275 897 54 112 2,891 1,461,461 

Validation 1,876,064 4,150 1,074 52 125 3,014 1,867,649 

 
Once the target variable was defined, we executed multiple algorithms designed to 
solve a multinomial classification problem. 



a) Since the data was highly imbalanced, the first approach we undertook was 
random forest [26] [28] with an under-sample method. The random forest 
method relies on an autonomous, pseudo-random procedure to select a small 
number of dimensions from a larger feature space [27] - in our case is 800+ 
features. We performed this for multiple iterations with different number of 
trees and under-samples of target class.  

b) The next attempted model was the L2 regularized logistic regression using 
LIBLINEAR: A library for Large Linear Classification [29]. It has been shown 
that LIBLINEAR is very efficient on large sparse data [30]. We tried L2 
logistic implementation for different costs and arrived at the best cost to obtain 
the maximum AUC. We also ran an iteration of LIBLINEAR with assigned 
weights for each class in the model.  

c) The final model we tried was the extreme gradient boosting (xgboost) [31] 
[32] with two different approaches - optimizing eta, depth and number of trees. 
In the first trial we considered a higher depth of 9, with eta = 0.2 and no of 
rounds of trees = 200 which we call big_xg_boost and in the second trial, we 
decrease the depth to 7, eta = 0.5 and no of rounds = 15, called small_xg_boost. 

We observed the AUC for all these five models for the multi-class target to compare 
their performances. Table 3 lists the AUC obtained for these models. 

Table 3.  Model Performance measure based on AUC for traditional methods 

Models Target 5 Target 4 Target 3 Target 2 Target 1 

Random Forest Under-
sample 0.78 0.84 0.83 0.85 0.89 

L2 Regularized Logistic 
Regression 0.62 0.68 0.72 0.72 0.75 

Weighted L2 Regularized 
Logistic Regression 0.73 0.80 0.66 0.78 0.74 

XGBoost (Big) 0.72 0.75 0.74 0.72 0.85 

XGBoost (Small) 0.78 0.85 0.88 0.87 0.89 

3.3 Proposed Ensemble method using outputs of traditional methods 

Now that we got the results from each of the multi-class classification models - To 
improve the AUC of the output, we propose an ensemble using the output of the models 
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that were ran in the previous iteration along with enforcing a non-negativity constraint 
[33] in predicting digital action. In this ensemble method , for each target class we took 
the probability output from random forest under-sample, L2 regularized logistic 
regression, weighted L2 regularized logistic regression, XGBoost implementation as 
inputs into Lawson-Hanson NNLS implementation of non-negative least squares 
method in R [34] which results in the ensemble of models and is better performing than 
existing traditional methods. Table 4 shows how the ensemble method performs better 
then each of the individual models in each of the target class. 

Table 4.  Model Performance measure based on AUC including Model Ensemble results 

Models Target 5 Target 4 Target 3 Target 2 Target 1 

Random Forest Under-
sample 0.78 0.84 0.83 0.85 0.89 

L2 Regularized Logistic 
Regression 0.62 0.68 0.72 0.72 0.75 

Weighted L2 Regularized 
Logistic Regression 0.73 0.80 0.66 0.78 0.74 

XGBoost (Big) 0.72 0.75 0.74 0.72 0.85 

XGBoost (Small) 0.78 0.85 0.88 0.87 0.89 

Ensemble Method 0.82 0.87 0.90 0.89 0.91 

4 Conclusion 

4.1 Results 

As presented in Table 4, we observe that the ensemble technique presented in this paper 
performs better than the other ensemble methods – i.e. the ones obtained by combining 
identical classification methods. Intuitively, this improvement can be credited to the 
combination of the regularized logic regression method and the gradient boosting 
method. While the regularization takes care of the sparseness, boosting tends to increase 
the predictability of the model. 



4.2 Uniqueness of the approach 

In varied ways, the current research is innovative. The novelty of the research lies in 
the following particulars. 

(i) The model attempts to study the digital behavior of B2B customers which 
has been inadequately explored in both academia and industry as of yet. 
In a B2B scenario, the decision maker is not an individual (as in the B2C 
case). It is possible that a targeted company is highly diverse in its 
structure and needs. In addition to that, each individual who is a part of 
the decision-making process might respond differently to the target asset 
leading to increased complexity in the model. 

(ii) Disparate to most existing models, the current research presents the use 
of an ensemble of various dissimilar multi-class classification models 
(random forest, L2 regularized logistic regression- weighted and non-
weighted and XGBoost- small and big). We demonstrate the superiority 
of this ensemble of models approach in mining highly imbalanced digital 
datasets in B2B which is forward-looking and highly sophisticated as 
compared to the existing literature. 

(iii) The model goes beyond conventional propensity to buy models and 
contributes by providing a Propensity to Respond model. This alteration 
leads to tremendous managerial implication which have been provided 
below in 4.3 

(iv) The model also extends in identifying high propensity to respond 
individuals by rules which can be implemented to do website 
personalization and give an engaging experience to the individual. This is 
particularly useful in the web analytics world where many organizations 
might not have the tools to enable targeting at an individual email id or 
cookie level. Translating the propensity model output into segments 
allows organizations the ability to do 1:M personalization where M is the 
number of segments in cases where the technology stack of the 
organization is not equipped for 1:1 marketing. 

4.3 Managerial Implication 

The ability to predict a customer’s response to a digital action has remarkable value. 
Along with identifying probable customers who will choose a particular action; we can 
determine an order in which digital actions should be pressed to targeted customers. A 
predictive model based on the digital behavior and historic data of the existing 
customers can help identify potential sales leads and enhance customer experience by 
improved personalized marketing. The output of the model can be directly used to 
create a list of probable leads for varied marketing channels, re-targeting and social 
targeting. Further, the derived rules can be used to target customers who are most likely 
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to consume specific digital content. This leads to enhanced segmentation and better 
understanding of the customized behavior for each segment. This in turn indicates to 
better identification of potential buyers or raw leads. These refined ways of 
identification and targeting advance to an increased efficiency due to a considerable 
reduction in cost and unnecessary marketing efforts. 

4.4 Future Extensions 

The method presented here can be used as a foundational framework to design the Next 
Best Digital Action (NBDA) using which B2B company should target prospects. Given 
the sparse literature around B2B, this work can be a basis for a system for the B2B 
digital buyer journey. Future research areas could include design of new metrics to 
analyze the digital buyer journey and development of models to optimize this metric 
directly. The multinomial problem could be framed as a recommendation problem as 
well and compared vs. existing models. A very interesting research area will be 
development of an algorithm to generate discriminating segments of users from the 
propensity model output that are business-user discernible and can be used by digital 
business sites that do not have the ability for individual email id/user level targeting. 
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Abstract. In this paper, we propose a rule-based classification method
that uses artificial missing values to improve the effectiveness and preci-
sion of medical data analysis. We apply artificial missing values to avoid
the sharp boundary problem encountered when discretizing continuous
variables. In discretization, we treat attribute values near the boundary
as missing values. We evaluated the performance of the proposed ar-
tificial missing value-based classification method and our experimental
results using medical data show this method to be effective for classifi-
cation. The proposed method can reduce the number of rules required
to build a classifier. It may also be able to control the relation between
a false positive and true positive in rule-based classifiers.

Keywords: association rule, classification, evolutionary computation,
incomplete data, missing value

1 Introduction

Association rule mining is the discovery of association relationships or correla-
tions among a set of attributes (items) in a database [1, 2]. Association rule-based
applications have been used for analysis in biomedical and health informatics
fields and have demonstrated effective performance [3–5]. A class association
rule (CAR) in the form “If X then Class label (X → Class label)” is interpreted
as “instances having the set of attributes X are likely to be classified to the Class
label.” Whereas effective CAR mining methods and application techniques have
been proposed [6, 7], previous approaches cannot handle incomplete databases,
i.e., databases in which there are missing values.

In biomedical and health informatics fields, datasets are likely to have many
missing values due to incomplete personal information or failed experiments.
Data can also be incomplete when multiple databases are joined and the at-
tributes in the joined databases differ. Conventional CAR mining methods con-
sider databases to be complete or else disregard instances that have missing
values. Generally, instances with missing data are deleted for the purposes of
rule mining or are completed using mean values or frequent categories [8, 9].
However, the discovery rule for biomedical data is such that these techniques
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Table 1. Example of incomplete database and available instance.

(a) (b) (c)
ID A1 A2 A3 A4 C (A1=1)∧ (A2=1)∧ (A3=1) (A3=1)∧(A4=1)
1 1 1 1 m 1 satisfied (available) cannot judge
2 m 0 1 1 0 not satisfied (available) satisfied (available)
3 0 m m 1 0 not satisfied (available) cannot judge
4 1 m m 0 0 cannot judge not satisfied (available)
5 1 1 0 0 1 not satisfied (available) not satisfied (available)

are difficult to apply. In addition, the classification of incomplete data should
also be considered. In the conventional associative classifier, the first matching
rule usually makes the prediction. Therefore, the order of the classifier rules af-
fects the classification accuracy. When missing values exist in both the training
and testing data, a multiple matched rules-based method may be appropriate.

We have previously proposed association rule mining tools for incomplete
databases using an evolutionary computation method [10, 11]. In this paper, we
leverage the advantages of rule extraction methods for incomplete databases and
propose an artificial missing values-based method to improve the effectiveness
and precision of rule-based classification for medical datasets. We apply artificial
missing values (AMV) to avoid the sharp boundary problem encountered when
discretizing continuous values. In discretization, we treat attribute values near
the boundary as missing values, which means that certain areas near the bound-
ary are not used for rule mining and classification. The proposed method can
obtain more reliable results. Unlike fuzzy methods [12], the proposed method
does not use probabilities to transform continuous variables which can also be
beneficial in biomedical and health informatics fields. We previously presented
the basic concept of the proposed method as a rule-based continuous value pre-
diction method [13].

This paper is organized as follows. In section 2, we present related concepts
and explain the CARs and classification for incomplete databases. We describe
the proposed method in which AMV are used in section 3, present our experi-
mental results in section 4, and draw our conclusions in section 5.

2 Rules and Classification Method

2.1 CARs for an Incomplete Database

Let Ai be an attribute (item) in the database. To clearly describe the algorithm,
we indicate instances of attribute values as either 1 or 0, as shown in Table
1(a) [10], and missing values as “m.” This means that the absence of item Aj is
described as Aj=0 and a lack of information for Aj is indicated by ‘Aj=m’. Let
C be the class label. Note that the database has no missing class labels. When
the data has two classes, the class labels are denoted C= i (i = 0, 1). X and Y
denote the combination of attributes, e.g., X = (Aj = 1) ∧ · · · ∧ (Ak = 1). X is



Table 2. Contingencies of X and C for an incomplete database.

C = 1 C = 0
∑

row

X Y (1) Y (0) Y (1) + Y (0)

¬X∑
col

N(1) N(0) N(1) +N(0)

represented briefly as Aj ∧ · · · ∧ Ak. Some examples of the above are described
in [11].

For CAR mining from an incomplete database, the number of instances re-
quired to calculate measurement differs with different rules [10]. Tables 1(a)
and 1(b) illustrate the available instances feature. For example, let X = (A1 =
1)∧(A2=1)∧(A3=1). Instance ID=1 in Table 1(a) satisfies X even though the
value for A4 is missing. When at least one attributes value of A1, A2, or A3 is 0,
the instance does not satisfy X. ID=2 and 3 are available to determine X even
though they have missing values. These instances are available for calculating
rule measurements. ID=4 is unavailable because, due to the missing values, we
cannot determine whether the instances satisfy X. For X=(A3=1) ∧ (A4=1),
the combination of available instances differs from that of the previous case, as
shown in Tables 1(b) and 1(c).

We exclude instances whose attribute values for a candidate rule equal 1 or
m, except where all attribute values equal 1 [10]. We use the M and Y values
introduced in [10] for the rule-by-rule measurement calculation as follows. The
M value represents the number of instances whose attribute values for the rule
equal 1 or m, and the Y value represents the number of instances where all the
attribute values for the rule equal 1. The N value, which represents the number
of available instances, is also defined in the rule measurement. In this paper, we
use a contingency table (Table 2), which is related to X → (C=1). M(i), Y (i),
and N(i) are used as the M , Y , and N values for i = 1, 0, respectively. These
values satisfy the following formula: N(i) = NT (i)−(M(i)−Y (i)), where, NT (i)
is the total number of instances for C = i in the database.

We define the measurements for CAR as follows [11]:

support(X → (C = i)) =
Y (i)

N(1) +N(0)
,

confidence(X → (C = i)) =
Y (i)

Y (1) + Y (0)
,

support(C = i) =
N(i)

N(1) +N(0)
,

χ2(X → (C = i)) =
N · (Y (i)

N − Y
N · N(i)

N )2

Y
N · N(i)

N (1− Y
N )(1− N(i)

N )
,

where, N = N(1) +N(0) and Y = Y (1) + Y (0).
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2.2 CAR Mining Method

Details of the CAR mining method for incomplete databases are provided in
[10] and [11]. This method extracts rules directly without constructing the fre-
quent item sets used in previous rule mining approaches. Instead, we use avail-
able instances of attribute values including missing values to calculate the rule
measurements. We developed this method using an evolutionary computation
technique that adopts a new strategy to accumulate rules via its evolutionary
process. In the experiments described in section 4, we used the same parameter
settings for the CAR mining as those used in [10].

In this paper, we define important CARs as satisfying the following:

support(X → (C = i)) ≥ supmin, (1)

χ2(X → (C = i)) > χ2
min, (2)

confidence(X → (C = i)) ≥ support(C = i), (3)

where, supmin and χ2
min are the minimum support and χ2 value provided by

users in advance. Equation (3) is required for positive associations of Eq. (2). For
example, instances in themedical field sometimes include different characteristics
for individuals. Therefore, important rules do not always have high confidence
values. In the classification method based on matched multiple rules, both strict
rules with a high confidence value and rules having a high χ2 value even if they
have a low confidence value are recommended.

2.3 Building a Multi-rules-based Classifier

Typically, rule-based classification involves two stages: training and testing. In
the training stage, important CARs are generated for classification. In the test-
ing stage, the obtained rules are applied to estimate the test data. We use an
unordered rule-based model to build a classifier, which compares the accuracy
or score of all the classes obtained from the multiple matched rules. The class
having the highest accuracy or score is used for classification.

In this work, we use the method for building a classifier described in [10] and
an incomplete data set as follows. We defined the available rule as the rule that
can judge whether the new instance satisfies the antecedent of the rule.
[Input] A set of CARs and an instance to be classified
[Output] Class predicted by the classifier
[Method] 1. available(i): Compute the total number of available rules satis-
fying C= i in the classifier (i=0, 1)
2. match(i): Compute the number of rules in the classifier, whose antecedent

match the new data and satisfy C= i

3. score(i) = match(i)
available(i)

If available(i) = 0 then score(i) = 0
4. The instance is predicted as C = arg max score(i)
5. If score(1) = score(0) > 0 then C = 1
6. If score(1) = score(0) = 0 then no classification of C is returned.



Fig. 1. Example of continuous variable transformation.

3 AMV

We propose the use of AMVs to improve the effectiveness and precision of rule-
based classification systems, as originally proposed in [13]. Figure 1(a) shows an
example of the discretization of a continuous attribute. Here T (j) is transformed
into A(j), and α is a breakpoint of T (j) for the crisp set. Generally, rule-based
classification algorithms using discretization of continuous attributes encounter
the sharp decision boundary problem. In this study, we apply AMVs to avoid
the sharp boundary problem in the discretization of continuous variables. In
discretization, we treat attribute values near the boundary as missing values,
as shown in Fig. 1(b). This means that uncertain areas are not used for rule
mining and classification. Unlike fuzzy methods, as shown in Fig. 1(c), the pro-
posed method does not use probabilities in the discretization process, but rather
constructs a new decision boundary treatment rather than a crisp or fuzzy deci-
sion boundary. The width of the area containing AMVs can be set attribute by
attribute. Optimization of the AMV settings is a challenge, however.

In the CAR mining stage, the proposed method extracts useful rules that are
overlooked by conventional approaches. We modify CAR measurements using
AMVs and use a set of distinct instances for each candidate rule, but in the
classification stage, the proposed method automatically selects useful rule sets
for classifying each test data entry. This classifier can avoid the over-fitting
problem encountered in rulematching. The proposedmethod realizes human-like
classification because it looks for reliable classification rules. In the biomedical
and health informatics fields, there are many essential continuous attributes
in their databases. The proposed AMV-based method differs from probability-
based classification schemes, such as fuzzy methods, and is therefore suitable
for application in these fields. One of the limitations of this method may be an
ethical decision not to use available values. However, from the point of view of
big data analysis, we need to develop new techniques for the selection of effective
values in databases and thereby improve the attribute selection methods.
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Fig. 2. Experimental setting.

4 Experimental Results

4.1 Experimental Settings

We used the Pima Indians Diabetes Database [14] from the UCI ML Repository
[15] for our evaluation. A summary of this database is as follows:
• Classification of signs of diabetes (C = 1 (tested positive for diabetes) and
C = 0)
• Eight continuous attributes (T (j), (j = 0, . . . , 7)) (Number of times pregnant,
Plasma glucose concentration at 2 hours in an oral glucose tolerance test, Dias-
tolic blood pressure (mm Hg), Triceps skin fold thickness (mm), 2-hour serum
insulin (mu U/ml), Body mass index, Diabetes pedigree function, and Age)
• 768 instances. (268 in C = 1, 500 in C = 0)
• Including missing attribute values
In [14], when forecasting the onset of diabetes mellitus, the sensitivity and speci-
ficity of the ADAP learning algorithm used by the authors was 76%. The diffi-
culty of this classification is moderate, therefore, this data set was considered to
be a good one for evaluating the improved effectiveness of the classification and
precision of the analysis.

Figure 2 illustrates how we prepared the datasets for the experiments. We
independently generated 30 combinations of training and test data. We then
randomly selected ten percent of the instances (77 instances) as test data and
used the remaining 90% for training. We obtained our experimental results using
the average value of 30 data sets. We discretized the continuous attribute values
(T (j)) to the sets of attributes A(2j) and A(2j + 1), for which the values were
1, 0, or missing. We performed the discretization of the values as follows:
1) Calculate the averaged value mj and standard deviation sj of T (j) (j =
0, . . . , 7).
2) Discretize the values of T (j) using mj and sj . We defined the values of A(2j)
and A(2j + 1) as shown in Fig. 3(a). This transformation has no scientific rele-
vance, and is used only to generate a dataset for the purposes of estimation.
3) To examine the influence of the introduction of AMV, we used the parameter
k (k = 0, 0.1, 0.2, 0.3, 0.4, 0.5). A larger k value indicate that the width of the



Fig. 3. Continuous variable transformation in the experiments.

artificial missing values is larger. We denoted training data as T and test data as
E. For example, T2 denotes T using k = 0.2, and E5 denotes E using k = 0.5.
We evaluated 36 set combinations of the training and test data (T0-E0, T0-E1,
. . . , T5-E5).
4) For comparison, Fig. 3(b) shows the settings for transformation using the con-
ventional rule-based method. It was not a simple matter to include comparative
studies using well-known classifiers such as the Decision Tree, Random Forest,
or artificial neural networks, because these methods do not handle missing val-
ues. In the experiment, we focused on the impact and potential for introducing
AMVs in rule-based classification problems.

We extracted CARs for each class using the rule mining method described in
[10]. We used supmin=0.03 in (1) and χ2

min=6.63 in (2) and set the maximum
number of attributes in the antecedent part of the rule to 8. The termination
condition for the evolutionary process was 200 generations [10]. We coded all
algorithms in C and performed the experiments on a 2.80GHz Intel(R) i7 860
with 4 GB RAM.

4.2 Classification Using AMV

Table 3 shows the average number of extracted CARs from the training data.
The number of extracted rules decreased with an increasing number of AMVs,
which can be due to the effect of the AMVs. However, the proposed method
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Table 3. Average number of extracted CARs.

class T0 T1 T2 T3 T4 T5

AMV C=0 479.6 411.1 344.6 292.8 247.6 214.1
method C=1 251.8 196.0 155.5 114.2 96.7 75.1

Conventional C=0 479.6 394.5 316.8 257.3 203.6 168.8
method C=1 251.8 182.1 134.4 88.2 67.1 47.5

Table 4. Average cover rate (%) of test instances in classification.

(a) Using top 100 rules (b) Using all the extracted rules
T0 T1 T2 T3 T4 T5 T0 T1 T2 T3 T4 T5

E0 82.3 87.8 93.6 98.8 – – E0 100 100 100 100 100 100
E1 73.4 78.9 85.7 94.4 – – E1 100 100 100 100 100 100
E2 65.1 71.8 78.8 90.1 – – E2 100 100 100 100 100 100
E3 57.4 64.8 72.5 84.8 – – E3 100 100 100 100 100 100
E4 50.0 56.8 65.2 77.4 – – E4 99.8 99.8 99.8 99.8 99.8 99.8
E5 42.2 50.2 58.2 71.7 – – E5 99.8 99.8 99.8 99.8 99.8 99.8

obtainedmore CARs than the conventional crisp set. In the proposedmethod, we
calculate the support of rules by considering the number of available instances on
a rule-by-rule basis. Equation (1) can work to some degree with the conventional
method.

Table 4 shows the average cover rate of the test instances in the classification.
We define the cover rate (%) for the classification as follows:

Number of classified instances

Number of instances for the test
∗ 100.

Table 4(a) shows the results using the top 100 rules for C = 1 and C = 0 in
building each classifier. In this experiment, we sorted the CARs extracted from
the training data by confidence and used the top 100 rules for each class to
build a classifier. We found that the proposed method could reduce the number
of rules required to build a classifier. Table 4(a) does not show the results of T4
and T5, because the number of extracted rules was less than 100. Table 4(b)
shows the results using all the extracted rules for C = 1 and C = 0 in building
each classifier. Almost all of the instances were classified by each classifier.

Table 5 shows the averaged accuracy of the test instances in the classification.
We defined the accuracy (%) of each classification as follows:

Number of correctly classified instances

Number of classified instances
∗ 100.

The results indicate that the proposed AMV method did not reduce the clas-
sification accuracy. In contrast, conventional methods reduced the accuracy de-
pending on their treatment of the discretization boundary. In this experiment, we



Table 5. Average accuracy (%) of test instances in classification.

(a) AMV method (b) Conventional method
T0 T1 T2 T3 T4 T5 T0 T1 T2 T3 T4 T5

E0 69.7 69.7 69.5 68.9 69.1 69.0 E0 69.7 69.4 69.0 68.8 68.9 68.3
E1 70.0 69.8 70.1 69.5 70.0 70.0 E1 70.0 69.7 69.7 70.0 69.7 69.0
E2 69.8 69.3 69.5 68.8 69.0 68.2 E2 70.1 69.7 69.8 68.8 68.3 67.6
E3 71.1 70.9 70.6 70.2 70.2 69.5 E3 71.2 71.1 70.9 69.5 69.0 67.8
E4 71.2 71.1 70.6 70.7 70.6 69.9 E4 71.2 71.1 70.6 70.0 69.0 67.5
E5 72.0 71.9 71.5 71.5 71.1 70.1 E5 72.1 71.7 71.5 70.9 69.4 67.8

Fig. 4. Average precision in classification using artificial missing values.

uniformly introduced AMVs for continuous attributes. In future work, we plan
to optimize the AVM settings by considering the characteristics of the attributes.

Figures 4(a) and 4(b) show scatter diagrams of the average precision of the
classification results using AMVs in the 36 combinations. In this experiment, we
used all the extracted CARs to build a classifier. Figure 4(a) shows the precision
based on the kind of training data set and Fig. 4(b) shows same results as Fig.
4(a) based on the kind of test data set. We found the precision trends to be E0 <
E3 < E5 and T0 < T3 < T5, respectively. We also found that the proposed
AMV method can potentially control the relation between false positive and true
positive results for rule-based classifiers. Figures 5(a) and 5(b) show the same
experimental results as Figs. 4(a) and 4(b) but using the conventional method.
In these figures, we see that the degree of dispersion was greater than that in
the AMV-based method and the false positives tended to have higher values.
Our experimental results using the Pima Indians Diabetes Database indicated
that the proposed method has the potential to improve the effectiveness and
precision of CARs-based classification.
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Fig. 5. Average precision in conventional rule-based classification.

5 Conclusions

In this paper, we proposed a rule-based classification method using AMV to im-
prove the effectiveness and precision in medical data analysis. With this method,
we apply AMV to avoid the sharp boundary problem encountered when dis-
cretizing continuous variables. In discretization, we treat attribute values near
the boundary as missing values. we evaluated the performance of the proposed
artificial missing value-based classification method and the results show that
the proposed method is effective and has the potential to improve classifica-
tion precision in the medical field. In future work, we will develop an extended
method to determine the optimal combination of settings for introducing AMV
to attributes in medical datasets.
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Abstract. In recent years, with the popularization of mobile network, the loca-
tion-based service (LBS) has made great strides, becoming an efficient marketing 
instrument for enterprises. For the retail business, good selections of store and 
appropriate marketing techniques are critical to increasing the profit. However, 
it is difficult to select the retail store because there are numerous considerations 
and the analysis was short of metadata in the past. Therefore, this study uses LBS, 
and provides a recommendation method for retail store selection by analyzing the 
relationship between the user track and point-of-interest (POI).  

This study uses regional relevance analysis and human mobility construction 
to establish the feature values of retail store recommendation. This study pro-
poses (1) architecture of the data model available for retail store recommendation 
by influential layers of LBS; (2) System-based solution for recommendation of 
retail stores, adopts the influential factors with specified data in LBS and filtered 
by industrial types; (3) Industry density, area categories and region/industry clus-
tering methods of POIs. Uses KDE and KMeans to calculate the effect of regional 
functionality on the retail store selection, similarity is used to calculate the indus-
try category relation, and consumption capacity is considered to state saturation 
feature.  

Keywords: Urban mining, Spatial and temporal data mining, Location-based 
Service, Retail store recommendation 

1 Introduction 

Based on the well-developed LBS, many data are available for user behavior analysis. 
For example, the POI recommendation system uses the user track in location-based 
social network (LBSN) to analyze the user preference for recommendation. The POI 
recommendation system has been discussed extensively in previous studies [1-2], most 
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of which concerning the influential factors. The adaptive or personalized recommenda-
tion system uses data mining to obtain the users' personal data, so as to estimate their 
behaviors, characters and values [3].  

These online user behavior evaluation methods based on internet mining are tolera-
ble analysis materials for enterprises. In order to gain commercial profit, the customer 
segments and purchasing behavior are obtained by user behavior analysis. There are 
diversified analysis tools and purposes, the decision of retail location plays an important 
role in the purposes [4]. The data analysis technique derived from advanced technology 
takes a share gradually. The analysis of customer segments provides effective assis-
tance for enterprises in deciding retail store, the complicated market survey is no longer 
a good scheme. Using big data to analyze the relationship of consumers with retail 
stores or other competitors by cluster, gravity model and neural networks has become 
an important reference for large enterprises to expand retail stores [5].  

However, the traditional cluster analysis and gravity model methods rely on exten-
sive calculation and data, while requiring the use of geography information system 
(GIS) [5]. The data collection process is very difficult, and the technical threshold is 
relatively high. As the present data is rapidly and frequently recorded via internet, this 
study adopts LBS to solve the problem of insufficient data sources in the decision-
making of retail store by the location information and implicit user behavior.  

Since 2010, there are many studies on the LBSN data analysis, most of which ana-
lyzed the relationship between mass user data and POIs according to the check-in data 
of users, so as to know the implicit information of preferences, sequential behaviors 
and social circle generated when the user checks in [6-7]. In addition, a few studies 
explored the relationship between locations and the popularity in LBS, and used ma-
chine learning to predict the possible optimum retail store location [4]. 

Most studies concerning LBSN intended to analyze the user behavior, while consid-
ering the factors of community, individual preference, regional composition and geo-
graphic property, but not the influence of all factors on the decision-making of retail 
store [1-3, 7, 9]. Therefore, this study discusses the data properties of LBS, point of 
view of marketing and the relationship inside the regional relationship of retail store 
and the human mobility, in order to develop a recommendation model for retail store 
expansion.  

To sum up, although with well-developed LBSN and convenient techniques of data 
collection, there still lacks a recommendation method for retail stores based on LBS 
data mining. Therefore, this study develops the following purposes:  

1. To build an influential factors model for retail stores recommendation system by POI 
recommendation, so as to identify the data types beneficial to retail store recommen-
dation in LBSN.  

2. To establish the retail store recommendation system architecture with LBS data as 
source. 

3. To establish reasonable corresponding recommendation features according to the es-
tablished influential factors by point of view of marketing. 



2 Related work 

In the LBSN, the sequential series connection of user's location behavior is called se-
quential behavior. A lot of useful information can be explored from this behavior, 
which may contain the information of user's daily routines, preferences and life circle. 
The sequential behavior is often discussed together with users' social network, that is 
social influence study. The social network of target user is brought into analysis to ob-
tain the relationships of following between users and their friends. Moreover, multiple 
sequential behaviors are connected in series to estimate the diffusion relationship by 
algorithm [1]. Yang et al. proposed how to establish the users' activity characteristics 
in geo-spatial, so as to reduce the complexity in multi-dimensional condition [8].  

The POIs, also known as venues, refers to the stores or attractions in the LBS graph-
ical information. The POI recommendation system is a very important part of the urban 
mining research. The unique influence model of POI recommendation system is based 
on the factors in LBSN, such as social factors, individual preference, popularity of POI 
and geographic position. The target groups with close properties are identified by col-
laborative filtering, and the probable mobility is predicted for recommendation [3]. Ye 
also used collaborative filtering technique to calculate the similarity between social in-
fluence and geographical influence, and combined two influence aspects to build a fu-
sion framework. With the user preferences for ranking, to achieve the best POI recom-
mendation accuracy [9].  

The factors that may be considered in POI recommendation model include social 
influence, individual preference, popularity of POI and geographic position. The indi-
vidual preference uses classification of POI properties as main basis, the historical rec-
ords of recommended target in LBS are used as recommendation reference for the rec-
ommended target. The popularity of POIs represents the recommendation value of the 
locations by the human clustering and following suit that is an important basis of rec-
ommendation. The geographic position also has significant effect on the recommended 
target. If it is too far from the user's relative position, or outside the life circle, this 
recommendation would not make sense [1-2]. 

In urban mining, the human mobility must be caught via internet for crowd monitor-
ing. The best data collection method is to let the target feedback position via GPS in 
time, so as to implement real-time monitoring. The GPS monitoring has many ad-
vantages, such as real-time feedback of the location information, and the coherence for 
data gathering. Such mass continuous data can be used for crowd monitoring in large-
scale activities to avoid dangers [10].  

Considering the privacy problem, most studies based on crowd mobility do not use 
GPS as data source, while some use location-based network for research. Despite of the 
limited public data, the crowd behavior in location-based network still provide diversi-
fied research directions. Yuan et al. used Latent Dirichlet Allocation (LDA) to guess 
the division and function of regions in city according to the distribution of POIs and 
human mobility pattern, and presented the information that may be difficult to explore 
in an automated approach [11].  

Developing the human mobility model is a challenge due to the computation com-
plexity. Without any corresponding method to reduce the complexity, it is difficult to 
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obtain the result. Wei et al. proposed the concept of grid that solved this. The adjacent 
POIs is classified into the same grid, and every frequent trajectory is displayed in re-
gion. This method greatly reduces the time complexity for calculating the frequent mo-
bility route [12].  

When planning for retail store, enterprises adopt data analysis methods of regression 
analysis, clustering analysis and gravity models. GIS is also used to identify the seg-
mentation of target customer. However, even with technological assistance, decision-
making needs to consider past experiences and common sense in commercial activity. 
If experience is considered in the decision-making process, the decision will be more 
accurate [5].  

There are numerous influential factors in determining an appropriate location of the 
store. For the enterprises, the decision-making process is like looking for an appropriate 
portfolio, determining a correct site can bring enormous profit. The decision factors of 
retail store can be divided into two categories. One is consumer demand, the other one 
is appropriate location position. Huff proposed considering customer requirement ap-
propriately, to predict if there was adequate demand at the location for sales estimation 
[13].  

Ghosh & Craig indicated that the factors to be considered in retail store decision-
making include the attractiveness of location for consumers. In addition, the competi-
tive relation of the location in the region, the probable preference of customers and the 
demand for the industry should be considered [14]. Exploring user preference and be-
havior in urban mining is conducive to business operation. Upon LBS, the consumer  
habits can be known by data mining. The analyses of visitors flowing rate and compet-
itors distribution are greatly helpful to commercial activity [15].  

3 Influential Factors and System Design  

This study plans to design a retail store recommendation system based on LBSN. First, 
relational concept is imported based on the POI recommendation system in LBS to 
establish the influential factors related to retail store. The relationship between human 
mobility and the profit of related industry is observed in the POI recommendation sys-
tem. The user preference is closely related to the types of industry, the recommended 
crowd is the target customers. Thus, the retail store recommendation system is built by 
using POI influential factors for analysis.  

3.1 Construct Influential Factors with POI Recommendation System 

Most of previous studies on POI recommendation use location influence and social in-
fluence to divide the influential factors in POI recommendation, and then use fusion 
rule, such as sum rule and product rule [1-2]. In addition, there are three major types 
based on feature extraction [3]. This study adopts in a similar concept, the following 
three types are described as follows:  

 



 Individual preference: the user's personal preference ratio is defined according to the 
POI types the target user visited. Or the user's activity sequence is established by 
spatial temporal activity in the form of time correlation, and then the activity related 
preference types is established [8].  

 Social influence: the social influence considers the user's friends, evaluates if there 
is stronger influence among the friends. Or disregards the intensity of influence, only 
aims at the behavioral aspects of friends, and measures the influence model (mobility 
or behavior sequence) for recommended target.  

 Location influence: the most decisive factor in the POI recommendation system is 
the effect of geographic location. In the measurement of location factor, the location 
is usually represented by coordinates on a two-dimensional plane. The recommen-
dations are ranked by the distance relation between users and stores. However, the 
users' individual preference shall be considered first when considering related can-
didate stores, so as to reduce the computational complexity preliminarily. 

To sum up, in the analysis of social influence or individual preference, the influential 
factors may be correlated with geographic position. Based on the three major influential 
factors, corresponding to the influence layers of retail store recommendation, relevant 
information extraction model is built. Three data hierarchies are established by the orig-
inal LBS data, including primitive layer, mobility and social layer, location layer 
(Fig.1.).  

 
Fig. 1. Information layers for location-based social network 

As shown in Fig. 1, the information of Layer 1 can be obtained easily, but the infor-
mation of Layer 2 and Layer 3 can be obtained after extensive analysis. Moreover, in 
the study of social influence, it is difficult to obtain social network under the privacy 
policy. Therefore, removing the effect of social criteria, the features which influence 
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the retail store can be simply divided into two types, one is regional relevance (RR) 
features, the other one is human mobility (HM) features.  

3.2 System Development and Design 

In order to recommend appropriate retail store, the enterprise can use the classification 
mechanism provided by real estate websites for screening. The recommendation system 
analyzes the implicit influential factors in the filtered candidate store, especially the 
customer segment and geographic relationships that the real estate websites are difficult 
to provide. Afterwards, other POIs within a radius of 200 meters from the candidate 
store and check-in data are collected to analyze the human mobility and industrial rela-
tions [4] (Fig. 2.).  

As the check-in data is enormous, a filtering mechanism must be established to select 
the type of industry correlated with enterprise. This mechanism can be relevant infor-
mation provided by enterprise, or the information derived from web text mining. The 
more correlated dataset can be filtered out before calculation by the industrial infor-
mation provided by enterprise and the user preference in LBS, so as to increase the 
effectiveness of feature values.  

Afterwards, the check-in data around each candidate retail store are analyzed, and 
the computing method of feature value extraction is proposed. The HM features are 
extracted from the mobility route formed of check-in sequence. In order to establish the 
mobility route, this study uses the route construction method proposed by Wei [12]. 
The computational complexity is reduced by grid division, and the industry filtering 
mechanism is used to select appropriate types to enhance the effectiveness; On the other 
hand, the RR features are extracted, considering the complex regional relation when the 
enterprise is selecting retail store location, probably including intensity, saturation, 
clustering degree, etc.  

 
Fig. 2. Framework for feature discovering in retail store recommendation 

 



4 Regional Relevance Features Construction 

First we develop features with regional relevance. This paper provide four influence 
factors for regional relevance, and integrate these methods with industry-preference 
filter: 

Density. The main concern of retailers is if there are competitive stores and crowds 
nearby the retail store, which are usually reflected in the store rent. The rent at busy 
areas is extremely high, thus the renters often doubt about the sales revenue and profit. 
These concerns are often tightly related to the store density. In order to measure the 
store density in the region, the Kernel Density Estimation (KDE) is used for calculating 
the density distribution. The KDE is a nonparametric entropy estimation. If the quantity 
of stores in the region is considered only, there may be fatal loss of some key factors. 
Only if the density nearby candidate point is calculated, the kernel of trading area is 
approached in deed. The KDE value of location  is calculated by using two-dimen-
sional KDE, defined as follows:  

      (1) 

Where  represents the distance between POI  and other POIs  in the range,   ,  represents the set of all POIs in radius  of candidate point ,  is the 
bandwidth value for KDE calculation. Scott rule is used for estimation, K is kernel 
function, Gaussian function is used as kernel function in our experiment [11].With den-
sity distribution generated by calculating KDE value may not be strong enough, so the 
industry impact filter is added to KDE function, the POI of different types of industry 
is given different weights [16]. ,  represents industry impact quality 
(IIQ), which determined by enterprise or text mining.  is the set of all POI types, in-
cluding . Afterwards, the industry weights can be added in to rewrite Eq. 
(1): 

      (2) 

Where  represents the weights of each POI . 

Category. In order to measure if the candidate location is in an appropriate region, the 
industry types distribution in the region must be considered. For example, the food re-
tail shall should be in the residential area or commercial area; bookstores shall be lo-
cated in the educational area. The industry type distribution in target area  is repre-
sented by , where  represents the vector value of industry type . In 
order to check if the recommended region hits our target industry, the similarity be-
tween IIQ value  and distribution  is calculated, represented by Euclidean distance 
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  (3) 

Clustering. Clustering is also very important for the store position. The distance be-
tween the candidate location and the business district will directly affect the customer's 
willingness to visit. Therefore, we use the clustering method to select the business dis-
trict within the region, and after the clustering, analyze the cluster's industrial quality. 
First, we cluster the POI  in the candidate region  by the K-Means clustering al-
gorithm, and get the cluster label for each location. Second, the geometric center of 
each cluster is obtained, and the distance between the center and the candidate point is 
calculated. Finally, divide the distance by the industry correlation score (Eq. (3)), and 
then accumulate the results of all the clusters to get the feature score (Algorithm 1).  

Algorithm 1 
Cluster_feature( ) 
    Initialize  and feature_score=0 
    clusters=KMeans( , , MinPts) 
    for each cluster in clusters do 
        avg = average coordinates of cluster 
         =  according Equation (3) 
        accumulate feature_score by /dis-
tance(avg , ) 
    end for 
return feature_score 

Saturation. Market saturation is a very important concept in economics, and its actual 
degree of saturation depends on the purchasing power of consumers [17]. We can 
simply denote the saturation degree  of a target region  as: 

  (4) 

Where  denotes all check-in activity in region , which represents the purchas-
ing power of consumers in this region. This purchasing power divided by the number 
of businesses in the region. And a negative number indicates that, the greater the num-
ber is, the stronger the negative impact on the recommendation. However, this does not 
fully explain the saturation degree of a single industrial category in the region. In addi-
tion, we do not define the saturation point, but only provide a relative comparison. 
Therefore, we modify the weight distribution of  to be: 

  (5) 

Where m is the relative limit decided by category set C, 0<m<1. And rewrite Eq. (4) 
based on the concept of industrial distribution: 

 



  (6) 

 represents the max value of saturation degrees for a specified region in the 
dataset. 

5 Conclusion 

In order to establish a suitable way for enterprises to find retail stores, we start with 
LBS and provide a model for mastering geography relation and crowd behavior. There 
are many implicit relationships that are not easily found through the geo-network. And 
we use information layered approach, the obvious expression of which can be obtained 
by data mining technology. In the research, an analytical framework which can take the 
LBS as the input is designed as the target of system design. In the future, we will use 
statistical tests to filter the selected features and use machine learning to analyze the 
best retail locations in the system. 

In the selection of features, we take the retailer's point of view, carefully assess the 
influential factors when choosing retail stores. And then quantify these considerations 
into the feature values we need, e.g., density distribution, similarity, clustering are all 
retailers need to consider in detail the characteristics of the region. Based on these anal-
ysis of LBS, enterprises can save a considerable amount of cost in data collection. Not 
only more technical use of data mining methods, but also can improve the accuracy of 
the forecast.  
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Abstract. The purpose of data clustering is to identify useful patterns in the un-
derlying dataset. However, finding clusters in data is a challenging problem es-
pecially when the clusters are being of widely varied shapes, sizes, and densi-
ties. Density-based clustering methods are the most important due to their high 
ability to detect arbitrary shaped clusters. Moreover these methods often show 
good noise-handling capabilities. Existing methods are based on DBSCAN 
which depends on two specified parameters (Eps and Minpts) that define a sin-
gle density. Moreover, most of these methods are unsupervised, which cannot 
improve the clustering quality by utilizing a small number of prior knowledge. 
In this paper we show how background knowledge can be used to bias a densi-
ty-based clustering algorithm for multi-density data. First we divide the dataset 
into different density levels and detect suitable density parameters for each den-
sity level. Then we describe how pairwise constraints can be used to help the 
algorithm expanding the clustering process based on the computed density pa-
rameters. Experimental results on both synthetic and real datasets confirm that 
the proposed algorithm gives better results than other semi-supervised and un-
supervised clustering algorithms. 

Keywords: Semi-supervised clustering, pairwise constraint, multi-density data. 

1 Introduction 

Semi-supervised clustering algorithms have been received a significant amount of 
attention in data mining and machine learning fields [1, 2, 3, 4]. Unlike traditional 
clustering algorithms, semi-supervised clustering (also known as constrained cluster-
ing) is a category of techniques that tries to incorporate prior information like pair-
wise constraints into the clustering algorithms. Pairwise constraints provide the su-
pervision information like must-link (ML) and cannot-link (CL), where must-link 
constraint specifies that the pair of instances should be assigned to the same cluster, 
and cannot-link constraint specifies that the pair of instances should be placed into 
different clusters. 

With exponential growth of data scale and the enrichment of data types, some 
problems have been put forward on clustering algorithms as: dealing with multi-
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density dataset, discovering clusters with arbitrary shapes, dealing with multi-
dimensional data, and handling noise and outliers. 

Recently, many clustering algorithms have been proposed in this area of research. 
Among all these methods, density based methods can detect arbitrary shaped clusters 
and show good noise-handling capabilities. But most existing methods cannot detect 
all the meaningful clusters for datasets with varied densities due to using global densi-
ty parameters. DBSCAN is a density based clustering algorithm and its effectiveness 
for spatial datasets has been demonstrated in the existing literature [5, 13]. However, 
there are two distinct drawbacks for DBSCAN: (1) the performances of clustering 
depend on two specified parameters. One is the maximum radius of a neighborhood 
(Eps) and the other is the minimum number of the data points contained in this neigh-
borhood (Minpts). In fact these two specified parameters define a single density. Nev-
ertheless, without enough prior knowledge, these two parameters are difficult to be 
determined; (2) with these two parameters for a single density, DBSCAN does not 
perform well to datasets with varying densities [8]. 

For example, in Figure 1(a), DBSCAN fails to find the four clusters, because this 
dataset has four different densities and the clusters are not totally separated by sparse 
regions. In Figure 1(b), DBSCAN discovers only the three small clusters and consid-
ers the other two large clusters as noises, or merges the three small clusters in one 
cluster to be able to find the other two large clusters. These problems occur due to 
using global values of the parameters (Eps, Minpts). 

 

  
(a) (b) 

Fig. 1. Clusters with varying densities 

In this paper, we propose a semi-supervised clustering (called SemiDen) algorithm 
that discovers clusters of different densities and arbitrary shapes. The idea of the pro-
posed algorithm is to partition the dataset into different density levels and compute 
the density parameters for each density level set. Then, use the pairwise constraints 
for expanding the clustering process based on the computed density parameters. Eval-
uating SemiDen algorithm on both synthetic and real datasets confirms that the pro-
posed algorithm gives better results than other semi-supervised and unsupervised 
density based approaches. In summary, our contribution in this paper is clustering 
multi-density datasets and arbitrary shapes using pairwise constraints. 

The rest of the paper is organized as follows. Section 2 presents a brief review of 
the related work. Section 3 introduces our proposed algorithm for clustering multi-
density datasets. Experimental results are presented in Section 4. Finally, we present 
the conclusions and future work in Section 5. 
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2 Related Work 

Density-based methods consider that clusters are dense sets of data items separated by 
less dense regions; clusters detected by these may have arbitrary shape and data items 
can be arbitrarily distributed. There are a large number of density-based clustering 
algorithms, such as DBSCAN [5], OPTICS [6], and DENCLUE [7] and so on. 

DBSCAN is a classic density-based clustering algorithm, it groups data points 
which are sufficiently dense into clusters, and the discovery process is based on the 
fact that a cluster can be expanded by any of its core objects. In DBSCAN, the density 
associated with a point is obtained by counting the number of points in a region of 
specified radius called Eps around this point. Points with a density above a specified 
threshold called MinPts are identified as core points. DBSCAN is able to handle clus-
ters of different sizes and shapes, and also separate noise and outliers. But it fails to 
identify clusters with varied densities unless the clusters are totally separated by 
sparse regions. 

Chen et al. proposed an enhancement of the DBSCAN algorithm that can deal with 
multi-density datasets called APSCAN [8]. APSCAN utilizes the Affinity Propaga-
tion (AP) algorithm to detect local densities for a dataset and generate a normalized 
density list, and then extends DBSCAN to generate final results. But APSCAN cannot 
deal efficiently with high dimensional data. 

Semi-supervised clustering algorithms have been proposed to improve the perfor-
mance of the clustering process using limited supervision in the form of labeled in-
stances or pairwise constraints. HISSCLU [9] is a hierarchical density based method 
for semi-supervised clustering that is based on OPTICS [6]. HISSCLU expands the 
clusters starting at all labeled points simultaneously, and during the expansion, cluster 
labels are assigned to the unlabeled points that are most consistent with the cluster 
structure. But HISSCLU is not able to extract the natural cluster structure from multi-
density dataset. 

C-DBSCAN [10] and SSDBSCAN [11] are density based semi-supervised cluster-
ing algorithms that can group data with arbitrary shapes and multi-density dataset. C-
DBSCAN partition the dataset into neighborhoods with a minimum number of data 
points and then builds local clusters, in which cannot-link constraints are enforced. 
Finally it uses must-link constraints to merge local clusters. C-DBSCAN ensures that 
all input constraints are satisfied. However, this has the side-effect of generating 
many singleton clusters, which correspond to cannot-link constraints. SSDBSCAN 
describes how labeled points can be used to help the algorithm detecting suitable den-
sity parameters to extract density-based clusters. However, SSDBSCAN decreases the 
clustering performance when applied on large dataset containing severely overlapping 
among the samples from different clusters. 

3 Clustering Multi-Density Data 

In this section, we propose a semi-supervised density-based clustering (SemiDen) 
algorithm that can find clusters of varying densities, shapes and sizes, even in the 
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presence of noise and outliers. The proposed algorithm is divided into two main parts: 
(1) partitioning the dataset into different density levels; (2) using pairwise constraints 
for expanding the clustering process for each density level. We summarize our semi-
supervised clustering (SemiDen) algorithm in Algorithm 1. 

3.1 Partitioning Dataset 

In this section, we describe the details of partitioning the dataset into different density 
levels. First our algorithm finds the k-nearest neighbors for each point in the given 
dataset. Based on the k-nearest neighbors, a local density function is used to find the 
density at each point. Where the local density function at point x is defined as the sum 
of the distances among the point x and its k-nearest neighbors, as shown in Eq. (1). 

  (1) 

where D(x, yi) is the Euclidean distance between point x and its k-nearest neighbors yi. 

  (2) 

After computing the local density function for each data point, we sort them in as-
cending order and compute the density variation between each two adjacent points pi 
and pi+1 denoted by DENVAR(pi , pi+1). Then, we get DENVAR list (denoted by 
DVList) in which each element in DVList is a density variation between two points in 
the dataset. 

  (3) 

For datasets with widely varied densities, there will be some distinct variation de-
pending on the densities of the data points. But for points in the same density level, 
the range of variation is small. Thus, we can acquire all density level sets by detecting 
these distinct variations of density. 

For example, Figure 2 shows the density variation (DENVAR) values for the da-
taset in Figure 1(a) which has four density levels. From Figure 2, there are some sharp 
waves between two relatively smooth lines, i.e. a smooth line represents a density 
level set and a sharp wave indicates a sharp change between two density levels. In 
order to get these density level sets, each smooth line should be separated out. 

 
Fig. 2. Density Variation Values for Figure 1(a) Dataset 
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Definition 1: (Density Level Set). Density level set (DLS) consists of points whose 
densities are approximately the same. In other words, the density variations of the 
data points within the same DLS should be relatively small. Points pi and pj belong to 
the same DLS if they satisfy the following condition: 

  

where  is a density variation threshold which divides a multi-density dataset into 
several density level sets. 

We implement partitioning method on DVList. Given a density variation threshold  (Definition 1), remove DENVAR values which are bigger than  out of DVList, then 
the points of remaining separated segments are considered as different density level 
sets. Here, we compute  according to the statistical characteristics of the DVList as 
follows: 

  (4) 

where E DVList. Accord-
ing to the DVList values, there are only a small number of points with large DENVAR 
values which are used to divide the dataset into different sets according to the thresh-
old . 

After partitioning the dataset into different density level sets, we need to find rep-
resentative value of the parameters (Eps and Minpts). We initialize the parameter 
Minpts as k-nearest neighbor and try to identify the value of parameter Eps for each 
density level. For a certain density level set (DLS), its corresponding Eps will be 
magnified by simply choosing the maximum DEN value. As we know, there are some 
points may correspond to border objects or noise and these points may have some 
influence on the Eps value. To deal with this problem, we compute Epsi for DLSi as 
follows: 

  (5) 

where maxDEN, meanDEN and medianDEN are the maximum, mean and the median 
density of DLSi respectively.  

3.2 Expanding Clusters 

After computing the Eps parameter for each density level and initializing the parame-
ter MinPts as k-nearest neighbor, we use the pairwise constraints for expanding the 
clustering process for each density level as follows: 

 In Step 11(a): we check if Point belongs to clusters or noise set. Where the key 
idea of density-based clustering is that for each point of a cluster the neighborhood 
of a given radius (Eps) has to contain at least a minimum number of points 
(MinPts). Therefore we compute the Point s Eps-neighborhood. If the number of 
points in Eps-neighborhood less than MinPts, adding Point to noise set. 
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 In Step 11(b): satisfy Must-link constraints. If Point belongs to a transitive closure 
in TCS, all the points contained in the transitive closure are assigned to the current 
cluster, so as to satisfy the must-link constraints. 

 In Step 11(c): satisfy Cannot-link constraints. Before adding point p into the cur-
rent cluster, we should ensure that the adding operation does not violate cannot-
link constraints. If there is a point q in the current cluster and a pair {p, q}  CL, 
adding p into the cluster will violate the cannot-link constraints, therefore the 
points p should not be assigned to the current cluster. 

Algorithm 1. SemiDen 

Input: A set of data points X; set of must-link constraints ML; the set of cannot-link 
constraints CL 

Output: Several clusters and a set of noises; 
Begin 
1. Compute local density function for each Point in X; 
2. Sort the density values in ascending order; 
3. Compute the density variation values between each two adjacent points; 
4. Partition the dataset into different density level set (DLS) according to Definition 1; 
5. For each density level set (DLSi)  
6. Initialize MinPts as k-nearest neighbor; 

7. Initialize all points in DLSi as UNCLUSTERED; 
8. Estimate the parameter Epsi ; 

9. ClusterId  = 0; 
10. For each Point in DLSi 
11. If Point.Id =  UNCLUSTERED  

Compute  Eps-neighborhood neighborhood; 
a. If the number of points in neighborhood < MinPts  

Point.Id = NOISE; 
Else 

Point.Id = ClusterId; 
b. If Point has must-link constraints  

For each point o in ML(Point, o)  
o.Id = ClusterId; 

c. For each point p in neighborhood do 
If p.Id = UNCLUSTERED and does not violated cannot-link constraints  

p.Id = ClusterId; 
12. ClusterId  =  ClusterId +1; 
13. Return all clusters and a set of noises 

End 

4 Experimental Results  

In this section we present two experimental results of SemiDen algorithm on a variety 
of datasets, including synthetic datasets and several real world datasets. We imple-
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ment our algorithm in Java and work on a 2.4 GHz Intel Core 2 PC running windows 
XP with 2 GB main memory. 

4.1 Competing Algorithms 

Besides the proposed algorithm, we also implemented some competing counterparts 
as well as the baseline methods listed below for comparison. 

1. C-DBSCAN: A density based semi-supervised clustering algorithm that is based 
on DBSCAN for clustering datasets with arbitrary structures. C-DBSCAN depends 
on two specified parameters (Eps and MinPts). We set the parameters Eps=0.5 and 
MinPts = 4 (default values in DBSCAN) [10]. 

2. SSDBSCAN: Semi-supervised density based clustering algorithm that automati-
cally finds density parameters for each natural cluster in a dataset [11]. 

3. HISSCUL: A hierarchical semi-supervised density based clustering algorithm. 
HISSCLU use the parameters  and  to establish borders between clusters when 
there are no clear cluster boundaries. In order to maximally preserve the original 
cluster structure HISSCLU is recommended to set up with  = 1.0,  = 0.5 [9]. 

4. APSCAN: An unsupervised clustering algorithm that uses affinity propagation for 
clustering datasets with varying densities [8]. 

For each data set, we evaluated the performance with different numbers of pairwise 
constraints. We generated a varying number of pairwise constraints randomly for each 
data set, where each constraint was generated by randomly selecting a pair of sam-
ples. If the samples belong to the same class, a must-link constraint was formed. Oth-
erwise, a cannot-link constraint was formed. The results are averaged over 100 inde-
pendent runs. 

To evaluate the performance of the algorithms, we used the normalized mutual in-
formation (NMI). NMI is an external validation metric, which is used to estimate the 
quality of clustering with respect to the given true labels of the datasets. NMI 
measures how closely the clustering algorithm could reconstruct the underlying label 
distribution in the data. If X is the random variable representing the cluster assign-
ments of the instances and Y is the random variable representing the cluster labels of 
the instances, then NMI is defined as follows: 

  

where I (X; Y) = H(Y H(Y|X) is the mutual information between the random variables 
X and Y, H(Y) is the Shannon entropy of Y , and H(Y|X) is the conditional entropy of Y 
given X . The range of NMI values is 0 1. In general, the larger the NMI value, the 
better the clustering quality. 
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4.2 Synthetic Datasets 

We used different synthetic datasets to evaluate the performance of the proposed al-
gorithm. The experiments were performed on six different datasets containing points 
in two dimensions of different densities, shapes, and sizes, and containing random 
noises as shown in Figure 3. The size of these datasets ranges from 3147 to 24000 
points, and their exact sizes are indicated in Figure 3. 

Figure 4 shows the clustering results of applying SemiDen algorithm on the six da-
tasets in Figure 3. Different colors are used to indicate the clusters. The black color 
points are discarded as noises. It can be seen from Figure 4 that the proposed algo-
rithm discovers the correct clusters in varying density datasets as in DS1, DS2, and 
DS3. Also it discovers datasets with arbitrary shapes and detects the noises as in DS4, 
DS5, and DS6. 

 
  

DS1 (size : 3147) DS2 (size : 4850) DS3 (size : 24000) 

 
  

DS4 (size : 8000) DS5 (size : 10000) DS6 (size : 8000) 

Fig. 3. Datasets used to evaluate the algorithm and their sizes 

   

DS1 DS2 DS3 

   

DS4 DS5 DS6 

Fig. 4. The clustering results of SemiDen algorithm 
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Figure 5 shows the empirical results of SSDBSCAN algorithm on DS1 using dif-
ferent values for the parameters Eps and MinPts. We can see clearly that a little 
change of Eps or MinPts may lead to different number of clusters and different num-
ber of noise data. We set MinPts = 4 (default value in DBSCAN).  If the density is too 
low, i.e. Eps is too little or MinPts is too large, SSDBSCAN ignore some clusters and 
select them as noise (noise is symbolized by black points), as shown as the result with 
MinPts = 4 and Eps = 0.2 On the other hand, if the density is too high, i.e. Eps is too 
large or MinPts is too little, SSDBSCAN merge several disjoint clusters into a single 
cluster as the result with MinPts = 4 and Eps = 0.8. 

 

  
MinPts = 4 and Eps = 0.2 MinPts = 4 and Eps = 0.4 

  
MinPts = 4 and Eps = 0.5 MinPts = 4 and Eps = 0.8 

Fig. 5. The clustering results of SSDBSCAN on DS1 

 

  
(a) C-DBSCAN (b) HISSCUL 

  
(c) APSCAN (d) SSDBSCAN 

Fig. 6. The clustering results of other algorithms on DS2 
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Also, we present the results of other semi-supervised and unsupervised clustering 
algorithms as shown in Figure 6. We can see that these algorithms cannot find out all 
the meaningful clusters for the dataset DS2. Different colors are used to indicate the 
clusters and the black color points are discarded as noises. We set the parameters 
Eps=0.5 and MinPts = 4 (default values in DBSCAN). HISSCLU use additional pa-
rameters  and  to establish borders between clusters when there are no clear cluster 
boundaries. In order to maximally preserve the original cluster structure HISSCLU is 
recommended to set up with  = 1.0,  = 0.5 [9]. 

We also evaluate the performance for the synthetic data (DS1, DS2, DS3, and 
DS4) with different number of pairwise constraints as shown in Figure 7. The hori-
zontal axis indicates the number of pairwise constraints, and vertical axis indicates the 
clustering performance (as measured by NMI). As mentioned previously, each curve 
shows the average performance of a method across 50 independent random runs. 
From Figure 7 we can see that the clustering results of SemiDen are more efficient 
than other baseline methods. It is interesting to note that the performance of APSCAN 
algorithm is constant value as it is unsupervised clustering algorithm and not affected 
with constraints. 

DS1   DS2 

DS3 DS4 

Fig. 7. Performance results over the different number of pairwise constraints on synthetic da-
tasets. 

 

0,4

0,5

0,6

0,7

0,8

0,9

1

1,1

0 100 200 300 400 500 600 700 800 900

SemiDen
SSDBSCAN
APSCAN
HISSCLU
C-DBSCAN

Number of Constraints

N
M

I

0,4

0,5

0,6

0,7

0,8

0,9

1

1,1

0 200 400 600 800 1000 1200 1400 1600 1800

SemiDen
SSDBSCAN
APSCAN
HISSCLU
C-DBSCAN

Number of Constraints

N
M

I

0,4

0,5

0,6

0,7

0,8

0,9

1

0 100 200 300 400 500 600 700 800 900

SemiDen
SSDBSCAN
APSCAN
HISSCLU
C-DBSCAN

Number of Constraints

N
M

I

0,4

0,5

0,6

0,7

0,8

0,9

1

1,1

0 100 200 300 400 500 600 700 800 900

SemiDen
SSDBSCAN
APSCAN
HISSCLU
C-DBSCAN

Number of Constraints

N
M

I

Constraint-based Clustering Algorithm for Multi-Density Data and Arbitrary Shapes 87



4.3 Real Datasets 

The experiments were performed on datasets from UCI repository 1  (ecoli, breast, 
yeast, segment, digits-389 and magic). These datasets provide a good representation 
of different characteristics: numbers of samples are ranges from 336 to 19,020, di-
mensionalities from 8 to 19, and number of clusters from 2 to 10. Some of these da-
tasets (segment and magic) are severe overlapping among the samples from different 
clusters that will be appropriate for evaluating the robustness of the semi-supervised 
clustering algorithms. A summary of all the datasets used in this paper is shown in 
Table 1. 

Table 1. Datasets used in the experiments 

Dataset #Samples #Dimensions #Clusters 
Ecoli 336 8 8 
Breast  683 9 2 
Yeast 1484 8 10 
Segment 2310 19 7 
Digits-389 3165 16 3 
Magic 19020 10 2 

 
Figure 8 shows the NMI results over the different number of pairwise constraints on 

the real datasets.  It can be observed from Figure 8  
erally performs better than the four other methods when the number of constraints 
increased (e.g. yeast, segment, and magic). It is interesting to notice that the clustering 
performance may decrease locally for some datasets when the number of constraints 
increases, while it is expected that the performance increases monotonically with the 
number of constraints (e.g. magic). This problem is a well known issue in constraint-
based clustering that has been addressed in [12] and may be due to either the variability 
of the random approaches in some cases or due to a bad selection of some constraints 
that leads constraint -based clustering algorithm to poorer  clustering results.  

We also notice that the constraint based clustering algorithms generally outperform 
the traditional clustering algorithms. It can be seen from Figure 8 that the perfor-
mance of APSCAN in all datasets is constant value as it is unsupervised clustering 
algorithms. This tends to prove the utility of constraint based clustering algorithms 
over unsupervised approaches when expert knowledge is available. 

To evaluate the efficiency of clustering algorithms, we compare the average CPU 
time consumption of each semi-supervised clustering algorithm, with different num-
ber of pairwise constraints. It can be seen from Figure 9, that the proposed method is 
generally time efficient (about 6 seconds on the ecoli dataset with 336 samples pro-
cessing 180 pairwise constraints, and about 1.5 minute on the magic dataset with 
19020 samples possessing 1800 constraints). Although it is not always the fastest 
algorithm on all the data sets, it is much more advantageous than its counterparts in 
terms of the performance. It is also observed that the proposed method worked stably 
on all the datasets we have tried so far, as indicated by the small deviations of the 

1  http://www.ics.uci.edu/~mlearn/MLRepository.html. 
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execution time. By contrast, SSDBSCAN often showed large variations of the CPU-
time, especially on the large-size data sets (e.g., magic). Further studies should be 
conducted on larger datasets to validate our approach. Furthermore, it could be inter-
esting to reduce the complexity of our algorithm with approximate nearest neighbors 
search algorithms. 

 

  
Ecoli Breast 

  
Yeast Segment 

Digits-389 Magic 

Fig. 8. Comparison of normalized mutual information over the different number of pairwise 
constraints 
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Ecoli Breast 

Yeast Segment 

  
Digits-389 Magic 

Fig. 9. Comparison of execution time for the semi-supervised clustering algorithms. 

4.4 Sensitivity Analysis 

An important parameter of SemiDen is the k-nearest neighbor. In this section, we 
analyze the performance in terms of clustering quality (NMI) and execution time 
when using different values of k-nearest neighbor. Figure 10 reports the results on 
both synthetic (e.g. DS1 and DS2) and real (e.g. segment and magic) data set. From 
Figure 10(a), it is clear that on all data set, the highest NMI value achieved when k is 
in ranges from 4 to 6. The execution time also strongly depends on the k as shown in 
Figure 10(b). When setting k to the range [4 - 6] SemiDen has obtained small execu-
tion time. Thus, setting k = 5 in our previous experiments can generate stable results. 
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(a) Clustering quality (NMI) 

 
(b) Execution Time 

Fig. 10. Clustering quality and execution time vs. k-nearest neighbor. 

 

5 Conclusion and Future Work 

This paper presents a novel semi-supervised density based clustering algorithm that 
takes advantage of background knowledge in the form of pairwise constraints to find 
clusters of varying densities, shapes and sizes, even in the presence of noise and outli-
ers. Our algorithm is able to extract meaningful clusters via partitioning the dataset 
into different density levels, and then using pairwise constraints for expanding clus-
ters in each density level. Our experiments on both synthetic and real world datasets 
show that the proposed algorithm outperforms other algorithms especially for large 
scale datasets. In the experiments, the pairwise constraints are provided beforehand. 
In the future work, we plan to actively identify the most informative pairwise con-
straints for the clustering process. 
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Abstract. Communication Service Providers (CSPs) are increasingly
focusing on effective churn management strategies due to fierce com-
petition, price wars and high subscriber acquisition cost. Though there
are many existing studies utilizing data mining techniques for building
churn prediction models, addressing aspects such as large data volumes
and high dimensionality of subscriber data is challenging in practice. In
this paper, we present a large scale churn management system, utilizing
dimensionality reduction and a decision-tree ensemble learning. We con-
sider subscriber behavior trends as well as aggregated key performance
indicators (KPIs) as features and use a combination of feature selection
strategies for dimensionality reduction. We report favorable results from
evaluating our model on a real-world dataset consisting of approximately
5 million active subscribers from a popular Asian CSP. The model out-
put is presented as an actionable lift chart which will help marketers
in deciding the target subscriber base for retention campaigns. We also
present the practical aspects involved in productionizing our model using
the Apache Oozie workflow engine.

Keywords: Prepaid churn management, Large scale prediction, Feature
engineering, Dimensionality reduction, Machine learning, Actionability,
Operationalization

1 Introduction

Competition in the wireless telecommunication industry has become rampant
due to its dynamic nature with new products, services, technologies, and carriers
emerging. New rates and incentives are being frequently exercised by Commu-
nication Service Providers (CSPs) to attract new subscribers. With the avail-
ability of similar services with different price levels, subscribers prefer switching
to different CSPs, resulting in significant revenue loss. Other factors such as
inadequate connectivity, intermittent call drops and poor customer service also
compel subscribers to switch to different CSPs. Wireless carriers across the world
report churn rate varying from 1.5% to 5% per month [1, 2]. As subscriber ac-
quisition costs are considerably higher as compared to retention costs [3, 4, 5],
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CSPs are increasingly focusing on effective churn management to plan their re-
tention strategies. Data mining and machine learning techniques are increasingly
applied for churn prediction. There have been many studies for developing churn
prediction models [3, 4],[6, 7, 8]. Existing works generally focus on comparing ef-
fectiveness of various machine learning algorithms in predicting churn. However,
these studies have the limitation that their test sets were small. In this paper, we
present a novel approach towards large scale churn modelling and report results
on a real world dataset pertaining to approximately 5 million prepaid subscribers
from a popular Asian CSP. We cover practical issues in churn modelling such as
high dimensionality, class imbalance, productionization of the churn model and
actionability in terms of campaign design based on churn scores.

Lack of contractual obligations between subscribers and CSPs in prepaid
mobile markets make predictive churn modelling a difficult problem [9]. Sev-
eral subscribers sporadically stop consuming the network services and switch to
other CSPs, without prior notification. Many CSPs consider a continuous and
prolonged period of inactivity in terms of incoming and outgoing service usages
to be indicative of churn. In general, inactivity periods of 2 months, 3 months, 6
months or 1 year are used depending upon the CSP, geography and the govern-
ment regulations, to mark the expiration of a Subscriber Identification Module
(SIM). After SIM expiration, all network services to the corresponding subscriber
would be terminated. In our opinion, using such long inactivity periods in pre-
dictive churn modelling is detrimental, as the CSPs loose actionability in terms
of providing counter offers and promotions to proactively retain their customers
and to encourage service consumption before they switch to other CSPs. Com-
monly used definitions of prepaid churn in the literature include two months
[10, 11] or three months [8, 10] of continuous inactivity. [12] uses an inactivity
period of 6 weeks to model prepaid churn. In this paper, we consider subscribers
with no outgoing activity in terms of voice usage, data usage and short messaging
service (SMS) usage for a period of 15 consecutive days as churners. Though our
definition may not be indicative of network churn, as subscribers may resume
service consumption after 15 days of inactivity, we believe that it allows CSPs
to engage with subscribers effectively by recommending personalized offers and
thereby influencing them to restart their service consumption.

Application of data mining techniques on telecom churn prediction is not
new. Most of the studies model churn prediction as a binary classification task.
Decision Trees [13], Neural Networks (NN) [14] and Support Vector Machines
(SVM) [15] have been extensively used as classifiers for building churn mod-
els. Many of the existing studies compare multiple classifiers in terms of their
predictive quality [16]. Decision Tree and NN classifiers are compared in terms
of their prediction quality on a dataset of 6000 instances and information gain
is used for feature selection in [17]. In [4], a binomial logit model was used on
a sample of 973 mobile users. [6] compares multiple approaches based on de-
cision trees and Back Propagation Network (BPN) model to predict churn for
approximately 160,000 subscribers of a wireless telecom company. The study
also provided results for varying sizes of training sets created using different



sampling techniques. Data Mining by Evolutionary Learning (DMEL) to mine
classification rules in large databases is presented in [18], with specific focus on
churn modelling. DMEL searches through the huge rule spaces using an evolu-
tionary approach. Its performance was observed to be better compared to NN
and decision trees when applied to a database of 1 million subscribers. Genetic
Programming (GP) and AdaBoost based approaches have been attempted in
[19] to predict telecom churn. This work explores the evolution process in GP by
integrating an AdaBoost style boosting to evolve multiple programs per class.
Weighted sum of outputs from all GP programs is used to generate the final pre-
diction. This approach provided better results as compared to KNN and Random
Forest in terms of sensitivity, specificity and AUC on Orange Telecom (80,000
subscribers) and Cell2Cell (40,000 subscribers) datasets. However, these studies
have limitations since the results are reported on small datasets, in a controlled
experimental setting. In this work, we primarily focus on practical aspects in-
volved in large-scale churn modelling such as feature selection, model evaluation,
operationalization and providing actionabilty to marketers.

The outline of the paper is as follows. The modelling strategy is discussed in
Section 2 and results in Section 3. Actionability and operationalization aspects
of the developed system are presented in Sections 4 and 5 respectively. Section
6 concludes the paper.

2 Model Building

The data for the study is from a well known Asian CSP with a subscriber
base of approximately 7 million. Uncompressed data, in the form of Call Data
Record (CDR) files, with datasize of approximately 80 GB is streamed on a
daily basis to our data warehouse. We randomly sampled 0.5 million subscribers
for developing the prediction model. Service usage pertaining to voice (incoming
and outgoing), data and SMS along with their recharge information for a period
of 90 days (3 months), with datasize of approximately 7200 GB, is used for the
analysis. Subsequent subsections elaborate our modelling procedure.

2.1 Data Preparation and Preprocessing

Identifying the key KPIs is an important aspect of any modelling task. With the
help of domain expertise and preliminary data analysis, we selected 36 candidate
KPIs for building our model. Details of these KPIs are provided in Table 1.
KPIs were extracted from the raw CDR data using custom PIG scripts [20] on a
Hadoop cluster. Dormant users who were inactive for a period of 30 consecutive
days were filtered out as some of them may have already churned out of the
network. This reduced the sample size from 0.5 million to 0.34 million. Most of
the KPIs were derived KPIs, which were obtained by aggregating subscribers’
usage behavior over a period of one month or three months, as appropriate. KPIs
were further categorized into snapshot or trending KPI. Snapshot KPIs contain a
single value whereas trending KPIs comprise of more than one KPI, representing
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an usage trend. For example, Days Since Last Usage is a snapshot KPI whereas
OG MOU is a trending KPI that represents total outgoing minutes of usage,
for 3 consecutive months separately (represented by M1/M2/M3 in Table 1)
representing an usage trend. In other words, OG MOU, which is a trending KPI,
actually comprises of 3 snapshot KPIs namely OG MOU.M1, OG MOU.M2 and
OG MOU.M3, each of them corresponds to the usage for one month respectively.
Description of all the KPIs is provided below.

1. Days Since Last Usage: Number of days elapsed since the last service
usage (data/voice/SMS) has been made by the subscriber

2. Days Since Last Recharge: Number of days elapsed since the time the
subscriber has made the last recharge

3. Average Recharge Count: Average number of recharges done per month
by a subscriber within a time period

4. Last Recharge MRP: Monetary value of the last recharge done
5. Average Recharge MRP: Average monetary value of recharge done per

month within a time period
6. AON: This is known as Age On Network, which represents the total number

of days since the subscriber became active on the network
7. Voice OG Call Days: Total number of days within a time period where

at least one outgoing call has been made per day by the subscriber
8. Voice IC Call Days: Total number of days within a time period where at

least one incoming call has been made per day to the subscriber
9. OG MOU: Total outgoing usage in minutes

10. IN DEC: This is known as Intelligent Network Decrement, representing
the total amount deducted from balance within a time period. Intelligent
Network refers to the prepaid billing system.

11. On Net Share: Service usage in home network as a proportion of total
service usage

12. STD Contribution: STD call usages as a proportion of Total Outgoing
call usages

13. Max Days Between Recharge: Maximum number days between any two
successive recharges done by the subscriber over a time period

14. Median Delay Between Recharge: Median number days between any
two successive recharges done by the subscriber over a time period

15. Max Consistent Non Usage Days:Maximum number of days at a stretch
when no usage has been made by the subscriber over a time period

Churn rate, based on the proposed inactivity-based definition of churn was
found to be 19.12%. The extracted dataset was split into a training set and a
test set. The training set was balanced by under sampling of the majority class
(non churners). In the test set, ratio of churners to non churners was kept same
as in the original dataset. Figure 1 depicts the class distribution in the training
and test sets.

2.2 Feature Selection

All 36 KPIs identified initially may not be equally important in characterizing
the churn phenomena. Hence, feature selection was performed to identify most



Table 1: List of 36 KPIs, Their Types and Duration

KPI Snapshot (S) or
Trending (T)

Raw (R) or
Derived (D)

Period To consider
(In Months)

Days Since Last Usage S D 1
Days Since Last Recharge S D 3
Average Recharge Count S D 3
Last Recharge MRP S R 3
Average Recharge MRP S D 3
AON S D NA
Voice OG Call Days.M1/M2/M3 T D 1 x 3
Voice IC Call Days.M1/M2/M3 T D 1 x 3
OG MOU.M1/M2/M3 T D 1 x 3
IN DEC.M1/M2/M3 T D 1 x 3
On Net Share.M1/M2/M3 T D 1 x 3
STD Contribution.M1/M2/M3 T D 1 x 3
Max Days Between Recharge.M1/M2/M3 T D 1 x 3
Max Days Between Recharge.3 Months S D 3
Median Delay Between Recharge.M1/M2/M3 T D 1 x 3
Median Delay Between Recharge.3 Months S D 3
Max Consistent Non Usage Days.M1/M2/M3 T D 1 x 3
Max Consistent Non Usage Days.3 Months S D 3

Fig. 1: Data Distribution
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prominent KPIs from the initial set. We follow a 2-step strategy in selecting the
prominent KPIs.

1. Step-1 : Information Gain [21] was used to rank the KPIs based on their
information gain scores. Based on empirical experiements, a threshold of
0.12 was chosen and accordingly 19 KPIs were selected. Figure 2 shows the
information gain scores of these 19 KPIs.

Fig. 2: Information Gain Scores of Top 19 KPIs

2. Step-2 : We use a combination of approaches such as wrapper method based
on forward selection [22], recency-based filtering and computation-intensive
filtering for further reduction of the feature space. Each of these approaches
cater to different aspects of the problem as explained below.

Some KPIs when considered together, convey more meaningful behav-
ioral patterns as compared to the case when they are considered separately.
For instance, subscriber SA, having a smaller value of Last Recharge MRP
and a relatively larger value of Days Since Last Recharge is more likely to
have stopped its usage as compared to subscriber SB , who has larger values
for both these KPIs, in general. Wrapper based feature selection approach
was used for this analysis. In contrary to the information gain (which scores
the KPIs separately with respect to the class labels), the wrapper method
finds an optimal subset of KPIs which have high discriminating power when
considered together. 16 KPIs (listed in Table 2) were obtained after applying
a wrapper method based on forward selection on the KPI set obtained from
step 1.

Recency-based filtering is used to consider those KPIs which have the
most recent values. This is applicable only to the trending KPIs. For instance,
out of the KPIs namely OG MOU.M1, OG MOU.M2 and OG MOU.M3,
only OG MOU.M3 will be chosen as it represents the most recent outgoing
minutes of usage of a subscriber. This is based on the hypothesis that, most
recent behavior better explains the churn phenomena as compared to the
least recent behavior. In addition to this, we observed significant correlation
among the trending KPIs. For instance, corr(OG MOU.M1, OG MOU.M2)
≈ 0.78 and corr(OG MOU.M2, OG MOU.M3) ≈ 0.65, where corr represents



Table 2: 16 KPIs using Wrapper method
Days Since Last Recharge Voice IC Call Days.M2/M3

Last Recharge MRP IN DEC.M2/M3

Average Recharge MRP Days Since Last Usage
Average Recharge Count Max Consistent Non Usage Days.3 Months
Voice OG Call Days.M1/M2/M3 Max Days Between Recharge.3 Months
OG MOU.M3 On Net Share.M3

the correlation between two KPIs. This motivated us to retain only the re-
cent month’s value of the trending KPIs instead of values corresponding to
all 3 months.

Apart from this, few KPIs such asMax Consistent Non Usage Days.3 M
onths, Max Days Between Recharge.3 Months pose significant overhead in
terms of their computation time. We call these KPIs computationally in-
tensive KPIs and can be ignored if doing so does not the affect the model
accuracy significantly. Various combination of above techniques were tried
and a Random Forest (RF) classifier (trained on the training set, using an
ensemble of 100 Decision Trees) was used to make predictions on the test
set, in order to understand the impact of the features on the model quality.

Feature Selection Combination Number of KPIs Precision Recall F-measure

All KPIs (No Feature Selection) 36 0.552 0.882 0.679
19 0.551 0.881 0.678

IG + Wrapper 16 0.552 0.88 0.678
IG + Recency Based Filtering 12 0.55 0.879 0.676
IG + Computation Intensive Filtering 17 0.55 0.88 0.677
IG + Wrapper + Computation Intensive Filtering 14 0.551 0.88 0.678
IG + Wrapper + Recency Based Filtering + Computation Intensive Filtering 10 0.547 0.877 0.674

As observed from Table 3, precision, recall and F-measure values are almost
similar in all cases. Hence, it can be inferred that the trending KPIs are not
contributing much to the discrimination between churners and non churners. So,
for a real world deployment, we selected 10 most discriminating KPIs (as listed
down in Table 4), without a significant loss in accuracy.

2.3 Machine Learning Classifiers

Several linear and non linear classifiers namely Logistic Regression (LR) [23],
Random Forest (RF) [24], Support Vector Machine (SVM) [15] along with en-
semble based Random Supspace (RS) [25] were used for this analysis. Many
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Table 4: Final 10 KPIs
Days Since Last Recharge Days Since Last Usage
Last Recharge MRP On Net Share.M3

Average Recharge MRP Voice IC Call Days.M3

Average Recharge Count OG MOU.M3

Voice OG Call Days.M3 IN DEC.M3

existing studies related to churn prediction have made use of standard classi-
fiers, but prior works have not utilized Random Subspace (RS) classifier in churn
prediction to the best of our knowledge. Here, we compare the performances of
these alternate classifiers. RS is based on the following principle.

1. Given a training set X = (X1, X2, ..., Xn), where Xi = (xi1, xi2, ..., xid) is a
d-dimensional feature vector, p < d features are randomly selected. Modified
bootstrapped training sets X̃b = (X̃b

1, X̃
b
2, ..., X̃

b
n) are created, each contain-

ing p-dimensional training objects X̃b
i = (xb

i1, x
b
i2, ..., x

b
ip)(i = 1, ..., n).

2. Classifiers Cb(x) are constructed in the random supspaces X̃b and the pre-
diction from each of the classifiers are combined by taking a simple majority
voting (the most often predicted label)

β(x) = argmax
∑
b

δsgn(Cb(x)),y (1)

where

δi,j =

{
1, if i = j
0, if i �= j

(2)

is the Kronecker symbol and y ∈ {−1, 1} is a decision (class label) of the
classifier.

2.4 Decile Wise Cumulative Coverage as a Model Evaluation
Metric

We define a metric called Decile Wise Cumulative Coverage (DWCC) to assess
the overall model quality along with other standard accuracy metrics namely
precision, recall and F-measure. Here we describe the procedure to form deciles
from the whole subscriber base. We first estimate the probability of churn for
each subscriber, using a classfication algorithm as mentioned above. Then sub-
scribers are ranked according to the decreasing order of their churn probabilities.
The whole subscriber base is then divided into 10 equal bins, where each bin con-
tains almost 10% of the total observations. Each of these 10 bins is called a decile.
Decile wise cumulative coverage metric can be represented as follows:

DWCCN =
N∑

d=1

TCCd × 100

TCC
, 1 ≤ N ≤ 10 (3)



where DWCCN denotes the decile wise cumulative coverage of churners (in
percentage) upto N th decile, TCCd denotes the true churner count in dth decile
and TCC denotes the total churner count in the whole subscriber base (all 10
deciles combined). DWCCN can also be interpreted as the recall of churners in
the top N deciles. We choose this evaluation metric as it describes the model
efficacy in terms of proportion of actual churners covered if subscribers falling
into top K deciles are targeted as part of retention campaigns. More details on
subscriber targeting mechanism for retention campaigns is mentioned in Section
4.

Table 5: Comparision among classifiers using DWCC

Classifier DWCC1 DWCC2 DWCC3 DWCC4 DWCC5 DWCC6 DWCC7 DWCC8 DWCC9 DWCC10

LR 38.26 68.13 83.34 91.4 95.63 97.82 99.04 99.61 99.89 100
SVM 32.7 68.13 86.11 93.74 95.86 96.33 96.82 97.66 98.79 100
RF 40.21 69.62 86.59 93.97 97.06 98.34 99.21 99.68 99.91 100
RS 40.31 70.05 86.53 93.86 97.07 98.53 99.33 99.8 100 100

Table 6: Comparison among classifiers using Precision, Recall and F-Measure

Classifier Precision Recall F-Measure

LR 0.521 0.84 0.643
SVM 0.529 0.876 0.66
RF 0.548 0.877 0.674
RS 0.541 0.877 0.669

A grid search technique [26] was used to obtain the best model with respect
to each of the classifiers. In this case, the balanced training set was used to train
each of the candidate models and predictions were made on the test set. Best
results obtained with respect to each classifier using the grid search technique are
reported in Table 5 and 6. It is observed that the non-linear classifiers (SVM,
RF, RS) performed slightly better than the linear counterpart (LR) in terms
of DWCC in top 3 deciles (83.34% for LR, 86.11% for SVM, 86.59% for RF
and 86.53% for RS), precision, recall and F-Measure. However, SVM, RF, RS
gave comparable performances except that, SVM covered only 32.7% of the
actual churners in the 1st decile (which is the lowest among all classifiers used
in this analysis). Among the non-linear classifiers, Random Forest (RF) and
Random Subspace (RS) performed almost identically. Between RF and RS, RF
was chosen, as its distributed implementation is readily available, which would
be beneficial in case of a real world production deployment, where model needs
to be trained on large-scale datasets, incurring minimal training time.

In our analysis, we have also considered the trending KPIs in terms of their
relative values. A relative value indicates the incremental change (positive or
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negative) in percentage, observed in a KPI value in a month, with respect to
the previous month. To this end, KPIs such as OG MOU.M1, OG MOU.M2,
OG MOU.M3 were replaced withOG MOU.M1,ΔOG MOU1 andΔOG MOU2

respectively, whereΔ denotes the percentage change in outgoing minutes of usage
in a month with respect to the previous month. We repeated similar experiments
using the relative representation of the trending KPIs. However, it did not im-
prove the results. Including KPIs such as number of dropped calls and number of
calls made to customer care may further improve the model performance as they
are known to be good indicators of churn. However, due to data unavailability,
we could not use them in our analysis.

3 Large Scale Training and Prediction

It would be inappropriate to assume that the subscribers’ behavior remain con-
sistent over time. For example, let us assume that the frequency of recharge of
a large number of subscribers decline suddenly because of the increased use of
free messaging applications like WhatsApp. In this scenario, the same training
set which was used to train the model may no longer be suitable for learning
the newly emerging behavioral patterns and hence the generalization capability
of the model will degrade. Hence, to capture latest trends in subscribers’ usage,
we use the most recent window to construct the training set. Once our model
is used for prediction, we wait for next 15 days to collect the true labels of the
predicted subscribers. A new training set is constructed by utilizing these true
labels along with the required KPIs. The model is retrained using this newly
created training set to make predictions for the next cycle.

Table 7: Decile wise Coverage of Churners and Non Churners

Decile Total
Subscriber

count

Actual
Churners
Count

Actual
Non

Churners
Count

Cumulative
Population

in %

% of
Churners
Covered
per Decile

% of Non
Churners
Covered
per Decile

Cumulative
% of

Churners
Covered

Cumulative
% of Non
Churners
Covered

1 456906 348356 108550 10 36.76 3.00 36.76 3.00
2 456906 267441 189465 20 28.22 5.23 64.98 8.23
3 456906 176573 280333 30 18.63 7.74 83.61 15.97
4 456906 85312 371594 40 9.00 10.26 92.61 26.23
5 456906 36382 420524 50 3.84 11.61 96.45 37.84
6 456906 16474 440432 60 1.74 12.16 98.19 50.01
7 456906 8458 448448 70 0.89 12.38 99.08 62.39
8 456906 4691 452215 80 0.50 12.49 99.58 74.88
9 456906 2681 454225 90 0.28 12.54 99.86 87.42
10 456907 1295 455612 100 0.14 12.58 100.00 100.00

TOTAL 4569061 947663 3621398 100.00% 100.00%



Table 8: Confusion Matrix

Predicted →
Actual ↓ C NC
C 818884 128779
NC 657184 2964214

Table 9: Precision, Recall and F-
Measure

Precision Recall F-Measure

0.5548 0.8641 0.6757

Table 7,8 and 9 represent the real world prediction results when the model
was applied to a full circle subscriber base [27] containing approximately 5 mil-
lion active subscribers from a popular Asian operator. A balanced training set,
consisting of approximately 0.9 million churners and an equal number of non
churners was used for model training.

4 Actionability with Lift Chart

Campaign management is a crucial part of retention programs. To have effective
campaigns, CSPs need actionability. We use lift chart [28] to provide actionabil-
ity to marketers. These charts aid marketers in deciding the set of subscribers
to be targeted for retention. Lift is a measure of effectiveness of a predictive
model, calculated as the ratio between the results obtained with and without
the predictive model which can be represented as follows:

LiftD(PM) =
DWCCD(PM)

DWCCD(RM)
(4)

where LiftD(PM) denotes lift obtained in top D deciles using our proposed
model, DWCCD(PM) and DWCCD(RM) denotes the decile wise cumulative
coverage of churners obtained in top D deciles using our proposed model and
a random model respectively. In this context, a random model is equivalent
to randomly guessing the likely churners. As evident from the decile formation
described in the previous section, decile 1 contains subscribers who are most
likely to churn and decile 10 contains subscribers who are least likely to churn,
making it convenient for marketers to consider top K deciles as the target base
for retention campaigns.

Choosing an optimal value of K depends mostly upon a marketer’s subjec-
tivity. One ideal way is to choose a value of K, beyond which the model’s lift
does not fall rapidly. Considering this case, optimal value of K that would have
been chosen is 4, as seen from the lift chart in Figure 3. However, marketer can
also set a threshold value of model’s lift ThL and select a value of K for which
LiftD(PM) > ThL. For instance, if marketer chooses ThL = 2.5, then value
of K chosen would be 3. Moreover, marketer can also consider other factors
such as cumulative decile wise coverage intended, cost of targeting a subscriber
base and historically observed churn rate in choosing a target base for retention
campaigns.
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Table 10: Proposed Model’s Lift Calculation

Decile DWCCPM DWCCRM LiftPM

1 36.74 10 3.674
2 64.98 20 3.249
3 83.61 30 2.787
4 92.61 40 2.315
5 96.45 50 1.929
6 98.19 60 1.636
7 99.08 70 1.415
8 99.58 80 1.244
9 99.86 90 1.109
10 100 100 1

Fig. 3: Lift Chart

5 Operationalization

For the scaled implementation, the preprocessing and data preparation steps
were carried out in a MapReduce framework [29] with the help of Apache spark
[30] scripts. Apache Spark is a fast and general-purpose cluster computing sys-
tem. In the production environment, the model was deployed as an Apache Oozie
workflow [31] and was scheduled to run in every 15 days. We used MLlib library
[32] for the training and prediction tasks. MLlib is Apache Spark’s scalable ma-
chine learning library which contains several machine learning algorithms and
utilities, including classification, regression, clustering, collaborative filtering, di-
mensionality reduction, as well as underlying optimization primitives. Our model
utilities the distributed implementation of Random Forest, that can train mul-
tiple decision trees in parallel thereby reducing the training time significantly,
especially when the size of the training set is huge. Figure 4 shows the sequence
of actions carried out for productionizing the churn model.

Fig. 4: DAG of Actions in Oozie Workflow



6 Conclusion

In this paper, we have proposed a practical approach for developing a usage based
churn management framework for prepaid mobile markets. We have discussed
about the KPI selection methodology using a combination of approaches. We also
reported results from evaluating our model on a real-world dataset consisting
of approximately 5 million active subscribers from a popular asian CSP. We
further discussed about the actionability that the model provides in the form of
lift charts. Finally, we described the operationalization part of the model in a
real world scenario.

As a part of the future work, it would be interesting to apply PCA [33] for
further dimensionality reduction. Incremental learning could also be incorpo-
rated, where model incrementally learns from the new set of instances, every
time the model is trained, which will keep the model up-to-date and robust in
case of any change in subscribers’ usage patterns.
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Abstract. An accurate foot traffic prediction system can help retail
businesses, physical stores, and restaurants optimize their labor schedule
and costs, and reduce food wastage. In this paper, we design a large scale
data collection and prediction system for store foot traffic. Our data has
been collected from wireless access points deployed at over 100 businesses
across the United States for a period of more than one year. This data is
centrally processed and analyzed to predict the foot traffic for the next
168 hours (a week). Our current predictor is based on Support Vector
Regression (SVR). There are a few other predictors that we have found
that are similar in accuracy to SVR. For our collected data the average
foot traffic per hour is 35 per store. Our prediction result is on average
within 22% of the actual result for a 168 hour (a week) period.

Keywords: Time series forecasting, Regression algorithms, Foot traffic,
Wireless access point, Bloom Intelligence

1 Introduction

Smart stores are an integral part of smart cities, which improve prosperity, save
costs, reduce wastage and resource usage, and improve quality of life [15]. De-
mand and sales forecasting are one of the important inputs for smart stores.
Based on foot traffic predictions, businesses can adjust staffing and product
stock levels [14]. The further a business can accurately forecast foot traffic into
the future, the more it can optimize operations management (example: labor
scheduling), product management (example: stock levels) and in consequence
grow profits [13, 17]. Therefore, an accurate forecast of foot traffic, by a store
manager (for example a restaurant), can help increase customers’ satisfaction,
increase sales, and reduce food waste. Foot traffic forecasting is valuable for
independent retail stores, franchises, and corporate chains alike. Accurate foot
traffic information and predictions can also help reduce energy usage and im-
prove safety in offices and buildings [8].

Compared to stock forecasting, food sales forecasting, and similar problems,
the subject of foot traffic prediction has received limited research focus. The
main reason for insufficient research in foot traffic forecasting is lack of real
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world data. To our knowledge there does not exist a public dataset that has
foot traffic per minute, hour, or day, for a large number of stores. Due to lack of
data, restaurants and physical stores have not had a reliable way of predicting
foot traffic. To collect large scale and reliable foot traffic data, a comprehensive
system with sensors is required. In this paper, we describe such a scalable data
collection system that we designed and used for our experiments.

A study by Veeling [18] worked on improving foot traffic forecasting in 11
retail stores with neural networks. In the study, security gates are used to count
people entering or exiting the physical stores. Beams placed at the gates are
broken when people walk through them. To keep complexity low, only daily foot
traffic is used in the prediction model. The study uses the Non-linear AutoRe-
gressive with Exogenous inputs (NARX) model to predict one-step-ahead. In a
different study Cortez et al. [10] used digital cameras to detect foot traffic at
a sports store. Data mining methods are applied to build foot traffic forecast-
ing models. The camera is linked with a human facial recognition system which
counts the foot traffic and groups the traffic into three categories: all faces, fe-
male faces and male faces. The daily foot traffic combined with other factors like
weather and special events are used to build a prediction model. They compare
six forecasting methods, and their model predicts daily up to 7 days in advance.
Further, we found a patent application for predicting traffic at a retail store [2],
which indicates that our problem is of practical interest but not well researched.

A problem closely related to foot traffic prediction is retail sales forecast-
ing [1]. Accurate demand forecasting is used to help retail businesses to organize
and plan production. Time series forecasting models are often used for retail
sales forecasting, but improving quality of forecasts still remains a challenge.
Forecasting accuracy can be impacted by different factors such as time, weather
conditions, economic factors, random cases, etc [15]. Several methods such as
Winters exponential smoothing, the Autoregressive Integrated Moving Average
(ARIMA) model [3], multiple regression, and artificial neural networks (ANNs)
have been the most widely used approaches to time series forecasting because
these models have the ability to capture trend and seasonal fluctuations present
in aggregate retail sales. However, all these methods have shown difficulties and
limitations. Therefore, it is necessary to investigate further how to improve the
quality of forecasts. For sales predictions, data is usually collected when an order
is placed, the transaction is automatically processed through the point of sale
(POS) system, and then stored in a database.

In this research, we aim to predict hourly foot traffic based on historical data
that contain foot traffic of stores for every hour. Data for our work was gathered
by Cisco Meraki wireless access points that are installed in different stores, such
as gyms, restaurants and bars. WiFi access points installed in businesses detect
smartphones with WiFi turned on, whether or not a user connects his or her de-
vice to the wireless network. However, the device’s presence can only be detected
while the device is within range of the network [7]. After preprocessing the raw
data, we built a model for prediction. We choose traditional machine learning
approaches rather than time series analysis such as ARIMA. Time series models



with multi-step-ahead forecast have high error rate [6], and would reduce the
effectiveness of the prediction model beyond one step-ahead (one hour-ahead).
Our goal is to predict foot traffic each hour of the next 7 days; we are predicting
h = 168 steps ahead (hour).

We are able to predict hourly foot traffic for the next hour, day and week
by using historical data and regression algorithms such as Random Forest Re-
gression [4] and Support Vector Regression [9]. The variation in foot traffic can
be caused by different factors such as weather and holidays. Hence, we consider
these influencing factors in the forecasting model to improve forecast accuracy.
The prediction models learn from the collected data for different stores to see
how the prediction models work for each different type of business and location.

The remainder of this paper is organized as follows. Section 2 presents the
description of data collection system in the study. Section 3 explains the pre-
diction model and implementation of the developed model. Experimental design
and results are presented in Section 4. Finally, conclusions and future work are
described in Section 5.

2 Data Collection System

For this research raw data is collected from Cisco Meraki Wireless Access Points
(AP) by Bloom Intelligence. The AP’s are installed at customers of Bloom In-
telligence such as gyms, bars, restaurants, etc. The raw data is processed and
classified to extract foot traffic and other engagement metrics for the location.
This data is then made available to Bloom Intelligence customers through an
analytics dashboard.

2.1 Data Collection

The IEEE 802.11 specification for wireless communication provide a mechanism
for devices to discover other compatible 802.11 devices. An 802.11 enabled WiFi
device, a mobile phone for instance, would broadcast a probing requests that
can be received by any other compatible device, a Cisco Meraki Wireless Access
Points. The AP captures these probing request for each device when they are
in range and is able to collect information about the device. Some of the data
collected and utilized in this research is highlighted in table 1.

Table 1. Information collected from access points

AP MAC MAC address of the observing AP

Client MAC MAC address of the probing device

Seen Epoch Observation time in seconds since the UNIX epoch

RSSI
Device receiver signal strength indication (RSSI) as seen by the AP.

This determines the proximity of the device to the AP.
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Devices create probing events at different intervals and can be affected by
many factors such as the operating system in use, applications that are installed,
etc. Cisco Meraki with their analytics partners have found that the request
interval can vary greatly. From our collected data we have seen similar results [7].

The data collected by the AP are relayed to the Bloom Intelligence (BI) big
data processing servers in an aggregated JSON format that defines each probe as
an observation. At the BI servers the data is validated and normalized followed
by classified and analytics generation. In the final analytics step the foot traffic
per hour is aggregated and made available for the prediction model.

2.2 Preprocessing

The observations, collected by AP’s, are analyzed using a proprietary heuristic
to discover patterns. The heuristic looks for two types of patterns that classify
the foot traffic as either a visit or passerby for a given location. The visit patterns
are then analyzed to aggregate hourly foot traffic per hour and per location.

We will now briefly describe the preprocessing (classifying heuristic) shown
in algorithm 1. Using the data defined in table 1, a passerby is defined as any
device that is detected by the AP at least once. A visitor is a device that is
considered present at the location for 5 minutes or more within a 20-minute
window. A 20-minute window is initiated by an observation with an RSSI of at
least 15. The window is maintained (device is present) when the observations
has an RSSI of 10 or more. Once a window is classified as a visit the duration
of the visit can be determined. The 20- minute window period is increased by
checking for continued activity at the AP. If there is no activity for 20 minutes
from the last observations time, the visit window is deemed terminated. Any new
observations that occur after this 20-minute period would result in a new pattern
analysis. The implication of this procedure is that a device can have multiple
visits to a location within a time period like a day or an hour and, visits can
also span multiple consecutive hours or days. Figure 1 shows seen devices that
are classified as visitors.

If there are n visitors (client MAC address) andm stores (access points), time
complexity for calculation of hourly visitor numbers will be O(nm). Since the
number of observations of a particular client MAC address is small, we assume it
to beO(1) in this analysis. In the DAM and cache-oblivious model, our algorithm
runs in O(nm/B) I/Os [11].

This study uses hourly foot traffic of different retails locations that are col-
lected from August 2015 to October 2016. The preprocessed statistics have pre-
computed the foot traffic for every hour for each calendar day in this period.

3 Our Prediction System

In this section we present our prediction model and the metrics for measuring
the forecast error.



Algorithm 1: Calculate visitor numbers per hour for one access point

Input : observations time O and rssi values corresponding to observations
time R

Output: # of visitors per hour

function Calculate visitor numbers(O, R)
total number of visitors = 0

foreach client mac address do

create a list of sorted observations time (already sorted in DB)
create a list of rssi values corresponding with sorted observations

while list of observations time and rssi are not empty do

slides window till first observation with rssi ≥ 15

Analysis the window for the presence(window)

if window is visit then

extend the window till to 20 minutes gap
total number of visitors++
reset the window

end

end

end
return total number of visitors

end function
function Analysis the window for the presence(window)

if presence in window ≥ 5 minutes then

return window is visit

end
end function

3.1 Forecast error measures

For forecasting models there is no general applicable accuracy measure because
there are a variety of forecasting objectives, and also data scales and patterns
are different [12]. Thus, in order to reduce possible bias generated by one sin-
gle accuracy measure, in this study we use three measures, including root mean
square error (RMSE), mean absolute percentage error (MAPE), and mean abso-
lute error (MAE). If Ȳ is a vector of n predictions, and Y is the vector of actual
observation then RMSE, MAPE and MAE are defined as follows:

RMSE =

√√√√ 1

n

n∑
i=1

(
Ȳi − Yi

)2
(1)

MAE =
n∑

i=1

∣∣Ȳi − Yi

∣∣ (2)
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Fig. 1. Computing visitor state [7].

MAPE =
n∑

i=1

∣∣∣∣ Ȳi − Yi

Yi

∣∣∣∣ ∗ 100 (3)

These measure have some advantages and disadvantages. For example the MAE
is easy to understand, but it is not appropriate for comparing forecast perfor-
mance between different data sets. MAPE is scale-independent and suitable for
comparison of prediction accuracy of multiple data sets, however it has large
value when any yi is close to zero. The MAPE will be infinite if yi = 0.

3.2 Prediction Model

After collecting and preprocessing data we have datasets which contain foot
traffic per hour. In other words, for each retail store we have a dataset that
shows us how many people visit the store every hour. Now we want to build a
prediction model to forecast foot traffic of each store for every hour of the next
seven days.

For building the prediction model we choose traditional machine learning ap-
proaches instead of using time series analysis such as ARIMA. We prefer using
regression algorithms such as Random Forest Regression and Support Vector
Regression because time series models have high error for multi-step-ahead fore-
cast [6]. This work aims to predict foot traffic per hour for next week which
means h = 168 hour-ahead (24 hours × 7 days = 168 ).

Function Learning. In order to use the regression algorithms for building the
prediction model we block up the data into overlapping windows of time, then
use it to predict the next days (or weeks). Moreover, we believe that future traffic
will resemble past traffic and also foot traffic will be different depending on the



Table 2. Factors that may impact the foot traffic

Factor Range or an example of the factor

Weather Temperature, rainfall level, snowfall level

Holidays Public holidays, school holidays

Special events Happy hour, sport games, local concerts, conferences, other events

Location Close to schools, tourist cities

time of year, day of week, and time of day. For instance, in a restaurant, traffic
may be higher on weekends, or at specific times such as during periods of lunch
or dinner. Therefore, we can conclude foot traffic on hour h and day d, where
0 ≤ h ≤ 23 and 0 ≤ d ≤ 6, is close to foot traffic on hour h and day d of last
weeks. For example, if we want to predict foot traffic on Monday at 8 pm, we
should look at the foot traffic on the previously observed Mondays at 8 pm.

Thus, based on this logic, we can define a function learning problem. Let foot
traffic at timestamp t be equal to vt. Our function f takes N inputs, and will
output the foot traffic for an hour. The N inputs to f correspond to the foot
traffic from the same hour and day in previous N weeks. Formally:

f(vt−w, vt−2w, vt−3w, . . . , vt−Nw) = vt

where w = 24 × 7 = 168. Now we can easily use our data to solve for f using
regressions of different types.

Building a Prediction Model Considering Factors. Once function learning
is created for the datasets, we can use regression algorithms and build a model
that can predict how traffic moved in our historic datasets. Historical data alone
is not sufficient in producing accurate prediction values. The foot traffic can be
affected by factors such as weather, special events and public holidays. In table 2
we list the factors that we have considered for our prediction model.

Weather: Before adding this feature to our prediction model, we performed
some analysis to explore the potential relationships between the weather fea-
tures and foot traffic, and no significant correlation observed. Moreover, because
weather forecasts are inaccurate and they can cause error propagation, we do
not use these features in our prediction model.

Holiday: We classify holidays into two categories: regular holidays and fes-
tival holidays. The regular holidays include the official four holidays in Florida
(Martin Luther King Day, Memorial Day, Independence Day, and Labor Day).
The festival holidays include New Year’s day, Thanksgiving day, and Christmas
day which the stores are usually closed. We believe based on the business type
of stores the holiday effect needs to be considered for the day before and after
the holiday as well. For example, for a bar, foot traffic is impacted before, on,
and after the holiday.

In order to incorporate the effect of holidays into the model, for festival
holidays we only need to return zeros for all 24 hours because the stores are

Smart Stores: A scalable foot traffic collection and prediction system 113



Algorithm 2: Prediction with holiday consideration

1: function Prediction Holiday(Data)
2: Prediction with random forest regression(Data)
3: Detect holiday behavior(Data)
4: for the days that are holiday do

rate× (prediction results for the holiday)

5: return updated prediction results for a week
6: end function

7: function Prediction with random forest regression(Data)
8: return prediction results for a week
9: end function

10: function Detect holiday behavior(Data)
11: if holiday behavior is close to Sundays then

rate = Average( foot traffic on last Sundays
foot traffic on last days that have same weekday as holiday

)

12: else if holiday behavior is close to last holidays then

rate = foot traffic on the last holiday
foot traffic on last day that has same weekday as holiday

13: else
rate = 1

14: return rate
15: end function

usually closed. However, for regular holidays we need an approach to consider
holiday effect. The simplest way for including holidays into the model is using
dummy variables. For instance, normal days are coded as 0, regular holidays as
1 and festival days as 2. This simple way is effective with large data sets, but
we have only around a year of data, and there are only a few holidays in one
year. Instead, we use an alternative approach to improve the forecast accuracy
for holidays.

Our alternative method for prediction with holiday consideration is using a
rate, in a way that the prediction results are updated with a rate. Once, the
prediction model returns results for holidays, the results are updated with a
rate. Details regarding the rate calculation and prediction model with holiday
consideration are shown in algorithm 2.

Special events: The impact of special events depends on the type of event.
Events like a happy hour occur on a regular, predictable time, like a Friday from
5pm to 6pm, that can be captured by the prediction model. However, events
like sport games, local concerts, and conferences can have irregular or one-off
occurrences need to be considered as special days and their behavior could be
considered similar to holidays. To incorporate their effects into the prediction
model the same as holidays, dummy variables can be used.

Location: The location of some stores induces specific irregularities in foot
traffic. For instance, those stores that are close to universities or located in tourist
cities show complex behavior. See experiment 5 for more details.



Table 3. Data collected from different stores

Group # Business type Avg. foot traffic per hour # of stores

1 Gym 72 4

2 Coffee shop 26 6

3 Restaurant 28 26

4 Bar 40 19

5 Barbershop 16 1

4 Experimental Results

This section presents several experiments that were conducted to evaluate the
forecasting performance of the multiple regression algorithms using real-world
store foot traffic data. In order to validate the general forecasting performance
of our proposed prediction models, multiple experiments were performed to ex-
plore foot traffic prediction in different types of businesses and locations with a
variety of foot traffic. Further, we do some experiments to show how holidays
can affect foot traffic, and how our prediction model with holiday considerations
can manage this irregular behavior.

We have access to data from over 100 different stores. However, in some cases
data collection has only been active for 6 months or less. At the results we have
chosen 56 different stores that their data collection has been performed for more
than one year. The stores are categorized as: gym, restaurant, coffee shop, bar
and barbershop. The collected data is from August 2015 to October 2016, and
contain the aggregated foot traffic counts for each hour of the day in this period.
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Fig. 2. Correlation between number of weeks before (N) and RMSE.
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As mentioned in section 3.2, we had to compute a constant value of N (num-
ber of weeks before) for our function learning problem. There are 9504 (396 days
× 24 hours) rows in our dataset. However, after creating the learning function
described in section 3.2, number of rows in our dataset will be reduced. For
choosing N we run an experiment to see the quality of the prediction models
with different values of N . As figure 2 shows, after N = 8 there is no significant
improvement in error. There is a trade-off between increasing N and compu-
tation time for function learning. Increasing N decreases our total dataset size
for learning. Hence we chose N = 8 for our experiments. To create the learning
function, we process each row, for which we need data from the 8 previous weeks.
For the first 8 weeks there is no data. Therefore, the number of rows available for
function learning, will be 9504 - (8 weeks × 7 days × 24 hours) = 8160. Details
regarding the datasets are shown in table 3.

For all the experiments the datasets are partitioned into training and test
datasets. We use Random Forest Regression from Python package sklearn [16],
Support Vector Regression from Libsvm [5], and Google cloud predictor 1.

Now we explain 5 experiments that show the quality of our prediction model:

Experiment 1: In this experiment we compare the forecast measures for three
different prediction models of the five random stores: a gym, restaurant, coffee
shop, bar and barbershop. The values of RMSE, MAE and MAPE of the one-
week forecasts are presented in table 4. Although support vector regression has
the least error compared to other models for most stores, this difference is not
significant and can be ignored.
Experiment 2: In order to compare error for different types of businesses,
MAPE is compared for stores described in table 3. As table 5 illustrates, the gyms
have around 13% errors, while coffee shops, restaurants, bars and barbershops
have 20% , 24%, 22%, and 17% errors respectively. This is due to the types of
stores (datasets); we believe the reason is that gyms have members that go to
gyms routinely, therefore foot traffic patterns are less random.
Experiment 3: This experiment describes the comparisons of actual and pre-
dicted outputs of three prediction models for a gym and coffee shop. Figure 3
shows the forecasting outputs, generated by different models, of one-week in ad-
vance for gym. The three regression models work mostly the same, and there is
not a significant difference between the outputs. In addition, as we can see in
Figure 4, outputs generated using the three regression models are very close for
coffee shop as well. For the sake of brevity, the plots for other types of businesses
in experiments 3, 4 and 5 are not included.
Experiment 4: As we discussed before, foot traffic are affected by holidays. In
this experiment we observe how prediction with holiday consideration improves
the forecast accuracy. Figure 5 presents prediction results of a gym for the week
of 9/4/2016 to 9/11/2016, of which the September 5, 2016 is a holiday (Labor
day). As the plot shows, prediction results of the holiday that are updated with
the rate are more accurate than forecasted outputs with no holiday consideration.

1 https://cloud.google.com/prediction/



Table 4. Comparison of different prediction model

Business Type Model RMSE MAE MAPE

Random Forest Regression 16.622 12.22 0.122

Gym Support Vector Regression 14.856 10.5 0.101

Google cloud predictor 14.929 10.910 0.114

Random Forest Regression 6.80 4.66 0.178

Coffee shop Support Vector Regression 6.988 4.75 0.178

Google cloud predictor 6.892 4.821 0.179

Random Forest Regression 7.341 5.059 0.1965

Restaurant Support Vector Regression 7.057 4.744 0.173

Google cloud predictor 6.879 4.654 0.163

Random Forest Regression 10.133 6.863 0.197

Bar Support Vector Regression 8.344 5.684 0.1657

Google cloud predictor 8.593 6.702 0.202

Random Forest Regression 4.237 2.869 0.175

Barbershop Support Vector Regression 4.182 2.934 0.179

Google cloud predictor 4.624 3.13 0.175

Table 5. Error comparison for different type of business

Group # Business type MAPE

1 Gym 13%

2 Coffee shop 21%

3 Restaurant 24%

4 Bar 22%

5 Barbershop 17%

For the non-holidays, solid red and blue line are overlapping and only the red
one can be seen. The comparison of predicted values with and without holiday
consideration for a restaurant are shown in figure 6. The prediction results are
for the week of 7/2/2016 to 7/9/2016, of which 4th of July is a holiday.

Experiment 5: In this experiment we see how proximity to universities and
locating in tourist cities can affect the prediction results. For a bar in downtown

Smart Stores: A scalable foot traffic collection and prediction system 117



Fig. 3. Comparison of the predicted results using the three different models for a gym.

Fig. 4. Comparison of the predicted results using the three different models for a
coffee shop.

Orlando (a tourist city) which has an average of 55 hourly foot traffic, MAPE
by SVR is 30% which is more than some other bars that have MAPE of 22%.
Also, for a bar close to Florida State University in Tallahassee with an average
of 21 hourly foot traffic, MAPE by SVR is 31%. As figure 7 shows the traffic
behavior is very random which causes poor prediction. Furthermore, for a coffee
shop with an average of 21 hourly foot traffic which is close to FSU, the MAPE
is 33%.

5 Conclusion and future work

In this paper, we presented a scalable data collection and prediction system
to forecast hourly foot traffic, one-week in advance. Raw data for more than
one year was gathered by using wireless access points installed in more than
100 stores. We preprocessed the raw data in order to calculate the foot traffic



Fig. 5. Comparison of the predicted results with and without holiday consideration
for a gym

Fig. 6. Comparison of the predicted results with and without holiday consideration for
a restaurant.

per hour. After preprocessing data, we used a regression algorithm to build a
prediction model, predicting the foot traffic for the next 168 hours. Experiments
show that the best results are for SVR, however a few other regression models
exist that have accuracies close to SVR. Average error for hourly prediction for
one-week in advance is 22%.

Future research will focus on three different aspects: handling the location
impact on the forecast model, on top of the prediction model for the next 168
hours; separately build a forecast model only for the next day to improve the
accuracy of the next 24 hours; and finally, develop the prediction model to a
real-time system and integrate the model into the store environment.

Smart Stores: A scalable foot traffic collection and prediction system 119



Fig. 7. Random traffic behavior which causes poor prediction.
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Abstract. Multivariate time series (MTS) data mining has attracted
much interest in recent years due to the increasing number of fields re-
quiring the capability to manage and process large collections of MTS.
In those frameworks, carrying out pattern recognition tasks such as sim-
ilarity search, clustering or classification can be challenging due to the
high dimensionality, noise, redundancy and feature correlated character-
istics of the data. Dimensionality reduction is consequently often used
as a preprocessing step to render the data more manageable. We pro-
pose in this paper a novel MTS similarity search approach that addresses
these problems through dimensionality reduction and correlation analy-
sis. An important contribution of the proposed technique is a represen-
tation allowing to transform the MTS with large number of variables
to a univariate signal prior to seeking correlations within the set. The
technique relies on unsupervised learning through Principal Component
Analysis (PCA) to uncover and use, weights associated with the original
input variables, in the univariate derivation. We conduct numerous ex-
periments using various benchmark datasets to study the performance
of the proposed technique. Compared to major existing techniques, our
results indicate increased accuracy and efficiency. We also show that our
technique yields improved similarity search accuracy.

Keywords: Multivariate time series · Dimensionality reduction · Simi-
larity search

1 Introduction

Innovation and advances in technology have led to the growth of data at a
phenomenal rate. Paradoxically, the existing MTS data reduction, analysis and
mining techniques do not scale well to its current challenges. Among those chal-
lenges, the high dimensionality of the data both in terms of the number of
variables and the length of the time series, but also the presence of noise and
redundancies makes it difficult to uncover important patterns for many practical
applications.

Hence, most pattern recognition tasks rely on dimensionality reduction as
a crucial preprocessing step, for reasons of efficiency and interpretability, for a
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better understanding of the underlying processes that generated the data, but
also to afford a framework that allows downstream pattern recognition tasks to
perform more efficiently.

The adequacy of the chosen reduction technique is very important as it will
greatly affect the overall quality of search. In similarity search for instance,
MTS reduction techniques often follow one of three approaches. In the first
approach, each variable is considered independently as a time series [6]. While
being easier to process, this approach often requires much more computation
time. The second approach consists of concatenating all data contained within
all variables as a long univariate time series (UTS) [13]. Like the first approach,
this often overlooks the relationships that exist among the variables and cannot
efficiently process a relatively large number of variables. The third approach
transforms the MTS into a lower dimensional representation that still captures
its main characteristics while rendering the data more manageable. Although
this approach presents more complexity, it provides more accurate results for
the similarity search.

In this paper we propose a similarity search technique based on dimensional-
ity reduction and time series correlations analysis. An important aspect for this
technique is the proposed representation based on PCA that allows to transform
the MTS with large number of variables to a UTS prior to seeking correlations.
This is particularly important because, on one hand, the representation takes
into account the correlation between variables within each multivariate dataset,
in addition to decreasing redundancy and noise and, reducing the intrinsic high
dimensionality. Other proposed univariate representations are often not able to
retain the correlation between variables within each multivariate dataset [6]. On
the other hand substantial research and progress in making UTS pattern recog-
nition tasks in general, and similarity search in particular, very efficient on large
datasets has occurred in recent years [23, 26, 4, 20]. The proposed representation
will allow efficient UTS techniques to be easily extended to MTS.

In what follows, we formulate the problem in Section 2, review the related
work in Section 3, and provide preliminaries in Section 4. Our proposed tech-
nique is introduced in Section 5. Section 6 presents our experimental results.
Concluding remarks and future directions are presented in Section 7.

2 Problem Formulation

A UTS X = < x1, x2, ..., xn >, of dimension n is a sequence of real values for a
variable measured at n different timestamps. A MTS An,m of n instances for m
variables can be represented as a n×m matrix A (shown below) in which ai,j is
the value of variable X∗,j measured at time-stamp i, for 1 ≤ i ≤ n, 1 ≤ j ≤ m.

An,m =


a1,1 a1,2 · · · a1,m

a2,1 a2,2 · · · a2,m

...
...

. . .
...

an,1 an,2 · · · an,m





We are interested in the problem of similarity search in MTS defined as
follows:

Definition 1. (MTS similarity search)
Let D = {A1

n,m, A
2
n,m..., A

q
n,m} be a set of MTS, each of which containing n

instances and m variables; and ε be a user specified threshold value. A MTS
similarity search retrieves all pairs of times series Ai and Aj in D such that
their correlation distance does not exceed ε, for 1 ≤ i, j ≤ q.

Similarity search techniques in time series can be classified in two categories:
subsequence search and whole sequence search. In this paper, our focus is on
whole sequence search and we use Pearsons product-moment coefficient [21] as
the measure to assess similarity between two time series.

3 Related Work

Transforming MTS into lower-dimensional time-series have had some interest
and many dimensionality reduction methods have been proposed. Those broadly
adopted in the literature include Independent Component Analysis (ICA) [5, 8],
Random Projection (RP) [3, 7], and Principal Component Analysis(PCA) [27,
3, 7].
The Independent Component Analysis technique allows to find a new basis in
which to represent the multivariate data. It can be considered a generalization of
the PCA technique since the latter can be used as a preprocessing step in some
ICA algorithms. However, while the goal in PCA in is to capture the maximum
variance of data or minimize reconstruction error, the goal of ICA is to mini-
mize the statistical dependence between the basis vectors. ICA however presents
limitations that include the inability to determine the order of the independent
components and the need for the input time-series data to have non-Gaussian
distribution.
The Random Projection technique relies on projecting and embedding the mul-
tivariate data onto a lower dimensional subspace, randomly. It is based on the
Johnson - Lindenstrauss lemma proposed in 1984 [10]. The lemma states that,
given a set of points in a high-dimensional space, they can be projected and
embedded into a lower dimensional subspace, such that, the distances between
the points are nearly preserved. For random projections, the lower dimensional
subspace is randomly chosen based on some distribution and, we can seek to
have a probabilistic guaranty that the distance between two time series in the
higher dimensional space will have some sort of correspondence with the dis-
tance between the same two time series in the lower dimensional space. This
data reduction technique is efficient for frameworks with a relatively small num-
ber of very long time series due to the fact that, the data size k resulting from
the reduction does not depend on the length of the time series but rather the
number of time series [31]. It is however known to be less effective than PCA for
severe dimensionality reduction [7].
The PCA technique is an orthogonal linear transformations in which one assumes
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all basis vectors to form an orthonormal matrix. It projects the original dataset
in a new coordinate system where the directions are pairwise orthonormal. A
main advantage of PCA in our work is that it guaranties the uncovering of an
optimal new embedding with minimal approximation error, and hence retains
the crucial underlying structure of the original data. In addition to reducing
dimensionality, the transformation decreases redundancy and noise, highlights
relationships between the variables and reveals patterns by compressing the data
while expressing it in such a way that highlights their similarity and dissimilar-
ity. In addition, if two MTS are similar, their PCA representations will also be
similar [15]. Many similarity search techniques [28, 27, 2, 15] have relied on PCA
for MTS processing as it is known to be one of the most efficiently computable
techniques and a powerful tool of choice in high dimensional data environments
for linear dimensionality reduction. PCA is however also limited by the fact
that, as a new set of features is generated, the reduced form of the data is still
a matrix. Retaining the first principal component in order to vectorize the data
has been explored with some level of success in the literature [27]. However,
since principal components carry in decreasing order portions of the explained
variance from the data, in order to retain enough information in the new repre-
sentation, one would need to retain at least a few principal components in most
cases. Hence the reduced form of the data would remain in a matrix form.

4 Preliminaries

In this section we review some background, definitions and notions needed in
later sections.

4.1 Notation

This section provides the notation used in this paper, if not specified otherwise.

– D denotes the set of multivariate time series( or, D’ if normalized).
– DU denotes the set of UTS resulting from the STEP1 reduction.
– An,m is the multivariate time series with n instances and m variables.
– A is such that A = [aij ] is a matrix representing the multivariate time series.
– AT is the matrix transpose of A.
– V is the right eigenvector matrix of size m×m, Vk is the right eigenvector

matrix of size m×k.
– S denotes the diagonal matrix of the singular values of A, Sk is the diagonal

matrix of the k largest singular values of A.
– [ai] is the column vector of the matrix.
– [a]i,∗ denotes the i-th row of the matrix.
– [a]∗,j denotes the j-th column of the matrix.
– [a]i,j denotes the element entry at the i-th row and j-th column of the matrix.
– θ is the cumulative explained variance in the data that are represented within

k retained principal components.
– ρ is the Pearson correlation coefficient.
– ε is the user specified correlation threshold.



4.2 Principal Component Analysis

Carrying out PCA on raw MTS data often requires some preprocessing such as
mean-centering and scaling to adjust values measured on different scales to a
relatively common scale, since PCA is a variance maximizing exercise. The tech-
nique is often explained through the original data matrix’s covariance matrix
(ATA) eigen-decomposition. It however can also be performed through the Sin-
gular Value Decomposition(SVD) of the data matrix. In this paper, we consider
the latter, framed as per below.
Let An,m be a matrix with n instances and m variables, and k be the dimension
of the space in which we wish to embed the data. Using a Singular Value De-
composition of the matrix, PCA returns the top k left and top k right singular
vectors of A. It subsequently projects the original data on the k-dimensional
subspace spanned by the chosen column singular vectors.

Definition 2. (Singular Value Decomposition) Let A be a n×m data matrix with
r as its rank. The singular value decomposition (SVD) of A is the factorization
A = USV T , where:

– U is a column-orthonormal n×r matrix whose columns are the eigenvectors
of AAT ,

– S is a diagonal r×r matrix of the singular values si for A, otherwise related
to the eigenvalues λi of the covariance matrix ATA by λi = s2

i /(n−1), where
λ1 ≥ . . . ≥ λr ≥ 0, and,

– V is a column-orthonormal r×m matrix whose columns are the eigenvectors
of ATA.

Often, a rank-k approximation of the dataset works well because many datasets
occurring in practice present a structure that leads to only the first few principal
components being non-negligible.

To identify the number of principal components to retain from each MTS,
we use the relative percentage variance criterion [11] to translate the amount of
variance we wish to retain in the data to the number of principal components.
The number k of relevant principal components may vary for different MTS,
consequently kmax, representing the largest of all identified ks, are to be retained.
Algorithm 1 summarizes the steps in uncovering kmax.

5 The Proposed Technique

Given a set of MTS D= {A1
n,m, A

2
n,m..., A

q
n,m} and a user specified correlation

threshold ε, our goal is to identify all pairs of time series whose Pearson correla-
tion value is no less than ε. The proposed technique follows a two-steps resolution
process. It first uses a novel transformation technique (M2U) to transform the
MTS to a UTS, then seeks pairwise correlations within the set of newly generate
univariate series, using the Pearson product moment correlation. An important
aspect about the proposed representation resulting from the M2U transforma-
tion is that, it allows efficient UTS pattern recognition techniques to be easily
extended to MTS.

126 A. Kane and N. Shiri



Algorithm 1 - Find kmax the number of PCs to retain

Input: D′ = {A1
n,m, A

2
n,m..., A

q
n,m} a set of normalized MTS, θ cumulative variance to

retain from each MTS.
Output: The number kmax of principal components to retain from each MTS s.t.
kmax = max(k1, k2, ..., kq)
begin

1: kmax ← 0
2: for i← 1 to q do
3: Uncover fraction of total explained variance
4: f(k) ← Σk

z=1λz/Σ
r
z=1λz for all z = {1, . . . , r}

5: Choose the smallest k so that f(k) > θ and retain that
number of k eigenvectors to keep explained variance θ
in the new embedding.

6: if k > kmax then kmax ← k
7: end for
8: return kmax

end

5.1 M2U : Multivariate Time Series to a Univariate Time Series
Transformation

In this section, we formally define the transformation process then describe its
underlying intuition. Algorithm 2 provides the transformation steps from line 2
to 13.

Definition 3. (M2U (Multivariate to Univariate Transformation)). Given the
matrix A ∈ Rn×m with rank r = rank(A) s.t. r 6 min{n,m} and k 6 r. Let
Vk be the matrix containing the top k right singular vectors of A, and Sk be the
matrix containing the top k singular values of A. Then, the (rank-k) univariate
representation of A is defined as
[Un,1]ki = Σm

v=1ai,vŵv , for i = 1, 2, ...,m where:

– ai,v is the element of matrix A at row i, and column v.
– ŵj = Σk

z=1wzej,z, for j = {1, 2, ...,m} is the weight of the column variable j
within the given multivariate dataset, called weighted score and below defined.

– [Un,1]ki = Σm
v=1ai,vŵv is the i-th entry of the newly generated UTS Un,1.

We assume that each MTS Ain,m of n instances for m variables within D can be
represented as a n×m normalized matrix A (shown below).

X∗,1 X∗,2 · · · X∗,m

An,m =


a1,1 a1,2 · · · a1,m

a2,1 a2,2 · · · a2,m

...
...

. . .
...

an,1 an,2 · · · an,m





Each column variable X∗,j holds a particular weight or importance ŵj with
respect to the whole data matrix An×m [14]. Let us consider ŵ the weight vector
containing all variable weights. Intuitively, if we seek to transform the MTS to a
UTS in a new framework, there will be a need to uncover and take into account
the variable’s importance or weight in the reconstruction process.

Finding the Weighted Scores(Variable Weights) We rely on unsupervised
learning through a principal component analysis of the input data to uncover
the variable weights (weighted scores) within ŵ. We use information drawn from
the diagonal of the matrix S and the rows of matrix V (from the factorization
A = USV T ) to computed statistics that reveal influence on the columns of the
original matrix A.

Let us first note that the entries in each column of V = ATUS† (where S†

denotes the Moore pseudo-inverse of S) provide the regression coefficients of a
corresponding principal component, which in turn is expressed as a linear com-
bination of all variables from the original matrix. More precisely, the coefficient
of the ith new feature component uncovered through PCA is expected to be the
ith entry of the eigenvector. The first k principal components can be expressed
as below illustrated if we consider X1, ..., Xm to be the original variables within
the data matrix A.

e1,1X1 + e1,2X2 + e1,mXm = PC1

e2,1X1 + e2,2X2 + e2,mXm = PC2

. . .
ek,1X1 + ek,2X2 + ek,mXm = PCk

Just as the principal components can be expressed as a linear combination of
all variables from the original matrix, the original variables can also be defined
as linear combinations of the principal components. The rows of V hence each
concern a specific variable and are considered rescaled data projected onto the
principal components; the data is indeed rescaled according to the singular values
to ensure that the covariance is identity.

In the multivariate to univariate transformation process, we wish to uncover
the influence of the original variables with respect to the input data, hence we
will seek to retain coefficients that are ”unscaled”. Such coefficients will need to
account for the relative portions of variance carried by the principal components.

Definition 4. (Weighted Scores) Given the matrix A ∈ Rn×m with rank r =
rank(A) s.t. r 6 min{n,m} and k 6 r. Let Vk be the matrix containing the top
k right singular vectors of A, and Sk be the matrix containing the top k singular
values of A. Then, the (rank-k) weighted score of the i-th column of A is defined

as ŵ
(k)
i = |Σk

j=1wjei,j |, for i = 1, 2, ...,m
where:

– wj = λj/Σ
r
z=1λz, the fraction of variance carried by the j-th column in [Vk],

for 1 6 j 6 k and,
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– λj = σ2
j /(n− 1) is the variance corresponding to the jth singular value(σj),

consequently to the jth column of [Vk], and λ1 ≥ . . . ≥ λr ≥ 0

Let us note that the weight w within the weighted score is reflected through the
proportion of explained variance retained by the specific principal component.
For instance if we consider the jth principal direction, its weight labeled wj is
wj = λj/Σ

r
z=1λz.

A matrix [wVk] of weighted principal directions is then constructed by mul-
tiplying each component within the retained matrix of eigenvectors Vk by its
corresponding weight wj .

E1 E2 · · · Ek

Vk =


e1,1 e1,2 · · · e1,k

e2,1 e2,2 · · · e2,k

...
...

. . .
...

em,1 em,2 · · · em,k



w1E1 w2E2 · · · wkEk

[wVk] =


w1e1,1 w2e1,2 · · · wke1,k

w1e2,1 w2e2,2 · · · wke2,k

...
...

. . .
...

w1em,1 w2em,2 · · · wkem,k



Subsequently, the row entries of the weighted matrix [wVk] are aggregated
as per line 9 of Algorithm 2 to provide the variable weights vector ŵ.

ŵ =


|w1e1,1 + w2e1,2 + · · ·+ wke1,k|
|w1e2,1 + w2e2,2 + · · ·+ wke2,k|

...
...

. . .
...

|w1em,1 + w2em,2 + · · ·+ wkem,k|

 =


ŵ1

ŵ2

...
ŵm


The variable weights vector ŵ entries expressed as ŵj = |Σk

z=1wzej,z| for j =
{1, 2, ...,m}, are the original weights for the column-variables within the given
multivariate dataset.

Deriving the Univariate Signal. Once the variable weights are uncovered,
the next step consists of building a weighted matrix [ŵA] by factoring the original
data matrix An×m and the variable weights vector ŵ. More precisely, as shown
on lines 10 and 11 of Algorithm-2, each column of An×m is factored by its
corresponding weight and the row entries of the weighted matrix are subsequently
aggregated to form the new univariate derivation.

Un,1 =


a1,1 a1,2 · · · a1,m

a2,1 a2,2 · · · a2,m

...
...

. . .
...

an,1 an,2 · · · an,m

 ∗

ŵ1

ŵ2

...
ŵm

 =


Σm
v=1a1vŵv

Σm
v=1a2vŵv

...
Σm
v=1anvŵv


An important aspect for this representation technique is that, it uses statistics
drawn from the PCA to leverage the relative importance of each variable and



uncovers a univariate derivation of the time series. The new derivation takes
into account the correlation between variables in the MTS dataset and, de-
creases redundancy and noise. The proposed representation will allow efficient
UTS pattern recognition techniques to be easily extended to MTS.

5.2 Similarity Measure

We use Pearson’s product-moment coefficient [21] as the measure to assess sim-
ilarity between two time series. The Pearson correlation measure is known to
be more robust against data that is not normalized and to respond better to
baseline and scale shifts when compared to other measures [31].

Let X, Y be two normally distributed time series of equal dimension n. The
Pearson correlation coefficient of X, Y denoted ρ(X,Y ) is a value in [-1,1] that
measures of the linear dependency between X and Y, defined as follows:

ρ(X,Y ) =

∑n
t=1 (xt − x) (yt − y)√∑n

t=1 (xt − x)
2
√∑n

t=1 (yt − y)
2

(1)

where xt is the mean of X over n and, y is the mean of Y over n. The Pearson
correlation coefficient can be approximated to the Pearson product moment,
expressed as follows:

ρ(X,Y ) =
1

n− 1

n∑
t=1

xy

SxSy
(2)

where x = (xt − x) , y = (yt − y),
Sx= [(1/n− 1)

∑n
t=1 x

2]1/2, and Sy=[(1/n− 1)
∑n
t=1 y

2]1/2.

Given a user specified correlation threshold ε, our goal is to identify all pairs
of time series whose Pearson correlation value is no less than ε. Algorithm 2
summarizes the steps for the pairwise correlation search from line 14 to 17.

6 Experimental Set Up and Results

To evaluate the effectiveness of our proposed technique, we implemented the
code in Matlab and conducted numerous experiments on benchmark datasets,
using a configured PC with Intel Quad core i7 2.00 GHz CPU, 8 GB RAM,
running Windows 7.

6.1 Benchmark Datasets

The experiments were ran on benchmark datasets drawn from several widely
used repositories [1, 16, 9] in the current literature. Experiments and results per-
taining to three of the used benchmark datasets are reviewed in this section.
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Algorithm 2 - M2U and Pairwise Correlation Search

Input: D′ = {A1
n,m, A

2
n,m..., A

q
n,m} a set of normalized MTS, θ (cumulative variance

explained), ε a user specified Pearson correlation threshold.
Output:A set C of all pairs (Ai, Aj) in D’ whose correlation is not less than ε.

begin

1: Estimate kmax using Algorithm 1.
k ← kmax

2: for i← 1 to q do
3: STEP1: Reduce MTS Ai ∈ D′ to UTS U i, add it to DU

4: A← the ithMTS of rank r, in D’, Ai
n,m

5: Compute the Singular Value Decomposition
[U, S, V T ]← SV D(A)

6: Retain a matrix of k eigenvectors
7: M ← Vk

8: Build the weighted matrix [wVk]
For z ← 1 to k
wz ← λz/Σ

r
z=1λz

[wVk]∗,z ← wz ∗ [M ]∗,z
end for

9: Compute the weighted score for each variable
ŵ

(k)
j ← |Σk

z=1wzej,z|, for all j = {1, 2, ..., m}.
10: Build the weighted matrix [ŵA]

For v ← 1 to m
ŵv ← ŵ

(k)
v

[ŵA]∗,v ← [A]∗,v ∗ ŵv

end for
11: Uncover row entries for the new univariate signal Un,1

[Un,1]i ← Σm
v=1ai,vŵv, for i = {1, 2, ..., n}

12: add [Un,1] to DU

13: end for
14: STEP2: Uncover correlated pairs
15: For all (U i, U j) ∈ DU

16: Compute their pairwise Pearson correlations
17: If ( |ρ(U i, U j)| > ε ) then add (Ai, Aj) to C

end



The Australian language sign dataset(AUSLAN) [12] was gathered through
two gloves, with 22 sensors while native AUSLAN speakers signed. The dataset
contains 95 signs having 27 examples each, hence a total of 2565 of signs gath-
ered. This dataset is well used in similarity search problems due to its complexity.
The INRIA Holidays images dataset (INRIA HID) [9] is a collection of
images that have served in testing the robustness to various transformations: ro-
tations, viewpoint and illumination changes, blurring, etc. The dataset contains
500 high resolution image groups representing a large variety of scene types to
incorporate diversity in representation.
The Transient classification benchmark dataset (Trace) [25] was gath-
ered for power plant diagnostics. The dataset has 5 variables (4 process variables
and a class label) and 16 operating states. The class label is set to 0 until the
transient occurs, at which time it is set to 1. The part of the data that is of
interest for us is the subset where the transient occurs.

6.2 Evaluation and Results

We designed experiments to assess the performance of the proposed technique. In
this section, we compare our performance against those from primarily five other
techniques: the Correlation Based Dynamical Time Warping (CBDTW) [2], the
2-D correlation measure for matrices(see section 6.2)(Corr2), the Dynamical
Time Warping(DTW), Eros [29], Euclidien Distance(ED).
The recall-precision ratios recorded for all techniques on the AUSLAN and
TRACE datasets are shown on Fig. 1 and Fig. 2 respectively. On both datasets,
we can see that the Euclidien Distance(ED), Dynamical Time Warping(DTW)
perform worst than the remaining techniques. This may be due to the fact that,
both techniques do not take into account the existing correlations between the
variables of the MTS while the remaining four techniques do. Our technique
outperforms the remaining techniques on both datasets. In another set of ex-

Fig. 1. Recall-Precision on AUSLAN Fig. 2. Recall-Precision on TRACE

periments, we further assess how using the proposed univariate representations
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compares to the case where the original matrices are used to find pairwise cor-
relations within a set of MTS. Our results confirm that our technique yields
improved similarity search accuracy. To illustrate with an example from the IN-
RIA Holidays images dataset, let us consider the six images on the left side of
Fig. 3, with three scenes taken at different points in time.

Fig. 3. Left - Six images from the INRIA HID of three scenes taken at different points
in time, identified as closest matches. Right - Univariate signals of the six images after
M2U transformation. The image name is color-coded with its corresponding univariate
signal.

For the purpose of the experiment, the images were converted to the grayscale
intensity images, then subsequently to double precision to transform the true-
color image RGB to 2-dimensional matrices. Each image was then represented
by a 2816×2112 matrix.
Using our proposed transformation technique M2U, each matrix is transformed
into a univariate signal represented on the right of Fig. 3. The color of each uni-
variate signal (Fig. 3 right) matches the color of the text on its corresponding
image to the left side (Fig. 3 left). We can see that similar images generated
similar univariate signals. Furthermore, using our technique, the Pearson corre-
lation coefficients post transformation are:

ρ(Tree1,Tree2)=0.9661,
ρ(SS1,SS2)=0.9413,
ρ(Sky1,Sky2)=0.9982.

To uncover the correlation coefficient that would result from using the original
matrices, without transformation, we use the 2-D correlation coefficient Corr2,
framed as:



Corr2(Ai, Aj) =
ΣnΣm(Ai

mn−Āi)(Aj
mn−Āj)√

(ΣnΣm(Ai
mn−Āi)2)(Aj

mn−Āj)2

where Āi = mean2(Ai) and Āj = mean2(Aj).

For this set of experiments on the full image matrices, the Pearson correlation
coefficients are such as:

Corr2(Tree1,Tree2)=0.6261,
Corr2(SS1,SS2)=0.7594,
Corr2(Sky1,Sky2)=0.8027.

Let us consider the case where we looked to retrieve all similar images, with a
correlation coefficient greater than a correlation threshold ε = 0.7, the images for
Tree1 and Tree2 would not have been retrieved as pairwise correlated if the full
matrix is used, while it would be identified if the Pearson correlation is applied
to the univariate derivation obtained from our technique (M2U).

Transforming the MTS to a univariate signal yields improved similarity search
accuracy. When the matrix goes through a PCA transformation, in addition to
reducing the dimensionality, the transformation decreases redundancy and noise,
highlights relationships between the different variables and reveals patterns by
compressing the data while expressing it in such a way that highlights their
similarity and dissimilarity. In addition, since we are not discarding any of the
relevant principal components, but rather re-combing them, we preserve much
of the relevant and needed information from the data.

7 Conclusion

We propose a novel technique for multivariate time series representation, anal-
ysis and search. The technique relies on dimensionality reduction and correla-
tion analysis to uncover similar multivariate time series. It uses statistics drawn
from the Principal Component Analysis to find a unique derivation of the MTS
into a univariate time series prior to seeking correlations. Our experiment re-
sults indicate increased accuracy and efficiency when compared to major exist-
ing techniques. The proposed representation will allow efficient techniques for
univariate time series to be easily extended to multivariate time series. We are
currently working on extending the proposed technique to application frame-
works for streaming time series.
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Message Passing on Factor Graph: A Novel Approach

for Orphan Drug Physician Targeting

Yunlong Wang�, Yong Cai

Advanced Analytics Department, QuintilesIMS Corporation

Abstract. To successfully market an orphan drug requires a different business
model than traditional blockbuster drugs. An orphan drug that treats a rare disease
condition affects only a small patient population. Pharmaceutical companies rely
on effective sales and marketing models under limited budget. The small sales
field force has limited reach ability and relies on a well defined target list. But
in practice it is often difficult to accurately identify physicians who are treating
diagnosed or underdiagnosed rare disease patients. The challenges come from
the extreme data imbalance and look-alike patient physician profiles between
true and negative classes. Many classical targeting tools such as segmentation
and profiling developed for mass market are unsuitable for orphan drug market.
In addressing this task, the authors propose a graphical model approach to
predict targets by jointly modeling physician and patient features from different
data spaces and utilizing the extra relational information. Through an empirical
example with medical claim and prescription data, the proposed approach
demonstrates enhanced accuracy in identifying targets. The graph representation
also provides visual interpretability of relationship among physicians and
patients. The model can be extended to incorporate more complex dependency
structures.

1 Introduction

Collectively, rare diseases affect up to 30 million Americans [1]. And many of
them are serious and life threatening. To encourage the treatment development for
rare conditions, United States 1983 Orphan Drug Act provides financial incentives
to developers. Given these opportunities, pharmaceutical companies still face great
challenges to successfully develop and launch orphan drugs into market. An orphan
drug is a pharmaceutical product that treats rare medical conditions. The orphan drug
market requires different business model in order to be financially successful. One
major challenge comes from the small market size. According to the United States
Rare Disease Act of 2002, a rare condition only affects fewer than 200,000 people. In
some extreme cases, for example, Hutchinson-Gilford progeria syndrome only affects
a few dozen children [2]. An orphan drug business model often has a small field force
and limited marketing budget. To be financially successful, it calls for a rather precise
targeting list in order to reach out to the right audience such as physician and patients.
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In practice, it is very difficult to identify physician targets from historical treatment
database. Many patients are underdiagnosed for rare disease because physician rarely
encounter such cases and the rare conditions can hide behind other common conditions
for a long time. Also there can be no corresponding diagnosis codes for certain rare
conditions in the database. Some predictive or classification models are needed to find
the targets[3–5].

The current approaches for identifying targets in database marketing or target marketing
are developed under assumption for large markets [6, 7]. They prioritize customers
by defined value. For example, one method is to derive customer targets through
segmentation or clustering framework [8, 9]. These approaches dont perform well in
rare disease market where the class of interest is small and extremely imbalanced [10–
12]. The physicians, especially primary care physicians, who treat rare disease patients
have similar characteristics or patient profiles as other physicians. Segmentation and
profiling methods group all look-alike physicians together and do not differentiate
well for the true rare disease physicians. The researchers can also use supervised
classification approaches. But the traditional classification models have difficulties to
predict smaller classes well [13]. Moreover, in all the above literature, the authors
address the targeting problem either from physician or patient perspective, without
utilizing the physician and patient interactions. In pharmaceutical marketing, there
exist complex relationships among various stakeholders. But to our knowledge, there is
limited effort to take advantage of such information.

In this paper, We propose a novel method to structurally model physician patient
features together and utilize the additional relational information to improve target
identification accuracy. Our hope is that the information from dependencies among
physicians, patients, and between physician-patient can contribute to the accuracy gain.
Specifically, we first build a probabilistic model in the form of a joint distribution
that include all the physician and patient features and labels. This joint distribution
also depicts the connections between patients and physicians. Then we compute the
posterior distribution of all the physician labels conditioned on known patients and
physicians information. Finally, we use factor graph and sum-product message passing
algorithm [14] to efficiently compute the marginalized physician label posterior for
prediction of individual physician targeting.

We organized the remaining of the article in the following way: in the next section,
we discuss background of rare disease and data acquisition. Then we mathematically
formulate the problem in Section 3. In Section 4, we present the proposed model and the
factor graph for target label prediction, and parameter estimation. Finally, experiments
with real data as well as concluding remarks will be given in the last two sections.

2 Data Acquisition

To limit the scope, we focus on only one particular rare disease market. The selected rare
disease is an inherited blood disorder caused by genetic defect. According to Genetic



Home Reference (GHR) from NIH1, this disease is estimated to occur in about 1 in
10,000 to 1 in 50,000 people. The data available in this work have been extracted
from IMS longitudinal prescription (Rx) and diagnosis (Dx) medical claims data. Each
medical claim records the visiting time, physician and patient demographic, and the
prescription and diagnosis results.

The Rx data is derived from electronic records collected from pharmacies, payers,
software providers and transactional clearinghouses. This information represents
activities that take place during the prescription transaction and contains information
regarding the product, provider, payer and geography. The Rx data is longitudinally
linked back to an anonymous patient token and can be linked to events within the data
set itself and across other patient data assets. Common attributes and metrics within
the Rx data include payer, payer types, product information, age, gender, 3-digit zip as
well as the scripts relevant information including date of service, refill number, quantity
dispensed and day supply. Additionally, prescription information can be linked to office
based claims data to obtain patient diagnosis information. The Rx data covers up to
88% for the retail channel, 48% for traditional mail order, and 40% for specialty mail
order.

The Dx data is electronic medical claims from office-based individual professionals,
ambulatory, and general health care sites per year including patient level diagnosis
and procedure information. The information represents nearly 65% of all electronically
filed medical claims in the US. All data is anonymous at the patient level and HIPAA
compliant to protect patient privacy.

2.1 Patient Data

For model development, we pull the diagnoses, procedures and prescriptions at
transaction level using selection period from January 1, 2012 to July 31, 2015. From
the extracted data, we positively identify 1,233 true rare disease patients and for
modeling purpose, we match each rare disease patient with 200 randomly selected
control patients. We carry out this match is although the selected rare disease occurs
less than 1 in 10,000 among all people, its occurrence ratio among patients who have
clinical records in IMS database is around 0.5%. In the rest of the article, we name a
patient with the rare disease condition as “positive patient” and name the rest of them
as “negative patient”.

In creating features for patients, we select 58 types of diagnosis, 8 procedures, and 12
types of prescriptions, which are believed to be relevant with the studied rare disease
according to the a priori medical knowledge. For each patient, we count the number of
occurrence for those 78 clinical codes as this patient’s clinical features. Namely, these
features describe how many times the event of prescription, procedure or diagnosis this
patient has had during the study period. Moreover, for each patient sample, we also
have his/her demographic features including age, gender and region.

1 The National Institutes of Health, https://www.nih.gov/
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To demonstrate the quality of data, we use two matrices “missing ratio” and “sparse
level”, which are defined as the ratios of missing entries and value-zero entries over
the total number of entries respectively. A larger value of missing ratio or sparse
level implies larger proportion of missing or value-zero entries, and vice versa. We
summarize the patient features into four categorizes and list the data missing ratio of
each category in Table 1. We can see that the sparse level of diagnosis, procedures,
and prescription features are high. This is because for most patients, during the studied
period, they only have records in a few types of clinical treatment. Then most of the
clinical features have value zero. The patient demographic features are categorical, so
the sparse level is a not suitable metric for these features.

Table 1: Patient data overview

Feature category Missing ratio Sparse level

Diagnosis features (58 columns) 13.47% 75.52%

Procedure features (8 columns) 6.55% 63.74%

Prescription features (12 columns) 8.52% 70.85%

Demographic features (3 columns) 3.79% N.A.

2.2 Physician Data

Based on the common anonymous IDs in the patient data, we further pull records
for physicians who have treated those patients in the same redefined selection period
from January 1, 2012 to July 31, 2015. Similar to the definition of positive patients,
a physician is classified as “positive physician” if he or she has treated at least one
positive patient, and “negative physician” otherwise. Then we end up with 68,898
unique physicians in total and among them 8,346 are positive.

Associated with each physician sample, the physician’s demographic features are
specialty, gender, total patient count, and the state where his or her office locates. The
second part of physician features accounts for physicians overall office claims histories.
For this part, we create maximum, minimum, sum and average of observed number of
claims for each physician. The overview of physician features are listed in table 2.

Table 2: Physician data overview

Feature category Missing ratio Sparse level

Demographic features (4 columns) 4.34% N.A.

Medical claim features (4 columns) 5.25% 7.93%



3 Problem Formulation

With the 68,898 physicians and 247,833 patients in the pulled data set, one can draw
a bipartite graph shown in Figure 1, which contains 68,898 square nodes and 247,833
circle nodes representing the physicians and patients respectively. A node is shaded
if the physician or patient is positive, and unshaded otherwise. In Figure 1, each pair
of physician and patient are linked if they both show up in at least one medical claim
record. There are 1,463,030 physician-patient links in the graph associated with the
studied database. On average each patient has visits 5.9 physicians, and each physician
has treated 21.23 patients in Figure 1.

Patient set

Physician set

Fig. 1: This schematic depicts the physician-patient network

With these defined components, we can formulate the problem as follows. Given known
patient features in Table 1 and physician features in Table 2, identify the positive
physicians who is linked with at least one positive patient.

Here we remark that this is a supervised learning task because although when using the
model, patient or physician labels are unknown, these labels are known when training
the model. We also point out the challenges of this task from three aspects. First, the
imbalance among positive and negative classes limits the performance of many common
machine learning and statistical models like regression, support vector machine and
decision trees. Second, the complicated relationships between patients and physicians
make it difficult to directly generate meaningful features as model input from raw data.
Third, the large amount of data calls for an efficient inference algorithm instead of naive
marginalization. We’ll propose our solutions in the next sections.
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4 Methodology

In this section, we will first build a probabilistic model and introduce the parameter
estimation method for the model. Second, we will present the factor graph that interprets
the proposed model, and the inference algorithm associated with the factor graph.
Finally, model performance evaluation metrics will be introduced in the last part of
this section.

4.1 Proposed Model

To account for the dependencies among physicians and patients, we build a Bayesian
model representing the joint distribution of all observed and latent variables2. Let
N and L denote the number of physicians and features of each physician, then the
physician information is summarized by matrix Z ∈ RN×L = [z1, z2, · · · , zN ]�,
where each row corresponds to the record of one physician. Similarly, we use matrix
W ∈ RM×K = [w1,w2, · · · ,wM ]� summarizes all the features of all the patients,
where M and K denote the number of patient and patient features respectively. Let
y ∈ {0, 1}N = [y1, y2, · · · , yN ]� and x ∈ {0, 1}M = [x1, x2, · · · , xM ]� denote the
physician and patient labels respectively, then the joint distribution of all variables is
given by

p(W,x,y,Z) = p(Z|y)p(y|x)p(W|x)p(x), (1)

where the physician features Z and patient features W are conditionally independent
given the corresponding physician or patient labels. By assuming the conditional
independence among physicians and patients, we can further factorize the distribution
by

p(x) =
M∏
j=1

p(xj), (2)

p(Z|y) =
N∏
i=1

p(zi|yi), (3)

p(W|x) =
M∏
j=1

p(wj |xj), (4)

where p(xj) = 1/201, ∀j means that one in two hundred and one patient has the rare
disease, and Eq. 3 and Eq. 4 are because one physician/patient’s feature variables are
independent with other physician/patient’s feature variables given the physician/patient
labels.

2 Observed variables refer to the variables whose values are given. Oppositely, latent variables
refer to the variables with unknown value.



Last but not least, we need to derive the the physician labels joint distribution p(y|x).
Let xi be the labels of the patients linked with physician Ai, then we have

p(y|x) =
N∏
i=1

p(yi|x)

=
N∏
i=1

p(yi|xi) (5)

where the second equal sign is due to the fact that one physician’s label is defined by her
patients’ labels only, i.e., p(yi|xi) = p(yi|xi,xj), ∀j �= i. Accoding to the definition of
positive physician in Subsection 2.2, the p(yi|xi) in Equation 5 is given by

p(yi|xi) =

⎛
⎝1−

∏
j∈Ni

I(xj = 0)

⎞
⎠

yi
⎛
⎝ ∏

j∈Ni

I(xj = 0)

⎞
⎠

1−yi

(6)

where the indicator function I()̇ equals to one if the condition inside the parentheses is
true and equal to zero otherwise.

4.2 Parameter Estimation

From machine learning point of view, the model parameter estimation process can be
understood as a training stage, during which the computer is trained to make meaningful
predictions for the variables of interest, e.g.,the physician label in our problem. In the
remaining of this subsection, we assume that the values of the observed variables are
from the training data set. In order to find the maximum likelihood estimate of the
parameters, we aim at solving the following optimization problem:

θ̂ = argmax
θ

p(W,x,y,Z;θ) (7)

= argmax
α,β

L(Z,y;α) + L(W,x;β) (8)

where L(Z,y;α) = log(p(Z|y;α)), L(W,x;β) = log(p(W|x;β)), and where
α and β represent all parameters in physician and patient feature distributions,
respectively, and the second equal sign is because of the joint distribution can be
factorized as in 1. Here we remark that since there is no unknown parameters in p(y|x)
and p(x), both of these two distributions do not play a role in the objective function.
Because the objective function is separable, we can estimate α and β by maximizing
L(Z,y;α) and L(W,x;β) respectively.

4.3 Predictive Inference

With the proposed model and the estimated parameters, one can predict the physician
label by using graphical model and the message passing algorithm. The target of this
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subsection is to efficiently compute the following marginal distribution:

p(yi|W,Z) =
1∑

y−i=0

∑
x

p(y,x|W,Z), (9)

where
∑1

y−i=0 denotes a summation over all random variables expect yi in y, and
where

∑
x denotes a summation over all xj variables. Clearly, if we use brutal force

marginalization, the computation cost is O(2M+N ), which is technically impossible
because of the large value of M and N .

An alternative way of computing the marginal distribution is by utilizing the conditional
independences among those variables. Specifically, we first present the factor graph for
the the proposed model in Figure 2, where each circle represents a variable node and
each square represents a factor node.

……

Fig. 2: Factor graph depicting the relationships between variables nodes and factor
nodes.

For the variable nodes, they have the exact same definition as the variables in Subsection
4.1.For the factor nodes, the definitions and descriptions are given in Table 3.

As is shown by the factor graph topology in Figure 2, it has more than one components,
whereas each components of it has a tree structure. According to [14], one can show
that the sum-product algorithm yields an exact result of p(yi,W,Z) by exact 2L
message passings, where L is the number of edges in the factor graph. According to



Table 3: Physician data overview

Factor Probability distribution Description

φa,i(zi, yi) p(zi|yi) Joint Poisson distribution

φb,i(yi,x
i) p(yi,x

i) Indicator distribution in Eq. 5

φc,j(wj , xj) p(wj |xj) Joint Poisson distribution

the algorithm, there are two types of messages. When the message is from a factor node
s to a variable node v, the message is a probability distribution given by

μs→v(v) =
∑

u∈Ns\v
φs(Ns)

∏
u∈Ns\v

μu→s(u),

where Ns represents all variable nodes in the neighbor set of node s, and node u is a
node in node s’s neighbor set but not equal to v. On the other hand, the message from a
variable node u to a factor node s is given by

μu→s(u) =
∏

ω∈Nu\s
μω→s(u),

where ω denotes a node in node u’s neighbor set but not equal to s.

4.4 Model Performance Evaluation

In a binary decision problem, a classifier labels data sample as either positive or
negative. The decision made by the classifier can be represented in a structure known
as a confusion matrix (Table 4, ”1” for positive class and ”0” for negative class).
The confusion matrix has four categories: True Positives (TP) are examples correctly
labeled as positives; False Positives (FP) refer to negative examples incorrectly labeled
as positive; True Negatives (TN) correspond to negatives correctly labeled as negative;
finally, False Negatives (FN) refer to positive examples incorrectly labeled as negative.

Table 4: Confusion Matrix

Actual=1 Actual=0

Predicted=1 True Positive (TP) False Positive (FP)

Predicted=0 False Negative (FN) True Negative (TN)

Based on the confusion matrix, we will be able to further define several metrics to
evaluate model performance as listed in Table 5. The Precision denotes the number
of correct positive results divided by the number of the predicted positive results, and
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Recall is the number of correct positive results divided by the number of all positive
results. Similarly, False Positive Rate (FPR) measures the fraction of negative examples
that are misclassified as positive, and True Positive Rate (TPR) measures the fraction
of positive examples that are correctly labeled. When comparing two binary classifiers,
with same recall or FPR, the better one should have a larger precision value or TRP.
Obviously, all the above four metrics have value between zero and one.

Table 5: Model Performance Metrics

Metric Definition

Precision TP/(TP+FP)

Recall TP/(TP+FN)

True Positive Rate (TPR) TP/(TP+FN)

False Positive Rate (FPR) FP/(FP+TN)

AUC Area under the ROC curve

AUPR Area under the PR curve

MCC TP×TN−FP×FN√
(TP+FP )(TP+FN)(TN+FP )(TN+FN)

Secondly, in ROC space, one plots the False Positive Rate (FPR) on the x-axis and the
True Positive Rate (TPR) on the y-axis. In PR space, one plots Recall on the x-axis and
Precision on the y-axis. Recall is the same as TPR, whereas Precision measures that
fraction of examples classified as positive that are truly positive.

The third performance metric we use is the Matthews correlation coefficient(MCC)[15].
It is generally regarded as a balanced performance measure for binary classification
which can be used even if the classes are of very different sizes. A coefficient equal to 1
means perfect prediction, 0 denotes random guess and −1 indicates total disagreement
between prediction and observation. Noting that the data set used for validation is highly
imbalanced, we use MCC as the third performance metric for its consistency in data
balance.

5 Results

To validate the proposed model, in this section we provide experiments demonstrating
the performance of our method, as well as the comparisons with three benchmark
methods. Noting the imbalance of in our data set, the first benchmark we choose is
weighted logistic regression (denoted by ”Logit” hereafter), where the minority class
weight as a hyper parameter is empirically set to be 103, and majority weight is 1.

3 This weight is set according to the procedure of hyper-parameter tuning with respect to model
prediction accuracy.



Also because of the data imbalance, the second and third benchmarks we use are the
bootstrap aggregating LASSO and bootstrap aggregating random forest(hereby denoted
as ”Bagging LASSO” and ”Bagging RF” respectively). Specifically, we firstly perform
a random under sampling of the majority pool (positive) and combine it with all
negative physicians to build an artificial balanced data set, then LASSO[17] or Random
Forest[16] is applied to the balanced sampled data. This process is repeated for 1,000
iterations, with each implementation generating a predictive model. The final model is
an aggregation of models over all iterations.

For the benchmark methods, unlike the proposed model, it cannot incorporate patient
and physician dependency directly. To aggregate patient information to physician
features, for each physician, we average all patients records that link to this physician
and create similar patient features at physician level. The benchmark methods are
implemented through the Python package scikit-learn [18].

Table 6: Model Performance (Ten-fold Cross-Validation)

Metric Logit Bagging LASSO Bagging RF Proposed Method
AUPR 23.07% 27.24% 28.57% 35.53%

Precision (Recall=45%) 6.33% 7.23% 3.65% 20.19%
Precision (Recall=40%) 7.86% 8.85% 4.49% 29.17%
Precision (Recall=35%) 10.67% 10.10% 5.89% 49.37%
Precision (Recall=30%) 43.61% 51.74% 48.25% 61.43%
Precision (Recall=25%) 55.11% 53.81% 59.46% 70.13%
Precision (Recall=20%) 78.46% 75.27% 78.26% 80.36%

Then we perform Ten-fold cross-validation with the training data. Specifically, we
split all the physicians into ten folds, and for each given fold, we train a model
with the remaining nine folds and calculate the performance metrics on the given
fold, the final performance outputs are metrics averaged over the ten folds. Take the
first fold as an example, The testing set has 6,000 ( 10% ) physicians, where 713
physicians are positive and 5,287 are negative. The testing set contains the rest 62,898
physicians including 55,265 positive and 7,633 negative physicians respectively. To
avoid information leakage from the patient label in the training data set, any patient
connected with any physician in testing data set shall be regarded as a testing patient. As
a result, according to the train-test split in the physicians, 161,681 patients are grouped
into the training set, and 86,152 patients are grouped into the testing set. There are 736
positive and 160,945 negative patients in the training set, and there are 497 positive and
85,655 negative patients.

Summary of the results are listed in Table 6. The area under curve serves as a single
variable summary of the PPV performance, which is 0.3553 for the proposed method,
and 0.2857 for the best benchmark, Bagging RF, suggesting that the overall relative
performance increase is 24.31%. In particular, when the recall is greater than 30%, the
Precision of the benchmarks are less than 11%, suggesting that traditional classification
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method barely works in such scenarios. In comparison, our proposed method still
provide an acceptable Precision even when recall is greater than 30%.
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Fig. 3: Precision with respective to Recall curves for proposed and benchmark methods
averaged by ten-fold validation

In Figure 3, we plot the precision-recall curve where y-axis denotes the average
precision for results from ten data folds, and x-axis denotes the recall level. Each dot
on the curve represents a sensitivity precision-recall pair. We can see almost for every
value of recall, the proposed method has a higher precision value than the benchmark
method.

The Final result we present is the MCC comparisons. In Table 7, we show the MCC of
the proposed method and bagging RF with respect to the recall level. We can see that
the proposed method outperforms the Bagging RF in each recall level. And particularly
for Recall level greater than 30%, again we see the bagging RF hardly work whereas
the proposed method shows good robustness.

As is shown in table 6, the predictive accuracy of Bagging LASSO is inferior to Logistic
Regression in our case. The reason could be that the high dimensional features have
much correlation and in this case less sparse model is preferred.

In searching for better performance, we also test cost-sensitive learning methods such
as weighted SVM and weighted LASSO on the same training data. Both of the
results don’t show improvement over the standard or random under-sampling ensemble
methods.



Table 7: Comparison results between proposed and benchmark methods in ten-fold
validation

Metric Bagging RF Proposed Method
Average MCC (Recall=45%) 4.41% 12.95%
Average MCC (Recall=40%) 6.90% 23.32%
Average MCC (Recall=35%) 7.54% 42.61%
Average MCC (Recall=30%) 33.42% 57.32%
Average MCC (Recall=25%) 46.64% 68.39%
Average MCC (Recall=20%) 64.69% 80.46%

6 Conclusion and Discussion

In this article, we proposed a factor graph based learning algorithm for rare disease
physician targeting problem. We presented a graphic representation and probability
model to join physician and patient features together with their network relationship.
Through the graphical structure, researchers can visualize the connectivity among
physicians and patients. The graphic representation provides clear interpretability
of data entities and correlation. The proposed model also has flexibility to specify
additional dependencies, add features or extend to more complicated network structure.
In the empirical example, we tested and compared the bootstrap aggregating and factor
graph based learning algorithms on a real world physician-patient data case. The
training data set contains only 0.5% positive patients and it is a good real world example
to demonstrate imbalanced learning challenge. We observed that at high sensitivity
level, the proposed method showed significant improvement over benchmark. In
practice, this means when a smaller target is needed under tight marketing budget, the
proposed method can yield superior results by identifying more real targets.

Although in our study the proposed model improves rare disease targeting accuracy
to certain degree, the precision still leaves a lot to be desired. We hope to see more
innovative methods to tackle this hard problem in the future research.
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Abstract. Influence maximization in the continuous-time domain is a
prevalent topic in social media analytics. It relates to the problem of iden-
tifying those individuals in a social network, whose endorsement of an
opinion will maximize the number of expected follow-ups within a finite
time window. This work presents a novel GPU-accelerated algorithm that
enables node-parallel estimation of influence spread in the continuous-
time domain. Given a finite time window, the method involves decom-
posing a social graph into multiple local regions within which influence
spread can be estimated in parallel to allow for fast and low-cost compu-
tations. Experiments show that the proposed method achieves up to x85
speed-up vs. the state-of-the-art on real-world social graphs with up to
100K nodes and 2.5M edges. In addition, our optimization solutions are
within 98.9% of the influence spread achieved by current state-of-the-
art. The memory consumption of our method is also substantially lower.
Indicatively, our method can achieve, on a single GPU, similar running
time performance as the state-of-the-art, when the latter distributes ex-
ecution across hundreds of CPU cores.

Keywords: Social Media Analytics, Influence Maximization, GPUs

1 Introduction

Influence maximization is one of the dominant topics in viral marketing. It per-
tains to the problem of identifying a subset of the population that, within a
certain time window (deadline), can trigger the maximum number of expected
follow-ups in a given network. Understanding the temporal dynamics of influence
diffusion is of paramount importance to marketing departments, as it enables
them to plan their campaigns operating within strict time-sensitive constraints.

The problem of influence maximization has been extensively studied in the
discrete-time domain with infinite deadlines [15, 9, 1, 10, 7]. However, optimizing
influence spread over infinitely long time horizons does not always reflect realistic
scenarios. For example, a marketer often wishes for an opinion to become viral
in a matter of minutes or days, not decades.
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As such, maximizing influence spread within finite (and often short) time
windows is a variant of the problem which is closer to real world needs. En-
forcing such time-sensitive constraints requires influence diffusion models that
accurately capture the temporal dynamics of the process to predict how future
events unfold in time. A sequence of recent studies on real world data highlights
the superiority of continuous-time models over discrete-time ones in expressing
the temporal properties of influence diffusion [4, 5, 12, 16].

Motivated by these findings, recent work [6, 3] introduced continuous-time
generative models to address influence maximization within finite time windows.
The authors have modelled node-to-node influence propagation by transmission
rates obeying densities over time, and designed methods for computing exact
and approximate influence spread. The method that computes exact spread [6] is
not scalable; influence spread from a particular node is computed over the whole
network. Yet, in the continuous-time setting, influence decays rapidly towards
the network regions that are further away from the source. As such, a big fraction
of the computations is wasted analyzing regions of the graph where influence is
minuscule or zero, especially when the influence deadline is relatively short.

Based on this observation, we propose a novel approximation method that
uses deadline constraints to identify, for each node, a local graph region where the
volume of its influence is restricted. The method entails an inexpensive prepro-
cessing step that extracts a decomposition of the social graph into possibly over-
lapping trees, where the influence of each node is restricted within its own local
tree region. This enables us to avoid exhaustive graph inference, thus speeding-up
computations with minimal impact on accuracy. Further, it enables GPU-based
parallelization, since the influence spread of each node can be computed indepen-
dently within each local tree region. We build upon this node-level parallelism
and harness the parallel processing capacity of commercial-level GPUs to achieve
orders of magnitude faster computations than the current state-of-the-art.

Efforts to address the scalability issue have also been taken up by the authors
in [3], where an approximation method is developed and shown to be orders
of magnitude faster compared to exact inference [6]. This speed-up, however,
comes at the cost of enormous memory consumption, which hampers GPU-based
acceleration. Indicatively, for social graphs with millions of edges, the method
necessitates the instrumentation of massive clusters consisting of 192 CPU cores.
Consequently, it is not suitable for parallelization using inexpensive alternatives,
such as (multi-) GPU systems. The application of GPUs to this problem has been
previously explored [13], but is restricted solely to the discrete-time domain.

2 Preliminaries

Our work is based on the continuous-time generative model for network diffusion
that has been introduced in [6]. Given a social network, modeled as a directed
graph G = (V, E), the influence propagation process begins from an initial set
S ⊂ V of source nodes, referred to as the seed set. The seed set is assumed to be
influenced by means of adopting an opinion at time zero.



Influence propagates via directed edges from the seed nodes towards their
out-neighbours. The newly influenced nodes influence their out-neighbours in
turn, and this process continues. An influenced node is assumed to remain in-
fluenced for the entire duration of the diffusion process. Consequently, the node
that influences a given node at the earliest time will be its parent in the in-
duced influence propagation graph (also called the cascade), effectively imposing
a Directed Acyclic Graph (DAG) cascade structure, even if G contains cycles.

The spread of influence from a node u to an out-neighbour v is assumed
to consume random time, drawn from a conditional density function fuv(tv|tu).
This models the time it takes for node u to influence node v at time-stamp
tv given that node u has been previously influenced at time-stamp tu. These
transmission times can be distributed differently across the edges, but they are
assumed to be mutually independent. We further assume that the transmission
function fuv(tv|tu) is shift invariant: fuv(tv|tu) = fuv(τuv), where τuv := tv − tu,
and nonnegative: fuv(τuv) = 0 if τuv < 0. Examples include exponential and
Rayleigh distributions. Consequently, each directed edge (u, v) ∈ E is associated
with a density function fuv(τuv), which models the time it takes for u to influence
v (independent of the actual timestamps when u and v are influenced). Because
of the mutual independence assumption, one obtains a fully factorized joint
density of the set of transmission times p({τuv}(u,v)∈E) =

∏
(u,v)∈E fuv(τuv).

An useful property of the above continuous-time Independence Cascade (IC)
model is that, for a given sample of edge weights corresponding to their respec-
tive transmission times, the time tu taken to influence a node u is the length
of the shortest path in G from the seed set S to node u. This shortest path
property is leveraged for influence spread estimation in [3] and is also utilized
in the work presented here, as it reduces the problem of approximating influ-
ence spread to a well-studied graphical optimization problem, namely that of
finding shortest paths. Because of this property, the infection times {tu}u∈V
can be obtained from the transmission times {τuv}(u,v)∈E via the transformation
tu = gu({τvw}(v,w)∈E) := minq∈Qu

∑
(v,w)∈q τvw, where Qu is the collection of

all directed paths in G from each of the source nodes to u, and gu(·) is the value
of the shortest-path minimization. With this setup, one can then compute the
probability of u being influenced within the deadline T as

Pr{tu ≤ T} = Pr{gu({τvw}(v,w)∈E) ≤ T}.
By standard definition [6], the influence spread ι(S, T ) of the seed nodes S in
the deadline T can then be computed as

ι(S, T ) = E

[∑
u∈V

I{tu ≤ T}
]
=

∑
u∈V

E [I{tu ≤ T}] =
∑
u∈V

Pr{tu ≤ T}

=
∑
u∈V

Pr{gu({τvw}(v,w)∈E) ≤ T} = E

[∑
u∈V

I{gu({τvw}(v,w)∈E) ≤ T}
]
,

where I{·} is the indicator function, E{·} is the expectation function, and the
expectation is taken over the set of independent variables {τvw}(v,w)∈E . The sum
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Fig. 1: Extracting local regions in the IC model∑
u∈V I{·} in the above formula is essentially the influence spread of the seed

nodes for a given sample of transmission times {τvw}(v,w)∈E .
Finally, influence maximization is the problem of finding an optimal set S of

seeds of a fixed size C such that ι(S, T ) is maximized, i.e., we seek to solve

S� = argmax
{S : |S| ≤ C}

ι(S, T ). (1)

We take C (determined by budgetary constraints) as an input in this paper. It
is noteworthy that the above optimization problem is NP-hard in general.

3 Methodology

A fundamental step in maximizing influence is to compute the influence spread
of each node of the graph G. The most basic way of doing that, as suggested
by Equation 1, is via Näıve Sampling, where one generates a random sample of
{τuv}(u,v)∈E from the corresponding edge distributions {fuv(τuv)}(u,v)∈E , runs
a single source shortest path (SSSP) algorithm from each node, and computes
the influence spread of that node for that sample as the number of nodes whose
shortest distance from the source node is less than the deadline T . The process
repeats for several iterations (say, Ns times). On termination, the average spread
of each node across all Ns samples is computed. Due to its exhaustive nature,
Näıve Sampling is a costly process, as it runs a single source shortest path algo-
rithm from each node for each sample. Assuming Dijkstra’s algorithm at the core
of the process, the overall time complexity is O(Ns|V|(|E|+ |V| log |V|)), which is
prohibitively expensive. Space complexity is, however, minimal — O(|V|+ |E|).

Näıve Sampling is massively parallelizable across samples, but with shortcom-
ings. All samples need to be generated at once, which requires O(Ns(|V|+ |E|))
space. Moreover, it needs to run a SSSP algorithm from every node of the graph
to every other reachable node, which is redundant for smaller deadlines. Thus,
it is reasonable to identify, for each node, a “large enough, yet small” subgraph
wherein its influence within the deadline is primarily restricted to, and search
for its influence there (instead of the whole graph). We refer to this method as
Localized Näıve Sampling (LNS) (cf. Algorithm 1 and Algorithm 2). We obtain
such a subgraph for each node u by running Dijkstra’s algorithm from u with the
means of the edge distributions as the corresponding weights for each edge, and
keeping those nodes in the subgraph of u whose shortest distance from u in G is
“slightly greater” than T . Figure 1 depicts the process, and shows the subtrees



extracted for nodes u and v in the graph. The precise condition for deciding
whether to include a node v in the subgraph of u is mentioned in Algorithm 2
(Line 25). The explanation of the criterion and the choice of the free parameter
σ are explained further in the Appendix. The quantity V ar(u, v) in Line 20 of
Algorithm 2 is the variance of fuv corresponding to the edge (u, v) ∈ E .

Looking for the influence spread of each node in a smaller subgraph poten-
tially reduces computations. The subgraph we choose is a subtree of the shortest
path tree obtained when running Dijkstra’s algorithm. Computing shortest paths
in a tree for a given sample of weights is cost-effective, since there is exactly one
path from the source node to any other node. For a tree of size |L|, the time
complexity of computing the distance of each node from the root is O(|L|). Once
we extract a local subtree for each node, we generate multiple weight samples
for that subtree and compute the average influence spread of that node in that
subtree over all iterations. This process gives us an approximate spread for each
node, as opposed to its true spread under the IC model. However, it does not
largely affect the quality of the seeds obtained, as results in Section 4 show.

Assuming the size of each subgraph is bounded by |L|, the time complexity
of the serial version of LNS is O(|E|+ |V| log |V|+Ns|V ||L|), which in the worst
case is O(Ns|V |2), as |L| = O(|V |) in the worst case. But LNS is node-level
parallelizable (cf. Parallel Block in Algorithm 1), which leads, for the parallel
version, to a worst case runtime of O(|E|+ |V| log |V|+Ns|V |). This enables us
to achieve large reductions in time complexity primarily on large graphs (see
Section 4). The space complexity of our method is O(|V ||L|), which in the worst
case is O(|V |2), as we have to store all the local subgraphs for all the nodes.

Algorithm 1 Localized Näıve Sampling (LNS)

1: procedure LocalizedNaiveSampling(G, T , Ns, σ)
2: for u = 1 : |V| do
3: spread[u] = 0
4: Assign weights W to all edges of G equal to the

means of the corresponding edge distributions
5: dijkstraTree[u] = DijkstraTree(u,G,W, T, σ)
6:

Parallel Block :
7: for u = 1 : |V| do
8: for n = 1 : Ns do
9: Generate a sample of {τvw}(v,w)∈dijkstraTree[u]

10: for each node v in dijkstraTree[u] do
11: distance[v] = distance of v from u in dijkstraTree[u]
12: if distance[v] < T then
13: spread[u] = spread[u] + 1

14: spread[u] = spread[u] / Ns

15: return spread[]

In comparison, the state-of-the-art framework, ConTinEst [3], achieves its
superior runtime performance compared to traditional methods by employing a
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randomized version of Dijkstra’s algorithm [2]. This comes, however, at the cost
of space complexity. Specifically, the runtime to compute expected influence
across all nodes and all samples is O(Ns(|V| + |E|)), while space complexity is
O(Ns|E|) — a significant memory bottleneck, particularly for large graphs.

Algorithm 2 Dijkstra Trees

1: procedure DijkstraTrees(source, G, W , T , σ)
2: distance[source] = 0
3: variance[source] = 0
4: create vertex set Q
5: for u = 1 : |V| do
6: if u �= source then
7: distance[u] = ∞
8: variance[u] = ∞
9: parent[u] = UNDEFINED

10: Q.add with priority(u, distance[u])

11: while Q is not empty do
12: u = Q.extract min()
13: if distance[u]− σ ∗√variance[u] ≥ T then
14: break
15: for each out-neighbor v of u in G do
16: alt distance = distance[u] +W (u, v)
17: if alt distance < distance[v] then
18: distance[v] = alt distance
19: parent[v] = u
20: variance[v] = variance[u] + V ar(u, v)
21: Q.decrease priority(v, alt distance)

22: dijkstraTree = []
23: dijkstraTree.add([source, source])
24: for u = 1 : |V| except source do
25: if distance[u]− σ ∗√variance[u] < T then
26: dijkstraTree.add([u, parent[u]])

27: return dijkstraTree[]

To compute the joint influence spread of a set S of nodes, for each sample,
we mark the nodes that are influenced by each element s ∈ S. Then, we count all
such nodes that are influenced by at least one element of S; this count is exactly
the influence spread of S for that sample. We repeat the process Ns times and
take an average to obtain the expected influence spread of S. It can then be
shown that, over the local regions where our method operates, ι(S, T ) satisfies a
diminishing returns property referred to as submodularity : for S1, S2 ⊂ V with
S1 ⊆ S2 and u ∈ V \S2, it holds that ι(S1∪{u}, T )− ι(S1, T ) ≥ ι(S2∪{u}, T )−
ι(S2, T ). This implies that our method can be used as a subroutine in the greedy
algorithm that we describe below (cf. Algorithm 3).

Our goal is to find a set S of nodes of size C such that their combined
influence spread is maximum. Due to its intractability, the problem calls for



an approximation algorithm. For monotonic submodular functions, the greedy
algorithm described by Kempe et al. [9] is one such well-known approximation
algorithm. The algorithm is iterative, and at the ith iteration, adds to the seed
set Si−1 the node s ∈ V \ Si−1 that maximizes the marginal gain ι(Si−1 ∪
{s}, T ) − ι(Si−1, T ). We use LNS in each iteration of the greedy algorithm to
find such nodes. Because we approximate the influence spread ι(S, T ) by using
random samples drawn from edge distributions, we introduce a sampling error.
Fortunately, the greedy algorithm is tolerant to such sampling noise (see [3]).

Algorithm 3 Overall Algorithm

1: procedure InfluenceMaximization(G, T , C, Ns, σ)
2: for u = 1 : |V| do
3: Assign weights W to all edges of G equal to the

means of the corresponding edge distributions
4: dijkstraTree[u] = DijkstraTree(u,G,W, T, σ)

5: S = ∅
6: for i = 1 : C do
7: for u = 1 : |V| do
8: Call the Parallel Block in LNS to compute :
9: marginal spread[u] = ι(S ∪ {u}, T )− ι(S, T )
10: s = argmaxu∈V\S marginal spread[u]
11: S = S ∪ {s}
12: return S

As shown in [14], the above greedy approach obtains a seed set which achieves
at least a constant fraction (1 − 1

e ) of the optimal spread, provided the in-
fluence spread function is a monotonic submodular function. In the proposed
method, however, the influence spread function is not sub-modular under the
IC model. Thus, the approximation ratio cannot be claimed. However, there
are loose bounds that we can claim by showing that ι(S, T ) is approximately
submodular, based on the following definition.

Approximate Submodularity: For given ε ≥ 0, we say that a function
F : 2V → R is ε-approximately submodular if there exists a submodular function
f : 2V → R such that for every S ⊆ V :

(1− ε)f(S) ≤ F (S) ≤ (1 + ε)f(S).

Theorem 1 The influence spread ι(S, T ) is ε-approximately submodular under
the continuous IC model.

Proof. Consider f : 2V → R to be the influence spread function under the
continuous IC model when the whole graph is considered for computations.
The function f abides to the standard spread definition, which is known to
be submodular. In the decomposition we propose, a finite set of graph nodes
∅ ⊆ RS � V are rendered unreachable by set S (for finite T ), when in fact they
might be reachable in the IC model. Thus, it follows that f(S)− ι(S, T ) ≤ |RS |,
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or f(S)−|RS | ≤ ι(S, T ). It also trivially holds that ι(S, T ) ≤ f(S), which implies
ι(S, T ) ≤ f(S) + |RS |. Hence,

f(S)
(
1− |RS |

f(S)

)
≤ ι(S, T ) ≤ f(S)

(
1 +

|RS |
f(S)

)
.

Set ε := max

{ |RS |
f(S)

∣∣∣ S ⊆ V

}
. Then, 0 ≤ ε < 1 (as |RS | < f(S) for every

S ⊆ V ). Also, we obtain

(1− ε)f(S) ≤ ι(S, T ) ≤ (1 + ε)f(S).

Thus, ι(S, T ) is ε-approximately submodular. ��
By Theorem 5 of [8], we obtain the following approximation result.

Corollary 1. For C ≥ 2 and any constant 0 ≤ δ < 1 with ε = δ
C , the greedy

algorithm obtains a seed set which achieves at least a constant fraction 1− 1
e−16δ

of the optimal value.

Since ε = δ
C , we have ε = O(δ), provided C is constant. It follows that

for lesser values of ε (equivalently, for smaller values of |RS |), we achieve better
approximations of the influence spread, which are closer to the optimal value. Of
course, the values of |RS | and ε are entirely dependent on the depth of the local
subtrees we choose. Deeper subtrees offer potentially better approximations, but
induce extra computational cost. In Section 4, we show that when we select deep
enough trees, without still covering the whole graph, we obtain quality results
on par with the state-of-the-art methods while maintaining runtime benefits.

4 Experiments

We base our evaluation on real world networks found in the Stanford Network
Analysis Project (SNAP) [11]. Table 1 shows some of the network characteristics.
In each network, we associate each directed edge with a transmission function
obeying an exponential density, whose scale parameter is drawn uniformly at
random from the open-closed interval (0, 5].

Table 1: Network Statistics

Network # nodes # edges density

ego-Facebook 4,039 88,234 21.84

gnutella08 6,301 20,777 3.29

wiki-vote 7,115 103,689 14.57

gnutella04 10,876 39,994 3.68

soc-Epinions1 75,879 508,837 6.71

ego-twitter 81,306 2,468,149 30.35

soc-Slashdot0922 82,168 948,464 11.54



(a) gnutella08 (b) facebook (c) wiki-vote

Fig. 2: Seed set spread vs. seed set size with T = 0.2

(a) gnutella04 (varying T ) (b) gnutella04 (varying σ)

Fig. 3: Effect of T and σ on spread respectively

4.1 Quality of Seed Sets

To compare the quality of seed sets that are produced by our methodology, we
perform an immediate comparison between our method and ConTinEst [3], since
the latter has been shown to statistically outperform other approximation meth-
ods on real world data. To do so, we need a procedure that can receive these seed
sets as input and obtain near ground-truth estimates of their influence spread.
We perform the comparison by running Näıve Sampling for 10,000 iterations on
each seed set that is obtained. For practical reasons, we restrict this comparison
on the four smallest graphs in our dataset, since Näıve Sampling requires at least
8,000 hours to produce results for the larger graphs.

For this set of results, the algorithms are configured as follows: abiding to
author guidelines in [3], ConTinEst is set to perform 10,000 sampling rounds
for transmission times. For each sampling round, it is also configured to run 5
iterations for the randomization required by the neighborhood size estimation
subroutine. LNS is also set to 10,000 iterations, while the σ parameter is tuned
to 0.9 to produce large enough local regions.

Results are shown in Figure 2. We also report the spread achieved by greedily
selecting the node with highest out-degree each time (High Degree). Finally, the
deadline is fixed to T = 0.2. One observes that LNS is on par with ConTinEst in
terms of seed quality. In fact, the relative error never surpasses 11% across all
four graphs. On the average, the relative error of our method is 1.2%. In contrast,
a simplistic method such as High Degree, produces solutions that are, on the
average, up to 21.2% off in terms of influence spread compared to ConTinEst.
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We also evaluate the effect that the deadline constraint has on our method’s
accuracy. Figure 3(a) compares the spread obtained by our method and that
obtained by ConTinEst under various deadlines (between T = 0.2 and T = 1.0)
for σ = 0.9 on a graph with 10,876 nodes (gnutella04). One observes that
the proposed method maintains the quality of seed sets even when the deadline
increases. Indicatively, the average relative error ranges between 0.2% for T = 0.2
and 0.7% for T = 1.0. Finally, we study the effect of σ on seed quality. For a fixed
T = 0.8, and for σ ranging between 0.1 and 0.9, it can be seen in Figure 3(b)
that accuracy drops with lower values of σ, as expected. However, for σ ≥ 0.4,
our average relative error falls between 0.8% and 3.5%.

4.2 Runtime Evaluation

Our runtime evaluation entails two parts. First, we empirically expose that GPU-
based acceleration for ConTinEst is severely hampered by memory bottlenecks.
We do so by porting a sample-parallel version of the implementation in [3] into
a GPU utility. Experiments show that, for graphs of substantial size, the par-
allel version performs poorly. Second, we report running times under different
deadlines, and demonstrate a comparison between the ConTinEst engine and a
node-parallel version of LNS implemented on GPUs. Any implementation men-
tioned henceforth is carried out on a single 2.6GHz processor, and a GPU card
with 4GB RAM on an NVidia K520 Grid platform.

First, we report runtime comparisons between four implementations: two
CPU-based implementations of ConTinEst and LNS, a sample-parallel GPU im-
plementation of ConTinEst, and a node-parallel GPU implementation of LNS.
Note that ConTinEst, by construction, does not allow node-level parallelism. All
implementations are set to retrieve seed sets of size 50.

Figure 4(a) demonstrates results for the three smallest graphs in the dataset.
As it can be seen, the CPU implementation of LNS is the slowest one. This is
expected as the method is designed for parallel computing and is not a good fit
for serial execution. Indicatively, the GPU implementation of LNS is dramatically
faster by a factor ranging from x100 to x1000, justifying the above argument. One
interesting finding is that for graph sizes like the ones in Figure 4(a), the sample-
parallel implementation of ConTinEst is slower by a factor ranging between x2
and x5 compared to the serial implementation. This can be justified by the
fact that only a small batch of samples can be ported into the GPU each time,
due to the large space complexity of the process. This, in turn, necessitates
multiple kernel calls which incur significant communication overhead between
the host system and the GPU device. Finally, it can be seen that the GPU-
based implementation of LNS and the CPU-based implementation of ConTinEst
have similar run-times for the set of smaller networks.

However, as seen in Figure 4(b), the performance of LNS surpasses that of
ConTinEst for larger networks (> 100K edges). Specifically, for deadline T fixed
to 0.2, LNS is x13.7 and x6.8 times faster than ConTinEst for soc-Epinions1 and
soc-Slashdot0922, respectively. Further, the performance of LNS improves sig-
nificantly as the deadline becomes smaller (stricter constraints), while ConTinEst
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Fig. 5: Effect of T and σ on runtime

largely remains unaffected. In more detail, for T fixed to 0.1, LNS is faster across
all social graphs, with improvements ranging between x2.1 and x85.7. In fact,
the greatest gains appear for the three largest graphs in our dataset — soc-
Epinions1, soc-Slashdot0922 and ego-twitter — for which the runtime im-
provements are x47.9, x85.7 and x5.2, respectively. For ego-twitter, ConTinEst
consumes≈ 420K seconds, while LNS terminates after≈ 80K seconds. In absolute
terms, these savings correspond to days of computations (i.e., savings amounting
to 4 days for ego-twitter), which is substantial in a realistic campaign planning
process. Finally, note that ConTinEst runtime remains similar moving to shorter
deadlines, whereas LNS is 66.9% faster, on the average. This stresses the merits
of leveraging deadline information prior to influence estimation.

We also report how the choice of σ affects runtime for the GPU-based im-
plementation of LNS.Results are obtained on soc-Epinions1. Figure 4(c) shows
that runtime grows exponentially with σ. This is expected, since for a larger σ,
the borders of the local regions extend far beyond the deadline, possibly to a
point where the local regions for multiple vertices cover the entire reachable set
of nodes from the corresponding source nodes.

Finally, Figure 5 illustrates the relation between runtime and the number of
seeds (logarithmic scale). Results are obtained on soc-Slashdot0922. In Fig-
ure 5(a), we fix T = 0.1 and let σ ∈ {0.1, . . . , 0.7}. One observes that LNS

runtime is linear in the number of seeds to obtain, irrespective of σ. Further, in
Figure 5(b), we fix σ = 0.4 and let T ∈ {0.1, 0.2, 0.3}. Again, T does not affect
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Fig. 6: Peak memory vs. density (deadline T = 0.2)

linearity. However, the impact of increasing T is much larger than increasing σ.
Finally, Figure 5(c) contrasts the behavior of LNS to that of ConTinEst when
the deadline varies. One can observe the following: (a) ConTinEst runtime is
unaffected by the deadline constraint, since this is only used as a query after all
computations are completed, and (b) it is also largely unaffected by the number
of seeds to be obtained, which is beneficial when obtaining a relatively large sized
seed set. In summary, LNS outperforms ConTinEst for relatively short deadlines
and reasonably strict budget constraints (i.e., challenging viral marketing cases).

4.3 Memory Consumption

In this section we empirically evaluate to what extent LNS and ConTinEst stress
memory when implemented using their faster variants. We report peak memory
consumption for GPU-based LNS and CPU-based ConTinEst, which are set to
perform 100 sampling rounds. Figure 6(a) confirms the memory intensiveness
of ConTinEst, especially for larger graphs, while it shows that LNS maintains
memory consumption relatively low, even as graph size increases. Specifically,
ConTinEst consumes between 0.21GB and 5.9GB, while peak memory for LNS
ranges between 0.04GB and 0.36GB, which corresponds to an average improve-
ment of 1260%.

Finally, we discuss the effect of graph density on memory consumption for
10,000 iterations on both methods, and a social graph with 70K nodes and 500K
edges. Figure 6(b) demonstrates that ConTinEst requires approximately 500GB
of space to accommodate computations. The bulk of this space is occupied by
the least label list structures, which store information for all 10,000 sampling
iterations to support faster queries. As the density of the graph drops (from 7.0
to 4.5), peak memory remains at similar levels (8.3% drop). In contrast, LNS
starts off at 1.2GB and for the smallest density it only consumes 0.8GB; a 32%
reduction by virtue of producing shallower local subgraphs.

5 Conclusion

We present a novel approximation framework for influence maximization in the
continuous-time domain. Our work addresses two drawbacks of existing meth-



ods: the lack of node-level parallelism, and the memory intensive nature of the
dominant methodologies. The proposed approximation algorithm is the first to
enable node-parallel influence estimation in the continuous-time setting, while
maintaining memory requirements relatively low. By employing commercial-level
GPUs we dramatically speed-up computations with minimal impact on accuracy.

6 Appendix

In this section, we explain our criterion for selecting local subgraphs. As men-
tioned in Section 3, the transmission times {fuv(τuv)}(u,v)∈E are differently dis-
tributed across the edges, but are mutually independent. Consequently, the joint
distribution of the transmission times is fully factorized. Also, the variance of a
path q is the sum of the variances of the distributions corresponding to the edges
on q, i.e., V ar(q) =

∑
(u,v)∈q V ar(u, v), where V ar(u, v) is the variance of the

distribution fuv associated with the edge (u, v) ∈ E . We use these properties to
define our criterion for selecting the local subgraphs corresponding to each node.
By linearity of expectation, if q is a path from node u to node v, the expected
time for u to influence v along q equals the sum of the means of the distributions
corresponding to the edges on q. It also holds that the expected shortest distance
from u to v equals the length of the shortest path from u to v with edge weights
equal to the means of the corresponding distributions. Thus, if there is a path
q from u to v whose expected length is less than the deadline T , then v is most
likely to be within the influence spread of u for an arbitrary given sample, and
should be included in the local subgraph of u. As such, running Dijkstra with
edge weights being the distribution means allows us to extract these subgraphs.

Unfortunately, the converse is not true, i.e., if the shortest path from u to
v has expected length greater than T , it does not mean that v cannot be in
the influence spread of u for any sample. Since each sample is a set of random
numbers generated from a given set of distributions, it is entirely possible that,
for a given sample, the edge weights on a path from u to v are small enough to
have v influenced by u for that particular sample. Fortunately, the frequency of
such an incident happening decreases as the expected shortest distance between
u and v progressively increases beyond the deadline T . Since most of the mass
of a probability distribution is concentrated near its mean and is within some
multiple of its standard deviation, we use that fact to decide whether v is going
to be in the influence spread of u for a significant number of samples. This is
the reason behind our selection criterion at Line 25 of Algorithm 2:

if distance[u]− σ ∗√variance[u] < T then
dijkstraTree.add([u, parent[u]]).

We measure the variance of a node u as the variance of the shortest path
between the source node and u. The parameter σ in the above criterion is a free
parameter. It suggests how much of the variability in the model we are willing
to account for. If we increase σ, we cover wider local neighbourhoods, thereby
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improving accuracy, but at the cost of runtime. On the other hand, if we decrease
σ, we obtain narrower local neighbourhoods, which leads to faster computations,
but at the cost of accuracy. Our experiments suggest that, for moderately big
graphs, we can choose σ = 0.9, while for much larger graphs, σ = 0.3 suffices.

Finally, the subgraph we choose for each node is a portion of the Dijkstra tree,
where we only keep the nodes that satisfy the above selection criterion. Replacing
a local subgraph by a local subtree leads to significant under-approximations of
the influence spread. But, as our empirical evaluations in Section 4 show, it is
a good representative region to sample from for deciding whether v lies in the
influence spread of u for an arbitrary given sample.
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Abstract. Most agents obtain knowledges from natural scenes through some sin-
gle preestablished rules. In practice, those single rules can’t achieve the aim to
freely awareness the natural scenes, such as the visual scenes. Inspired by biolog-
ical visual cortex (V1) and higher brain areas perceiving visual features, in this
paper we propose an improved visual awareness module, called as visual scenes
mining module, for the agent ABGP-CNN in order to directly mine the visual
scenes information. Then ABGP-CNN with the visual scenes mining module is
deployed on a toy car. The visual information mining from the nature scenes is
served as the knowledges of the agent ABGP-CNN to drive the toy car. The toy
car deployed the agent ABGP-CNN can easily understand the special natural vi-
sual scenes, and has the ability to plan its behaviors according to the visual infor-
mation mining from the nature scenes. The application of the agent ABGP-CNN
with visual scenes mining module enhances the capability of communication be-
tween the toy car and the natural visual scenes.

Keywords: Agent, Visual Scenes Mining, ABGP-CNN

1 Introduction

Rational agents have an explicit representation for their environment (sometimes called
world model) and objectives they are trying to achieve. Rationality means that the agent
will always perform the most promising actions (based on the knowledge about itself
and sensed from the world) to achieve its objectives. For a rational agent faced with a
complex natural scene, how to get knowledge from scenes to drive their actions? Most
agent designer maybe have a common view that either create a virtual scene or set some
single inflexible rules for agent to recognize surrounding.

There exist numerous agent architectures as mentioned above, such as BDI [1,16],
AOP [19], SOAR [10] and 3APL [6]. In these architectures, the communication of

© Springer International Publishing AG 2017

DOI: 10.1007/978-3-319-62701-4_13
P. Perner (Ed.): ICDM     2017, LNAI 10357, pp. 166–180, 2017.

166



information between agents and world is based on a single fixed rules as well. With
respect to the theoretical foundation and the number of implemented and successfully
applied systems, the Belief-Desire-Intention (BDI) architecture designed by Bratman
[1] as a philosophical model for describing rational agents should be the most interest-
ing and widespread agent architecture. Of course, there are also a wide range of agents
characterized by the BDI architecture. Where one of these types is called ABGP (a 4-
tuple 〈Awareness,Belief,Goal, P lan〉 BDI agent model shown in Figure 1) model
proposed by Shi Z. [18].

ABGP model consists of the concepts of awareness, beliefs, goals, and plans. Aware-
ness is an information pathway connecting to the world (including natural scenes and
other agents in multi-agent system). Beliefs can be viewed as the agent’s knowledge
about its setting and itself. Goals make up the agent’s wishes and drive the course of
its actions. Plans represent agent’s means to achieve its goals. However, ABGP model
agent still has a disadvantage that just transfers a special fixed-format message from the
world. Of course, there are many researchers built some usefull and interesting aware-
ness modules, where one of works may be in [13] proposed ABGP-CNN model by
introducing Convolution Neural Networks (CNN) as an environment visual pathway to
implement the visual awareness module of the agent model ABGP. The ABGP-CNN
model has the ability to directly capture the information from the natural scenes .

The literature [13] had described the functions and application fields of ABGP-CNN
through a maze search experiment based on the agents implemented by ABGP-CNN
model. However the experiment is carried out only through the software simulation on
the computer, which means the experiment environment is very idealized. In practice
there are many problems that we can’t find out in the software simulation experiment,
such that dynamically capturing visual information is affected by the light condition,
how to find out a special interesting area from a large scene, etc.. Furthermore, ABGP-
CNN as an intelligent model should be applied to the other fields with help of some
hardware equipments, which can help human finish some more difficult tasks, such as
disaster relief, danger detection, automatic drive, etc..

Motivated by above analysis, in this paper we will firstly improve the awareness
module of ABGP-CNN agent, and then deploy the improved ABGP-CNN model on a
true equipment. Where the improved ABGP-CNN will be served as a software driver
(like human brain) to plan the behaviors of a toy car only through depending on the
visual information that the toy car captures by its camera. The experiment can help us
further explore the intelligent behaviors of the machine.

2 Agent Model ABGP-CNN

In computer science and artificial intelligence, agent can be viewed as perceiving its
environment information through sensors and acting environment using effectors [17].
A agent model for rational agent should especially consider external perception and
internal mental state. The external perception as a knowledge is created through inter-
action between an agent and its world. For the internal mental state, we can consult BDI
model conceived by Bratman [1] as a theory of human practical reasoning. Reducing



the explanation framework for complex human behavior to the motivational stance is
the especially attractive character [15].

An agent model ABGP-CNN (Figure 1) proposed by Ma G. [13] is one of the
most typical agent model characterized by BDI architecture, it is represented as a 4-
tuple framework as 〈Awareness,Belief,Goal, P lan〉. Where visual awareness im-
plemented by Convolution Neural Networks (CNN) is an information pathway connect-
ing to the world and a relationship between agents. Belief can be viewed as the agent’s
knowledge about its environment and itself. Goal represents the concrete motivations
that influence an agent’s behaviors. Plan is used to achieve agent’s goals. Moreover, an
important module, policy-driven reasoning in ABGP model, is used to handle a series
of events to achieve plans selection.

Dispatch (sub-)goals

Goal
deliberation

Policy-driven
reasoning

Beliefs Goals

Events

Plans

Goal conditions
Handle

deliberation
situations

Select goals

Condition
events

Goal events

Application
events

Read/Write
facts

Handle events

Select plans

Resoning interpreter

... ...

...

...

Knowledge

Awareness

Capability

Outgoing
messages

Incoming
messages

Fig. 1: Agent model ABGP-CNN [13].

For ABGP-CNN, the learning process of recognizing the natural scenes should
mainly focus on how to train the CNN as its visual awareness module and how to
build appropriate belief base, goals, and plans library. Training CNN includes what the
multi-stages architecture is appropriate for the natural object recognition, what learning
strategy is better. The aim of building beliefs, goals and plans is to achieve a series of
agent’s behaviors feedback according to the accepted environment information.

The implementation (Figure 2) of ABGP-CNN model adopts a declarative and a
procedural approach to define its core components Awareness, Belief, Goal and Plan
as well. The awareness and plan module have to be implemented as the ordinary Java
classes that extend a certain framework class, thus providing a generic access to the BDI
specific facilities. Belief and Goal module are specified in a so-called Agent Definition
File (ADF) using an XML language (Figure 2). Within the XML agent definition files,
any developer can use valid expressions to specify any designated properties. Some
other information is also stored in ADF such as default arguments for launching the
agent or service descriptions for registering the agent at a directory facilitator. More-
over, Awareness and Plan need to be declared in the ADF before they work.
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Fig. 2: Implementation of ABGP-CNN model[13].

Awareness is commonly viewed as an information path connecting to the environ-
ment. The ADF of ABGP-CNN provides a description of attributes for CNN, such as
the number of CNN stages, the number of hidden layers, filter shape, pooling size, etc.
Which can be any kinds of ordinary Java objects contained in the awareness set as an
XML tuple. Those Java objects are stored as named facts.

Beliefs are some facts known by the agent about its environment and itself, which
are usually defined in the ADF and accessed and modified from plans. Generally the
facts can be described as an XML tuple with a name and a class through any kind of
ordinary Java objects.

Plans in ABGP-CNN model can be considered as a series of concrete actions ex-
pecting to achieve some goals or tasks. ABGP-CNN model adopts the plan-library ap-
proach to represent the plans of an agent. Each plan contains a plan head defining the
circumstances under which the plan may be selected and a plan body specifying the
actions to be executed. In general for reusing plans in different agents, we need to de-
composes concrete agent functionality into separate plan bodies, which are predefined
courses of action implemented as Java classes.

Policy-driven Reasoning mainly make the plans (policies) selection by handling
a series of events. A policy will directly or indirectly cause an action ai to be taken,
the result of which is that the system or component will make a deterministic or prob-
abilistic transition to a new state Si. Kephart et al. [14] outlined a unified framework
for autonomously computing policies based upon the notions of states and actions. The
agent policy model can be defined as a 4-tuple P = {St, A, Sg, U}, where St is the
trigger state set at a given moment in time; A is the action set; Sg is the set of goal
states; U is the goal state utility function set to assess the merits of the goal state level.

Algorithm 1 shows the functionality of those modules when they execute the in-
terpret reasoning process. Goals deliberation constantly triggers awareness module to
purposefully perceive visual information from the world the agent locates (extract vi-
sual information features y : yj = gj · tanh(

∑
i ki,j ∗ xi), y ∈ D) and convert those

visual information features into the unified internal message events which are placed
in the event queue (signal mapping T : D �→ E). According to goal events the event
dispatcher continuously consumes the events from the event queue (corresponds to the

ADF

<agent name= rat >
<awareness>

...
<beliefs>

...
<goals>

...
<plans>

...
<agent>

public class RatPlan extends Thread
{

public void body()
{

...
}

      ...
}

PlanAwareness
interface  CNN
{

public object convPoolLayer(object);

public object hiddenLayer(object);

public object logisticRegression(object);

public object negLogLikelihood(object);
}

ABGP-CNN



OptionGenerator(EQ) function) and deliberates the events satisfying the goals (like
Deliberate(Options) function). Policy-driven reasoning module builds the applicable
plan library for each selected event (similar to the UpdateP lans(SelectedOptions)
operation). In the Execute(Plans) step Plan module in Figure 1 selects plans from the
plan library and execute them by possibly utilizing meta-level reasoning facilities. Con-
sidering the competition among multiple plans, the user-defined meta-level reasoner
will rank the plan candidates according to the priority of plans. The execution of plans
is done stepwise, and directly drives agent’s external and internal behavior. Each cir-
culation of goal deliberation will be followed a so-called site-clearing work that means
some successful or impossible plans will be dropped.

Algorithm 1: Interpret-Reasoning Process of ABGP-CNN
Initialize agent’s states;
while not achieve goals do

Deliberate goals;
if world information INF or incoming messages IME was perceived then

create internal event E according to INF or IME;
fill internal event E into event queue EQ;

end

Options ← OptionGenerator(EQ);
SelectedOptions ← Deliberate(Options);
Plans ← UpdateP lans(SelectedOptions);
Execute(Plans);
Plans drive agent’s behaviors;
Drop successful or impossible plans;

end

3 Visual Scenes Mining Module

The experiment in [13] showed that CNN employed to construct the visual awareness
module of ABGP behaves a high performance. Which means that the recognizing func-
tion of ABGP-CNN is mainly related to the visual awareness module. However the
experiment is just carried out on the normative MNIST dataset in software simulation
way. If CNN is directly used to construct the visual awareness module to recognize the
handwrite digital in a complex visual scenes when ABGP-CNN is deployed on the toy
car, it will behave a very low recognizing performance and can’t achieve to correctly
plan the behaviors of toy car. Therefore, we need to construct an improved visual aware-
ness module of ABGP-CNN, called as the visual scenes mining module. In a complex
visual scene, there are only some local elements containing interesting points which
can guide the behaviors of toy car. We need to firslty locate the area with interesting
points, then split it from the entire complex scene. At last the splited interesting area
is recognized by CNN. Therefore some preliminaries, Pulse Coupled Neural Network,
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Improved 2-Stage Sequential Similarity Detection Algorithm and Convolution Neural
Networks, need to be introduced before building a novel visual scenes mining module.

3.1 Pulse Coupled Neural Network (PCNN)

The PCNN neuron in the standard PCNN model consists of three parts: the dendritic
tree, the linking modulation, and the pulse generator, as shown in Figure 3.

The role of the dendritic tree is to receive the inputs from two kinds of receptive
fields. Depending on the type of the receptive field, it is subdivided into two channels
(the linking and the feeding). The linking receives local stimulus from the output of
surrounding neurons, while the feeding, besides local stimulus, still receives external
stimulus.

Fig. 3: Architecture of standard PCNN [21].

In the following expressions, the indexes i and j refer to the pixel location in the
image, k and l refer to the dislocation in a symmetric neighborhood around one pixel,
and n denotes the current iteration (discrete time step). Here n varies from 1 to N (N
is the total number of iterations)

Fij [n] = e−αFFij [n− 1] + VF

∑
k,l

wijklYij [n− 1] + Sij . (1)

Lij [n] = e−αLLij [n− 1] + VL

∑
k,l

mijklYij [n− 1]. (2)

Uij [n] = Fij [n](1 + βLij [n]). (3)

Yij [n] =

{
1, Uij [n] > Tij [n].

0, otherwise.
(4)



Tij [n] = e−αTTij [n− 1] + VTYij [n]. (5)

The dendritic tree is given by Equation 1 and Equation 2. The two main components
F and L are called feeding and linking, respectively. wijkl and mijkl are the synaptic
weight coefficients and S is the external stimulus. VF and VL are normalizing con-
stants. αF and αL are the time constants; generally, αF < αL. The linking modulation
is given in Equation 3, where Uij [n] is the internal state of the neuron. β is the linking
parameter and the pulse generator determines the firing events in the model in Equa-
tion 4. Yij [n] depends on the internal state and threshold. The dynamic threshold of the
neuron is Equation 5, where VT and αT are normalized constant and time constant,
respectively. Here is a brief review of the standard PCNN. The detailed description of
the implementation of the standard PCNN model on digital computers can be found in
literature [8]. More details about PCNN will be found in the literatures [11].

3.2 2-Stage of Sequential Similarity Detection Algorithm (2S-SSDA)

The basic idea of Sequential Similarity Detection Algorithm (SSDA) is that the algo-
rithm constantly checks the similarity between realtime and reference images in each
matching procedure. If the partial similarity between realtime and reference images is
greatly different, the matching procedure will be terminated. Then the algorithm will
choose another parameters to start a new matching procedure. However there are many
disadvantages in SSDA, such that the large amount of computation exists in each match-
ing procedure, many superfluous non-matching pixels need to be computed, and the
algorithm needs to predefine a constant threshold Tk used to compute the error value in
the matching procedure.

Theoretically, there are two ways to improve those issues. One is to reduce the
searching space when the template T is used to search the reference image S. The
other is to reduce the computational complexity of the similarity between the template
T and the sub-image Si,j . Next, we will give a 2-stage sequential similarity detection
algorithm (2S-SSDA) [5] based above two theoretical inspires.

An image used to the matching operation needs to be preprocessed because of many
superfluous information. Where we employ the preprocessing method that the normal-
ized gray value is used as the reference image of probability density. Firstly the median
filter method is used to equalize the image histogram. Then the edge features are ex-
tracted by Sobel edge detection operator. After extracting the edge features, we need to
execute a sampling process on the edge features in order to improve the time efficiency
of algorithm. The probability distribution of the processed image through above steps
is described as:

P{X = i, Y = j} =
H(i, j)∑N

k=1

∑N
s=1 H(k, s)

(6)

in Equation 6 H(i, j) indicates the gray value of the pixel (i, j) in the gray image. Then
we sample a sequence A(n) from the probability distribution of the gray image. n sat-
isfies n = |{(i, j)}H(i, j) > th| , where th is a threshold. The roulette method can be
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served to execute the sampling process. In the following the 2-stage of matching pro-
cessing, rough matching and accurate matching, is executed to capture the best position
of the matching sub-image.

In rough matching process, the candidate image set Q must be from the entire
matched sub-image set S. Q has to satisfy the following conditions:

– The true matched point (i, j) must be in Q or Q-centered domain.
– In order to reduce the search space in the accurate matching, |Q| should be as small

as possible.
– Q should be easy and quick to get.

The distance between the sub-image and the template image is defined as D(Si,j , T ):

D(Si,j , T ) =

n∑
k=1

d(Si,j(A(k)), T (A(k))). (7)

In the rough matching process, the elements contained in the set Q are determined
by matching operation with the search step length h. In general, the candidate sub-image
set Q should satisfy Q = {Si,j |D(Si,j , T ) ≤ θ}, where θ is a threshold determined by
the actual situation. A large Q will increase the matching time, while a small Q may
lead to matching distortion, in most cases |Q|= 1.

In the whole process of rough matching, we don’t make decision whether a sub-
image is the target image when the matching process between the template image and
the sub-image is finished, while Th is dynamically generated in the matching process.
Where set Th1 = D(S1,1, T ), for the k-th matching, if s satisfies

s∑
t=1

d(Si,j(A(t)), T (A(t))) > Thk−1; (s < n) (8)

then Thk = Thk−1, and the current matching process is finished. Otherwise Thk =
D(Si,j , T ).

In accurate matching process, the surface fitting method will be used to fit the 9
points of neighborhood area (Table 1) centered at the located pixel (i, j) generated
from the rough matching process. Where the correlation coefficient function of image
gray is defined as:

R(x, y) =
M∑

m=1

M∑
n=1

Sx,y(m,n)× T (m,n). (9)

The correlation coefficient of the gray for 9 points can be computed through their
actual locations.

From the above analysis we can see when all possible positions R(x, y) achieve the
maximum value, D(Sx,y) will obtain the minimum value, and the coordinate (x0, y0)
of the point with the minimum value is the best matching location. So the quadratic
surface fitting can be used to find the best matching location. Here the quadric surface
is fitted by the least square method. Set the analytical formula of the quadratic surface:

f(x, y) = a0x
2 + a1y

2 + a2xy + a3x+ a4y + a5. (10)



Table 1: 9 points of neighborhood area of pixel (i, j).
(i− 1, j − 1) (i− 1, j) (i− 1, j + 1)

(i, j − 1) (i, j) (i, j + 1)

(i+ 1, j − 1) (i+ 1, j) (i+ 1, j + 1)

The generated mean square error (MSE) between f(x, y) and R(x, y) is:

δ(a0 ∼ a5) =
9∑

i=1

[f(xi, yi)−R(xi, yi)]
2. (11)

The stagnation point (x0, y0) of the quadric surface f(x, y) can be obtained through
computing the partial derivative of Equation 11. If D(x0, y0) > 0 and ∂2f(x0,y0)

∂x2 < 0,
(x0, y0) is the maximal value point [4]. If and only if there is one maximal value point
for δ(a0 ∼ a5) and R(x, y) is a single value function, the location (x0, y0) is the best
matching location when the sub-image Sx,y and the template image are fully matched.

3.3 Convolutional Neural Networks

Convolutional Neural Networks (CNN) consisted of multiple layers of small neuron
collections has been adopted to recognize natural images [9]. In general, some local
or global pooling layers may be included in Convolutional Neural Networks, which
combine the outputs of neuron clusters [2]. They also consist of various combinations of
convolutional layers and fully connected layers, with point-wise non-linearity applied
at the end of or after each layer [3]. Generally, we call the combination with a filter
bank layer, a non-linearity transformation layer, and a feature pooling layer, as a stage.
Figure 4 shows a typical CNN framework composed of two stages.

Output
Input

C1 feature maps
S1 feature maps

C2 feature maps

S2 feature maps

Subsampling ConvolutionsConvolutionsConvolutions Subsampling
Full 

Connection

Fig. 4: A typical Convolution Neural Networks framework with two feature stages [13].

In filter bank layer, the input is a 3D array with n1 2D feature maps of size n2×n3.
Each component can be marked as xi,j,k, and each feature map is denoted xi. Where,
The output is also a 3D array, and y consists of m1 feature maps of size m2 × m3. A
trainable filter (so-called kernel) ki,j in the filter bank has size l1×l2 and connects input
feature map xi to output feature map yj . The module computes: yj = bj +

∑
i kij ∗ xi,

where ∗ is the 2D discrete convolution operator and bj is a trainable bias parameter [7].
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In non-linearity layer, a useful non-linearity function for natural image recognition
is the rectified sigmoid Rabs : abs(gi · tanh()), where gi is a trainable gain coefficient.
The rectified sigmoid is sometimes followed by a subtractive and divisive local normal-
ization N , which enforces a sort of local competition between adjacent features in a
feature map, and between features at the same spatial location. The subtractive normal-
ization operation for a given site xi,j,k computes: vi,j,k = xi,j,k−

∑
ipq wpq ·xi,j+p,k+q ,

where wpq is a normalized truncated Gaussian weighting window (typically of size
9×9) normalized so that

∑
ipq wpq = 1. The divisive normalization computes: yi,j,k =

vi,j,k/max(mean(σj,k), σj,k), where σj,k = (
∑

ipq wpq · v2i,j+p,k+q)
1/2 [12].

The purpose of feature pooling layer is to build robustness to small distortions,
playing the same role as the complex cells in models of visual perception. PA (Aver-
age Pooling and Subsampling) is a simplest way to compute the average values over a
neighborhood in each feature map. The average operation is sometimes replaced by a
PM (Max-Pooling). Traditional CNN use a point-wise tanh() after the pooling layer,
but more recent models do not. Some CNNs dispense with the separate pooling layer
entirely, but use strides larger than one in the filter bank layer to reduce the resolution
[20] . In some recent versions of CNN, the pooling also pools similar feature at the
same location, in addition to the same feature at nearby locations.

3.4 Architecture of Visual Scenes Mining Module

In general, the true environment that toy car runs on is a scenes with many complex
elements. The interesting points guiding the behaviors of toy car always locate in some
local elements of visual scenes. If we want to obtain the interesting information from
these local elements. We firstly need to capture the location area of those elements
with interesting points with help of location technologies (where PCNN and 2S-SSDA
are adopted), then recognize the elements located in the interesting area through some
recognition models (CNN is used here). In order to achieve the recognition task in the
actual complex scenes, we proposed a novel visual scenes mining module (Figure 5)
for ABGP-CNN based on PCNN, 2S-SSDA and CNN.

Fig. 5: Visual scenes mining module for the agent ABGP-CNN

Figure 5 illustrates the process that the visual scenes mining module captures and
recognizes the interesting area in the actual complex scenes. In order to more explicitly
show the function of the visual scenes mining module, the intermediate information
products is shown in the architecture of visual scenes mining module. The visual scenes
mining module consists of the modules (b), (d) and (f). The original image (a) with an
actual complex scenes is processed by PCNN and output as the intermediate image (c).

PCNN 2S-SSDA

(a)                  (b)                 (c)                    (d)             (e)                   (f)



Then the interesting area (e) is captured by 2S-SSDA from the intermediate image (c).
At last CNN (f) will further recognize the interesting area and send the recognized
information to the event module of ABGP-CNN, which helps ABGP-CNN make a
series of activity plans.

In this paper, the handwrite digital with the value 0 ∼ 3 from MNIST data set is
still used as the guidepost to guide the behaviors of toy car, because there are only
four types of activities for toy car, namely ’0’ denotes moving on, ’1’ moving back,
’2’ turning left, ’3’ turning right. Next, we will give some preliminaries about PCNN,
2S-SSDA and CNN in order to have a better description about visual scenes mining
module in ABGP-CNN in the following.

4 Application to Toy Car

The application of ABGP-CNN model in the literature [13] was mainly carried out
through software simulation about the agent implemented by ABGP-CNN. For further
exploring the practical application of ABGP-CNN, here we will deploy the ABGP-
CNN model on a self-made toy car as a software control system like human brain. The
toy car with ABGP-CNN model can freely plan its behaviors according to its belief,
goal, plan and the visual information mined by the visual scenes mining module. The
detialed information flow is shown in Figure 6.

ABGP

Start

Kinect Captures 
RGBD Information

 RGB Image 
Information

 Deep 
Information

PCNN

2S-SSDA

CNN

Awareness Module

Incoming
 Message Path

Plan Information

Toy Car

Fig. 6: Information Flow of Toy Car with ABGP Model

The self-made toy car consists of Kinect camera, STM32 control module, wireless
receiving module, motor drive module, serial communication module, car body struc-
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ture and a central controller implemented by a computer running ABGP-CNN model.
The architecture of toy car is illustrated in Figure 7.

Fig. 7: (A) Architecture of toy car. 1∼6: Direct current (DC) motors. 7: Visual informa-
tion collector. 8: Driver module of DC motors 1 and 2. 9: Driver module of DC motors
4 and 5. 10: Driver module of DC motors 3 and 6. 11: Circuit board. 12: Serial commu-
nication interface (SCI). 13: Wireless receiving device. 14: Main control module. 15:
Computer running ABGP-CNN Model. (B) Actual toy car.

All modules in the architecture of toy car work collaboratively. Visual information
collecting depends on Kinect with the RGB and deep camera. The RGB-D (RGB and
deep) information from Kinect will be sent to the computer running ABGP-CNN model
through serial communication interface (The visual information is transported in wire
way because of large amounts of data). The visual scenes mining module in ABGP-
CNN further recognizes the visual information from SCI, and a series of behaviors of
the toy car will be planned immediately based on beliefs, goals, and the recognized
visual information from the visual scenes mining module. The behaviors as a command
controlling the toy car will be sent from the Outgoing Message interface in ABGP-CNN
in radio wave way, then the wireless receiving device in the architecture of toy car will
receive and transport the command to the main control module.

In the architecture of toy car, the serial communication interface (SCI) is imple-
mented by RS-232, which provide the real-time wired communication between the
main control module and the computer running ABGP-CNN model. STM32F103ZET6
is employed to construct the main control module, which receives and processes the
control signals from SCI RS-232. The processed control signals will be served to con-
trol the speed and steering of the DC motors in Pulse-Width Modulation (PWM) square
wave way, which achieves to control the speed and direction of toy car.

5 Experiment Analysis

In the experiment that ABGP-CNN is deployed on a toy car, the toy car is designed to
have 4 basic behaviors moving on, moving back, turning left and turning right. There-
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fore, we construct a sub-MNIST dataset, called mnist0 3, extracting 4 types of hand-
written digits with flag ’0’ denoting moving on, ’1’ moving back, ’2’ turning left and ’3’
turning right from the original MNIST dataset. The dataset mnist0 3 consists of 20679
training samples, 4075 validating samples, 4257 testing samples.

When the ABGP-CNN agent with visual scenes mining module deployed on the
toy car recognizes the nature scenes, the RGB-D camera of Kinect in the toy car will
collect in real time the images in the actual scenes. Each image from RGB-D camera
will be converted to a gray image, and PCNN is employed to search a interesting area
(handwrite digit area) on the gray image. Once the interesting area is found, it will be
split out from the gray image and binarized as a binary image. At last the binarized
image is linearly compressed to a smaller image with size of 28 × 28, because the
training image of CNN is from a subset of MNIST dataset in which each image is the
size of 28× 28 as well.

The visual scenes mining module of ABGP-CNN is mainly implemented through
Open NI, Open CV and Theano software environment.

– Open NI provides the function interface for extracting the Kinect RGB-D image,
namely the depth information of each pixel. Which mainly tells us the distance
between the toy car and the target object.

– Open CV mainly provides some function interfaces for generating gray images and
template matching methods.

– Theano is served to implement CNN.

In order to validate that the visual scenes mining module can work correctly when
ABGP-CNN is deployed on toy car, the experiment is carried out on three different
light environments (Table 2), incandescent lamp light, fluorescent lamp light and natural
light. In those three different light conditions, we design an actual road sand table (the
architecture is same as [13]) with 32 different four types of guideposts (handwritten
digits ’0’ denoting moving on, ’1’ moving back, ’2’ turning left and ’3’ turning right)
from mnist0 3 dataset. The toy car with ABGP-CNN model running on the road sand
table can correctly plan its behaviors through depending on the visual scenes mining
module recognizes the guideposts in the path.

Table 2: Recognition rate of ABGP-CNN for 1000 tests. ABGP-CNN with the visual
scenes mining module deployed on toy car on condition of incandescent lamp light
(ILL), fluorescent lamp light (FLL) and natural light (NL). Original ABGP-CNN de-
ployed on toy car (OATC) and software simulation platform(OASP).

Experiment Type ILL FLL NL OATC OASP
Recognition Rate 73.25% 83.47% 85.60% 52.30% 99.73%

From the experimental results in Table 2 can be seen, the recognition rate has a great
fluctuation under the different light conditions, because the optical camera is sensitive
to light conditions. The closer the light is to natural light, the lower the optical camera
is interfered, and the higher the recognition rate. The experiment of the original ABGP-
CNN deployed on the software simulation platform shows that the recognition rate of
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ABGP-CNN has reached the excellent performance of 99.73%. While the recognition
rate of the original ABGP-CNN directly deployed on toy car drops to the low perfor-
mance of 52.30%. However the recognition rate of the ABGP-CNN with visual scenes
mining module keep a high performance of 85.60% when it is deployed on an actual toy
car on the condition of natural light. Though the ABGP-CNN with visual scenes mining
module can achieve a high performance, we still have the following conclusions why it
can’t reach a higher performance.

– External environment. The sharpness of guideposts and the optical characteristics
of camera result to the deviation of collecting images.

– Image processing. The binarized threshold setting is affected by the changes of the
external environment. The image compressing in the two-dimensional plane may
produces the linear compression error. The above two processes may decrease the
recognition rate.

– CNN training process. The training samples of CNN is from the mins0 3, while
the samples used to recognition test is collected in real time from the external envi-
ronment. Because we lack of the training samples collecting in real time from the
actual external environment.

If we want to get the better recognition rate for ABGP-CNN in the actual applica-
tion, the ABGP-CNN with the visual scenes mining module can be optimized further
based on the above three reasons.

6 Conclusion and Future Work

The agent built by ABGP-CNN can plan its behaviors through the environment vi-
sual information. However all applications for ABGP-CNN model are carried out only
through the software simulation. In this paper we deploy ABGP-CNN on an actual toy
car and improve the visual scenes mining module, such that ABGP-CNN can directly
mine the visual information from the true natural scenes. ABGP-CNN with the novel
visual scenes mining module can directly conduct the behaviors of toy car, which en-
hances the capability of communication between the toy car and true environment, and
improves the intelligence of toy car. The current visual scenes mining module does not
still satisfy high accuracy behaviors plan of toy car. For future work, we will focus on
improving awareness accuracy of visual scenes mining module in true environment.
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Abstract. Readmission rates in the hospitals are increasingly being used as a 
benchmark to determine the quality of healthcare delivery to hospitalized pa-
tients. Around three-fourths of all hospital re-admissions can be avoided, saving 
billions of dollars. Many hospitals have now deployed electronic health record 
(EHR) systems that can be used to study issues that trigger readmission. How-
ever, most of the EHRs are high dimensional and sparsely populated, and ana-
lyzing such data sets is a Big Data challenge. The effect of some of the well-
known dimension reduction techniques is minimized due to presence of non-
linear variables. We use association mining as a dimension reduction method 
and the results are used to develop models, using data from an existing nursing 
EHR system, for predicting risk of re-admission to the hospitals. These models 
can help in determining effective treatments for patients to minimize the possi-
bility of re-admission, bringing down the cost and increasing the quality of care 
provided to the patients. Results from the models show significantly accurate 
predictions of patient re-admission. 

Keywords: electronic health records (EHR) ·  predictive modeling ·  Re-
admission 

1 Introduction 

Sparse and high dimensional datasets pose a serious challenge to existing data mining 
and machine learning methods, mainly because of their size and exponential complex-
ity w.r.t dimensions. Due to these characteristics,  the gap between our ability to pro-
cess and analyze data and the rate at which it is accumulating is rapidly widening [1]. 
These data sets stem from diverse application areas, such as electronic health records 
(EHRs), biology, astronomy, web data, and medical imaging. Due to the presence of 
non-linear variables and their varying degree of importance in different domains, the 
problem is complex and extremely challenging. Different data mining techniques 
have been used to extract knowledge available in some of these data sets, albeit with 
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limited success until now [2]. Various algorithms [3, 4] have been introduced, that use 
row-wise enumeration method instead of traditional column-wise enumeration meth-
od to address the dimensionality problem, however, they have their own limitations as 
they work best for dense high dimensional datasets, with significantly lower number 
of rows compared to number of columns. Different dimension reduction algorithms, 
such as Principal Component Analysis [5], Multi-Dimensional scaling [6] and Inde-
pendent component analysis [7], are too restrictive due to their reliance on global 
linearity assumption. The context of various variables is also abated using these con-
ventional dimensional reduction methods. 

In this paper, we target the analysis of a high dimensional and sparse dataset that 
stems from nursing care EHRs. In such a dataset, thousands of variables consisting of 
vitals, drugs, tests, treatments, etc. exist (high dimensionality), yet only a limited 
number of them are tracked for any individual patient (sparse). While nursing care 
data are an important part of the EHR, it usually goes unnoticed when planning for 
the improvement of healthcare delivery systems [8]. Effective use of different data 
mining methods can be extremely helpful in provisioning of better care to the patient, 
and developing more effective care, and consequently help in decreasing the 
healthcare cost.  

Historically, the data stored in EHRs has been used to monitor the progress of the 
patients, though recently, a lot of research is being performed to build predictive 
models using this data. We believe that EHR systems are also a perfect candidate to 
study big data issues due to size and heterogeneity of the data. Other industries have 
been using the big data methods to save costs. On the other hand, more than a trillion 
dollars are wasted annually in healthcare industry partly due to latest technology not 
being used to its fullest in healthcare [9]. Big data techniques can have a huge impact 
in reducing the healthcare costs that are expected to continue to markedly increase in 
the coming years [10].   

One of the reasons of the increasing costs of healthcare are the patient re-
admissions to the hospitals. Reducing repeat hospitalizations can greatly reduce these 
costs. As with many other issues in the healthcare system, repeat hospitalizations 
often occur due to poor treatment provided to the patients [11, 12], more specifically, 
they are often caused by premature discharges [13] or communication breakdown 
between the patients and healthcare team while the patient is being discharged. These 
readmissions result in higher costs to taxpayers [14], costing as much as $45 billion 
annually [15, 16]. Medicare, along with other healthcare payers, are concerned with 
the cost of unnecessary readmissions as Medicare alone spends roughly $15 billion 
annually on repeat hospitalizations [17] and almost 20% of the patients are readmitted 
within 30 days after being discharged from the hospitals [18]. According to a report, 
almost 76% of repeat admissions can be avoided by improving care before and after 
the patient is discharged [19]. By decreasing these preventable repeat hospitalizations, 
overall productivity of the hospitals and staff can improve considerably [20, 21]. 

Avoidable re-admissions are a huge burden on hospital resources, including the 
workforce. In this study, our aim is to determine different nursing and patient factors 
that contribute towards patient re-admission to the hospital. Our objective is to con-
struct predictive models that can predict whether a patient is at risk of being re-



admitted in near future. In particular, we focus on readmitted patients suffering from 
pain problems. Pain is a common problem that a patient has to endure even though 
patient comfort is of utmost importance. A plethora of research has been conducted to 
lessen pain problems for the patients, though no significant improvements have been 
made in this regard [22, 23]. 

To tackle the issue of re-admissions, a lot of research is being done. Several tech-
niques and predictive models, which consider several patient factors, including socio-
economic status, marital status, sex, and age, among others, have been developed to 
predict readmission [24, 25]. Some recent research studies have used administrative 
data to predict patient readmission within a year [26-28] or even within a month after 
being discharged from the hospital [24, 29-32]. A few studies have only concentrated 
on a select group of patients [25, 27, 29, 31] or only on a single hospital [24, 25, 33]. 
Despite all the work, most of the predictive models have poor predictive capability 
and are too complex to be utilized in daily practice [26]. Furthermore, none of the 
aforementioned research studies have considered the effect of nursing care on patient 
re-admission. 

2 Data Description 

The data for this experiment has been obtained from the HANDS database [34], de-
ployed in 9 units at four different hospitals. The HANDS is an EHR system, designed 
specifically to record nursing care provided to the patients. Nursing diagnoses were 
based on NANDA-I [35], outcomes on the Nursing Outcome Classification (NOC) 
[36] and nursing interventions on the Nursing Interventions Classifications (NIC) [37] 
terminologies. The data were collected for a period of three years from 2005 till 2008.  

In the three year period, there were a total of 42,403 episodes (from 34,927 unique 
patients).For our analysis purposes, a continuous stay of the patient in a hospital 
spanning over single or multiple units,  is considered as an episode. The episode ends 
if a patient is discharged or if the patient dies. An episode consists of single or multi-
ple nurse shifts. In our study, we have considered only those episodes with at least 
two nurse shifts. In every shift, a nurse documents a plan of care (POC). The POC 
consists of multiple nursing diagnoses (NANDAs), different identified outcomes 
(NOCs) associated with NANDAs, their initial and expected score (assigned to each 
unique NOC with value between 1 and 5, 1 being the worst), and interventions (NICs) 
to achieve the expected outcome. The POC also consists of patients and nurses de-
mographics. 

In our dataset, a total of 5298 patients (~15% of the patients in the dataset) were re-
admitted, after being discharged, at least once. 2618 of these 5298 patients had either 
Acute or Chronic Pain (or both) diagnosis in their plan of care (POC) in both the orig-
inal and re-admission episode. On the other hand, there were 15,956 patients, diag-
nosed with Pain, that were admitted only once. All patient deaths in hospitals have 
been excluded in this work. Both the sets were further reduced by considering only 
patients with NOC: Pain Control. 980 of 2618 patients that were admitted again after 
being discharged had a NOC of Pain Control, whereas, 5095 of 15956 patients, admit-
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ted only one time, had Pain Control as an outcome. Note that the number of single 
admissions might not be completely accurate, as the patient could have been re-
hospitalized to another hospital unit not using HANDS database, or the patient might 
have been re-admitted after the study period. A few characteristics of the dataset are 
given in Table 1. 

Table 1. Dataset Characteristics 

Full Dataset Characteristics 

Total number of admissions 42,203 

Number of unique individuals 34,927 

Number of Patients re-admitted 5298 

All patients diagnosed with Pain 18574 

Number of Pain Patients re-admitted 2618 

Number of re-admitted Patients with NOC: Pain Control  980 

Number of single admission patients with NOC: Pain Control 5095 

Variables used in prediction 

Age (years) mean (SD) 59.0 (18.4) 

Length of Stay (hours) mean (SD) 91.5 (98.5) 

Average Nurse Experience (years) mean (SD) 1.7 (2.4) 

 

3 Dimension Reduction and Feature Selection 

In this study, we have conducted predictive modeling at the episode-level. The target 
variable is whether a patient was re-admitted after being discharged. Hence, the target 
variable is a binary variable.  

There are over 700 features in the HANDS database system but only a very few 
patient records (if any) have a value for each of these features. These features include, 
but are not limited to, nurse’s and patient’s information, the various nursing diagno-
ses, nursing outcomes, different nursing interventions and other organizational data. 
To ascertain the attributes that are clinically relevant to our aim of predicting re-
admission, and to reduce the number of dimensions of our data, we have used associa-
tion mining as a dimension-reduction method.  

A list of a few rules with significant confidence level and support determined via 
association mining technique are listed below: 

• If Final Pain Control NOC Rating >= 4  Not Re-admitted (confidence: 
0.64, support: 0.23) 

• If patient is between ages of 18 and 50  Not Re-admitted (confidence: 
0.70, support: 0.18) 

• If First rating <= 3  Readmitted (confidence: 0.53, support: 0.21) 



• If there is no intervention from the Patient Education class is present  
Readmitted (confidence: 0.56, support: 0.18) 

• If there is at least one intervention from the Information Management 
class in the patient’s care plan  Not Re-admitted (confidence: 0.65, sup-
port : 0.21) 

Using these rules, we have determined the list of features that we use for our pre-
dictive modeling experiment. The variables such as the age of the patient, their stay in 
the hospital and the experience of the nurse that took care of the patient have been 
discretized, along with clustering nursing diagnoses and interventions into their re-
spective domains and classes. 

Age has been discretized into four groups. These groups, young (18-49), middle-
aged (50-64), old (65-84), and very old (85+), are established on theoretical rationale 
[38] and the data frequency distribution.  

We derive LOS for each episode from our database. It was calculated by adding 
the number of hours for all the nurse shifts in the episode and was grouped into three 
categories: short (up to 48 hours), medium (48-119 hours), and long stay (120+ 
hours). Currently, in most places, visits less than 48 hours are called observation vis-
its, considered as short stay. Average LOS of patient in the hospital is typically about 
120 hours, and in our study, a stay of between 48 and 120 hours is considered as a 
medium stay. Anything over 120 hours is, consequently, considered as a long stay 
[39].   

Average nurse experience has also been derived from the database. For nurse expe-
rience, a nurse with at least two years of experience in her current position was con-
sidered to be an experienced nurse, and nurses with less than two years’ experience 
were considered inexperienced. The episode was categorized as care provided by an 
experienced nurse team if more than 50% of the nurses providing care in that episode 
had at least 2 years of experience. These categories were based on professional crite-
ria [40].  

NOC being met or not met was calculated using two variables, Expected and Final 
NOC rating. A NOC is “met” when the final NOC rating is the same or better than the 
Expected rating, which is set by the nurse that first enters a NOC into a patient’s care 
plan, often when the patient is admitted. Otherwise, NOC is “not met”. 

The time of Discharge is essentially the completion time of the last POC in the epi-
sode and the time is classified into three categories as follows:  morning (7am - 3pm), 
afternoon (3pm – 11pm) and evening (11pm - 7am). These categories were based on 
timings of nurse shifts in the HANDS database and represent the nursing day, evening 
and night shifts that are typical in hospitals with 8 hour shifts. 

Along with these patient and nurse staff variables, the NANDA-I diagnoses and 
NIC interventions that appeared in the POCs were also considered as predictive vari-
ables. The NANDAs and NICs were clustered together by  domains and classes, 
based upon the nursing literature [35, 37]. We included 10 of 12 NANDA-I terms, that 
had frequencies of more than 5% in our sample episodes. (Activity/Rest, Comfort, 
Coping/Stress Tolerance, Elimination, Health Promotion, Life Principles, Nutrition, 
Perception, Role Relationships, and Safety/Protection). Our data sample included 
terms from all 7 NIC domains (Behavioral, Community, Family, Health System, Safe-
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ty, Physiological: Basic, and Physiological: Complex). 8 of 19 NANDA classes (Ac-
tivity/Exercise, Cardiovascular/Pulmonary Responses, Cognition, Hydration, Infec-
tion, Physical Comfort, Physical Injury, and Pulmonary System) were included. Final-
ly, of the 30 different NIC classes, 16 (Activity & Exercise Management, Cognitive 
Therapy, Communication Enhancement, Drug Management, Electrolyte and Ac-
id/Base Management, Immobility Management, Information Management, Nutrition 
Support, Patient Education, Physical Comfort Promotion, Psychological Comfort 
Promotion, Respiratory Management, Risk Management, Self-Care Facilitation, 
Skin/Wound Management, and Tissue Perfusion Management) had frequencies higher 
than our threshold of 5% in our data sample. A particular NANDA-I or NIC domain 
and class was assumed to be either present or absent in an episode. In this sparse da-
taset, the NANDA-I and NIC classes and domains having extremely low frequencies 
(less than 5%) were excluded to reduce the impacts of spurious correlations. 

4 Data Modeling 

Our key objective for this study was to construct predictive models that can predict 
whether a patient having pain problems will be re-admitted, after being discharged 
from a hospital unit. The secondary objective was to assess the feasibility of con-
structing predictive models using data from a nursing database system.  

After extracting and refining the data, multiple models were built on the dataset us-
ing different prediction tools and their performances were compared. The models 
were based on C4.5 Decision Trees (DT) [41], k-nearest neighbors (k-NN) [42], sup-
port-vector machines (SVM) [43],  and Naïve-Bayes [44]. 

5 Experimental Results 

The analysis was performed to build models for predicting re-hospitalization of pa-
tients suffering from Pain problems based on a number of patient and nurse features, 
nursing diagnoses, and nursing interventions. The performance of the models was 
evaluated using 10-fold cross-validation [45]. For the experiment, we chose a sample 
of 2300 patients including both single and multiple admissions. The results are pre-
sented in Table 2.  

Table 2. Model Comparison for experiment predicting re-admission 

Model Accuracy Recall Precision F Measure AUC 
Decision Tree 73.7 77.4 72.5 0.75 0.78 
Naïve-Bayes 69.3 72.7 67.4 0.70 0.71 

K-NN (K = 2) 64.5 84.1 60.8 0.71 0.62 
K-NN (K = 5) 66.1 85.1 60.5 0.71 0.69 
K-NN(K= 10) 64.9 82.3 59.1 0.69 0.67 
SVM 65.1 80.7 59.1 0.68 0.65 

 



The preliminary results indicate the Decision Tree and Naïve-Bayes algorithms 
have a relatively high prediction accuracy compared to k-NN and SVM models. The 
decision tree has the best accuracy at 73.7%, followed by Naïve-Bayes with an accu-
racy of 69.3%. K-NN models have accuracy ranging between 64.5-66.1% and SVM 
has an accuracy of 65.1%. F-measure is 0.75 for the decision tree model and around 
0.7 for rest of the models. Area under the curve (AUC) was 0.78 for the decision tree. 

Figures 1 - 4 give the decision trees after partitioning the tree based on topmost 
node or the best predictor; age. These figures show the different important variables 
for these four different groups of patients. Figure 1 shows the decision tree for the 
young patients. Around 70% of the younger patients had a single admission. The next 
best predictor is the length of stay. When the LOS is short, around 76.5% of the pa-
tients are not re-admitted; for medium LOS, 67.9% have only a single admission; on 
the other hand, only 57.1% of the young patients with a long episode were not re-
admitted.   

Fig. 1. Readmission Decision Tree for Young Patients 

The decision tree for middle-aged patients is depicted in Figure 2. The next best 
predictor for middle-aged patients is also patient’s LOS. When the LOS for middle-
aged patient is “short”, 69.7% of them are not re-admitted. These set of patients have 
Final NOC Rating as the next predictor. If the Final Rating is 3 or less, only 43.2% of 
the patients are not re-admitted. On the other hand, if the Final Rating is 4 or 5, 72.4% 
of the patients had a single visit only. Whenever the LOS is “medium”, 55.3% of the 
patients are not re-admitted. The next predictor is also the rating in the Final shift for 
this set. For patients with “long” LOS, 55.7% of the patients were not re-admitted.  
For these patients, the next predictor was Nutrition NANDA domain. Whenever the 
Nutrition domain was present, 63.6% of the patients had a single hospital visit, 
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whereas when Nutrition was absent, only 36.9% of the patients were not hospitalized 
again.   

The old patients’ decision tree is given in Figure 3. The number of old patients that 
had a single admission (50.9%) only and those who were re-admitted (49.1%) was 
almost equal. When the predictor Behavioral NIC domain was absent, it is observed 
that 59.3% of the patients were re-admitted as compared to 46.8% when the Behav-
ioral NIC domain was present. For the patients that did not have Behavioral NIC do-
main, whenever the Expected rating for NOC: Pain Control was 2 or below, all of the 
patients were re-admitted, though there were only 23 such cases. For patients with 
behavioral domain present, whenever the NOC: Pain Control was met, around 37.5% 
of the patients were re-admitted, whereas 54.5% of the patients were re-admitted 
when the NOC: Pain Control was not met for patients having interventions from the 
Behavioral domain.  

Fig. 2. Readmission Decision Tree – Middle-aged Patients 

Around 37.9% of the very old patients were not re-admitted (Figure 4). Whenever 
a very old patient was discharged during afternoon or evening hours, there was a 66% 
and 60% chance respectively of the patient being re-admitted again. On the other 
hand, if the patient was discharged during morning hours, the chance of re-admission 
was only 35.3%.  

The best accuracy results were obtained using the decision tree model. Also, the 
model generated by the decision tree is easily understandable. Naïve-Bayes model 
also had a high accuracy, however, the Naïve-Bayes models have independent fea-
tures assumption [46], and it is often not clear if the features are truly independent. 
Therefore, we propose to use decision tree predictive modeling on our data.  



6 Discussion and Conclusion 

Lowering the re-hospitalization rate is one of the main actions that can help achieve a 
reduction in healthcare costs. The re-admission problem needs to be handled as many 
hospitals are facing financial issues [47-49]. Different strategies can be implemented 
using results from predictive modeling. The capability to recognize patients at high 
risk of re-admission is the key first step to improve quality of care for the patients 
[50], potentially leading to interventions tailored to individual patients to lower the 
risk of re-admission. Unfortunately, most of the current work cannot be utilized 
properly due to different complexities.  

 

Fig. 3. Readmission Decision Tree for Old Patients 

In this work, we constructed models to predict hospital re-admission of patients 
suffering from pain problems using nursing data. Unlike some previous studies, our 
data were not gathered through questionnaires and interviews, as patients have been 
known to under-report hospital re-admissions [51]. Decision tree model had the best 
accuracy of all the models tested and therefore will be used for further analysis. Our 
preliminary findings suggest that patient demographics, different nursing diagnoses 
and interventions, among other variables can be used to predict whether a patient will 
be coming back for treatment. The model had a reasonable accuracy of 73.7%. 

The model has some limitations due to data issues. It was developed using data 
from a nursing EHR system which was not deployed in all units or hospitals. There is 
a strong probability that some patients that have been counted as a single admission 
patient, might have been re-admitted to a different hospital unit in which the EHR 
system was not deployed or was not a part of our original study. Furthermore, a pa-
tient might have been re-admitted to a hospital after the study period. Nevertheless, 
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we believe that these differences would not have a considerable effect on the accuracy 
of the decision tree model.  

Notwithstanding a few shortcomings, the predictive modeling techniques have vital 
implications for developing effective strategies for preventing repeat hospitalization 
of the patients, since the results of the models can be used to identify at-risk patients 
of future re-admission the hospital. Further, our use of nursing care data in this analy-
sis has revealed the potential importance of utilizing nursing care variables to identify 
risk factors of re-admission.  This makes sense to us since nurses are the main front 
line providers of care in the hospital setting. A lot of money can be saved by reducing 
the re-admission rate at the hospitals, thus careful identification of the risk factors is 
important. Apart from this benefit, the findings from the current study can be used to 
improve the care provided to the patients.  

 

Fig. 4. Re-admission Decision Tree for Very Old Patients 
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Abstract. In addition to the classical exploitation of process models
for checking process enactment conformance, a very relevant but almost
neglected task concerns the prediction of which activities will be carried
out next at a given moment during process execution. The outcomes of
this task may allow to save time and money by taking suitable actions
that facilitate the execution of those activities, may support more fun-
damental and critical tasks involved in automatic process management,
and may provide indirect indications on the correctness and reliability of
a process model. This paper proposes an enhanced declarative process
model formalism and a strategy for activity prediction using the WoMan
framework for workflow management. Experimental results on different
domains show very interesting prediction performance.

Keywords: Process Mining, Activity Prediction, Process Model

1 Introduction & Background

A process consists of actions performed by agents [1, 2]. A workflow is a formal
specification of a process. It may involve sequential, parallel, conditional, or iter-
ative execution [12]. A process execution, compliant to a given workflow, is called
a case. It can be described as a list of events (i.e., identifiable, instantaneous ac-
tions, including decisions upon the next activity to be performed), associated
to steps (time points) and collected in traces [13]. Relevant events are the start
and end of process executions, or of activities [2]. A task is a generic piece of
work, defined to be executed for many cases of the same type. An activity is the
actual execution of a task by a resource (an agent that can carry it out).

Process Management techniques are useful in domains where a production
process must be monitored (e.g. in the industry) in order to check whether the
actual behavior is compliant with a desired one. When a process model is avail-
able, new process enactments can be automatically supervised. The complexity
of some application domains requires to learn automatically the process models,
because building them manually would be very complex, costly and error-prone.
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The area of research aimed at inferring workflow models from specific examples
of process executions is known as process discovery [2] or process mining [14, 9].
Declarative process mining approaches [11] learn models expressed in terms of a
set of constraints, instead of monolithic models (usually expressed as some kind
of graph, e.g. Petri Nets). More precisely, given a set of tasks T and a set of
cases C ⊆ T ∗, the aim of process mining is discovering a workflow model that
fulfills the following requirements [2, 1, 8, 14]:

Completeness it can generate (‘explain’, ‘cover’) all event sequences in C;
Irredundancy it generates as few event sequences of T ∗ \ C as possible;
Minimality it is as simple and compact as possible.

Having to deal with real-world environments, an additional requirement may be
the ability to deal with noise [14] (i.e., the presence of wrong process executions
in the training examples).

The WoMan framework [5, 4] lies at the intersection between Declarative Pro-
cess Mining and Inductive Logic Programming (ILP) [10]. Indeed, it pervasively
uses First-Order Logic as a representation formalism, that provides a great ex-
pressiveness potential and allows one to describe contextual information using
relationships [6]. Differently from all previous approaches in the literature, it is
fully incremental : not only can it refine an existing model according to new cases
whenever they become available, it can even start learning from an empty model
and a single case, while others need a (large) number of cases to draw significant
statistics before learning starts. This allows to carry out continuous adaptation
of the learned model to the actual practice efficiently, effectively and transpar-
ently to the users [4]. Experiments proved that WoMan can handle efficiently
and effectively very complex processes, thanks to its powerful representation
formalism and process handling operators [5, 4].

While the most classical task in Process Management is supervision of a
process enactment in order to check its compliance with given model, in some
context an extremely important task may be activity prediction. It may be
stated as follows: given a process model and the current (partial) status of a
new process execution, guess which will be the next activity that will take place
in the execution. Its importance follows from the applications that it may serve.
Let us give a few examples.

– Given an intermediate status of a process execution, knowing how the execu-
tion will proceed might allow the environment, or the (human or automatic)
supervisor, to take suitable actions that facilitate the next activities. In in-
dustrial environments, this may bring significant savings in terms of time
and money. In smart environments, considering the daily routines of people
at home or at work as a process may allow the environment to provide more
comfortable support to the users, improving their quality of life.

– Also, having a reliable list of expected activities to be carried out next can
support the activity recognition task, which is one of the most critical re-
quirements for automatic process management. In fact, being able to deter-
mine which high-level process-related activities are being carried out in terms



of the low-level data obtained from the sensors placed in the environment is
a very complex and not yet fully solved issue.

– Another, very relevant and interesting, application of process-related predic-
tions is in the assessment of the quality of a model. Indeed, since models
are learned automatically exactly because the correct model is not available,
only an empirical validation can be run. In literature, this is typically done
by applying the learned model to new process enactments. Getting correct
predictions when using a model may be interpreted as an indirect indication
that the model is correct.

Despite its relevance, the task of activity prediction has received very little at-
tention so far in the literature. This is possibly due to the fact that, when using
traditional graph-based formalisms for expressing process models, determining
the next activities may be quite simple. Indeed, reporting the current status of
the process execution on the graph (e.g., as a marking of tokens in Petri Nets)
allows to determine quite straightforwardly which tasks are currently enabled.
Using declarative approaches the issue becomess less straightforward. Also, in
traditional domains the rules that determine how the process must be carried
out may be quite strict, so that predicting the process evolutions becomes a
trivial consequence of conformance checking. Other, less traditional application
domains (e.g., the cited routines of people), involve much more variability, and
obtaining reliable predictions becomes both more difficult and more useful.

In this paper, we show how the activity prediction task can be carried out
effectively using WoMan. Interesting preliminary results were obtained in [7]
on various application domains using the formalism proposed in [6]. Here we
extend the formalism in [6] and the approach in [7] by considering additional
information in the models in order to improve the prediction performance. Full
details about the extended formalism and the prediction approach are given in
this paper for the first time.

This paper is organized as follows. The next section presents the WoMan
(extended) formalism, while Section 3 describes in details its approach to activity
prediction. Then, Section 4 reports and discusses the experimental outcomes.
Finally, in Section 5, we draw some conclusions and outline future work issues.

2 The WoMan Formalism

WoMan representations [6] are based on the Logic Programming formalism, and
works in Datalog, where only constants or variables are allowed as terms. Fol-
lowing foundational literature [1, 8], trace elements in WoMan are 7-tuples, rep-
resented in WoMan as facts

entry(T,E,W,P,A,O,R).

that report information about relevant events for the case they refer to:

1. T is the event timestamp (all events in a case must have different times-
tamps),
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2. E is the type of the event (one of begin process,end process,begin activity,
end activity, and context description),

3. W is the name of the workflow the process refers to,
4. P is a unique identifier for each process execution,
5. A is the name of the activity,
6. O is the progressive number of occurrence of that activity in that process,
7. R (optional) specifies the agent that carries out activity A.

Activity begin and end events allow to properly handle time span and to identify
concurrency in task execution, avoiding the need for inferring it by means of sta-
tistical (possibly wrong) considerations [13]. When E = context description,
A is used to describe contextual information at time T , in the form of a con-
junction of FOL atoms built on domain-specific predicates.

Given a set of training cases C, WoMan learns a model consisting of a set
of atoms built on several predicates, each expressing a different kind of con-
straint4. The core of the model, established in its very first version, is expressed
by predicates task/2 and transition/4.

– task(t,Ct) : task t occurred in training cases Ct.
– transition(I,O,t,Ct) : transition5 t, occurred in training cases Ct, is en-

abled if all input tasks in I = [i1, . . . , in] are active; if fired, after stopping
the execution of all tasks in I (in any order), the execution of all output
tasks in O = [o1, . . . , om] is started (again, in any order). If several instances
of a task can be active at the same time, I and O are multisets, and appli-
cation of a transition consists in closing as many instances of active tasks as
specified in I and in opening as many activations of new tasks as specified
in O.

task/2 atoms express the tasks that are allowed in the process. transition/4
atoms express the allowed connections between activities in a very modular way.
Transitions can be seen as ‘consumers’ of their input tasks, and ‘producers’ of
their output tasks. In this perspective, the completion of an activity during a
case can be seen as the production of a resource, that is to be consumed by some
transition.

Compared to classical representations, in which the overall topology of the
graph is fixed, this representation breaks the process models in several small
pieces, that might in principle be recombined together in many ways (when
different transitions have input multisets whose intersection is non-empty). To
enforce irredundancy, WoMan exploits a number of additional information items.
A fundamental one is the Ct parameter. First, and most important, it allows

4 In the following, the extended part of the formalism with respect to [6] is marked
by an asterisk ‘*’

5 Note that this is a different meaning than in Petri Nets. A convenient notation for
expressing transitions is

t : I ⇒ O [Ct]

where the Ct parameter can be omitted if irrelevant.



WoMan to check that all transitions involved in a new execution were all involved
in the same (at least one) training case [4]. Second, it allows WoMan to compute
the probability of a task or transition t, as the relative frequency |Ct|/n where
n = |C| is the number of training cases. This can be used for process simulation,
for activity prediction and for noise handling (ignoring all tasks/transition in
the model whose probability does not pass a specified noise threshold). Third,
it allows WoMan to bound the number of repetitions of loops. Indeed, Ct is a
multiset, because if a task or transition t was executed k times in case c, then Ct

includes k occurrences of c. So, WoMan knows the maximum number of times
that a task or transition can be executed in the same case.

Another limitation to the possible combinations of transitions is expressed
using the following predicate:

* transition provider([τ1, . . . , τn],t,q) : transition t, involving input tasks
I = [i1, . . . , in], is enabled provided that each task ik ∈ I, k = 1, . . . , n was
‘produced’ as an output of transition τk, where the τk’s are placeholders
(variables) to be interpreted according to the Object Identity assumption
(“terms (even variables) denoted with different symbols must be distinct
(i.e., they must refer to different objects)”); several combinations can be
allowed, numbered by progressive q, each encountered in cases Ctq.

that partitions the input multiset of a transition according to the producers of
the activities to be consumed6.

Additional constraints concern the agents that may run the activities:

– task agent(t,A) : an agent, matching the roles A, can carry out task t.
– transition agent([A′

1, . . . , A
′
n],[A

′′
1 , . . . , A

′′
m],t,Ctq,q) : transition t, in-

volving input tasks I = [i1, . . . , in] and output tasks O = [o1, . . . , om], may
occur provided that each task ik ∈ I, k = 1, . . . , n is carried out by an agent

6 Let us see this through an example. Consider a model that includes, among others,
the following transitions:

t1 : {x, y, z} ⇒ {a, b} ; t2 : {x, y} ⇒ {a} ; t3 : {x} ⇒ {a, d}

and suppose that the current set of activities to be ‘consumed’ is {x, y, z}. If an
activity a is started, any of the above transitions might be the ‘consumer’. Suppose
that WoMan also knows the producers of these activities: {x/p22, y/p21, z/p22}, and
that the model includes the following atoms related to transitions t1, t2 and t3:

transition provider([τ1, τ1, τ2], t1, 1).
transition provider([τ1, τ2, τ2], t1, 2).
transition provider([τ1, τ2, τ1], t1, 3).
transition provider([τ1, τ1], t2, 1).
transition provider([τ1], t3, 1).

In this case, transition t2 is not a valid consumer, since it would require that both x
and y were produced by the same transition τ1, while they were actually produced
by two different transitions (p22 and p21, respectively). Conversely, pattern #3 of
transition t1 is compliant with the available producers, which makes it an eligible
candidate. Also transition t3 is enabled.
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matching roles A′
k, and that each task oj ∈ O, j = 1, . . . ,m is carried out by

an agent matching roles A′′
j ; several combinations can be allowed, numbered

by progressive q, each encountered in cases Ctq.

WoMan can handle taxonomies of agent roles. Each A′
k or A′′

j is an expression
in disjunctive normal form:

(r11 ∧ . . . ∧ r1n1) ∨ . . . ∨ (rm1 ∧ . . . ∧ rmnm)

where each rij is an individual or a role in the taxonomy, meaning that the
agent must match all roles in at least one disjunct. The conjuncts are introduced
to handle multiple inheritance. The generalization/specialization relationship is
handled, in that a role is considered as matched by an agent if the agent matches
any of its subclasses in the taxonomy. During the mining phase, generalizing
means replacing one or more roles/instances with one of their superclasses.

The new version of the WoMan formalism added the following predicates to
deal with time constraints:

* task time(t,[b′,b′′],[e′,e′′],d) : task t must begin at a time ib ∈ [b′, b′′] and
end at a time ie ∈ [e′, e′′], and has average duration d;

* transition time(t,[b′, b′′],[e′, e′′],g,d) : transition t must begin at a time
ib ∈ [b′, b′′] and end at a time ie ∈ [e′, e′′]; it has average duration d (from
the beginning of the first activity in I to the end of the last activity in O),
and requires an average time gap g between the end of the last input task
in I and the activation of the first output task in O;

* task in transition time(t,p,[b′, b′′],[e′, e′′],d) : task t, when run in tran-
sition p, must begin at a time ib ∈ [b′, b′′] and end at a time ie ∈ [e′, e′′], and
has average duration d;

where ib, b
′, b′′, ie, e′, and e′′ are relative to the start of the process execution,

i.e. they are computed as the timestamp difference between the begin process
event and the event they refer to.

In addition to the exact timestamp of events, WoMan internally associates
each activity in a case to a unique integer identifier, called step, assigned by
progressive start timestamp. So, the above constraints may be expressed also in
terms of steps, as follows:

* task step(t,[b′, b′′],[e′, e′′],d) : task t must start at a step sb ∈ [b′, b′′] and
end at a step se ∈ [e′, e′′], along an average number of steps d;

* transition step(t,[b′, b′′],[e′, e′′],g,d) : transition t must start at a step
sb ∈ [b′, b′′] and end at a step se ∈ [e′, e′′]; it takes place along an average
number of steps d (from the step of the first activity in I to the step of the
last activity in O), and requires an average gap of g steps between the end
of the last input task in I and the beginning of the first output task in O;

* task in transition step(t,p,[b′,b′′],[e′,e′′],d) : task t, when run in tran-
sition p, must start at a step sb ∈ [b′, b′′] and end at a step se ∈ [e′, e′′], along
an average number of steps d;



Finally, WoMan can expresses pre- and post-conditions for tasks (in gen-
eral), transitions, and tasks in the context of a specific transition. Specifically,
conditions on transitions define when a transition may take place; task condi-
tions define what must be true for a given task in general, task in transition
conditions define further constraints for allowing a task to be run in the context
of a specific transition (provided that its general conditions are met). They are
defined as FOL rules of the following form:

– act T(A,S,R) :- ... meaning that “activity A, of type T , can be run by
agent R at step S of a case execution provided that . . . ”;

– trans T(S) :- ... meaning that “transition T can be run at step S of a
case execution provided that . . . ”;

– act T in trans P(A,S,R) :- ... meaning that “activity A, of type T ,
can be run by agent R in the context of transition P at step S of a case
execution provided that . . . ”;

where the premises ‘. . . ’ are conjunctions of atoms based on contextual and
control flow information. Conditions are not limited to the current status of
execution. They may involve the status at several steps using two predicates:

– activity(s,t) : at step s (unique identifier) t is executed;
– after(s′,s′′,[n′,n′′],[m′,m′′]) : step s′′ follows step s′ after a number of

steps ranging between n′ and n′′ and after a time ranging between m′ and
m′′.

Due to concurrency, predicate after/3 induces a partial ordering on the set of
steps. The difference between pre- and post- conditions is that premises in the
former refer only to steps up to S, while in the latter they may refer to any step,
both before and after S.

3 Workflow Exploitation: Supervision and Prediction

The previous section has already pointed out that different transitions may be
composed in different ways with each other, and that, as a consequence, many
transitions may be eligible for application at any moment, and when a new
activity takes place there may be some ambiguity about which one is actually
being fired. This is clear from the example in footnote 6, where each of the two
proposed options would change in a different way the status of the process, as
follows: firing t1 would consume x, y and z, leaving no activity to be consumed
and causing the system to wait for a later activation of b, ‘produced’ by t1;
firing t2 is inhibited, because the transition providers do not match the required
pattern of variables (if it were enabled, firing it would consume x and y, leaving
{z/p22} to be consumed and causing the completion of transition t2); firing t3
would consume x, leaving {y/p21, z/p22} to be consumed and causing WoMan
to wait for a later activation of d, ‘produced’ by t3. Another example, taken
from [7], is the following (for the sake of simplicity, here we will assume that the
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constraints on the producers are all fulfilled). Consider a model that includes,
among others, the following transitions:

t1 : {x} ⇒ {a, b} ; t2 : {x, y} ⇒ {a} ; t3 : {w} ⇒ {d, a}
Suppose that the current set of activities to be ‘consumed’ is {x, y, z}, and that
activity a is started. It might indicate that either transition t1 or transition
t2 have been fired. Also, if an activity d is currently being executed due to
transition t3, the current execution of a might correspond to the other output
activity of transition t3, which we are still waiting to happen to complete that
transition. Each of the these options would change in a different way the process
evolution, as follows: firing t1 would consume x, leaving {y, z} to be consumed
and causing the system to wait for a later activation of b; firing t2 would consume
x and y, causing the completion of transition t2 and leaving {z}; firing t3 would
not consume any element in the marking, but would cause the completion of
transition t3.

We call each of these alternatives a status. This ambiguity about different
statuses that are compliant with a model at a given time of process enactment
must be properly handled when supervising the process enactment. Since it can
be resolved only at a later time, all the corresponding alternate evolutions of the
status must be carried on by the system, and each new event must be handled
with respect to each alternate status. Then, in some cases, the same ambiguity
issues will arise, and more alternate evolutions will be generated; in other cases,
the new event will point out that some current alternate statuses were wrong, and
will cause them to be cancelled. So, as long as the process enactment proceeds,
the set of alternate statuses that are compliant with the activities carried out
so far can be both expanded with new branches, and pruned of all alternatives
that become incompatible with the activities carried out so far.

This procedure is carried out byWoMan’s supervision module,WEST (Work-
flow Enactment Supervisor and Trainer). As explained in [7], to handle this am-
biguity, WEST maintains the set S of alternate statuses. Given a status S ∈ S
and a new event e, the compliance check of the latter to the former checks may
yield 3 possible outcomes:

ok : e is compliant with S;
error : there is a syntactic inconsistency in e (e.g., the termination of an activity

that was never started, or the completion of a case while activities are still
running); or

warning : indicating a deviation from the model that does not violate syntactic
constraints; more specifically, the following types of warnings are available:
1. the pre-/post-conditions of a task, a transition or a task in the context

of a transition are not fulfilled;
2. unexpected agent running a certain activity, in general or in the context

of a specific transition;
3. a known task or transition, not expected at the current point of process

execution, was run;
4. a new task or transition was run;



5. a task or transition was run more times than expected;
6. a task, transition or task in the context of a specific transition started

or ended out of the expected time or step bounds.
Each warning carries a different degree of severity, expressed as a numeric
weight. E.g., an unexpected task or transition also implies that the agent
that runs it was not expected, and so has a greater severity degree than
the unexpected agent alone. The degrees of severity currently embedded in
WoMan for each type of warning were heuristically determined (a discussion
and experimentation on how to determine these weights in order to improve
performance is outside the scope of this paper).

Each status in S is represented as a 5-tuple 〈M,R,C, T,W 〉 recording the fol-
lowing information:

M the ‘Marking’, i.e., the multiset of produced (i.e., terminated) activities as-
sociated with their provider identifier, not yet consumed (i.e. used to fire a
transition);

R (for ‘Ready’) the multiset of activities that have not been started yet, but
that are expected because they are in the output of some transition that was
fired but not yet completed, each associated to the identifier of transition
that produces it;

C the set of training cases that are compliant with that status;
T the sequence of (hypothesized) transitions that have been fired to reach that

status;
W the multiset of warnings raised by the various events that led to this status

(of course, each status may have a different multiset of warnings).

Algorithm 1 shows how the set of statuses is maintained as a consequence of the
compliance check of a new event.

Given a status S ∈ S, the set of candidate activities to be expected next in
the case is made up of the activities in the ‘Ready’ component of that status
and the activities that are reported in the output component of any transition
that is enabled in that status. So, in principle, each status may expect a different
set of activities to be carried out next. This ambiguity is more than in classical,
graph-based, process model formalisms. Indeed, in those formalism, one always
knows at which point of the graph the status of the current execution is located
(e.g., based on the marking in Petri Nets), and thus which are the enabled tasks.
On one hand, this increased ambiguity makes the activity prediction task harder,
but, on the other hand, the availability of several alternate statuses, and of the
associated information, allows WoMan to compute more refined statistics and
to perform more elaborate reasoning to support activity prediction.

The module of WoMan, that is in charge of activity prediction, is SNAP
(Suggester of Next Activity in Process). It exploits S (maintained by WEST) to
determine which are the expected next activities and to rank them by some sort
of likelihood, according to Algorithm 2. Specifically, components M and R of the
statuses in S are used to determine the candidate activities, and components C
and W are used to rank them by likelihood. Indeed, each status S ∈ S may have
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Algorithm 1 Maintenance of the structure recording valid statuses in WEST

Require: M: process model
Require: S : set of currently compliant statuses compatible with the case
Require: Running : set of currently running activities
Require: Transitions: list of transitions actually carried out so far
Require: 〈T,E,W,P,A,O,R〉 : log entry

if E = begin activity then
Running ← Running ∪ {A}
for all S = 〈M,R,C, T, P 〉 ∈ S do

S ← S \ {S}
if A ∈ R then

S ← S ∪ {〈M,R \ {A}, C, T, P 〉}
for all p : I ⇒ O [Cp] ∈ M �′ A ∈ O do

if ∃transition provider(Q, p, q) ∈ M : matches(Q,M) then
P ′ ← P ∪ PA,p,S /* PA,p,S warnings raised by running A in p given S */
R′ = {t′/p | t′ ∈ O ∧ t′ �= A} ∪R
S ← S ∪ {〈M \ I,R′, C ∩ Cp, T&〈p〉, P ′〉}

if E = end activity then
if A �∈ Running then

Error
else

Running ← Running \ {A}
for all S = 〈M,R,C, T, P 〉 ∈ S do

select transition t : I ⇒ O ∈ T that produced A
S ← 〈M ∪ {A/t}, R, C, T, P 〉

if a transition t has been fully carried out then
Transitions ← Transitions &〈t〉
for all S = 〈M,R,C, T, P 〉 ∈ S do

if T �= Transitions then
S ← S \ {S}

where matches(Q,M) checks that provider constraint Q is fulfilled by marking M .

a different set of warnings and of compliant training cases, and this variability
can be exploited to rank the next activities that are expected in the process
execution by likelihood. The algorithm is organized in phases. In the first phase,
all evolutions S ′ of the current set of statuses S that are compliant with the
new event are computed. Then, the multiset N of all candidate activities to be
performed next are collected from the ‘Ready’ component of the evolved statuses.
To make the prediction more selective, only those statuses whose overall weight
of warnings does not pass a given threshold can be considered. In the third step,
each candidate activity is associated with a score that represents an estimation
of its likelihood, computed based on the following parameters:

– number of occurrences of that activity in the computed evolutions (activities
that appear more often are more likely to be carried out next);

– number of cases supporting that activity in the computed evolutions (ac-
tivities expected in the statuses supported by more training cases are more
likely to be carried out next); and



Algorithm 2 Activity Prediction in WoMan using SNAP

Require: M: process model
Require: S : set of currently compliant statuses compatible with the case
Require: E : current event of trace
Require: ε: threshold to filter only more compliant statuses

if E = end activity ∨ E = begin process then
S ′ ← ∅
for all S = 〈M,R,C, T, P 〉 ∈ S do

for all p : I ⇒ O [Cp] ∈ M do
if ∃transition provider(Q, p, q) ∈ M : matches(Q,M) then

P ′ ← P ∪ Pp,S /* Pp,S warnings raised by firing p given S */
S ′ ← S ′ ∪ {〈M \ I,R ∪O,C ∩ Cp, T&〈t〉, P ′〉}

if E = begin activity then
S ′ ← S

N = {a | ∃S = 〈M,R,C, T, P 〉 ∈ S ′ : δ(S) < ε ∧ a ∈ R} /* multiset of candidate
next activities */
Ranking ← {}
for all a ∈ N do

Sa = {〈M,R,C, T, P 〉 ∈ S ′ | a ∈ R}
δa =

∑
S∈Sa

δ(S) /* overall discrepancy of all statuses involving a */

Ca =
⋃

〈M,R,C,T,P 〉∈Sa
C /* overall set of cases supporting the execution of a in

all statuses */
score ← (|Ca| · |Sa| · |a|N ) / δa
Ranking ← Ranking ∪ {〈score, a〉}

Ensure: Ranking
where:

– matches(Q,M) checks that provider constraint Q is fulfilled by marking M .
– | · | denotes the cardinality of a set or multiset;
– | · |M denotes the number of occurrences of an element in a multiset M ;
– δ(·) is the discrepancy of a status, computed as the sum of the weights of the

warnings raised by the status.

– overall discrepancy of the statuses that expect that activity (activities ex-
pected in statuses that raised less warnings are more likely to be carried out
next).

The final prediction is obtained by ranking the candidate activities by decreasing
score (higher positions indicating more likelihood).

4 Evaluation

The performance of the proposed activity prediction approach was evaluated on
several datasets, concerning different kinds of processes associated with different
kinds and levels of complexity. The datasets related to Ambient Intelligence
concern typical user behavior. Thus, they involve much more variability and
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Table 1. Dataset statistics

cases avg events avg activities tasks transitions

Aruba 220 62.67 30.34 10 92

GPItaly 253 734.56 366.28 8 79

White 158 232.71 115.35 681 4083
Black 87 243.01 120.51 663 3006
Draw 155 209.17 103.59 658 3434

subjectivity than in industrial process, and there is no ‘correct’ underlying model,
just some kind of ‘typicality’ can be expected:

Aruba from the CASAS benchmark repository7. It includes continuous record-
ings of home activities of an elderly person, visited from time to time by
her children, in a time span of 220 days. Each day is mapped to a case of
the process representing the daily routine of the elderly person. Transitions
correspond to terminating some activities and starting new activities. The
resources (persons) that perform activities are unknown.

GPItaly from one of the Italian use cases of the GiraffPlus project8 [3]. It
concerns the movements of an elderly person (and occasionally other people)
in the various rooms of her home along 253 days. Each day is a case of the
process representing the typical movements of people in the home. Tasks
correspond to rooms; transitions correspond to leaving a room and entering
another.

The other concerns chess playing, where again the ‘correct’ model is not available:

Chess from the Italian Chess Federation website9. 400 reports of actual top-
level matches were downloaded. Each match is a case, belonging to one of 3
processes associated to the possible match outcomes: white wins, black wins,
or draw. A task is the occupation of a square by a specific kind of piece (e.g.,
“black rook in a8”). Transitions correspond to moves: each move of a player
terminates some activities (since it moves pieces away from the squares they
currently occupy) and starts new activities (that is, the occupation by pieces
of their destination squares). The involved resources are the two players:
‘white’ and ‘black’.

Table 1 reports statistics on the experimental datasets: number of cases,
average number of events and activities per case, number of tasks and transitions
in a model learned using the whole dataset as a training set. There are more cases
for the Ambient Intelligence datasets than for the chess ones. However, the chess
datasets involve many more different tasks and transitions, many of which are
rare or even unique. The datasets are different also from a qualitative viewpoint.
Aruba cases feature many short loops and some concurrency (involving up to 2

7 http://ailab.wsu.edu/casas/datasets.html
8 http://www.giraffplus.eu
9 http://scacchi.qnet.it



Table 2. Activity prediction statistics

Pred Recall Rank Tasks 1st Quality

Aruba 0.88 0.97 0.86 6.3 0.84 0.78

GPItaly 1.0 0.99 0.98 8.2 0.88 0.97

black 0.53 0.98 1.0 11.09 0.91 0.51
white 0.55 0.98 1.0 10.9 0.91 0.5
draw 0.65 0.98 1.0 10.6 0.91 0.64
chess 0.58 0.98 1.0 10.9 0.91 0.55

activities), optional and duplicated activities. The same holds for GPItaly, except
for concurrency. The chess datasets are characterized by very high concurrency:
each game starts with 32 concurrent activities (a number which is beyond the
reach of many current process mining systems [5]). This number progressively
decreases (but remains still high) as long as the game proceeds. Short and nested
loops, optional and duplicated tasks are present as well. The number of agent
and temporal constraints is not shown, since the former is at least equal, and
the latter is exactly equal, to the number of tasks and transitions.

The experimental procedure was as follows. First, each dataset was trans-
lated from its original representation to the input format of WoMan. Then, a
10-fold cross-validation procedure was run for each dataset, using the learning
functionality of WoMan (see [4]) to learn models for all training sets. Finally,
each model was used as a reference to call WEST and SNAP on each event
in the test sets: the former checked compliance of the new event and suitably
updated the set of statuses associated to the current case, while the latter used
the resulting set of statuses to make a prediction about the next activity that is
expected in that case (as described in the previous section).

Table 2 reports average performance, on the measures reported in the columns,
for the processes on the rows (‘chess’ refers to the average of the chess sub-
datasets)10. Pred is the ratio of cases in which SNAP returned a prediction.
Indeed, when unknown tasks or transitions are executed in the current enact-
ment, it assumes a new kind of process is enacted, and avoids making predictions.
Recall is the ratio of cases in which the correct activity (i.e., the activity that
is actually carried out next) is present in the ranking, among those in which a
prediction was made. Rank reports its position in the ranking, normalized into
[0, 1] (1 meaning it is the first, and 0 meaning it is the last), Tasks is the average
length of the ranking (the shorter, the better), and 1st is the lower bound of the
Rank interval associated to the first activity (Rank > 1st means that the activ-
ity is the first on average). Quality = Pred ·Recall ·Rank ∈ [0, 1] is a compound
index that provides an immediate indication of the overall activity prediction
performance. When it is 0, it means that predictions are completely unreliable;
when it is 1, it means that WoMan always makes a prediction, and that such a
prediction is correct (i.e., the correct activity is at the top of the ranking).

10 This can be considered as a baseline: fine-tuning the weights for the different kinds
of warnings might result in even better performance.
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As expected, the number of predictions is proportional to the number of tasks
and transitions in the model. Indeed, the more variability in behaviors, the more
likely it is that the test sets contain behaviors that were not present in the
training sets. WoMan is almost always able to make a prediction in the Ambient
Intelligence domain, which is extremely important in order to provide continuous
support to the users. While much lower, the percentage of predictions in the chess
domain still covers more than half of the match, the worst performance being
on ‘black’ (the one with less training cases). In all cases, when WoMan makes
a prediction, it is extremely reliable: the correct next activity is almost always
present in the ranking (97-99% of the times). For chess processes, this means that
WoMan is able to distinguish cases in which it can make an extremely reliable
prediction from cases in which it prefers not to make a prediction at all. Also,
the correct activity is always in the range associated with the top place. For the
chess processes, in particular, it is always at the very top.

In conclusion, the experimental outcomes confirm that WoMan is effective on
processes having very different degrees and kinds of complexity. In the Ambient
Intelligence domain, this means that it may be worth spending some effort to
prepare the environment in order to facilitate that activity, or to provide the
user with suitable support for that activity. In the chess domain, our figures
are better than those of other attempts purposely devised to apply Machine
Learning to make the machine able to play autonomously.

5 Conclusions

In addition to the classical exploitation of process models for checking process
enactment conformance, a very relevant but almost neglected task concerns the
prediction of which activities will be carried out next at a given moment during
process execution. The outcomes of this task may allow to save time and money
by taking suitable actions that facilitate the execution of those activities, may
support more fundamental and critical tasks involved in automatic process man-
agement, and may provide indirect indications on the correctness and reliability
of a process model. This paper proposed an extended formalism and approach
to make these kinds of predictions using the WoMan framework for workflow
management. Experimental results on different domains show very good predic-
tion performance, also on quite complex processes. This makes us confident that
it can be successfully applied to industrial domains, as well.

Given the positive results, we plan to carry out further work on this topic.
First of all, we plan to check the prediction performance on other domains, e.g.
Industry 4.0 ones. Also, we will investigate how to further improve the prediction
accuracy by means of more refined strategies. Finally, we would like to embed
the prediction module in other applications, in order to guide their behavior.
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Abstract. Nowadays, text classification has been extensively employed in med-
ical domain to classify free text clinical reports. In this study, text classification 
techniques have been used to determine cause of death from free text forensic 
autopsy reports using proposed term-based and SNOMED CT concept-based fea-
tures. In this study, detailed term-based features and concept-based features were 
extracted from a set of 1500 forensic autopsy reports belonging to four manners 
of death and 16 different causes of death. These features were used to train text 
classifier. The classifier was deployed in cascade architecture: the first level will 
predict the manner of death and the second level will predict the CoD using pro-
posed term-based and SNOMED CT concept-based features. Moreover, to show 
the significance of our proposed approach, we compared the results of our pro-
posed approach with four state-of-the-art feature extraction approaches. Finally, 
we also presented the comparison of one-level classification versus two-level 
classification. The experimental results showed that our proposed approach 
showed 8% improvement in accuracy as compared to other four baselines. More-
over, two-level classification showed improved accuracy in determining CoD 
compared to one-level classification. 
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1 Introduction 

Text classification is the process of automatically predicting one or more predefined 
classes that are relevant to particular text document [1, 2]. The classification of text 
document is typically carried out with the help of supervised machine learning algo-
rithms. These algorithms typically require the text input to be represented as a fixed-
length vector [1, 2]. Hence, to convert textual document into such fixed-length vectors, 
various feature extraction and feature representation techniques are applied. The feature 
extraction technique typically captures very informative category patterns from set of 
labeled corpus that can be used to classify the new or unlabeled text documents [3]. 
Examples of popular feature extraction techniques include Bag of Words (BoW) and 
n-gram. In fixed-length vector, each row represents each text document in the collected 
corpus, whereas, each column represents one feature that was extracted during feature 
extraction process. The actual values in the vector are actually the feature weights. 
These feature weights are assigned using feature representation techniques such as bi-
nary representation, term frequency with inverse document frequency, etc. Once, this 
fixed-length vector is prepared then this will serve as input to text classification algo-
rithm such as support vector machine (SVM), decision tree (J48), random forest (RF), 
etc. These algorithms learn the classification patterns from the fixed-length vector, and 
construct text classification model. These trained models can be used in future to predict 
the predefined category of the new and unlabeled text document.  

Text classification is widely used in many application areas such as email classifi-
cation, classification of web documents [4], sentiment analysis [5], and the classifica-
tion of medical documents [6, 7]. Here, we have applied text classification to determine 
the manner of death (MoD) and cause of death (CoD) from forensic autopsy reports. 
Forensic autopsy also known as postmortem examination is the morphological and an-
atomical examination of the deceased to ascertain the MoD and CoD. There are four 
MoDs such as accident, suicide, homicide, and natural death. Each of these MoDs has 
many related CoDs. For instance, the accident related CoDs include, death due to Crani-
ocerebral injury (ICD-10 code is S06), death due to abdominal injury (ICD-10 code is 
S38), etc. In forensic autopsy, pathologists collect various findings from dead body, 
death scene, deceased history, police, witnesses and relatives to determine accurate 
MoD and CoD. These autopsy examination findings are recorded into a report, called 
forensic autopsy report. The initial autopsy report is prepared in 2 to 3 days. However, 
it may take more than a month to prepare final report [8]. Hence, the process of deter-
mining the MoD and CoD from postmortem findings is resource intensive and time 
consuming. Therefore, automatic classification of MoD and CoD using text classifica-
tion techniques can be helpful to reduce the time and resources. 

Many recent studies have used text classification to classify medical reports [9-13]. 
For instance, Koopman et.al [10] used text classification to predict CoD from death 
certificates. However, there are very few studies in which text classification is used to 
predict MoD and CoD from autopsy reports. For instance,  Mujtaba et.al [6] employed 
conventional text classification techniques to determine the CoD from collected corpus 
of free text forensic autopsy reports. Here, authors obtained the highest accuracy of 
78% using unigram feature extraction technique and SVM text classification technique. 



Hence, this accuracy may not be fair enough to deploy such models in real-time sys-
tems. Hence, more accurate models are required. In another study, Mujtaba et.al [7] 
proposed a semi-automated expert-driven feature engineering approach to automati-
cally classify CoD from autopsy reports. Here, authors obtained the highest accuracy 
of 90%. However, the limitation of this study is that the features were engineered with 
the help of experts and hence, the technique is highly dependent on the efforts of experts 
and consequently it requires time and efforts to engineer such learning vectors. These 
limitations motivated us to contribute in the same area.  

 
In this paper, we used hierarchical classification to determine the CoD from autopsy 

reports. In the first level classification MoD is predicted, whereas, in the second level 
classification CoD related to predicted MoD is determined. We also showed experi-
mental results to show the effectiveness of two-level classification as compared to one-
level classification. Moreover, this study also proposed the use of term-based and con-
cept-based features to determine the CoD from plaintext autopsy reports. The term-
based features were extracted from the text of autopsy reports, whereas, the concept-
based features were derived from the term-based features using SNOMED CT API. 
Moreover, three different text classifiers; support vector machine (SVM), decision tree 
(J48), and random forest (RF), were used to obtain the best classification results. Fi-
nally, the results obtained by proposed features are compared with four state-of-the-art 
feature extraction techniques to show its significance. These four techniques are; bag 
of words (BoW) [14], entropy optimized feature-based bag of words (EO-BoW) [15], 
paragraph vector [16], and hybrid of BoW and skip-grams [17]. Compared to these four 
state-of-the-art feature extraction techniques, our proposed approach obtained a relative 
improvement of more than 8% in terms of accuracy.  

 
This paper is organized in the following manner. In Section 2, the related work is 

presented. In Section 3, the methodology of this work is described. This section also 
includes the dataset description, preprocessing of data, feature extraction, classification 
task, and the experimental setup. Section 4 presents the results and discussion. Finally, 
Section 5 concludes this work. 
 

2 Related Work 

In recent years, text classification has widely been employed in medical field [6, 7, 9, 
10, 12, 18-22] to categorize clinical reports into predefined categories. In such studies, 
authors typically apply text classification techniques, or propose novel features, or 
novel feature extraction techniques, or novel text classification techniques to classify 
free text clinical reports. For instance, Jouhet et.al [18] applied SVM and naïve bayes 
classifiers to develop a machine learning model to classify plain text pathology reports. 
The authors reported that the use of text classification techniques is appropriate for 
classifying pathological reports. Danso et.al [19] proposed the use of linguistics and 
statistical features to predict the CoD from verbal autopsy reports. Authors concluded 
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that the use of combined statistical and linguistic features extracted from verbal autopsy 
reports can significantly improve the accuracy of text classifier in determining the CoD. 
Danso et.al [20] compared various text classifier algorithms, and feature representation 
techniques for determining CoD using verbal autopsy reports. Authors reported that 
SVM obtained the most promising result in text classification algorithms and term fre-
quency with inverse document frequency (TFiDF) and normalized TFiDF (NTFiDF) 
were proven better feature representation schemes. From above studies, it can be con-
cluded that the text classification is viable solution to automatically classify the clinical 
reports. 

Perhaps, the most related works to our proposed work is that of [6, 7, 9, 10]. Yeow 
et.al [9] employed case based reasoning (CBR) together with naïve bayes classifier to 
predict CoD from forensic autopsy reports and obtained 80% accuracy. Experimental 
results showed the feasibility of proposed system to predict CoD. However, there are 
two major limitations highlighted in the study [9]. First, the authors did not use the 
complete and detailed reports for CoD prediction. They just used a summary of whole 
autopsy reports for feature extraction and prediction. Second, various pathologists may 
use different set of vocabulary while reporting the autopsy findings. Hence, author did 
not consider the issue of synonymy and polysemy to derive similar concepts from the 
base features. Another, most relevant work to our proposed work is that of [6]. Mujtaba 
et.al [6] used the dataset of complete and detailed autopsy reports to determine CoD 
and obtained 78% accuracy. In their study, authors compared and applied different fea-
ture extraction techniques, term weighing techniques and classification techniques on 
autopsy reports to predict CoD. According to experimental results SVM outperformed 
other text classifiers. Moreover, unigram features outperformed bigram features and 
trigram features. Furthermore, term frequency and TFiDF term weighing techniques 
outperformed binary representation and NTFiDF representation. However, the weak-
ness of [6] is that the authors only compared the old and conventional text classification, 
and feature extraction techniques. The new state-of-the-art feature extraction technique 
may produce better results.  

In their recent study Mujtaba et.al [7] proposed semi-automated expert-driven fea-
ture engineering technique to predict CoD from postmortem reports. Here, authors used 
the features derived by experts and compared such features with features derived by 
state-of-the-art automated feature engineering techniques. According to experimental 
results, expert-driven feature engineering approach obtained the highest accuracy of 
90% and outperformed other automated feature engineering techniques.  The limitation 
of [7] is that in expert-driven approach, features were extracted and ranked by experts 
themselves. Therefore, such technique is highly dependent upon the experts and expert 
knowledge. Moreover, the authors reported that the expert-driven performed better be-
cause in many autopsy reports the different vocabulary words were used by different 
pathologist and they suggested considering the issue of synonymy and polysemy during 
feature engineering process. Therefore, there is a strong need to overcome the depend-
ency of experts and to develop a technique that is fully automated, robust and produce 
the results like or better than the expert-driven approach. Such need motivated us to 
contribute in this domain. Hence, motivated by work proposed in [10], we proposed to 



extract term-based and concept based features from autopsy reports and use these fea-
tures to predict the MoD and CoD. 

3 Materials and Methods  

The complete flow of this research study is shown in Fig 1. Here, we have shown all 
the steps, which were taken to predict the MoD and CoD from autopsy reports. In sub-
sequent sections, all steps have thoroughly been discussed. 

 

 

Fig 1. Flowchart of research methodology 
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3.1 Data Collection 

The experiments involved 1500 autopsy reports. These autopsy reports were collected 
from famous and largest hospital situated in Kuala Lumpur, Malaysia. These reports 
belong to four manners of death (MOD) i.e. accident, suicide, homicide, and natural. 
Of these 1500 reports, 450 reports belong to accident, 390 belong to suicide, 370 belong 
to homicide, and 300 belong to natural MoD. Each MoD contains the reports of four 
distinct cause of death (CoD), hence, the collected dataset comprised of 16 CoDs be-
longing to four MoDs. The detail distribution of CoDs along with some demographic 
details is shown in Table 1. The forensic autopsy report contains deceased personal 
information, external examination information, injury related information, internal ex-
amination information (such as central nervous system, cardio-vascular system, respir-
atory system, etc.), history related information, histopathology reports information, and 
CoD information. For the details of forensic autopsy report format, please refer [6, 7]. 
Each forensic autopsy report comprised of 5 to 10 pages depending upon the type of 
CoD. For instance, report belonging to accident related CoD may be larger in size than 
natural death related CoD. This is because, accident related forensic autopsy report 
contains extra information about external injuries as well as internal injuries, whereas, 
this type of information may not be available in natural death related CoD. 

MoD CoD ICD-10 
Code 

No. of 
Reports Gender Age in years 

Accident 

Craniocerebral 
Injury S06 120 Male:84% 

Female:16% 

Minimum:6 
Maximum:86 
Average:41 

Abdominal In-
jury S38 100 Male:92% 

Female:8% 

Minimum:20 
Maximum:50 
Average:30 

Multiple Injury T07 120 Male:87% 
Female:13% 

Minimum:14 
Maximum:87 
Average:39 

Electrocution T75 100 Male:88% 
Female:12% 

Minimum:5  
Maximum:44 
Average:24 

Suicide 

Intentional self-
harm by jump-
ing from height 

X80 120 Male:66% 
Female:34% 

Minimum: 16 
Maximum: 45 
Average: 28 

Intentional self-
harm by knife X74 75 Male:54% 

Female:46% 

Minimum: 12 
Maximum: 47 
Average: 19 

Intentional self-
harm by hang-
ing 

T71 120 Male:78% 
Female:22% 

Minimum: 17 
Maximum: 48 
Average: 23 

Intentional self-
harm by poi-
soning 

T14 75 Male:68% 
Female:32% 

Minimum: 18 
Maximum: 43 
Average: 24 

Table 1. Distribution of CoDs along with demographic characteristics. 



MoD CoD ICD-10 
Code 

No. of 
Reports Gender Age in years 

Homicide 

Assault by 
handgun dis-
charge 

X93 75 Male:89% 
Female:11% 

Minimum: 19 
Maximum: 53 
Average: 32 

Assault by 
sharp object X99 110 Male:71% 

Female:29% 

Minimum:17 
Maximum: 59 
Average: 33 

Assault by 
blunt object Y00 110 Male:79% 

Female:21% 

Minimum: 18 
Maximum: 57 
Average: 26 

Assault by un-
specified means Y09 75 Male:73% 

Female:27% 

Minimum:13 
Maximum:58 
Average: 23 

Natural 

Acute Myocar-
dial Infarction I23 75 Male:63% 

Female:37% 

Minimum:23 
Maximum:64 
Average:36 

Ischemic Heart 
Diseases I24 75 Male:82% 

Female:18% 

Minimum: 25 
Maximum: 57 
Average: 39 

Chronic Heart 
Disease I25 75 Male:76% 

Female:24% 

Minimum:27 
Maximum:65 
Average:37 

Pulmonary Tu-
berculosis Z11 75 Male:83% 

Female:17% 

Minimum: 26 
Maximum: 69 
Average: 34 

 

3.2 Data Preprocessing 

In pre-processing, four basic steps were performed. First, spell checker was used to 
correct all the misspelled words using PyEnchant and the NLTK library [34]. Second, 
the whole report was tokenized into sentences after converting it into lower case. Third, 
all the stopwords were removed from each sentence using the stop word list [35]. Fi-
nally, those sentences, which were common in all autopsy reports were removed be-

gallbladder was 
intact, contained bile and wall was not thickened pituitary, thyroid and right 
adrenal glands were unremarkable lmost all kinds of forensic au-
topsy reports. Hence, such sentences may not prove useful in the task of classification 
and hence, such sentences were removed. 

3.3 Feature Extraction methods 

After preprocessing phase, two types of features were extracted from collected autopsy 
reports. These are: term-based features and concept-based features. Term-based fea-
tures were taken directly from the text of forensic autopsy reports. In term-based fea-
tures, unigram features were extracted from forensic autopsy reports using term fre-
quency with inverse document frequency (TFiDF) term weighing scheme. The unigram 
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features with TFiDF were used because in their comparative study, Mujtaba et al. [6] 
found the suitability of unigram features represented by TFiDF or term frequency to 
determine CoD from autopsy reports.  

The concept-based features were derived from original term-based feature, where 
concepts are related to standard medical lexicons (e.g., the SNOMEDCT ontology). For 
instance, the term "bleeding" may belong to various similar concepts such as "hemor-
rhage", "bleeding hemorrhoids", and "hemarthrosis". Each of these concepts has unique 
concept ids. For instance, the term "bleeding" has a concept id of 131148009, and other 
relevant concepts ids are 50960005, 51551000, and 81808003 respectively. The con-
cept-based features were extracted because different autopsy reports were prepared by 
different pathologists. Hence, they may use different vocabulary while preparing the 
forensic autopsy reports. For instance, few pathologists have used the term bleeding 
and hemorrhage interchangeably. Hence, by adding the concept-based features, the fea-
ture set will be rich and it will resolve the issue of synonymy and polysemy. 

Once all features were extracted, all forensic autopsy reports were transformed into 
master feature vector, where each row represents the autopsy report and each column 
represents a unique feature. The actual values in numeric vector are the TFiDF values. 
This master feature numeric vector is fed as an input to the text classifier. 

3.4 Classification Methods 

For the prediction of CoD from forensic autopsy reports, hierarchical classification 
method was used. In hierarchical classification task, the first level classifier was used 
to predict the MoD, and the second level classifier was used to predict the CoD. We 
translated this into the strategy of machine learning (1) a single multi-class classifier to 
predict the MoD; and (2) four multi-class classifiers for the prediction of CoDs. Of 
these four, one will be trained to predict the accident related CoDs, second will be 
trained to predict suicide related CoDs, third will be trained to predict homicide related 
CoDs, and fourth will be trained to predict natural death related CoD. Hence, the clas-
sifiers will be organized in two level, cascade architecture: an autopsy report is first 
processed by first level classifier which will predict MoD. For instance, if the first level 

process the forensic autopsy report to predict accident related CoD.  
For the first level classification, all 1500 reports were labeled into four class labels 

i.e. accident, suicide, homicide, and natural. Afterwards, the features were extracted 
from these reports after applying preprocessing steps. In the first level classification, 
only the term-based unigram features were extracted and these features were repre-
sented by TFiDF feature representation scheme to create a master feature vector. This 
vector was fed as an input to the text classifier. Three text classifiers i.e. SVM, J48, and 
RF were used to predict MoD on the first classification level. For the second level clas-
sification task, reports were labeled into respective CoDs and proposed features were 
extracted as described in section 3.3 to construct master feature vector. For the predic-
tion of CoD, SVM, J48, and RF classifiers were also used on second level classification 
tasks. The SVM, J48 and RF were used because Mujtaba et al. [7] compared five text 
classifiers for the prediction of CoD and found that RF, J48, and SVM showed the 



highest accuracy. Moreover, we also compared the efficiency of proposed term-based 
and concept-based features with four state-of-the-art feature extraction approaches such 
as BoW, EO-BoW, paragraph vector, and the integration of word2vec and bag of words 
to better understand the behavior of our proposed features.  

3.5 Experimental Setup 

In this study, we have carried out 3 analyses (1 master feature vector x 3 text classifiers) 
in first level classification to predict the MoD from forensic autopsy reports. Moreover, 
in second level classification, 60 analyses (4 datasets x 5 master feature vectors created 
from five different feature extraction techniques x 3 text classifiers) were performed to 
predict 16 different CoDs from four types of forensic autopsy reports (i.e. accident, 
suicide, homicide, and natural). Hence, in total 63 analyses were performed to predict 
MoD and CoD from autopsy reports. For feature extraction we used Python with NLTK 
library and Java with Weka and SNOMED CT library. All the classification experi-
ments were performed in Weka Toolkit. All experiments were carried out using default 
parameters and 10-fold cross validation [23]. To evaluate the performance of all 63 
analyses macro F-measure and the overall accuracy metrics were used. Macro F-meas-
ure were used due to imbalance class distribution in the dataset [24]. 

4 Results and Discussion 

The classification results for the first level classification for the prediction of MoD are 
shown in Table 2. Table 2 shows the text classifier, its overall accuracy and F-meas-
ureM. Here, it can be seen that the highest accuracy of 95.41% and 93.57% was obtained 
by SVM and RF classifier respectively. The J48 classifier obtained the lowest accuracy 
of 88.99%. 

Table 2. Results of first level classification 

Classifier Overall Accuracy F-MeasureM 
SVM 95.41% 0.95 
RF 93.57% 0.933 
J48 88.99% 0.87 
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Fig 2. Second level hierarchical results showing overall accuracy and F-measureM of feature 

extraction techniques and classification techniques 



The second level classification results are shown in Fig 2. Here, it can be seen that the 
performance was superior in suicide related CoDs as compared to accident, homicide 
and natural death related CoDs. This is because, all four suicide related CoDs are quite 
different from one another, and hence are easier for classifier to predict. However, in 
accident, homicide, and natural death categories, the CoDs are very similar in nature 
and hence, the classification performance is lower than suicide related CoDs.  

In second level classification results, it can be seen that the proposed term-based 
features and concept-based features obtained the highest classification results, followed 
by paragraph vector and EO-BoW. Moreover, the BoW and hybrid of BoW and Skip-
gram obtained the lowest performance results. The possible reason behind the success 
of term-based and concept-based features may be the one that is various autopsy reports 
are prepared by different pathologists. These pathologists may use different vocabulary 
to prepare the autopsy reports. Hence, in proposed features, this issue is resolved by 
concept-based features. These concept-based features were derived from the basic 
term-based features to avoid the issue of synonymy and polysemy. There may be two 
possible reasons behind the lowest performance of BoW model. First, it does not con-
sider the ordering of the words and second, it ignores word semantics [1-3]. The hybrid 
of skip-gram and BoW model also produced the lowest results. The possible reason 
may be because this model uses the voting approach between BoW and skip-gram 
model. Hence, the BoW results may affect the classification result of skip-gram. The 
paragraph vector and EO-BoW performed better than BoW and hybrid of BoW and 
skip-gram. This is because the paragraph vector learns vector representation for varia-
ble length paragraphs of text. The vector representation is learnt to predict the surround-
ing words in contexts sample from the paragraph. Hence, this method captures more 
semantics of paragraph than skip-gram, Bow, or EO-BoW. 

In text classifiers SVM outperformed RF and J48. The possible reason for the out-
performance of SVM may be that SVM can produce better results with all available 
features in the master feature vector because SVMs are not prone to over-fitting [25]. 
There was a very slight difference between the results of SVM and RF. The possible 
reason may be that the prediction results of RF can be affected by having a huge number 
of non-discriminative features but having very few discriminative features. Such com-
bination of features may result in the generation of trees containing less powerful and 
redundant features in forest. Hence, such tree in forest may generate the incorrect clas-
sification results[26]. In most of the cases, J48 classifier performed lower than SVM 
and RF. However, in few cases, its performance was better than RF. The possible reason 
behind the lowest performance of J48 may be that the all attributes in master feature 
vector represent the continues data that makes it hard to find the optimal thresholds 
needed to construct the J48 decision tree [27].  Hence, to optimize the overall accuracy, 
and F-measureM, SVM decision model built with proposed term-based and concept-
based features is recommended. 

4.1 Effect of MoD Classifier 

This two level classification method (first to predict MoD, and then to predict CoD) 
was designed purposefully to enhance the CoD prediction effectiveness. To prove its 
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effectiveness, one-level classification and two-level classification was compared. In 
both, one-level and two-level classifications, SVM classification model with proposed 
term-based and concept-based features were used. Fig 3 shows the results obtained 
from both one-level and two-level classification model. As can be seen here, in many 
cases two level classification model was very useful in reducing the number of false 
positives. However, in few cases such as Z11, S06, T71, S38, T14 and T71 the differ-
ence is very minor. This may be because these CoDs are very different from other 
CoDs. For instance, T71 (self-harm through hanging) and T14 (self-harm through pois-
ing) are quite different from all other CoDs such as X80, X74, etc. Hence, it is easier 
for classifier to predict such CoDs accurately.  
 

 
Fig 3. One-level versus two-level classification 

5 Conclusion 

In this study, an effective approach of text classification was proposed to determine the 
MoD and CoD from forensic autopsy reports by using term-based and concept-based 
features.  In the proposed system a hierarchical classification was used to determine 
MoD and CoD. The first level classification was used to determine the MoD and the 
second level classification was used to determine the CoD. On first level classification, 
95% accuracy was obtained using SVM text classifier, whereas, on second level clas-
sification averagely 80.15% accuracy was obtained, which is approximately 8% more 
than the four compared baselines. The performance of one-level classification and two-
level hierarchical classification was also compared and it was found that two-level hi-
erarchical classification showed improvement in accuracy as compared to one level 
classification model. In our future work, we will explore the deep learning algorithms 
and ontology-based approaches to obtain more accurate prediction results. 
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Abstract. Collaborative filtering (CF) is successfully applied to rec-
ommendation system by digging the latent features of users and items.
However, conventional CF-based models usually suffer from the sparsity
of rating matrices which would degrade model’s recommendation per-
formance. To address this sparsity problem, auxiliary information such
as labels are utilized. Another approach of recommendation system is
content-based model which can’t be directly integrated with CF-based
model due to its inherent characteristics. Considering that deep learning
algorithms are capable of extracting deep latent features, this paper ap-
plies Stack Denoising Auto Encoder (SDAE) to content-based model and
proposes DLCF(Deep Learning for Collaborative Filtering) algorithm
by combing CF-based model which fuses label features. Experiments on
real-world data sets show that DLCF can largely overcome the sparsity
problem and significantly improves the state of art approaches.

Keywords: recommendation system; collaborative filtering; deep learn-
ing; label feature

1 Introduction

Recommendation system, as a hot topic in recent years’ research, helps people
acquire useful information through massive overloading Internet information.
In this field, collaborative filtering, due to its capability of digging the latent
features of users and items by using matrix decomposition technique, is widely
applied to recommendation system and has made a lot of progress. However,
one natural drawback of recommendation system is that it cannot address the
sparsity problem of rating matrix. In order to overcome the shortcoming of con-
ventional collaborative filtering, adding auxiliary information into sparse matrix
is an effective choice. At present, many innovative collaborative recommendation
approaches have made their own efforts in this field, such as [1] considering the
label features of items, [2] introducing hybrid recommendation, and so on. These
approaches can alleviate the sparsity problem of rating matrix to some extent.
However, label matrix can be very sparse in the most cases, so merely depending
on introducing original label information is not enough to overcome the short-
coming of collaborative filtering. Another approach of recommendation system
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is content-based recommendation. [3] maintains a feature vector or an attribute
set to establish recommendation system by depicting the portraits of users or
items. The drawback of content-based recommendation is that it cannot extract
deep features automatically and dip the deep latent features of the items and the
potential interests of users. Combined with the industry consideration towards
Internet privacy, this problem can be even worse. Therefore, content-based rec-
ommendation needs to combine with collaborative filtering to establish hybrid
recommendation in order to achieve better performance of recommendation.

How to increase the information of recommended data and dig the deep latent
features of content information is the key of improving the performance of rec-
ommendation algorithm. Content-based recommendation algorithm usually uses
the model such as LDA(Latent Dirichlet Allocation) when extracting features.
This kind ofmodel performs well in conventional content-based recommendation.
On the other hand, deep learning is capable of learning deep features automati-
cally. In this field, CNN(Convolutional Neural Network)[5] and RNN(Recurrent
Neural Networks)[6] are widely used in the field of image recognition and natural
language processing, which have achieved great performance. This ability of deep
learning algorithms is very suitable for combining with collaborative filtering in
the application of content-based model.

This paper proposes DLCF(Deep Learning for Collaborative Filtering) algo-
rithm. Its framework generates a newmatrix of label-items by using SDAE(Stacked
Denoising Autoencoders)[7] training the feature vectors of items and lables,
transforming sparse label matrix which contains less amount of information into
label matrix which contains information of deep latent features, increasing the
original data information substantially; then conducting collaborative filtering
processing combining with the original rating matrix.

The contribution of this paper mainly consists of three aspects: 1)Applying
deep learning algorithm to content-based model, increasing the original data
information substantially by extracting deep features; 2)Combining the feature
vectors of items and labels with the original rating matrix by building auxiliary
matrix, playing the role of data label to the most extent, thus integrating data
label, content and rating matrix into a whole framework; 3)Conducting experi-
ments on real-world data sets for the performance of algorithm, pointing out the
effect of model parameters on the performance of algorithm.

The rest of this paper is organized as follows. Section 2 reviews previous re-
lated work. Section 3 provides the details of DLCF algorithm. Section 4 conducts
experiments on real-world data sets.

2 Related Work

Collaborative filtering is the most widely-used recommendation technique at
present. [8] firstly proposes LFM(Latent Factor Model) based on SVD(Singular
Value Decomposition); [9] adds probability distribution into LFM and introduces
PMF(Probabilistic Matrix Factorization); [10] goes further to extend PMF into
Bayesian PMF, and train the data by Markov Chain Monte Carlo; [11] and [12]



try to combine collaborative filtering model with content-based model. Consid-
ering the auxiliary information, [13] proposes that labels of items can be applied
to collaborative filtering; [14] partially solves the sparsity of matrix and cold
start problem by the category information of items; [15] proposes social label
recommendation by analyzing the relationship between the objects in the label
system; [16] proposes a kind of tag-based Recommendation systemmethod called
Tag-CF. However, these approaches can only utilize the auxiliary information
provided by the data sets, but cannot mine out the deep latent information.

In recent years, deep learning is applied to image recognition and natural
language processing. But the attempt to apply deep learning to recommenda-
tion system has also emerged. [17] uses RBM(Restricted Boltzmann Machine)
to take the place of Matrix Decomposition Model in order to implement collab-
orative filtering; [18] develops further based on [17] by combining the correlation
between users and items; [19] uses DBN(Deep Belief Networks) to dig deep con-
tent information; [20] proposes a kind of relational SDAE model;[21] proposes a
kind of content-based music recommendation system called DeepMusic. But all
these algorithms haven’t been applied to collaborative filtering.

The core of DLCF algorithm proposed in this paper is to apply the deep
learning model to content-based recommendation model and combine with col-
laborative filtering algorithm. The deep learning model SDAE [22] is a model
formed by stacking multiple DAEs (Denoising Auto Encoder) , which can ex-
tract the deep features of content information, and have strong interpretability
and lower model complexity. SDAE can extract the new feature dimension from
the original content information and train the label content matrix. It greatly
increases the amount of information available in the original data. We then
integrate the new content label matrix into PMF, thus perfectly combing the
content-based recommendation model and collaborative filtering model. Mean-
while, this paper adopts SGD (Stochastic Gradient Descent) to train the model
parameters by minimizing the loss function, which overcomes the problem of
slow iteration of deep learning algorithm, and solves the problem of sparsity in
the conventional collaborative filtering algorithm, as well as the problem of lack
of useful information in the content-based recommendation model.

2.1 Probabilistic Matrix Factorization

PMF model introduces prior probability distribution into conventional matrix
factorizationmodel. Assuming that the conditional probability of observed rating
data is:

p(R|U, V, σ2
R) =

M∏
u

N∏
i

(κ(Ru,i|UT
u Vi, σ

2
R))

IR
u,i (1)

Where κ(x|μ, σ2) represents the probability density function of normal dis-
tribution which has the mean of μ and the variance of σ2. IRu,i means that if the
user u′s rating towards the item i exists, the value of I equals to 1, otherwise it
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equals to 0. We assume the mean equals to 0 and the variants of u and i are σ2
U

and σ2
V , respectively:

p(U |σ2
U ) =

M∏
u

κ(Uu|0, σ2
UI)

p(V |σ2
V ) =

N∏
i

κ(Vi|0, σ2
V I) (2)

The model is shown in Fig. 1.

Fig. 1. PMF Schematic Diagram

2.2 Stacked Auto Encoder

DAE, namely Denoising Auto Encoder, consists of encoder and decoder. Each
encoder has its corresponding decoder, and processes the noise of data through
the course of encoding and decoding. Fig.2 shows that SDAE is a kind of Feed
Forward Neural Network which stacks multiple DAEs similar to multilayer per-
ceptions. Each layer’s output is the input of its next layer. SDAE uses greedy
layer-wise training strategy to train each layer in the network successively, and
then pre-train the whole deep learning network. The idea of SDAE is to stack
multiple DAEs in order to form a deep learning framework. This model trains
the middle layers by the loss input and recovered output.

Formula (3) is the training model of SDAE. In this model, Zc is the matrix
consisting of several label vectors, which is the last output of SDAE. Z0 rep-
resents the initial loss input matrix. ZL is the middle layer of the model. The
target matrix we need to achieve through the training is ZL/2, which represents
the matrix containing deep content information through the training from Z0 to
ZC . wl and bl represent the weight matrix of the lth layer and the bias vector in
SDAE model, respectively. λ represents regular parameter. || · ||F is Frobenius
norm.



Fig. 2. SDAE Consisting of Multiple Layer DAE

min{wl},{bl} = ||Zc − ZL||2F + λ
∑
l

(||wl||2F + ||bl||22) (3)

3 DLCF Algorithm

3.1 Preparing Work

According to the clustering algorithm [23], we first generated the user and the
item clusters, as shown in algorithm 1, where θ is the threshold that we can
decide:

Algorithm 1: preprocessing algorithm

1. Compute rating frequency of user fu and item fi
2. Sort users and items based on fu and fi in reverse order

3. Compute similarity of users and items

4. t ← 1, U ← φ, I ← φ
5. FOR j = 1, 2, · · ·
6. IF uj /∈ U
7. Ut ← uj ∪ uk|suj ,uk

> θj , uk /∈ U
8. U← Ut ∪ U, t ← t+ 1
9. ENDIF

10.ENDFOR

11.The same as cluster I

The clusters we have built contains (user cluster)-(item) preference infor-
mation and (item cluster)-(user) preference information. By utilizing the local
preferences information, we can speed up the greedy layer-wise training strategy
in SDAE, and then pre-train the whole deep learning network.

3.2 Training label matrix

Firstly, based on SDAE model and its theory, output matrix Zc and loss input
matrix Z0 are observed variables. Then Zc is defined as follows: For each layer l
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in SDAE:

Wl,∗n ∼ κ(0, λ−1
w IKl

)

bl ∼ κ(0, λ−1
w IKl

) (4)

Where Wl,∗n represents the nth column in the weight matrix of the lth layer.
IK represents the Kth diagonal value in the unitary matrix. For Zc and ZL:

Zl,j∗ ∼ κ(σ(Zl−1,j∗Wl + bl), λ
−1
s IKl

)

Zc,j∗ ∼ κ(ZL,j∗, λ−1
n IB) (5)

Where σ(·) represents sigmoid function. λw, λn and λs are all model pa-
rameters. Based on the above definitions, maximizing the maximum posterior
probability of Wl,bl,Zl,Zc, is the same as minimizing the joint log-likelihood
function of the above variables. Thus the loss function of the model is defined
as:

ε =− λw

2

∑
l

(||Wl||2F + ||bl||22)

− λn

2

∑
j

||ZL,j∗ − Zc,j∗||22

− λs

2

∑
l

∑
j

||σ(Zl−1,j∗Wj + bj)− Zl,j∗||22 (6)

Assume Ti,j is defined as a boolean. If item j includes label i, the value of Ti,j

equals to 1, otherwise it equals to 0. Based on ZL/2,j∗ and original label matrix
Ti,j , we can find latent factor vectors of labels and items ti and vj :

γ =− λt

2

∑
i

||ti||22 −
λv

2

∑
j

||vj − ZT
L/2,j∗||22

−
∑
i,j

ci,j
2

(Ti,j − tTi vj)
2 (7)

Where λt and λv are regular parameters, respectively. ci,j is set to 1 when
item j includes label i, otherwise it is set to a small value, such as 0.001 or 0.

3.3 Establishing User-label Matrix

We definematrix G as pre-processed label-itemmatrix, which is used to establish
DLCF. We get it by feature vectors of labels and items, namely ti and vj . Ru,i

represents the rating of item i by user u. Gi,t represents the grade of item i for
label t, which equals to 1 if i includes t, otherwise it equals to 0. By jointing
matrix R and G, we can get target matrix H:

Hu,t =
1

N

n∑
i

Ru,iGi,t (8)



3.4 Establishing DLCF Model

After establishing user-label matrix H, we use rating matrix R and H to improve
conventional CF model, as shown in Fig.3. U and V represent the latent feature
vectors included by users and items, respectively. Q represents the relationship
between labels and latent features, which bridges the information circulation of
R and H:

Fig. 3. Establishing Joint Matrix

After fusing H into PMF, we establish new loss function:

E =
1

2

∑
u

∑
i

IRu,i(Rui − UT
u Vi)

2

+
ωU

2

∑
u

||Uu||2F +
ωV

2

∑
i

||Vi||2F

+
α

2

∑
u

∑
t

(Hut − UT
u Qt)

2

+
ϕU

2

∑
u

||Uu||2F +
ϕQ

2

∑
t

||Qt||2F (9)

where ωU = σR

σU
and ωV = σR

σV

E =
1

2

∑
u

∑
i

IRu,i(Rui − UT
u Vi)

2

+
α

2

∑
u

∑
t

(Hut − UT
u Qt)

2

+
λU

2

∑
u

||Uu||2F +
λV

2

∑
i

||Vi||2F

+
λQ

2

∑
t

||Qt||2F (10)
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where λU=ωU + ϕU ,λV = ωV ,λQ = ωQ.

3.5 SGD Training Algorithm

We use SGD(Stochastic Gradient Descent) to train E.

Algorithm 2: DLCF-SGD training algorithm

Input: rating matrix R, the dimension of the feature vectors K,

learning rate η, scale parameter α, regular parameters λU , λV , λQ

Output: U, V

1. Initialization: establish U, V and Q by using a small value

stochastically.

2. While(error on validation set decrease):

3. ∇UE = I(UTV −R)V + α(UTQ−H)Q+ λUU
∇V E = [I(UTV −R)]TU + λV V
∇QE = α(UTQ−H)TU + λQQ

4. Set η = 0.1
5. While E(U − η∇UE, V − η∇V E,Q− η∇QE) > E(U, V , Q)
6. Set η = η/2
7. End while

8. U = U − η∇UE
V = V − η∇V E
Q = Q− η∇QE

9. End while

10.Return U,V

4 Experiment Results and Analysis

4.1 Data sets

We use the data from Douban Reading (https://book.douban.com/), a social
network well-known for users to rate different published books in China. Each
book in this website has been rated from 1 to 5 by users. Moreover, each book
has the features labeled by users, which can be applied to the feature vectors of
content-based model. The data from this website is perfect for the application of
DLCF algorithm. The data set includes 384341 users, 89798 books, and 13456139
rating data. The data record is formatted as (UserID, BookID, Rating, Labels).
In this experiment, we choose the data sets with different sparsity. For these
data sets, we choose 80% as training data and 20% as testing data. During the
experiment, we divide the data into 5 parts stochastically for cross-check.

4.2 Algorithm Evaluation Criteria

In general, there are two ways to evaluate the recommendation system. One is
evaluating the distance between predicted rating and users’ actual rating, which
is very common. The other is to evaluate the accuracy of the prediction.



In this paper, we use RMSE (Root Mean Square Error) as the criteria mea-
suring the distance between the predicted rating and the users’ rating, as shown
in equation 11.

RMSE =

√√√√ 1

||τ ||
∑

(u,i)∈τ

(ru,i − r̂)2 (11)

Where τ represents the set including the existing rating of item i by user u.
To evaluate the accuracy of the algorithm prediction, we use recall@R as the

metric. By choosing the testing users, recall@R sorts the recommended results
and chooses the top R most favored by the users. Then we calculate the ratio of
the number of the items in top R results to total number of the items the users
like. The greater the ratio is, the more effective the performance of the algorithm
is.

recall@R =
number of items that users like among top R

total number of items that users like
(12)

4.3 Comparison Model and Experimental Settings

To evaluate the performance of DLCF algorithm, we choose three algorithms
to compare. These algorithms are PMF [9] (collaborative filtering with matrix
decomposition), Tag-CF [16](algorithm combining label information), and DBN
[19](deep learning algorithm without tag). Firstly, we compare the above three
algorithms with DLCF horizontally. Then we observe vertical comparison perfor-
mance of DLCF under different experimental settings. In such case, we conduct
comprehensive evaluation of the performance of each algorithm.

Before making further experimental comparison, we study the parameter
α in (10), which represents the effect factor of user-label matrix in the whole
model. If we set α to 0, it represents that user-label matrix is not put into
consideration. In this case, algorithm is degraded to conventional collaborative
filtering without considering label. In the experiment depicted in this paper,
when the other parameters are fixed, RMSE can be minimized on condition that
α equals to 0.9.

Table 1: The Effect of Parameter α on RMSE
α RMSE

0 0.98
0.1 0.93
0.5 0.87
0.9 0.82
1.2 0.85
2 0.99
10 1.33
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Other parameters λU = ωU + ϕU , λV = ωV , λQ = ωQ, ωU = σR/σU , ωV =
σR/σV which represent the regular parameters in the model, are compounded by
other latent parameters. Theoretically, we need to take the value of each latent
parameter, and then calculate the value of λU ,λV ,λQ. However, in practice, we
can set λU , λV , λQ to small values respectively. For example, λU = λV = λQ =
0.001. Then we adjust them by cross validation in the experiment. The result
proved that such an approach does not produce a significant impact on the
performance of the algorithm.

In the next comparison experiment, we divide experimental data into two
parts according to their different sparsity. Then we compare the performance of
each algorithm based on these two kinds of evaluation methods.

Table 2: Sparsity of Dataset-a and Dataset-b

Dataset-a Dataset-b

Sparsity 97.82% 90.61%

4.4 Horizontal Comparison

The purpose of horizontal comparison is comparing the performance of different
algorithms under the same scenario. For the evaluation metric recall@R, we
compare the performance of each algorithm with different R. For metric RMSE,
we compare the performance by choosing different values of the feature vector
decomposition dimension K. The comparisons above will be experimented on
different data sets with different sparsity.

Firstly, aiming at the performance of these four kinds of algorithms on re-
call@R, we can obviously find that collaborative filtering without auxiliary in-
formation performs the worst. The performance difference between DBN and
Tag-CF is not significant because both of them apply part of auxiliary informa-
tion. DLCF performs significantly better than the other three algorithms because
of fully utilizing of the latent information. Meanwhile, we can also find out that
these algorithms perform better in the dense data sets than in the sparse ones.

Next, evaluating the RMSE for the four algorithms, we find that the situation
is quite similar to that of recall@R. DLCF still outperforms the rest three. Sim-
ilarly, these algorithms perform worse in the sparse data sets than in the dense
ones. We can also find that, on the dense data sets, the performance difference
between DBN and Tag-CF is not so significant compared with the one on the
sparse data sets. Together with above horizontal comparison, we can find that
the key of the performance of the algorithm is whether the algorithm can use
existing data of the latent information as much as possible.



Fig. 4. Recall@R Comparison (dataset-a vs dataset-b)

Fig. 5. RMSE Comparison (dataset-a vs dataset-b)

4.5 Vertical Comparison

Vertical comparisonmainly study the effect of key parameters on DLCF. Through
several experiments in vertical comparison, the performance difference based on
recall@R ismore significant than the one based on RMSE. So this part focuses on
showing the experiment results based on recall@R. Considering the characteris-
tics of deep learning and collaborative filtering, after the repeating experiments,
this paper chooses middle layer L/2 and model parameter λn in SDAE as the
key parameters.

Firstly, we conduct the experiment aiming at the parameter λn. λn is used
in SDAE to train the middle layer, which is the key parameter to generate new
label matrix in DLCF. By observing the result, we can find that the value of λn

is neither the bigger the better nor the smaller the better, and there is a range
where the algorithm performs well. When the value of λn is very small (usually
less than 1), the algorithm performs badly. In this case, the increase of the value
λn may improve the performance of the algorithm. However, when the value
of λn reaches after three digits, the improvement is significant by continuing
increasing the value of λn. Similarly, the model performs significantly better in
the dense data sets than in the sparse ones.

At last, we look at the result from the experiment where we set the middle
layer L/2 as observed variable in SDAE. It is obvious that the algorithms perform
significantly better on the dense datasets than on the sparse ones. For the middle
layer, when L/2 equals to 1, the performance is worse than the results where
L/2 equals to 2 or 3 because of the fewer layers. But for the results where L/2
equals to 2 or 3, we can find that the performance difference between them is
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very small. With the change of the value R, there are ups and downs on both
sides. In the deep learning model, each time we add a layer in the middle layers,
the complexity will increase, and it will be much harder to call parameters. So in
order to ensure the performance of the algorithm, we don’t recommend adding
too many layers.

Fig. 6. Recall@R under different λn (dataset-a vs dataset-b)

Fig. 7. Recall@R under different L/2 (dataset-a vs dataset-b)

5 Conclusions

Conventional collaborative filtering can’t overcome the problem caused by sparse
matrix. Even if introducing label information, label matrix also has the sparsity
problem, which hasn’t ideal performance. But conventional content-based rec-
ommendation algorithm is not suitable for fusing with collaborative filtering
because of its own characteristics. The ability of extracting deep latent informa-
tion in deep learning model is sufficiently verified in the field of image recognition
and natural language processing.

This paper takes advantage of the characteristics of deep learning model and
improves the information of original data substantially by processing original
label information of items. By combining content-based recommendation model
and collaborative filtering, we propose DLCF algorithm and fully apply deep
learning model to the recommendation system. Meanwhile, the experiments on
real-world data sets show that it can achieve better performance than conven-
tional recommendation model. On the other hand, introducing deep learning



model undoubtedly puts forward higher requirements for the calling of the pa-
rameters, and the complexity is much higher than conventional model. Future
work will focus on addressing these problems in order to improve the inter-
pretability and engineering significance of the algorithm.
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Abstract. High quality of master data is crucial for almost every com-
pany and it has become increasingly difficult for domain experts to vali-
date the quality and extract useful information out of master data sets.
However, experts are rare and expensive for companies and cannot be
aware of all dependencies in the master data sets. In this paper, we in-
troduce a complete process which applies association rule mining in the
area of master data to extract such association dependencies for quality
assessment. It includes the application of the association rule mining al-
gorithm to master data and the classification of interesting rules (from
the perspective of domain experts) in order to reduce the result associ-
ation rules set to be analyzed by domain experts. The model can learn
the knowledge of the domain expert and reuse it to classify the rules. As
a result, only a few interesting rules are identified from the perspective
of domain experts which are then used for database quality assessment
and anomaly detection.

1 Introduction

High quality of master data is crucial for almost every company. An error in
the master data set results in an error throughout the organization, which can
lead to considerable fines or damaged credibility with customers and partners.
Traditionally, rule based approaches are used to check the correctness of master
data records and improve the quality ofmaster data. Due to the complex domains
of master data, domain experts are needed to formulate and maintain such rules
[1]. However, domain experts are rare, expensive, and in practice not easily
convinced to thoroughly formalize their entire knowledge. Furthermore, even
domain experts cannot be aware of all dependencies in the master data set [1].
In addition, it is time-consuming to keep the rule set updated with regard to the
master data [1].
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The Data Mining technology “Association Rule Mining”, can help us solve
the above problems. Association rule mining is a method for discovering interest-
ing relations between variables in large databases automatically. It is intended
to identify strong rules discovered in databases using measures of interesting-
ness such as support and confidence. However, the algorithms of association rule
mining usually produce a huge number of rules, so that domain experts have
considerable difficulties manually analyzing so many rules to identify the truly
interesting ones. Furthermore, objective measures which involve analyzing the
rules structure, predictive performance, and statistical significance are insuffi-
cient to identify the user-defined interesting rules [2].

Therefore, the post-processing of association rule mining is introduced in this
paper in order to determine the rule interestingness from a subjective perspective
(domain experts). In the post-processing, a classification model is constructed
to learn the knowledge of domain experts and classify the association rules into
“interesting” and “uninteresting”. As a result, the truly interesting rules are se-
lected, and the number of rules is greatly reduced. Moreover, a complete process
which applies association rule mining in the area of master data is introduced
and implemented in our project.

The rest of the paper is organized as follows. In section 2, we propose the
system design and approach. In section 3, we show the results of the proposed
approach. Section 4 contains an evaluation of the presented results. Finally, we
draw a conclusion of this paper in section 5.

2 Approach

In this paper, we introduce a complete process for the application of association
rule mining in the area of master data and for discovering the interesting rules
from the perspective of domain experts. In section 2.1, an overview of our system
is presented. It includes three main parts: the pre-processing of the master data
set, the application of association rule mining and the post-processing of the
discovered rules. In section 2.2, we describe our post-processing approach in
details.

2.1 System Design

Figure 1 depicts the flow diagram of our complete system design. As input data,
the MARA table cf. [3] is used, which contains 451452 materials and 227 dimen-
sions. First, a pre-processing for the MARA table is suggested and performed in
our case. Three main steps are carried out in the pre-processing. One step is that
we utilize the information theory (entropy) [4] to delete the columns with less in-
formation, which are considered as redundant columns. Then, the discretization
of numeric attributes is carried out, since the algorithms of association rule min-
ing cannot be used for numeric attributes [5]. Finally, we transform the processed
MARA into an appropriate format, so that association rule mining algorithms
can be used directly in the transformed table.



Fig. 1. System Design Workflow

After the pre-processing, the algorithms of association rule mining are ap-
plied with interestingness measures (minimal support and minimal confidence)
to generate the fulfilled rules. In this paper we use the Apriori-algorithm [6] of
the PAL library [7] and run it in SAP HANA databank. However, the algorithm
causes a serious problem: a huge number of rules is produced, most of which are
trivial, redundant and uninteresting. Therefore, the post-processing approach is
needed to help us reduce the number of rules and filter out the truly interesting
rules. Before the post-processing, statistical methods are used to analyze the
rules structure and to delete the redundant rules with the objective measures,
which involve analyzing the rules structure, predictive performance, and statis-
tical significance. As mentioned in [8], a rule R1 is more general than a rule R2,
provided that R2 can be generated by adding additional items to the antecedent
or consequent of R1. The non-redundant rules are those that are most general
(with equal confidence). Based on the non-redundant rules, the post-processing
is performed.

In the post-processing, the aim is to identify the interesting rules from a
subjective perspective (domain experts). Such interesting rules are concerned in
the two ways described below [2]: 1) Unexpectedness: Rules are interesting
if they are unknown to the domain experts or contradict the domain experts
existing knowledge (or expectations). 2) Actionability: Rules are interesting
if users can do something with them to their advantage, for example, domain
experts can discover the outliers in the master data set and improve the data
quality.
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2.2 Post-processing Approach

The essential contribution of this paper is that we have introduced a new subjec-
tive post-processing approach for discovering the interesting rules. When com-
paring with the interesting rules identified by the most objective measures, we
believe that the interesting rules identified by our approach make more sense for
the domain experts in practice. The core of the post-processing is to construct
a classification model, which can learn the knowledge of domain experts and
reflect the learned knowledge to classify the rules into classes “interesting” and
“uninteresting”. To reach this goal, three main parts of the post-processing are
introduced: sampling, labeling and modelling.

Ideally, we want the domain experts to rate and label all of the discovered
rules. These labelled rules are considered as training data to help us build the
classification model. Unfortunately, asking the domain experts to label all the
rules manually is often impractical. A more practical approach is to provide a
smaller set of rules to the experts for labeling and use this information to con-
struct the classifier. Therefore, we have proposed two different sampling methods
to extract a “representative” sample set of rules. One is the so-called convex-
hull-based sampling method, which can select the most diverse rules as training
data for the classifier. The other is the clustering-based sampling method, which
extends the method mentioned in [9]. With the help of the clustering-based sam-
pling method, the most representative rules are selected from the non-redundant
rules. However, in the paper, we use the convex-hull-based sampling method as
an example to explain our post-processing approach. The clustering-based sam-
pling method is not mentioned in the rest of the paper.

After the most diverse 100 rules are extracted from the non-redundant rules
by the convex-hull sampling method, two domain experts (DM1 and DM2) rate
and label these 100 rules with labels “interesting” and “uninteresting” respec-
tively. Then, the labelled rules serve as training data to construct the classifi-
cation model. In this paper, the classification algorithm Random-Forests [10] is
applied to construct the classification model.

3 Results

In this section, we show the results of our proposed process in respect of each
step in system design.

3.1 Results of association rule mining

Table 1 shows the results of the pre-processing, the application of association rule
mining and removing redundant rules. It is observed that 199 trivial dimensions
are deleted after the pre-processing and 6739 non-redundant rules are produced
for the post-processing in the end.



Input Data: 451452 materials, 227 dimensions

Result of pre-processing: 451452 transactions, 28 dimensions

Result of association rule mining: 9508 association rules

Result of non-redundant rules: 6739 non-redundant rules
Table 1. Results from pre-processing, association rule mining and removing redundant
rules

3.2 Results of post-processing

Using the convex-hull sampling method, we select the most diverse 100 rules for
the domain experts. In addition, 50 rules are extracted by the random sampling
method, which are used as test data to evaluate the classifier in section 4. Then,
we give all of the 150 rules to two domain experts separately, and they label
these rules with the labels “interesting” and “uninteresting”. After that, we use
these 100 labelled rules by one of the domain experts to construct the classifier,
while the labelled rules of the other domain expert are used for the quality test.
Initially, we assume that both of the domain experts have the same knowledge
of the domain of material master data.

Labeling of domain experts Figure 2 present the results of labeling by DM1
and DM2 respectively. By the results of DM1, it is shown that the interesting
class is rarer than the uninteresting class (interesting: uninteresting = 1:3). In
our case, we take the results of DM1 as an example to construct our classifier.

Fig. 2. Results of the class distribution of the labeled rules by domain expert 1 (DM1)
and 2 (DM2)
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Interestingness Binary Classification Model Based on the labelled 100
rules of DM1, a classifier is constructed using the Random-Forest-algorithm [10],
that is, the so-called convex-hull classifier. In the following, the constructed
convex-hull classifier of the Random-Forest-algorithm is displayed in Table 2.
OOB-rate, F1-Score and AUC-value [11] are used to measure the performance
of the convex-hull classifier. We evaluate the convex-hull classifier through the
test data in the next section.

Classifier: Convex-Hull Based Classifier

OOB Error Rate: 0.03

F1-Score: 0.94

AUC: 0.9899
Table 2. OOB-rate, F1-Score und AUC-value for convex-hull classifier built by
random-forests

After training the convex-hull classifier, we have also applied the classifier to
classify the remaining 6549 non-redundant rules. Different labels are rated by
the domain experts, which lead to different results by the classifier.

4 Evaluation

To evaluate the performance of the constructed convex-hull classifier, we use
a test data set containing 50 rules produced by the random sampling method.
The classification accuracy, F1-Score and AUC-value are used to measure the
performance of the classifier. Table 3 shows the results of this evaluation. It is
observed that the classification accuracy is very high in our case, which means
the convex-hull classifier can classify most of the rules very correctly. The F1-
Score is larger than 0.8, which indicates that the convex-hull classifier delivers a
good performance for the class “interesting”. Through the precision and recall, it
is shown that all of the interesting rules are identified by our classifier, however,
some of the uninteresting rules are classified wrongly. This evaluation result
is considered as very good in our case, because the interesting rules are rarer
than the uninteresting ones, and losing an interesting rule is much worse than
containing a few of the uninteresting rules in the result set.

4.1 Evaluating the convex-hull based sampling method

To evaluate the performance of the proposed convex-hull sampling algorithm
we compare it with random sampling which is considered as a baseline in our
case. A good sampling method can produce some of the “most informative and
diverse” training data so that the classifier can learn more from the labels of the



Classifier: Convex-Hull Based Classifier

Accuracy 0.94

F1-Score 0.8421

Precision 0.7273

Recall 1.0

AUC 0.9762
Table 3. Accuracy, F1-Score and AUC-value of the convex-hull classifier regarding a
test data set (50 rules)

selected data and greatly improve the classification performance [12]. In order to
evaluate our proposed sampling method, the performance of the correspondent
classifiers, which are constructed based on the different training data selected
by the different sampling methods, is evaluated instead. Two classifier are built,
that is, the convex-hull-sampling-based classifier and the random-sampling-based
classifier. Three test data sets are applied to measure the performance of these
classifiers.

Figure 3 shows the evaluation results. As has been observed, during the com-
parison of the accuracy between the two classifiers, the convex-hull-sampling-
based classifier has a better performance than the random- sampling-based clas-
sifier with regard to all of the three test data sets. This means that the convex-
hull sampling method performs better than the random sampling method to
construct the classifier with better performance.

Fig. 3. Comparing the accuracy of the convex-hull classifier and the random sampling
classifier regarding 3 test data sets.

Table 4 displays the results of the quality test. It shows that the classifier
of DM1 has classified 62% of the rules in test data set 1 correctly and 84% of
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the rules in test data set 2. This means that the two domain experts (DM1
and DM2) have the same opinion on a minimum of 62% of the rules. We treat
this result as acceptable in our case, in other words, the labels of DM1 are
considered as reliable. However, it also indicates that the constructed convex-
hull classifier cannot represent the knowledge of two domain experts, because
they have a different understanding of the interestingness of the rules. To solve
this problem, we suggest that a classifier can be trained based on the 62% rules
with the same labels of the two experts.

Test Dataset 1 Test Dataset 2

Accuracy 0.62 0.84

F1-Score 0.2916 0.5555
Table 4. Results of the quality test regarding the 2 test data sets

5 Conclusion

In this paper, we introduce a complete process which applies association rule
mining in the area of master data. A system including three main parts: data
pre-processing, application of association rule mining and post-processing for
discovering the interesting rules is implemented. The main contribution of this
paper is that we propose a new subjective method of post-processing the dis-
covered association rules. In the post-processing, a classification model is con-
structed in order to learn the knowledge of domain experts and classify the rules.
As a result, through our approach, we can gain the advantages described below:

– Domain experts can discover the interesting rules which are unknown to
them so that the knowledge of domain experts is extended.

– The identified interesting rules make more sense in practice, because domain
experts can use them to their advantage, for example, to improve the quality
of master data in our case.

– The number of rules is greatly reduced through our process. Moreover, there
are no redundant and trivial rules in the result set.

– Our method is very flexible. Domain experts can define the labels of the
rules themselves, and rate the rules in various classes according to their
requirements.
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Abstract. Influenza and flu can be serious problems, and can lead to death, as 
hundred thousands of people die every year due to seasonal flu. An early 
warning may help to prevent the spread of flu in the population. This kind of 
warning can be achieved by using social media data and big data tools and 
techniques.  In this paper, a MapReduce and Spark-based analytic framework 
(MRSAF) using Twitter data is presented for faster flu outbreak detection. 
Different analysis cases are implemented using Apache Spark, Hadoop Systems 
and Hadoop Eco Systems to predict flu trends in different locations using 
Twitter data. The data was collected using a developed crawler which works 
together with the Twitter API to stream and filter the tweets based on flu-
related keywords. The crawler is also designed to pre-process and clean the 
unintended attributes of the retrieved tweets. The results of the proposed 
solution show a strong relationship with the weekly Center for Disease Control 
and Prevention (CDC) reports. 

1   Introduction 

Seasonal influenza and flu can be a serious problem that may lead to death. About 
250,000 to 500,000 deaths occur worldwide each year because of flu [1]. Public 
health care providers aim to know about the seasonal flu as soon as possible in order 
to take the required actions for their communities. Getting an early warning will help 
to prevent the spread of flu in the population. 
Presently, a very large number of people use social media networks on a daily basis to 
share their news, events, and even their health status [2]. This leads to the idea of 
using commonly used social media networks for flu detection; that can provide an 
early flu warning to public health care providers to take the right action at the perfect 
time. Users of social media networks can be used as sensors to predict the flu trend in 
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a specific area and time. The social media network used for this project is Twitter. It 
is one of the most widely used social networks. It has over 271 million active users 
monthly [3]. The retrieved data from Twitter is enormous and contains large number 
of attributes, most of which will not be used for this study. Since the Twitter data is 
huge, Apache Spark, Hadoop systems and Hadoop Eco systems can be used for the 
analysis and for building a good prediction model for flu trend. This can help health 
care industry to provide high quality services at the right time by providing timely 
warnings. 

2   Problem Definition  

Reducing the impact of seasonal flu is important for public health. Studies show that 
it is possible to prevent of the spread of flu in the population if an early detection is 
made. Most of health care providers take the required action to the public after getting 
reports of flu from the Center for Disease Control and Prevention (CDC).  This 
center collects data from health care providers to monitor Influenza –Like Illness 
(ILI) and publishes the reports. This takes one to two weeks delay, causing the 
required warning to come late to the provider’s attention [1]. The providers need to be 
warned at the earliest time in order to take the appropriate actions to prevent the 
spread of flu.  
Many solutions have been proposed to provide the warning as early as possible. These 
include monitoring web search queries like Google Flu Trend, monitoring call volume 
to advice lines, and monitoring the sales of drugs and flu shots taken by patients. In 
addition, textual and structural data mining techniques [4] have been used. 
In this study, it is shown that early warnings can be achieved by monitoring Twitter 
posts. Twitter has become a very popular social media network. People use it to share 
news, events and even for their health status on a daily basis.  
The flu prediction could be faster by taking the advantages of Apache Spark, 
MapReduce programming and Hadoop Eco Systems. These tools and techniques can 
use the available Twitter data to predict the flu trend at the earliest time. The proposed 
solution can help to produce analysis results from various scenarios. 
To measure the quality of the proposed solution, the CDC reports were used as a 
ground truth. The prediction results showed a strong relationship with the CDC 
reports. 

3   Data Collection 

The data set for this study is a collection of Twitter posts obtained from Twitter social 
media network. The data is collected from Twitter website using a developed crawler 
which works with the Twitter API to stream tweets. The crawler is designed to filter 
the tweets based on flu-related keywords (flu and influenza) and also does the 
required pre-processing. Twitter API returns tweets in a JASON format which 
includes too many attributes. Most of these attributes are not needed for the flu trend 



prediction. The crawler cleans the retrieved tweets and only keeps the required 
attributes for the flu trend prediction analysis.  
The data set consists of 896,905 tweets. They were collected over the period of 
November 2015, December 2015, October 2016, November 2016 and December 
2016. 

4   Background 

An early warning about flu can be achieved by employing features of big data tools 
such as Apache Spark, Hadoop MapReduce programming and Hadoop Eco Systems. 
These tools together, with the available Twitter data can be used to detect flu trends at 
the earliest time.  

 

 
 

Figure 1. General flow of MapReduce Programming approach 

4.1   Hadoop MapReduce Programming 

MapReduce is an approach used to process a large dataset. It consists of two main 
functions: Map and Reduce. The Map function takes an input as a pair (key and 
value), groups all the values associated with the same key, and generates intermediate 
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pairs to be passed to the Reduce function. The Reduce function merges all the pairs 
with the same intermediate key after processing the associated values such as 
summing them up. This programming model is automatically parallelized which 
allows programmers to utilize the resources of large distributed systems [5,6]. Figure 
1 shows a general overview of the flow of MapReduce programming approach. 

4.2   Hadoop Eco Systems 

Hadoop Eco Systems such as Hive are data analytic tools to manage and query large 
datasets. They are built on top of Hadoop to provide an easy way to query and 
manage data. Hive allows users to query large datasets using a SQL-Like script 
(HiveQL) instead of MapReduce programming. The performance of queries written in 
HiveQL are similar to the ones written in MapReduce framework [7]. 

4.3   Spark 

Spark was developed in 2009. It supports real time streaming data and fast queries. 
Spark runs on top of Hadoop to replace the data batch process of the traditional 
MapReduce model in order to support real time streaming data processes. Spark 
performs tasks based on two concepts. The first concept is the Resilient Distributed 
Dataset (RDD), which is an abstract collection of an element that can be processed in 
parallel. It is a read-only collection of objects partitioned across a set of nodes. RDD 
supports two kinds of operations: Transformations and Actions. Transformation 
operations take RDDs and only return new RDDs and nothing evaluated. 
Transformation functions include map, filter and reduceByKey. Action operations are 
also applied on RDDs which include evaluation and returning new values. Action 
functions include reduce, collect and take. The second concept is regarding the 
Directed Acyclic Graph (DAG) which is an engine that supports cyclic data flow. 
Spark creates a DAG for each job that consists of task stages (map and reduce) to be 
performed on a cluster [8]. 

5   Related Work 

Many studies have been conducted to discover knowledge and predict flu trends from 
Twitter data. 

5.1   Auto Regression Moving Average (ARMA) / SNEFT Framework 

ARMA is a stochastic model which is composed of two forms: Auto Regression (AR) 
model and Moving Average (MA) model. The AR model is a prediction model. Its 
output depends linearly on the past values, a random value as an error, and a constant 
value. The MA model is used to represent the correlation between the past values and 
the white noise using linear regression.  



Based on the ARMA model, Harshvardhan Achreckar et al. [1] proposed a framework 
called Social Network Enabled Flu Trends (SNEFT) that utilizes the ARMA model 
and the data obtained from CDC. Both are used in collaboration for better flu 
prediction trends. The architecture of the SNEFT consists of two main parts. The first 
part is used to predict influenza and Influenza Like Illness (ILI) using CDC data. The 
second part is used to provide flu warnings using Twitter data. The Auto regression 
Moving Average (ARMA) model is used to predict ILI incidence as a linear function 
of current and old Social Network data and historical ILI data (CDC data). Results 
show that Twitter data improves the output of the statistical models that were used for 
prediction. The SNEFT framework was tested with and without Twitter data together 
with CDC reports. It has been found that the Twitter data improves the accuracy of 
the prediction model. It has been shown that Twitter can provide real time 
measurement of influenza activity in the population.  

5.2   Topic Models (Ailment Topic Aspect Model (ATAM and ATAM+)  

Ailment Topic Aspect Model (ATAM) is a topic model that associates words with 
their hidden topics.  Michael J. Paul et al.  [9] showed that the ATAM model can be 
used to discover health topics posted by users in Twitter. The model is designed to 
discover more than a single disease. ATAM can be used to associate symptoms, 
treatments, and general words with an ailment (disease). Also, it has been shown that 
the ATAM model can track disease rate which matches the statistics published by the 
government (CDC). 
Paul et al. [10] proposed a variant version of ATAM model called ATAM+. It is an 
enhanced model that can be used based on what can be learned from Twitter for 
public health to predict specific diseases such as influenza among other things. The 
results of the improved model show high quantitative correlation with government 
data (CDC) in detecting the flu trend using social media.  

5.3   Autocorrelation Function (ACF)  

ACF finds the correlation of the values of the same variables at different times (xi, 
xi+1).  Therefore, this method can be used for disease outbreak predictions. Disease 
outbreak trends in social media networks can be monitored by tracking a sudden high 
frequency of disease-content posts using ACF. It compares the averaged disease-
related posts per day with the actual number of the same disease posts of that day. 
Courtney D Corley et al. [11] proposed a method to track ILI in social media using 
ACF and to identify possible web and social media communities [11]. The method 
tracks a sudden high frequency of flu-content posts using ACF. The method defines a 
seven day period as a period cycle for better accuracy and anomaly detection. It starts 
on Sundays and ends on Saturdays.  
The results of this methodology show strong correlation with CDC reports. The 
Pearson correlation coefficient is used for evaluation. The value of r is 0.767 with a 
confidence level of 95%. 
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6   Proposed Framework 

Figure 2 shows the components of the proposed framework which includes data 
collection of social media networks and big data tools for better detections. 

 

 
 

Figure 2. Components of the proposed framework 

 
The crawler block collects data from social media networks. For this study, the data 
set is a collection of Twitter posts obtained from Twitter social media network. The 
crawler also filters and cleans the collected data.  
Social media networks are very diverse. Therefore, community identification is an 
important issue in social media network analysis. The communities definer part helps 
to study only the targeted communities to get more accurate results. Many studies 
have been conducted for better user location detections such as [12][13]. It has been 
shown that a user location can be detected even in the lack of geo-location 
information by applying machine learning techniques on the user’s post (tweet) [13]. 
The filtered disease-related posts for the only targeted community are passed to the 
analyzer component to be analyzed. This part of the framework utilizes the use of big 
data tools and techniques.  
The results of the analyzer is passed to the detector. Then, the outbreak decision is 
made by considering the results of the analyzer. 
Depending on the problem, a ground truth could be downloaded from different places. 
Government health-related data could be used as a ground truth. For this study, we 
used the available reports from the CDC ILINet surveillance system. CDC ILINet 



system monitors the spread of flu and flu-like illnesses and provides related reports on 
a weekly basis. Finally, results of the detector and the ground truth are both passed to 
the evaluator for the evaluation process. 

7   Analysis and Implementation 

Different analysis cases were implemented using Apache Spark, MapReduce 
Programming and Hive. The used data was collected using a crawler implemented in 
Python. It works with the Twitter API. It filters the collected posts to include only the 
flu related posts in English language. It also cleans the collected data to only consist 
the required attributes for this study. 
Apache Spark and Hadoop MapReduce programming were used to implement Map 
and Reduce functions. Figure 3 shows a general overview of the used programming 
approach for this study. A mapping function takes a pair input (key,value). Keys are 
different from one analysis scenario to another. Then, it groups all the values 
associated with the same key. The output of the mapping functions are passed to 
reducer functions.  A reducer function merges all the pairs with the same keys and 
sums up the associated values.   

 

 
Figure 3. MapReduce approach using social media data 
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Hive was also used to query the collected data. It provides a SQL-Like script 
(HiveQL) to query and manage data.  

8   Results 

This section shows results of various analysis scenarios implemented using Apache 
Spark, Hadoop MapReduce Programming and Hive. It shows the ability of detecting 
flu disease outbreaks using social media data. 

8.1   Flu Trend Based on Location 

This analysis shows the flu trend in different locations. Figure 4 shows the results of 
this analysis. Results reflect the flu trend in different locations around the world and 
how it varies from one location to another.  

 

 
Figure 4. Flu trend based on location  

8.2   Flu Trend Based on Time 

This analysis shows all the English flu-tweets in November 2016 (week 44 to week 
48). Figure 5 demonstrates the results of this analysis. This analysis shows how flu 
trend changes within a particular time. 

 



 
Figure 5. Flu trend based on time (2016) 

8.3   Flu Trend for a Specific Location 

This analysis shows the flu trend in the Central region of USA during the period of 
November 2015. Figure 6 demonstrates the number of doctor visits provided by CDC 
and the results of this analysis for the same location and the same period of time. The 
x axis represents the week number of November 2015, and the y axis represents the 
weekly total number of ILI cases reported by CDC/flu related tweets per week. 

 

 
Figure 6. USA central region Flu trend during the period of Nov. 2015 
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9   Evaluation 

An available ground truth can be used to evaluate the quality of the results of the 
proposed prediction model using big data techniques and tools.  
Governments use surveillance systems such as ILINet to monitor the spread of flu and 
flu-like illnesses and provide related reports to the public. In Canada, the used 
surveillance system is called fluWatch. It also monitors the spread of flu and flu-like 
illnesses and provides the related reports.  Google Flu Trend is another system which 
monitors and counts the number of search queries about flu. It can be used to provide 
such warnings.  For this study, we used the CDC reports as the ground truth to 
compare with the proposed solution. Figure 7 shows the total number of ILI obtained 
from CDC and the total number of flu related posts during the period of November 
and December of 2015 and 2016. For the evaluation purpose, we used the Pacific 
Region which includes California, Oregon, Washington, Alaska and Hawaii states. 
The x axis represents the month, and the y axis represents the flu related tweets per 
month for the same region. Also, the y axis represents the actual total number of ILI 
cases reported by CDC excluding the cases for children less than four years old. The 
results show a strong relationship between the output of the proposed solution and the 
CDC reports. The Pearson correlation coefficient r is used to evaluate how the two 
datasets match. Its value ranges between 1 and -1. Let yi  be the observed value of 
the ground truth (CDC ILINet data), xi  be the predicted value by a proposed model, 
and y and x be the average values of {yi} and {xi}, respectively. Using these notations, 
Pearson Correlation value r is defined as shown in Equation 1 [14].  

 

  (1) 

The two datasets match when r = 1. The correlation value between the results of the 
proposed solution and the CDC reports is high (r=0.98).  

 

 
Figure 7. Relationship between the proposed solution and CDC ILI  



 
Table 1 shows performance of some models that were conducted to discover 
knowledge and predict flu trends from Twitter data. Details of the proposed models is 
discussed in [1][9][10][11]. As shown in Table 1, the performance of the proposed 
solution is comparable with the performance of the existing methods. 

 
Table 1.  Performance of existing methods 

Method name r Reference 
SNEFT 0.9846 [1] 

ATAM 0.934 [9] 
ATAM+ 0.958 [10] 
ACF 
Proposed Framework 

0.767 
0.98 

[11] 
 

   
 

10   Conclusion 

Most of health care providers need to get an early warning of the flu season. Early 
detection will help them to take the appropriate actions in order to prevent the spread 
of flu in a given population. Currently, the required warning is obtained from Center 
of Disease Control and Prevention (CDC). It takes about 1 to 2 weeks to be published.  
For that reason, it is important to come up with faster prediction models. With the 
benefit of big data tools and techniques together, with the use of social media 
networks, an early warning can be achieved. Presently, people use social media 
networks on a daily basis to share their news, events, and their daily health status. 
People can be used as sensors and a big data analysis system can be used to predict flu 
trend.  
Since social media data networks have enormous data, Apache Spark, Hadoop 
systems and Hadoop Eco systems could be used for the analysis. An early warning 
obtained by these tools and techniques using data of social media networks can help 
health care industry to take actions at the right time to prevent the spread of flu. 
For this study, the analyzed data was collected from Twitter. It is one of the most 
widely used social networks. The dataset was collected using Twitter API together 
with the developed crawler. The crawler also preprocesses the collected data, which 
contains large number of attributes. 
In this paper, Apache Spark, MapReduce programming and Hive tools together, with 
the data of social media network were used to implement different analysis cases of 
flu trend prediction. The results show a strong relationship with the CDC reports. 
Therefore, with such prediction model, an early warning can be achieved using Social 
Media data.  
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Abstract. This study aims to demonstrate the utility of System dynamics (SD) 
thinking and data mining techniques as a policy analysis method to help Singa-
pore achieve its greenhouse gases (GHG) emission target as part of the Paris 
climate agreement. We have developed a system dynamics model called Singa-
pore electric vehicle and transportation (SET) and analyzed the long-term im-
pacts of various emission reduction strategies. Data mining techniques were in-
tegrated into SD modelling, to create a more evidence-based decision-making 
framework as opposed to the prevalent intuitive modelling approach and ad hoc 
estimation of variables. In this study, data mining was utilized to aid in parame-
ter fitting as well as the formulation of the model. We discovered that the cur-
rent policies put in place to encourage electric vehicle (EV) adoption are insuf-
ficient for Singapore to electrify 50% of its vehicle population by the year 2050. 
Despite not achieving the electric vehicle target, the projected CO2 emission 
still manages to be significantly lower than the year 2005 business as usual sce-
nario, mainly because of switching to a cleaner fossil fuel for power generation 
as well as curbing the growth of vehicle population through the Certificate of 
Entitlement (COE). The results highlighted the usefulness of SD modelling not 
just in policy analysis, but also helping stakeholders to better understand the 
dynamics complexity of a system. 
 
Keywords: System Dynamics modelling · Data mining · Bass diffusion model 
·Diffusion of innovation · Non-linear least squares regression · Electric Vehi-
cle·  

1 Introduction 

Policies made by authorities or senior management often have significant implica-
tions on those who are affected by the policies. Thus, it is essential for any governing 
body to be equipped with a toolkit that can systematically analyze the proposed poli-
cies and simulate it to test out the desired effects and understand the side effects. 

As part of the Paris climate agreement, Singapore pledged to reduce its emissions 
intensity by 36% from 2005 levels by 2030 ("Singapore’s Submission to the United 
Nations Framework Convention on Climate Change (UNFCCC)," n.d.) The case for 
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electric cars is now more compelling than ever, given that the transport sector will 
contribute 14.5% of greenhouse gas (GHG) emissions in Singapore by 2020 (Kuttan, 
2016). Electric vehicles, especially cars and buses, are key enablers to help close the 
gaps in Singapore's commitments to the Paris Agreement, by reducing the use of 
Conventional vehicles on Singapore's roads. Singapore is aiming to increase usage of 
electric vehicles to help meet emission reduction targets agreed to at the Paris climate 
talks. A Land Transport Authority (LTA) led study has found that increasing the use 
of electric vehicles to half of all cars on the road by 2050 would reduce greenhouse 
gas emissions by 20 to 30% compared to a business as usual scenario (Marks, 2016).  

If such a scenario were to happen, it will have significant long-term impacts on the 
energy sector in Singapore. The goal of this study is to employ System Dynamics 
thinking to explore the complex long-term effects of electric vehicle(EV) adoption in 
the transport sector in Singapore. This study is helpful to gain a better understanding 
of Singapore’s land transport sector and to develop a policy analysis tool to investi-
gate long-term impacts of various emission reduction strategies through a system 
dynamics simulation modelling. A land transport sector sub-model and EVs diffusion 
sub-model are developed in this study.  

In addition, most of the existing models on the diffusion of EVs present limited in-
teractions with another sector (Massiani, 2013). As many of the consequences of EV 
policies will transit through other sectors, such as the energy sector, this makes the 
inclusion of these other sectors necessary for a consistent Cost Benefit Analysis of EV 
policies (Massiani, 2013). This project aims to fill in this gap. Data mining techniques 
such as non-linear least square regression are also incorporated to facilitates the mod-
el creation process and the integration of their respective elements. 

2 System Dynamics(SD) modelling approach 

In this section, we briefly illustrate the system dynamics modelling approach. Sys-
tem dynamics is a discipline emerged in the late 1950s, which attempts to explore 
complex long-term policies in both public and private domains (Sterman, 2000). Ja-
cobsen (1984) states several features of SD methodology that make it suitable for 
testing the social theory. First, it is possible to handle many variables simultaneously 
and study their fluctuations over time. Secondly, we can take account of multiple 
feedback loops in the system under investigation and study their mutual influences 
over time. Furthermore, we do not have to stick to a linear hypothesis, and can readily 
model any nonlinear relationship posited by the theory. 

SD modelling allows the researcher to analyze complex systems from a cause-and 
effect perspective, as compared to from a statistical standpoint. Furthermore, SD 
modelling allows us to track the various movements (such as money, virus population 
and people) as well as any buildups that may occur throughout the system (Gil, 
Matsuura, Monzon, and Samothrakis, 2005). It is also a method for developing man-
agement flight simulators, to help us learn about dynamic complexity, understand the 
sources of policy resistance, and design more effective policies. 



Singapore’s energy sector is highly integrated and SD was used to capture the in-
teractions and feedback between various sub-systems. To capture the essence of EV 
adoption in Singapore, a system dynamics model called Singapore Electric Vehicle 
and Transportation (SET) was developed.  

System dynamics thinking has been widely applied for policy analysis in several 
areas in the past. The purpose of a system dynamics (SD) intervention is to identify 
how structure and decision policies generate system behaviour identified as problem-
atic, so that structural and policy-oriented solutions can be identified and implement-
ed (Forrester, 1961; Sterman, 2000). The approach relies on formal simulation models 
to capture the detailed complexity of the problem situation and to make reliable 
behavioural interaction. SD have been used in a wide array of situations such as to 
examine sustainable water resources management in Singapore (Xi & Poh, 2014), to 
assess Singapore’s healthcare affordability (Ng, Sy, & Jie Li, 2011, to study the com-
plex issues involving Nuclear Energy in Singapore (Chia, Lim, Ng, & Nguyen, 2014), 
to evaluate different recycling scenarios in Singapore (Giannis, Chen, Yin, Tong, & 
Veksha, 2016), as well as to design hospital waste management (Chaerul, Tanaka, & 
Shekdar, 2008). 

Nevertheless, it is important to point out that the expected outcomes are not neces-
sarily quantitative point predictions for a variable, but rather a measure of the dynam-
ic behaviour pattern of the system, given the inputs and conditions in the model (Gil, 
Matsuura, Monzon, and Samothrakis, 2005). 

3 SET System Dynamics model 

A four-step system dynamics modelling process introduced by Sterman (2000) and 
Ford (1999b) is used in this study, which includes problem articulation, model formu-
lation, model testing, and scenario design and simulation. 

On July 3 2015, Singapore submitted its Intended Nationally Determined Contribu-
tion (INDC), with a target of reducing the emissions intensity of GDP by 36% below 
2005 levels by 2030 and stabilizing emissions, aiming for them to peak around 
65 MtCO2 in 2030 (NCCS, 2012)). The multiple energy efficiency measures are ex-
pected to improve energy and emission intensity but not to compensate for the in-
creasing energy demand from the industry and buildings sectors, which will result in 
rising emissions (NCCS, 2012) By contrast, the transport sector energy demand and 
associated emissions are expected to stagnate as a result of multiple measures to pro-
mote public transport and improve the emissions intensity of road transport. 

This study aims to employ the SET model to examine the current emission reduc-
tion measures pertaining to the land transport sector. The effects of three measures 
were looked at in this study, namely: promoting EV adoption, Encouraging use of 
public transport, and stricter vehicle ownership. The effectiveness will be evaluated 
based on two metrics in this study, derived from the policies intended goals:  

 
1. The transport sector associated CO2 emissions at the year 2050. Two scenar-

ios were compared, the business as usual scenario and the alternate scenario. 
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This is to assess if Singapore manages to reduce its CO2 emission intensity 
from the land transport sector by 2030.  
 

2. The number of EV by the year 2050. Singapore aimed to increase electric 
vehicle adoption to half of all cars on the road by 2050.  
 

The SET model is an integration of 2 sub-models, namely the energy sector and the 
EVs adoption model. Since the number of electric vehicles is to be determined in 
2050, the model will run from the year 2006 to 2050 

3.1 Land transport sector model description 

The land transport sector model aims to simulate the total CO2 emission from all 
land vehicles in Singapore. It comprised of five branches namely cars, motorcycles, 
goods and other vehicles, public buses, and the mass rapid transit (MRT). Figure 1 
illustrates the casual loop diagram of the land transport sector. The positive and nega-
tive signs represent the reinforcing and balancing casual relationships respectively. 

 

 
 

Figure 1: Casual loop diagram of land transport sector 

3.2 EV diffusion model  

To create the sub-model for the adoption of EVs, the Bass Diffusion Model was 
adopted, which is shown in Figure 2 below.  



 
 

Figure 2: EV diffusion model 
 

The adoption of new technologies has often been found to follow an S-shaped 
curve. Three different phases can characterize the cumulative purchases of innovative 
products: a slow take-up phase, followed by a higher growth phase as the technology 
becomes more prevalent and, finally, slowing growth when the product approaches 
saturation. Diffusion theories try to model the actual shape of diffusion curves i.e. the 
speed and the shape of cumulative adoption of an innovation among a set of prospec-
tive buyers. A widely-used approach in marketing to explain the diffusion is the Bass 
diffusion model (Bass, 1969). The Bass model assumes that potential buyers of an 
innovation can be divided into two groups: Innovators who buy the product first and 
Imitators who, in contrast, buy if others have already bought the product since they 
are influenced by word of mouth (Mahajan, Muller, & Bass, 1990). Analysts routinely 
use the Bass model to explore the market potential for innovative propulsion technol-
ogies. The Bass model is often applied in studies where diffusion plays a critical role. 
For example, diffusion assumptions are key drivers in energy studies like that of (Gar-
rett & Koontz, 2008; Brady & O’Mahony, 2011). Bass, Krishnan, and Jain (1994) 
also show that the Bass model fits sales almost as well as much more complex models 
that seek to correct its limitations (Chandrasekaran & Tellis, 2007). 

 
The number of first-time purchases  at time t can be expressed as follows: 
 =  =  p (M  ) +  q 1 (M  ) 

 
Where: 

: product purchases in period t 
: cumulative product purchases until beginning of period t 

M: cumulative market potential on the whole product's life cycle 
p: coefficient of innovation  
q: coefficient of imitation 
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Decisive for the implementation of the Bass model are the values assigned to the 
two parameters, p and q, which mathematically describe innovation and imitation 
mechanisms. In this study, values of p and q were estimated based on a time series of 
annual electric vehicle sales data from 2006 to 2016 by the method of non-linear least 
squares regression. The resulting value of p is 0.0000219 and q is 0.02. This result is 
consistent with a detailed study made by Cao (2004) and Lamberson (2008), who also 
supports a low p value as compared to other products. The low value of p indicates a 
slower diffusion in the beginning by innovators and subsequently peak sales at a 
much later time. This can be illustrated in Figure 3 below, where a smaller p value 
corresponds to a later peak (Ilonen, 2003). 

 

 
Figure 3: Graph of the Bass model with different values of innovators p 

 
 

4 Results and Discussions 

Two scenarios were simulated using SET.  
 
Scenario 1 (SC1): The business as usual scenario, where no actions were taken to 

curb emissions and  
 
Scenario 2 (SC2):  The alternate scenario, where policies are put in place to reduce 

the emission from the transport sector.  

4.1 Number of Electric Vehicles 

Figure 4 shows the number of Electric vehicles adopted in Singapore from both 
scenarios. Both showed an increasing trend with time but differ greatly in magnitude. 
In SC1, where no efforts were put in place to spur the adoption of electric vehicles, it 



is shown that the population of EV grew from 1 in the year 2006 to 220 in the year 
2050.  This is significantly lesser compared to SC2, where the Singapore government 
introduced one thousandelectric vehicles between the year 2017 to 2020 as part of a 
vehicle sharing scheme. In SC2, the number of EV grew from 1 to 8267 across the 
same period. This suggests that the government’s plan in introducing an additional 
one thousand EVs as well as two thousand charging stations from 2017 to 2020 does 
have some positive effects in encouraging the uptake of electric vehicles.  

 

 
 

Figure 4: Cumulative number of EV adopters 

4.2 Carbon dioxide (CO 2) emission 

Figure 5 shows the carbon dioxide emission from both scenarios. SC1 shows a 
constant growth in emission while SC2 shows a decreasing growth, tending towards a 
limit. The emission at the year 2050 for SC2 is 9.5 Mt, 30% lower than SC1 at 14Mt. 
Contrary to the study led by LTA and NTU, the 30% reduction in CO2 emission was 
achieved even without electrifying 50 % of the vehicle population. Analyzing the 
simulation of SET, it was found that mainly 2 areas, the reduction in vehicle popula-
tion and decreased emission intensity of power generation, were responsible for this 
30% reduction. Since the year 2005, the government has been curbing the vehicle 
growth rate from 2% in the year 2005 to 1% in the year 2012 and subsequently 0.25% 
in the year 2015. This has drastically reduced the projected vehicle population by 
30% from 1.56 million vehicles to 1.06 million vehicles in the year 2050. 
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Figure 5: Annual carbon dioxide emission (ton) 
 
Similarly, Singapore has been opting for cleaner energy sources to fuel electricity 

demand, moving away from petroleum products such as coal and fuel oil to the more 
environmentally-friendly fossil fuel alternative: natural gas. Natural gas now makes 
up 95.5% of Singapore's fuel mix, up from 74.4% in 2005 (EMA 2016). The electrici-
ty grid emission factor decreased from 0.5255 in the year 2005 to 0.4313 in the year 
2015 (EMA, 2016). This greatly reduced the projected CO2 emission from power 
generation by 32% from 2.29Mt to 1.56Mt in the year 2050. 

The results also suggest that the effectiveness of electric vehicle on CO2 emission 
is not very evident in the near term. Figure 4 suggest that at the year 2050, EV adop-
tion is still in its first stage. Generally, there is a very low penetration of pure EV in 
the Singapore market even in the long term till the year 2050. Referencing SC2, EVs 
only represent 0.8% of the vehicle populationin the year 2050, far from the 50% mark 
that the government aims to achieve. Nonetheless, a 30% reduction in CO2 emission 
was still achieved. 

5 Conclusion 

The aim of this study was to suggest a toolkit for policy analysis and this was 
largely demonstrated using System Dynamics thinking as a suitable decision support 
tool for Singapore’s electro-mobility roadmap study. Driven by real-world data, the 
SET SD model adequately captures the essence of the land transport sector in Singa-
pore.  It is capable of developing management flight simulators to aid stakeholders in 
understanding dynamic complexity, identifying sources of policy resistance, and de-
sign more effective policies. The simulation results have given us insights into man-
aging Singapore’s land transport sector. We discovered that the current policies to 
encourage electric vehicles have limited effectiveness to realize the intention of elec-
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trifying 50% of vehicles by 2050. The use of COE to control vehicle population was 
unexpectedly effective in curbing CO2 emission.  

Furthermore, by integrating data mining techniques into SD modelling, it helps to 
create a more evidence- based decision making framework as opposed to the preva-
lent intuitive modelling approach and ad hoc estimation. In this study, data mining 
was utilized to aid in parameter fitting as well as the formulation of the model.  

The approach of combining System Dynamics thinking, together with real-world 
data, could be applied to many other similar situations around the world in which 
policy makers are required to make critical decisions with significant long-term im-
plications, both in transportation systems and beyond. 

6 Recommendations for Further Work 

This In relation to this study, several gaps exist in the SET model that would bene-
fit from further work. 

 
1. Emerging technology the likes of Uber and Grab are changing the transporta-

tion landscape and reshaping the future of mobility. It gave rise to a highly 
technology-driven sharing economy platform, where transportation is sup-
plied “on demand’, often very promptly. This gave users of such platforms 
more modes of transportation and could affect the effectiveness of policies 
that encourages public transportation. A Limits to Success system archetype 
as show in figure 6 between the emerging technology and public transport 
could be included in SET to deliver a more precise simulation. 
 

 
Figure 6: Limits to Success system CLD of public transportation and technology 

 
2. The SET model could be broadened to include energy usage and the associ-

ated GHG emission from the whole country. The usage of EV has a direct 
impact on the energy sector. Several studies have attempted to consider the 
implications of different projections of future EV ownership on the demand 
and peak load of electricity under a range of charging assumptions (Electric 
Power Research Institute, 2007; Center for Entrepreneurship & Technology, 
2009; and Dawar, Lesieutre, & Argonne, 2011). This helps to extend the ca-
pabilities of the model from a policy analysis tool to a more holistic decision 
support tool for transport policy planning.  
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The effects of price on EV adoption could be explored and subsequently included 
in the EV adoption sub-model to model its effects. Krishnan and Jain (1994) suggest-
ed an extended version of the original Bass diffusion model which includes the effects 
of advertising and price changes. The inclusion of such features can better assist the 
Singapore government in reviewing its Carbon Emissions-based Vehi-
cle Scheme (CEVS),  
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Abstract. In this paper the results of capstone analysis is applied to predict a 
weather outcome using a decision-tree model. It examines weather data of the 
capital cities of Australia in a 12 month period to see if the decision-tree models 
can predict rain in Sydney the next day. It produces a decision-tree model with 
the raw weather data for each capital city to make the predictions about this 
outcome. It also aggregates the raw data to provide a combined-city dataset. Fi-
nally, it combines and compresses the raw data for each city using capstone 
modelling. The capstone data for the cities is used to train another decision-tree 
model to see if this provides better predictions of rain in Sydney than those ob-
tained from using single-city models and the combined-city model. The results 
of these comparisons and details of how capstoning works are provided in the 
paper   

Keywords: Weather forecasting. Capstone Modelling, Classification and Re-
gression Trees. Rattle 

1 Introduction 

Weather is a key factor that affects citizens in a variety of ways including as examples 
leisure activities, work attendance and moving from one location to another. It also 
impacts on shopping and use of health services. Adverse weather can be a risk to the 
community by threatening life and property.   

In this paper weather is viewed as the current and predicted near future state of the 
atmosphere for a particular geographic area or location.  In practicable terms, weather 
describes a series of environmental systems characterized by variables and measure-
ments. These can be categorized according to their impact. For instance, the level of 
temperature, the speed and direction of the wind, the amount of light, moisture and 
the amount of solar radiation received at any time influence the weather in a particular 
place. This in turn can affect the behaviours of citizens.  

This paper reports the results of an investigation into weather as a large-scale, 
complex system and how it influences meteorological conditions in a specific geo-
graphic location. Specifically it models the weather conditions in the capital cities in 
Australia to predict whether it will rain the next day in Sydney, New South Wales, 
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Australia. The weather data for the capital cities used in this study include Perth West 
Australia, Adelaide South Australia, Darwin Northern Territory, Brisbane Queens-
land, Canberra Australian Capital Territory, Melbourne Victoria and Hobart Tasma-
nia. 

By using weather measurements such as wind, air pressure, sun shine hours, cloud 
cover, rain and evaporation in these various cities it enabled these datasets to be em-
ployed in a decision-tree model to predict the percentage probability of rain the next 
day in Sydney. This was done in three ways. The first was that the raw weather data 
from each capital city was used to predict this output. The second was to combine the 
raw weather data from all the capital cities bar Sydney to predict the output. The third 
was to combine and compress the data across these cities to predict the same output 
using a method called ‘capstone analysis’.  How capstone works is explained below.  

The remainder of this paper reports the results of using single-city data, combined-
city and the capstone data to predict whether it would rain the next day in Sydney. 
The data used in the analysis is described first.  

2 Methodology 

2.1 Data 

The data set was taken from the Australian Bureau of Meteorology (BOM) website. 
This was for the period 1st November 2008 to 31st October 2009. The dataset con-
tained 12 months of data, and has the following variables. Date, Day, Min Temp, Max 
Temp, Rain, Evaporation, Sunshine hours, Max wind gust (direction, Speed, Time), 
Then Temp, relative humidity, cloud cover, wind direction, wind speed and air pres-
sure for 9am, and for 3pm (see Figure 1 for an extract of the data that can be obtained 
from the BOM website).  

 

 
Fig. 1. An Extract from the Australian Bureau of Meteorology Weather Data 

2.2 Capital-City Models  

The variables used for each capital city decision-tree model to produce the predictions 
for Sydney are listed in Table 1. These variables were converted to their raw values. For 
example, temperatures are converted from Celsius to Kelvin. The idea behind this was 
that where possible that numeric variables should have a ratio scale with a true zero so 
all variations between observations are a true representation of their movements. 
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Table 1. Weather Variables 

Heading  Meaning Units 
Date  Day of the month  Day 
Location  Location of observations Name 
Min Temps  Minimum temperature in the 24 hours to 9am. degrees 

Celsius 
Max Temp Maximum temperaure in the 24 hours from 9am. degrees 

Celsius 
Rainfall Precipitation (rainfall) in the 24 hours to 9am. millimeters 
Evaporation Class A pan evaporation in the 24 hours to 9am  millimeters 
Sunshine Bright sunshine in the 24 hours to midnight  hours 
WindGustDir Direction of strongest gust in the 24 hours to mid-

night 
16 compass 
points 

WindGustSpeed Speed of strongest wind gust in the 24 hours to 
midnight  

kilometers 
per hour 

WindSpeed  Wind speed averaged over 10 minutes intervals kilometers 
per hour 

Humidity  Relative humidity  percent 
Pressure  Atmospheric pressure reduced to mean sea level 

(MSL)   
hectopascals 

Cloud  Fraction of sky obscured by cloud    eighths 
RainToday Did it rain the day of the observation Yes/No 

 
A binary target variable was added to the extracted BOM datasets to indicate if 

there was rain on each day of the one year period that was covered for Sydney. These 
converted datasets were used as inputs in a decision-tree model to predict if it will 
rain the next day.  

The level of moisture had to be > 1mm for it to be judged that it had rained that 
day. This cut-off was selected to allow for days where there were frosts or heavy 
dews but no rain.  

2.3 Capstone Analysis  

Capstone Model (see Figure 2 for an example with weather) is a hierarchy of net-
worked models where a small change in a lower model can have a cascading effect on 
the models higher up the hierarchy. There are parent-child relationships between 
models in the hierarchy. The basic challenge is how to represent data in a cause and 
effect framework which has multiple sources, that exists at different levels, and has 
dynamic properties. The capstone model employed in this study enables these issues 
to be accommodated in the modelling process and be self-adjusting and dynamic 
across the entire model structure. This is the approach used to predict the weather in 
Sydney.  

Using the Results of Capstone Analysis to Predict a Weather Outcome 271



 
Fig. 2. Capstone Model of a Complex System of Events 

In terms of how capstone analysis was applied to the weather data for the capital 
cities, the data for temperature, moisture and wind as examples for each day in each 
city was transformed using the peer relativity transformation formula described at 
Appendix 1 to this paper. This rescales the observations between 0 and 99. The re-
scale is determined by using the maximum value and the minimum value for that 
measurement within the Australian recorded weather observations. This provides a 
uniform rescale for all measurements. 

The transformed scores were then converted to digital hash scores using a formula 
described in Appendix 2 to this paper. The resulting digital hash scores were then 
converted into peer relativity scores and were all combined and compressed into a 
single digital hash score in the middle layer. The resulting digital hash for each day 
was converted to a peer relativity score again and was provided as output in the top 
layer also called ‘capstone layer’. This single score for each day contained all of the 
rolled-up weather data for the selected capital city. This process was repeated for the 
other 364 days of the chosen year. This provided a dataset consisting of capstone 
scores for eight cities for 365 days. This dataset provided the inputs for producing the 
decision-tree predictions of rain in Sydney next day.    

2.4 Decision-Tree Model 

The decision-tree model employed to make predictions with weather data is a version 
of the CART decision tree [1] sourced from the ‘rpart’ package of R. https://cran.r-
project.org/web/packages/rpart/vignettes/longintro.pdf  

This decision tree was chosen, as it is the most popular decision-tree in R and it is 
integrated into the program tools.  

The model was accessed via the ‘Rattle’ package user interface. It has a special log 
window for producing the code and to cut and paste this into other software applica-
tions. More information on Rattle is found at https://cran.r-project.org/ 
web/packages/rattle/rattle.pdf . The standard Rattle method was employed to run the 
decision-tree models where 70 percent of the data was used to train the models and 
the remaining 15 percent was employed to validate and a further 15 percent to test 
their performances [2].  
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The validation dataset is used to test different parameter settings or to test different 
choices of variables of the model.  The testing dataset is only to be used to predict the 
unbiased error of the final results. It is important to note that this testing dataset is not 
used in any way in either building or fine tuning the models. This will provide an 
understanding of the level of accuracy of the model with previously unseen data. The 
model once developed and evaluated was applied to the whole dataset to predict the 
output of rain next day in Sydney.   

An adjustment was also made for the distance of the furthest of the cities in Aus-
tralia from Sydney to make allowances for time zone differences. This was done by 
altering the observations. Adelaide and Darwin in the middle of Australia were ad-
justed by one day and the most western city of Perth by two days. 

Each city dataset containing 365 days of data was scored using the relevant deci-
sion-tree model to give a prediction of Sydney weather the following day. This gave 
365 days of predicted rain for Sydney for each dataset for both individual city and 
combined cities. The predicted results were compared to the actual results and the 
agreement, precision and recall rates for each dataset were derived. The formula for 
deriving each of these performance measurements is listed in Table 2. The above 
steps were repeated for the capstone dataset to produce decision-tree predictions for 
Sydney weather and their performance results. 

 

Table 2. Measurements used to Assess the Performance of the Decision-Tree Models  

Perfor-
mance 

Measurement 

Formula TP = True Positives or those that meet the crite-
rion such as rainy day 

TN = True Negatives or those who do not meet 
the criterion such as dry day 

FP = False Positives or those who appear to be 
positives but are negatives 

FN = False Negatives or those who appear to be 
negatives but are positives

Agree-
ment Rate 

=TP+TN/(TP+T
N+FP+FN) 

Precision =TP/(TP+FP) 
Recall  =TP/(TP+FN)  

3 Results 

The agreement, precision and recall rates for each dataset are shown Table 3 below. 
The results show that decision-tree model produced using capstone analysis produced 
the best results for predicting rain in Sydney next day compared to the results pro-
duced using the individual-city datasets and the combined-city dataset. It had a preci-
sion rate of 72.3 percent in predicting rain next day in Sydney. The precision rate for 
the combined city model was 46.3 percent and for the individual-city other models 
ranged from the low 30s through to the highest of 46.6 percent for the Melbourne, 
Canberra and Brisbane models.  

The capstone decision-tree model also had the highest agreement rate of 87.9 per-
cent indicating it was best predicting days with rain and days without rain the next 
day in Sydney. The next highest was the combined-city model of 75.6 percent. The 
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individual-city models ranged from the high 60s to the mid 70s in their percentage 
agreements. The agreement rates were higher across the board for all datasets than the 
precision rates. This suggests the decision-tree models were better at predicting days 
that were dry rather those that were wet in Sydney.  

The combined-city model had the very high recall rate of 91.7 percent followed by 
the capstone model of 82 percent. Recall rates for the individual-city models tended to 
be low with the best performing decision-tree model being for the Melbourne dataset. 
It had a recall rate of 50.3 percent.   

4 Discussion 

This analysis has focused on the performance of the decision-tree models using 
weather data obtained for capital cities in Australia to predict whether it would rain in 
Sydney next day. Single-city, combined-city and the capstone data were used for this 
purpose.   

Attention was not focused on weather measurements such as wind, air pressure, 
sun shine hours, cloud cover, rain and evaporation that best predict the outcome.  It is 
acknowledged that some of these will be more important than others in making the 
predictions. This issue is not discussed further in this paper.  

Table 3. Performance of the Decision-tree Models for Predicting Rain in Sydney the Next Day 

 Agreement 
Rate 

Precision in 
Predicting Rain 

Recall Rate 

Perth Model 70.0% 36.3% 33.6% 

Adelaide Model 70.6% 38.5% 33.7% 

Darwin Model 67.7% 33.7% 34.0% 

Hobart Model 73.7% 46.0% 44.9% 

Melbourne 
Model 

74.5% 46.6% 50.3% 

Canberra Model 72.3% 40.6% 29.2% 

Brisbane Model  72.3% 40.6% 29.2% 

Sydney Model  73.4% 44.0% 37.1% 

Combined-City 
Model 

75.6% 46.3% 91.7% 

Capstone Model 87.9% 72.3% 82.0% 
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This begs the question why did the model developed using the capstone data per-
form far better than the combined-city and individual-city models using the weather 
data in its raw form in predicting rain in Sydney. The following are suggested reasons 
as there has been no scientific analysis to ascertain what it is about capstoning that 
enabled it to perform better than the other models in making these predictions. This 
would require extensive analysis including testing various combinations of weather 
measurements to establish their impacts on the predicted outcomes.   

Possible reasons why the capstone model performed better than the combined-city 
and the single-city models include: 

• There is a ’boosting’ process occurring inside the capstoning which helps to 
provide superior modelling results  

• The digital hash formula used to compress data is a distance preserving 
transformation so that it brings like measurements together in a similar way 
that clustering algorithms bring like cases together in the same cluster 

Capstone modelling provides a framework for the mapping of data points, the con-
text for the results, and the means for comparing observations. It enables the building 
of an overarching model which is greater than the sum of its parts. Original data is 
transformed using the peer relativity formula and the digital hash formula into differ-
ent combinations based on the analysis being undertaken. The digital hash gives a 
variable result while the peer relativity binning gives a grouped result. By grouping 
the hashed scores, an index which represents any number of observations can be cre-
ated. The digital hashing of groups provides an index of grouped results. This allows 
comparisons between entities using the variables employed in the analysis. This also 
enables dynamic modelling where variables can be changed, inserted or deleted at any 
level. The adjustment has a cascading effect upon the entire model, and depending on 
the significance and sensitivity threshold of its contribution to the model.  

In terms of an analogy, capstone analysis appears to operate in a similar manner to 
an artificial neural network where there is an input layer, a middle layer and an output 
layer. Instead of learning the patterns in the connections between the nodes of the 
neural net, capstone analysis transforms and combines scores for variables in the lay-
ers of the hierarchy to produce an output in the top layer. The capstone output in the 
top layer includes implicitly the complexities of the weather events in the cities that 
are used as inputs to this process. 

There are many different uses of capstone analysis. It has been used with social 
networking analysis, decision making mapping, surveys analysis, sensor measure-
ments, autonomous control, role play games, master character mapping and text min-
ing. Though the evidence here is anecdotal it has been used to analyze populations to 
find very hard to identify cases of fraud and abuse – what are sometimes referred to as 
finding ‘needles in the haystack’. 

There are many potential uses of capstone analysis. It needs to be explored more 
extensively via the use of other datasets and its application to a broad range of issues 
to see how it fares. This would help confirm the usefulness of the process and whether 
it adds another capability to the ‘armory’ of those who analyze data to discover hard 
to detect cases and issues and those who seek to obtain superior modelling results.   
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5 Conclusion 

Capstone analysis is a recently developed tool for analyzing data. Its major ad-
vantages are that it can combine qualitative and quantitative data together in com-
pressed form that can capture the relationships between components that make a cap-
stone and that it can be used for both supervised and unsupervised learning. It requires 
extensive testing and evaluation to confirm its efficacy and to assess its ubiquity. 
Until this is done any preliminary results that arise from the use of this technique are 
tentative. This applies to the results reported in this paper. 

For those who would like to know more about the capstone methodology contact 
Tony Nolan, tony@g3n1u5.com 
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Appendix 1 

Nolan’s Peer Relativity Transform 
 

This is about taking an observation, which is defined by a series of characteristics. 
These characteristics define a subpopulation. Each subpopulation is extracted from 
the entire population, and the observation is then assigned a value which is relative to 
all the other members of that sub-population. For example, if an observation has five 
different characteristics to describe it, then that observation exists in five different 
subpopulations, and hence that value will be represented five different times, each 
representation ranging with values between 0 and 99.   

 
The formula for doing this transformation of scores is: 
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Appendix 2 

Digital Hash Scores 
 

This is a distance preserving discrete cosine transformation used to provide a digital 
fingerprint score for one or more variable scores. A digital fingerprint is an index 
value which can only be calculated by a unique combination of observations, either 
within the same variable, or across a number of variables. While it is not a perfect 
digital hash, it is reliable within the limitations defined by the matrix. To date the hash 
has worked across over 200 observations.  

 
The formula for calculating a hash score is: 
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Abstract. The use of computer networks has increased significantly in recent 
years. This proliferation, in combination with the interconnection of networks 
via the Internet, has drastically increased their vulnerability to attack by mali-
cious agents. The wide variety of attack modes has exacerbated the problem in 
detecting attacks. Many current intrusion detection systems (IDS) are unable to 
identify unknown or mutated attack modes or are unable to operate in a dynam-
ic environment as is necessary with mobile networks. As a result, it has become 
increasingly important to find new ways to implement and manage intrusion de-
tection systems. Classification-based IDS are commonly used, however, they 
are often unable to adapt to dynamic environments or to identify previously un-
known attack modes. Fuzzy-based systems accommodate the imprecision asso-
ciated with mutated and previously unidentified attack modes. This paper pre-
sents a novel approach to intrusion detection using fuzzy clustering of TCP 
packets based upon a reduced set of features. The method is shown to provide 
superior performance in comparison to traditional classification approaches.  In 
addition, the method demonstrates improved robustness in comparison to other 
evolutionary-based techniques. 

Keywords: fuzzy clustering, fuzzy classification, intrusion detection, network 
security. 

1 Introduction 

As the use of computer networks becomes commonplace in society and users re-
quire more mobility, networks have been subjected to a dramatic increase in intru-
sions and malicious attacks.  This necessitates finding more reliable and robust tech-
niques to protect networks.  Intrusion detection systems (IDS) provide network ad-
ministrators with a tool to recognize normal and abnormal behavior of network traffic 
packets.  An IDS is capable of identifying network intrusions, including malicious 
attacks, unauthorized access, and other anomalous behaviors. Due to the enormous 
volume of traffic now experienced by networks, application of big data analytics pro-
vides a promising approach to identifying intruders. 

The majority of IDS utilize supervised or unsupervised pattern-recognition tech-
niques to construct meta-classifiers which are then used for intrusion detection.  These 
methodologies include statistical models, immune system approaches, protocol verifi-
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cation, file and taint checking, neural networks, whitelisting, expression matching, 
state transition analysis, dedicated languages, genetic algorithms, and burglar alarms 
[1, 2].  These techniques function satisfactorily only in well-defined environments.  
However, they are unable to identify complex or unknown attacks, or to adapt to dy-
namic environments such as mobile networks.  Clustering provides a classification 
technique, however, many of these approaches only identify elementary attacks and 
fail when confronted with complex or unknown attacks [3]. 

Fuzzy clustering has been shown to be superior to traditional clustering and it 
overcomes the limitation imposed by unknown attack modes and dynamic environ-
ments [4]. Despite its superior performance, most current methods experience limita-
tions. Jiang [5] attempted to use a modified fuzzy c-means clustering algorithm, how-
ever, the system produces a poor 75-85% success rate. Other attempts suffer from a 
high rate of false positives [6, 7, 8]. 

This research uses fuzzy c-means clustering to classify TCP packets as normal or 
an intruder. However, this approach does not implement the modifications that hin-
dered Jiang’s [5] success rate. The clusters are formed by analyzing very large da-
tasets of TCP packets. Initial testing has shown it to provide excellent identification of 
malicious packet without the high false positive rate. 

Section 2 provides background on existing intrusion detection methods with a dis-
cussion of the advantages and limitation of each, an industry-standard test dataset, and 
the concept behind fuzzy c-means clustering. The proposed method is described in 
Section 3. Section 4 describes testing of the proposed fuzzy clustering IDS and the 
test results. Conclusions and directions for future research regarding the fuzzy cluster-
ing IDS are in Section 5. 

2 Background 

2.1 Network Traffic Dataset 

When comparing the performance of various intrusion detection techniques, it is 
vital to use a common dataset for testing. The KDD Cup 1999 Dataset [21] has be-
come the de facto standard for testing intrusion detection security systems. The KDD 
dataset was developed by MIT Lincoln Labs from the 1998 DARPA Intrusion Detec-
tion Evaluation Program. The program simulated a typical U. S. Air Force network as 
it was subjected to a variety of attacks. The dataset was created using a simulated 
military network environment mimicking a typical U.S. Air Force local area network 
subjected to normal traffic and simulated attacks. The dataset is comprised of 4GB of 
compressed TCP dump data including approximately 5 million connection records 
collected over a seven week period of network traffic. Each record contains forty-one 
qualitative and quantitative features which were extracted from the TCP connection 
data. The features include three categories: (1) basic features of the individual TCP 
connections, (2) content features within a connection, and (3) features regarding error 
rates using a two-second time window. Each record also includes a flag indicating 



whether it is normal or an intrusion. Abnormal connections specify the type of attack 
represented by the connection. 

The KDD dataset contains 24 known types of simulated attacks. In addition, 14 
unknown types of attacks are included to test a systems ability to detect previously 
unknown novel attack modes or mutated attackers. The simulated attacks include all 
four of the most common categories of attack: 

1. Denial of service (DoS). DoS attacks make the host computer or network unavaila-
ble for intended users. This is usually accomplished by flooding the host with TCP 
packets in order to overload the server. It may also be facilitated by targeting bugs 
in the system or exploiting flaws in the system configuration 

2. User to root (U2R). In U2R attacks, the attacker gains access using a normal user 
account. Once access has been established, the intruder is able to exploit vulnera-
bilities in the system to gain root access. The two most common U2R attacks are to 
overflow the static buffer and to initiate program race conditions. 

3. Remote to user (R2L). In R2L attacks, the attacker sends packets through a legiti-
mate user’s machine to the host. The intruder then gains access as a legitimate user 
by exploiting vulnerabilities in server software and/or security policies. 

4. Probing (PROBE). Probe attacks are characterized by the attacker scanning a net-
work to collect information in order to recognize known vulnerabilities. Probe at-
tacks frequently use port scanning. 

2.2 Fuzzy C-Means Clustering 

Unlike traditional clustering, fuzzy c-means (FCM) clustering method allows one 
data item to belong to many clusters. The amount to which an item belongs to a clus-
ter is expressed as a fuzzy set. FCM was developed by Dunn [10] and revised by 
Bezdek [11, 12]. 

The partitioning of data into c clusters is based on minimization of the generalized 
least-squared errors objective function 

 ( ; , ) = ( )  (1) 

where Z is a vector containing the data such that 

 = { , , … , }  (2) 

Thus, zk is the kth of the d-dimensional measured data and vi is the d-dimensional 
centroid of the ith cluster. U is the fuzzy c-partition of Z containing the fuzzy mem-
bership functions corresponding to each data item defined as 

 = [ ]  (3) 

V is a vector of the cluster centers, or centroids, 

 = { , , … , }  (4) 
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The squared distance between any data item, zk, and a cluster centroid, vi, is deter-
mined as the inner-product distance using the A-norm as 

 AA = = ( ) ( ) (5) 

The A-norm is a matrix that normalizes the data set. In practice, the A-norm may be a 
Euclidean, Diagonal, or Mahalonobois norm. 

The weight associated with each squared error is (uik)m where the weighting expo-
nent, or fuzziness parameter, m controls the weight of the squared errors and, thus, 
determines the fuzziness of the clustering.  Larger values of m result in more fuzzi-
ness in the memberships.  While m may be any value greater than or equal to 1, test-
ing has indicated that for most data, 1.5  m  3.0 yields appropriate results [11]. 

Fuzzy clustering is accomplished by iterative optimization of the objective func-
tion, J. In each iteration, the membership functions uik and the cluster centroids vi are 
updated using 

 = A A /( ) ,   1 ,   1  (6) 

and 

 = ( )( ) ,   1  (7) 

Fuzzy c-means clustering (FCM) for this research is accomplished using the meth-
od shown in Figure 1. 

3 Network Security Using Fuzzy Clustering 

The network security system has three basic phases as shown in Fig. 2. The first 
two phases construct the classification system, and the third is the actual intrusion 
detection system. The phases are as follows: 

1. Feature subset selection. Use dimension reduction techniques to reduce the num-
ber of TCP packet features necessary to classify a packet in a fuzzy cluster. 

2. Fuzzy clustering. Apply fuzzy clustering to identify the centroid of n clusters. La-
bel those clusters which are populated predominantly by malicious packets. 

3. Classify incoming TCP packets. As packets arrive, determine the degree of mem-
bership in each cluster and flag those which demonstrate a strong association with 
clusters designated as malicious. 

 



 
Fig. 1. Fuzzy c-means clustering (FCM) algorithm 
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Fig. 2. Phases of the clustering security system 

 

3.1 Feature Subset Selection 

The fuzzy c-means clustering algorithm in Figure 1 computes the distance of each 
data item zk to the each cluster centroid vi. Both zk and vi are in d-dimensional space 
where d is the number of features in the TCP packet used for clustering. Therefore, it 
is desirable to reduce the number of features in order to reduce the complexity of the 

Initialize the following parameters: 
 data set Z 
 number of clusters 1 < c < N 
 weighting exponent m 
 termination tolerance  > 0 
 norm-inducing matrix A 

 
Initialize the partition matrix randomly, such that U(0) Mfc 

 
Repeat for each iteration l = 1, 2, … 
 

1. Compute the cluster centroids: 

 ( ) = ( )( ) ,   1  (8) 

2. Compute the distance of each data item to the new cluster centroids: 

 A = ( ) ( )  (9) 

3. Update the partition matrix: 

 ( ) = A A /( ) ,   1  (10) 

4. If ( ) ( ) <  , then STOP,  
else go to step 1. 
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cluster, as well as for the classification in the final intrusion detection system in the 
third phase which performs the classification of incoming packets. The limitations of 
traditional dimension reduction techniques based on statistics and genetic clustering 
has been demonstrated [1].  Therefore, a genetic algorithm (GA) is used for feature 
subset selection with each chromosome corresponding to a candidate feature subset.  
Each chromosome is encoded as a string of 0’s and 1’s with the number of bits equal 
to the total number of features.  Each bit represents a particular feature.  If the bit is a 
‘1’, it indicates the attribute is to be used for training, while a ‘0’ indicates the attrib-
ute is not to be used.  A GA determines the optimal set of features to be used for train-
ing the rule set.   

3.2 Creation of Fuzzy Clusters 

The FCM algorithm is applied to a set of test data to compute the cluster centroids 
for N clusters. After the clusters have been established, label any clusters which are 
populated predominantly by malicious packets as attack clusters. 

3.3 Using Fuzzy Clusters for Intrusion Detection 

Once the clusters have been established and labeled as normal or malicious, the in-
trusion detection system is ready to identify new TCP packets. For each packet in the 
test data, determine its membership in each cluster, uik.  If the membership exceeds a 
predetermined threshold, , for any malicious cluster, the system will block that pack-
et and provide an alert identifying the packet and the mode of attack. Although the 
initial creation of the fuzzy clusters is computationally expensive, classification of 
individual packets does not hinder the speed of the intrusion detection system. 

4 Testing and Results 

The fuzzy clustering intrusion detection approach was tested using the KDD Cup 
1999 Dataset [9].  The genetic algorithm was used for feature subset reduction.  The 
GA used a 10% training subset of the KDD dataset.  The training data contained ap-
proximately 500,000 connection records. 

Feature subset selection in the first phase of the algorithm reduced the original 41 
features available in a packet to a more manageable subset of 8 features: 

 
 duration number of seconds of the connection 
 src_bytes number of data bytes from source to destination 
 num_failed_logins number failed login attempts 
 root_shell 1 if root shell is obtained; 0 otherwise 
 num_access_files number of operations on access control files 
 serror_rate percent of connections with “SYN” errors 
 same_srv_rate percent of connections to same service 
 srv_count number of connections to same service in past 2 seconds 



 
Once the 8 features were identified, the FCM algorithm was applied to create 5 

fuzzy clusters, one for each category of attack and one for normal packets. 
The system was tested using the complete set of five million connection records in 

the KDD dataset. The full dataset contains 14 types of intrusion attacks not present in 
the training data. The new IDS successfully identified most of the intrusion attacks 
with a 98% success rate and a false positive rate of only 2%. 

A second test was run to observe the effect of classifying each type of intrusion, ra-
ther than a single category for including all types of intrusions. In this test, 26 clusters 
were created: one for each of the 24 known types of simulated attacks, one for un-
known types of attacks, and one for normal packets. This resulted in a 99% success 
rate and only 1.5% false positives. While this send test demonstrated a better accura-
cy, it suffered from excessive computation in determining the fuzzy membership of 
each packet in each of 26 clusters. 

Table I provides a comparison of the fuzzy-genetic IDS with the other methods al-
so using the KDD dataset.  The proposed FCM system had the best intrusion detection 
rate and false positive rate of those In addition, the new system was able to correctly 
identify each of the 14 types of intrusions not in the training data.  This demonstrates 
the robustness of the FCM approach 

 

Table 1. Performance Comparison of IDS Methods 

 
 

5 Conclusions and Future Research 

Initial testing of the fuzzy clustering approach for network security provided prom-
ising results. However, using only 5 clusters allowed too many malicious packets to 
go unidentified. While increasing the clusters to 26 allowed improved identification 
of attacks, the computational time became prohibitive for real world operation. 

IDS Method Intrusion Detection 
Rate 

False Positive 
Rate 

Fuzzy Clustering with Radial Basis 
Function [5] 90% 2% 

Fuzzy Clustering with Simulated 
Annealing [6] 95% 11% 

Fuzzy Clustering with Particle 
Swarm Optimization [7] 95% 2% 

Proposed FCM IDS with 5 clusters 98% 2% 

Proposed FCM IDS with 26 clusters 99% 1.5% 
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Further research is required to determine the optimal number of clusters and how 
they should be divided to improve performance without impacting computational 
time. Additional Research to test various feature subset reduction techniques is 
planned. Reducing the number of features will reduce the computational complexity 
of the FCM approach. Further research is planned to test and evaluate the membership 
threshold in clusters for identifying attacks to determine the optimal membership for 
identification of malicious packets. Once these issues have been resolved, testing 
using datasets than the 4GB KDD dataset and in a real world environment will be 
conducted. There are also plans to incorporate the ability to learn new clusters or ad-
just cluster centroids based upon newly discovered attack modes 
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Abstract In today’s highly competitive global market, winning requires near-
perfect quality. Although most mature organizations operate their processes at
very low defects per million opportunities, customers expect completely defect-
free products. Therefore, the prompt detection of rare quality events has become
an issue of paramount importance and an opportunity for manufacturing compa-
nies to move quality standards forward. This paper presents the learning process
and pattern recognition strategy for a knowledge-based intelligent supervisory
system; in which the main goal is the detection of rare quality events through
binary classification. The proposed strategy is validated using data derived from
an automotive manufacturing systems. The l1-regularized logistic regression is
used as the learning algorithm for the classification task and to select the fea-
tures that contain the most relevant information about the quality of the process.
According to experimental results, 100% of defects can be detected effectively.

Keywords l1-regularized logistic regression · Defect detection · Intelligent su-
pervisory system · Quality Control · Model selection criterion

1 Introduction

In today’s highly competitive global market, winning requires near perfect qual-
ity, since intense competition has led organizations to low profit margins. Con-
sequently, a warranty event could make the difference between profit and loss.
Moreover, customers use internet and social media tools (e.g., Google product
review) to share their experiences, leaving organizations little flexibility to re-
cover from their mistakes. A single bad customer experience can immediately
affect companies’ reputations and customers’ loyalty.

In the quality domain, most mature organizations have merged business ex-
cellence, lean production, standards conformity, six sigma, design for six sigma,
and other quality-oriented philosophies to create a more coherent approach [1].
Therefore, the manufacturing processes of these organizations only generate a
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Acronyms Definition

AI Artificial Intelligence
CM Confusion Matrix
CV Cross-Validation
FN False Negatives
FP False Positives
FS Feature Selection
ISCS Intelligent Supervisory Control Systems
KB Knowledge-Based
LASSO Least Absolute Shrinkage and Selection Operator
LR Logistic Regression
LP Learning Process
ML Machine Learning
MPCD Maximum Probability of Correct Decision
PR Pattern Recognition
TN True Negatives
TP True Positives
UMW Ultrasonically Metal Welding

Table 1: Acronyms Table

few defects per million of opportunities. The detection of these rare quality
events represents not only a research challenge, but also an opportunity to move
manufacturing quality standards forward.

Impressive progress has been made in recent years, driven by exponential
increases in computer power, database technologies, Machine Learning (ML)
algorithms, optimization methods and big data [2]. From the point of view of
manufacturing, the ability to efficiently capture and analyze big data has the
potential to enhance traditional quality and productivity systems. The primary
goal behind the generation and analysis of big data in industrial applications is
to achieve fault-free (defect-free) processes [3, 4], through Intelligent Supervisory
Control Systems (ISCS) [5].

A Learning Process (LP) and Pattern Recognition (PR) strategy for a knowledge-
based ISCS is presented, aimed at detecting rare quality events from manufac-
turing systems. The defect detection is formulated as a binary classification
problem, in which the l1-regularized logistic regression is used as the learning
algorithm. The outcome is a parsimonious predictive model that contains the
most relevant features.

The proposed strategy is validated using data derived from an automotive
manufacturing systems; (1) Ultrasonically Metal Welding (UMW) battery tabs
from a battery assembly process. The main objective is to detect low-quality
welds (bad).

The rest of this paper is organized as follows. It starts with a review of the
theoretical background of this research in section 2. Then, section 3 describes
the pattern recognition strategy, followed by an empirical study in section 4.
Finally, section 5 concludes the paper.
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2 Theoretical Background

The theoretical background of this research is briefly reviewed.

2.1 Machine Learning and Pattern Recognition

As discussed by [6], “As an intrinsic part of Artificial Intelligence (AI), ML
refers to the software research area that enables algorithms to improve through
self-learning from data without any human intervention”. ML algorithms learn
information directly from data without assuming a predetermined equation or
model. The two most basic assumptions underlying most ML analyses are that
the examples are independent and identically distributed, according to an un-
known probability distribution. On the other hand, PR is a scientific discipline
that “deals with the automatic classification of a given object into one from a
number of different categories (e.g., classes)” [7].

In ML and PR domains, generalization refers to the prediction ability of a
learning algorithm model [8]. The generalization error is a function that measures
how well a trained algorithm generalizes to unseen data.

In general, the PR problem can be widely broken down into four stages: (1)
Feature space reduction, (2) Classifier design, (3) Classifier selection, and (4)
Classifier assessment.

2.2 Feature Space Reduction

The world of big data is changing dramatically, and feature access has grown
from tens to thousands, a trend that presents enormous challenges in the Feature
Selection (FS) context. Empirical evidence from FS literature exhibits that dis-
carding irrelevant or redundant features improves generalization, helps in under-
standing the system, eases data collection, reduces running time requirements,
and reduces the effect of dimensionality [9–14]. This problem representation
highlights the importance of finding an optimal feature subset. This task can be
accomplished by FS or regularization.

Feature Selection The FS methods broadly fall into two classes: filters and
wrappers [15].

Filter methods select variables independently of the classification algorithm
or its error criteria, they assign weights to features individually and rank them
based on their relevance to the class labels. A feature is considered good and
thus selected if its associated weight is greater than the user-specified thresh-
old [9]. The advantages of feature ranking algorithms are that they do not over-fit
the data and are computationally faster than wrappers, and hence they can be
efficiently applied to big data sets containing many features [10].

is a well-know rank-based algorithm, the basic idea for numerical
features is to estimate the quality of each according to how well their values dis-
tinguish between instances of the same and different class labels. searches
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for a k of its nearest neighbors from the same class, called nearest hits, and also
a k nearest neighbors from each of the different classes, called nearest misses,
this procedure is repeated m times, which is the number of randomly selected
instances. Thus, features are weighted and ranked by the average of the distances
(Manhattan distance) of all hits and all misses [16] to select the most important
features [17], developing a significance threshold τ . Features with an estimated
weight below τ are considered irrelevant and therefore eliminated. The proposed
limits for τ are 0 < τ ≤ 1/

√
αm [16]; where α is the probability of accepting an

irrelevant feature as relevant.

Regularization Another approach for feature space reduction is l1-regularization.
This method trims the hypothesis space by constraining the magnitudes of the
parameters [18]. Regularization adds a penalty term to the least square function
to prevent over-fitting [19]. l1-norm formulations have the advantage of gen-
erating very sparse solutions while maintaining accuracy. The classifier-fitted
parameters θi are multiplied by a coefficient λ to shrink them toward zero. This
procedure effectively reduces the feature space and protects against over-fitting
with irrelevant and redundant features. The value of λ can be tuned through
validation or CV. Regularization methods may perform better than FS meth-
ods [20].

2.3 Classifier Design, Selection and Assessment

A classifier is a supervised learning algorithm that analyzes the training data
(e.g., data with a class label) and fits a model. In a typical PR analysis, the
training data set is used to train a set of candidate models using different tuning
parameters.

It is important to choose an appropriate validation or CV method to evaluate
the generalization ability of each candidate model, and select the best, according
to a relevant model selection criterion.

For information-theoretic model selection approaches in the analysis of em-
pirical data refer to [21]. Common performance metrics for model selection based
on recognition rates —correct decisions made— can be found in [22].

For a data-rich analysis, it is recommended the hold-out validation method,
an approach in which a data set is randomly divided into three parts: training
set, validation set, and test set. As a typical rule of thumb, 50 percent of the
initial data set is allocated to training, 25 percent to validation, and 25 percent
to testing [23].

Once the best candidate model has been selected, it is recommended that the
model’s generalization performance be tested on a new data set before the model
is deployed. This can also determine whether the model satisfies the learning
requirement [23]. The generalization performance can be efficiently evaluated
using a Confusion Matrix (CM).

Machine Learning and Pattern Recognition Techniques for Information Extraction 289



Confusion Matrix In predictive analytics, a CM [22] is a table with two
rows and two columns that reports the number of False Positives (FP), False
Negatives (FN), True Positives (TP), and True Negatives (TN). This allows
more detailed analysis than just the proportion of correct guesses since it is
sensitive to the recognition rate by class.

A type-I error may be compared with a FP prediction, and it is denoted by
the greek letter α. On the other hand, a type-II error may be compared with
a false FN, and it is denoted by the greek letter β [24]. Alpha, and beta are
estimated by:

α =
FP

FP + TN
, (1)

β =
FN

FN + TP
. (2)

2.4 Logistic Regression

Logistic Regression (LR), which uses a transformation of the values of a linear
combination of the features, is widely used in classification problems. It is an
unconstrained convex problem with a continuous differentiable objective function
that can be solved either by the Newton’s method or the conjugate gradient. LR
models the probability distribution of the class label y, given a feature vector
x [25].

P (y = 1|x; θ) = σ(θT x) =
1

1 + exp(−θT x)
. (3)

where θ ∈ R
N are the parameters of the LR model and σ(·) is the sigmoid func-

tion. The sigmoid curve (logistic function), maps values in (−∞,∞) to [0, 1]. The
discrimination function itself is not linear anymore, but the decision boundary
is still linear.

Under the Laplacian prior p(θ) = (λ/2)N exp(−λ||θ||1)(λ > 0), the Maximum
A Posteriori (MAP) estimate of the parameters θ is:

min
θ

M∑
i=1

− log p(y(i)|x(i); θ) + λ||θ||1. (4)

This optimization problem is referred to as l1-regularized LR. This algorithm is
widely applied in problems with small training sets or with high dimensional in-
put space. However, adding the l1-regularization makes the optimization problem
computationally more expensive to solve. For solving the l1-regularized LR [26],
the Least Absolute Shrinkage and Selection Operator (LASSO) is an efficient
method.

2.5 Intelligent Supervisory Control Systems

ISCS s are computer-based decision support systems that incorporate a variety of
AI and non-AI techniques to monitor, control, and diagnose process variables to
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assist operators with the tasks of monitoring, detecting, and diagnosing process
anomalies, or in taking appropriate actions to control processes [27]. Developing
and deploying an ISCS requires a lot of collaborative intellectual work from
different engineering disciplines.

There are three general solution approaches for supporting the tasks of mon-
itoring, control, and diagnosis: (1) data-driven, for which the most popular tech-
niques are Principal Component Analysis, Fisher discriminant analysis, and Par-
tial Least-Squares analysis; (2) analytical, an approach founded in first principles
or other mathematical models; and (3) Knowledge-Based (KB), founded in AI,
specifically Expert Systems, Fuzzy Logic, ML, and PR [27, 28].

Due to the explosion of industrial big data, KB-ISCS s have received great
attention. Since the scale of the data generated from manufacturing systems
cannot be efficiently managed by traditional process monitoring and quality
control methods, a KB scheme might be an advantageous approach.

3 Learning Process and Pattern Recognition Strategy

The proposed LP and PR strategy for a KB-ISCS considers the l1-regularized
LR as the learning algorithm. Fig. 1 displays the proposed strategy, which uses
the hold-out data partition method (framed into a 4-stage approach). The input
is a set of candidate features, the outcome is a parsimonious predictive model
that contains the most relevant features to the quality of the product. This model
is used to detect rare quality events in manufacturing systems. The candidate
features can be derived from sensor signals following typical feature construction
techniques [29] or from process physical knowledge.

Candidate 
Features

Feature Space 
Reduction

Classifier 
Design

Classifier 
Selection

Classifier 
Assessment

Predictive 
Model

Training Set Validation 
Set Test Set

Input Output

Fig. 1: Learning process and pattern recognition framework.

Two main assumptions that must be satisfied are: (1) the faulty events must
be generated during the manufacturing process and captured by the signals; (2)
since the LR learning algorithm is a linear classifier, the decision boundaries
between the two classes must be linear. Due to the dynamic nature of manufac-
turing systems, the predictive model should be updated constantly to maintain
its generalization ability.
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3.1 Feature Space Reduction

The goal of this stage is to eliminate irrelevant features from the analysis. For
manufacturing processes, massive amounts of data and the lack of a comprehen-
sive physical understanding may result in the development of many irrelevant
features. This problem representation highlights the importance of preprocessing
the data. The algorithm is used to obtain the feature ranking, and the
associated weight of each feature is compared with τ to eliminate the irrelevant
ones.

3.2 Classifier Design

The main goal of this stage is to design the classifier and to identify which
features contain the most relevant information to the quality of the product.
While the classifier is aimed to detect rare quality events, the features included
in the predictive model may provide valuable engineering information. Although
feature interpretation is out of the scope of this approach, analyzing the data-
derived predictive model from a physics perspective may support engineers in
systematically discovering hidden patterns and unknown correlations that may
guide them to identify root causes and solve quality problems.

The training set is used to fit n-candidate l1-regularized LR models by vary-
ing the penalty value λ. It is recommended to start with the largest value of
λ that gives a non-null model (i.e., a model with the intercept only), and from
that point decrease the value of λ to develop more candidate models with more
features. The rationale behind this approach is that the form of the model is
not known in advance; therefore, it can be approximated by generating a set
of candidate models. This analysis can be computationally performed using the
LASSO method in MATLAB or R.

Optimal Classification Threshold The goal of this step is to obtain the
classification threshold of each candidate model. Since faulty events rarely occur,
the data set is highly unbalanced. Therefore, the 0.5 threshold may not the
optimal classification threshold, and accuracy [22] may be a misleading indicator
of classification performance. To address this scenario, the Maximum Probability
of Correct Decision (MPCD) criterion is used [30, 31]. A model selection criterion
that tends to be very sensitive to FN s — failure to detect a quality event — in
highly unbalanced data. MPCD is estimated by:

MPCD = (1 − α)(1 − β). (5)

Since MPCD is used as a model selection criterion, gamma (γ), the opti-
mal classication threshold with respect to MPCD of each candidate model is
obtained. γ is found by enumerating all candidate classification thresholds (mid-
points between two consecutive examples), and estimating the MPCD at each
threshold. γ is the maximum value of all candidate classification thresholds, a
graphical representation of this procedure is shown in Fig. 4.
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3.3 Classifier Selection

In the context of PR, the primary purpose of this stage is to select the best
candidate model with respect to generalization (MPCD). The validation data
set is used to estimate the MPCD of each candidate model, and the model with
the highest value should be selected.

3.4 Classifier Assessment

The generalization performance of the selected model is evaluated on the testing
set. The classifier must be assessed without the bias induced in the validation
stage. This stage ensures that the model satisfies the learning target; due to the
nature of the problem, FN s are the main concern. The target can be simplified
to develop a model that produces zero or nearly zero FN s with the least possible
number of FPs.

4 Empirical study

To show the effectiveness of the proposed strategy, an automotive case study is
presented.

4.1 Ultrasonic Metal Welding

UMW is a solid state bonding process that uses high frequency ultrasonic vibra-
tion energy to generate oscillating shears between metal sheets clamped under
pressure. It is an ideal process for bonding conductive materials such as copper,
aluminum, brass, gold, and silver, and for joining dissimilar materials. Recently,
ultrasonic metal welding has been adopted for battery tab joining in the manu-
facturing of vehicle battery packs. Creating reliable joints between battery tabs
is critical because one low-quality connection may cause performance degrada-
tion or the failure of the entire battery pack. It is important to evaluate the
quality of all joints prior to connecting the modules and assembling the battery
pack [13].

The data used for this analysis is derived from an UMW of battery tabs.
A very stable process, that only generates a few defective welds per million of
opportunities. However, all the welds in the battery must be good for the unit
to function. This problem representation not only highlights the engineering
intellectual challenge but also the importance of a zero-defects policy.

The collected data set contains a binary outcome (good/bad) with 54 fea-
tures derived from signals (e.g., acoustics, power, and linear variable differential
transformers) following typical feature construction techniques [29]. The data
set is highly unbalanced since it contains only 36 bad batteries out of 40,000
examples (0.09%). The data set is partitioned following the hold-out validation
scheme (including bads in each data set): training set (20,000), validation set
(10,000), and testing set (10,000).
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Feature Space Reduction In order to eliminate irrelevant features, the data
set is initially preprocessed using the ReliefFalgorithm.ReliefF is run with k = 5
nearest neighbors and a significance threshold of τ = 0.031622, (calculated based
on 1/

√
αm — α = 0.05, and m = 20, 000). According to the algorithm, feature

26 is the most important feature, while feature 14 is the lowest quality feature.
Fig. 2 summarizes the feature ranking and which features are selected based τ .
According to , 43 features —out of 54— should be selected.
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Fig. 2: Feature ranking and selection using ReliefF.

Classifier Design The training set was used to fit 100 regularized LR models.
The LASSO method was applied to estimate the fitted least-squares regression
coefficients for a set of 100 regularization coefficients λ, starting with the largest
value of λ that gives a non-null model (i.e., a model with the intercept only).
However, the non-null model is not included in the analysis since its estimated
MPCD equals zero. Fig. 3a displays each candidate model’s associated value of
λ, Fig. 3b the number of features, and Fig. 3c the associated values of γ. As
shown by Fig. 3a and Fig. 3b, the number of features decreases as the value of
λ increases, therefore, selecting the right model is one of the main challenges.

Optimal Classification Threshold Figure 4 shows the optimal classification
threshold search of candidate model 69.

Classifier Selection The goal is to select the candidate model with the highest
MPCD. In the context of the problem that is being solved, the goal is to detect
low-quality welds. Due to the relevance of failing to detect a potential defect, the
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type-II error is the main concern of this analysis; for this reason, the MPCD is
also used as a model selection criteria. The estimated MPCD, α, and β of each
model are summarized in Fig. 5.
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Fig. 5: Generalization performance of candidate models.

According to the selection criteria, model 69 is the best candidate, with an
estimated MPCD of 0.8825 (α = 0.0071, β = 0.1111) and 11-relevant features,
varying the values of λ helped to identify the most relevant features. The coef-
ficients are shown in Table 2. The value of γ for this model is 0.0073, meaning
that any value estimated by the logistic function below this threshold will be
classified as 0 (i.e., good), or 1 (i.e., bad) otherwise.

While is clear there are other models with less features and very similar
MPCD, this is accomplished at the expense of FP. Figure 5b and Fig. 3b, show
that decreasing the number of features significantly increases α.

Classifier Assessment The importance of this final step is to assess the clas-
sifier without the bias induced in the validation stage, and to ensure the model
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Coef Value Coef Value Coef Value Coef Value Coef Value Coef Value

θ0 372.24 θ4 -0.0077 θ5 29.68 θ9 3.20 θ21 0.0019 θ22 -0.0015
θ26 -0.0122 θ30 -0.0018 θ31 -0.0035 θ32 0.0536 θ36 0.0108 θ48 1.7122

Table 2: Coefficients of model 69.

satisfies the learning target; due to the nature of the problem, FN s are the main
concern. Therefore, the goal can be simplified to develop a model that produces
zero or nearly zero FN s with the least possible number of FPs.

The estimated MPCD of the final model on the testing data is 0.9956, with an
estimated β = 0 and α = 0.0044. The testing set includes approximately 10,000
records, with seven bad batteries. The classifier correctly classified the seven bad
units and only misclassified 44 good units. Recognition rates are summarized
on Table 3. According to model assessment results, LR not only shows high
prediction ability, but also did not commit any type-II error.

Declare good Declare bad

good 9949 44
bad 0 7

Table 3: Confusion Matrix

5 Conclusions and Future Work

Today’s business environment sustains mainly those companies committed to a
zero-defects policy. This quality challenge was the main driver of this research,
where a LP and PR strategy was developed for a KB-ISCS. The proposed ap-
proach was aimed at detecting rare quality events in manufacturing systems and
to identify the most relevant features to the quality of the product. The defect
detection was formulated as a binary classification problem and validated in a
data set derived from an automotive manufacturing system. The main objective
was to detect low-quality welds (bad) from the UMW of battery tabs from a
battery assembly process.

The l1-regularized LR was used as the learning algorithm for the classification
task and to identify the most important features. Since the form of the model was
not known in advance, a set of candidate models were developed —by varying the
value of λ— as an effort to approximate the true model. Chosen model exhibited
high capacity to detect rare quality events, since 100% of the defective units on
the testing set were detected.

The l1 penalty term helped to identify the features most relevant to the qual-
ity of the product. Although the identification of relevant features may support
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engineers in systematically discovering hidden patterns and unknown correla-
tions, it was beyond the scope of this research to use a physics-based perspective
to analyze the influence of these features over the manufacturing system.

The proposed strategy used MPCD, a model selection criterion very sensitive
to FN s and developed γ, an optimal classification threshold with respect to
MPCD.

The proposed approach can be adapted and widely applied to manufacturing
processes to boost the performance of traditional quality methods and poten-
tially move quality standards forward, where soon virtually no defective product
will reach the market.

Since MPCD is founded exclusively on recognition rates, future research
along this path could focus on adding a penalty term for model complexity.
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Abstract. Due to wide application of styrene and complex process of modern 
dehydrogenation of ethylbenzene, traditional methods usually spend much 
more time on chemical examinations and tests for identification of the produc-
tion volume. Generally, there are several hours or days of time lag for the in-
formation to be made available. In this article, the whole ethylene cracking 
plants are investigated. The generalized regression neural network model is de-
signed to timely predict the styrene output after the high-dimensional reduction. 
The usefulness of the model will be demonstrated by specific cases. The ap-
propriate data mining techniques and implementation details will also be de-
picted. Finally, the simulation results show that this model can monitor the sty-
rene output per hour with high accuracy. 

Keywords: styrene monomer; high-dimensionality; real-time prediction 

1 Introduction 

Styrene, primarily prepared from dehydrogenation of ethylbenzene, is a de-
rivative of benzene used in a wide range of applications such as automobiles, 
electrical and electronics etc. As the second most important monomer in the 
chemical industry, its annual consumption is more than 30 MT/year. The 
global market of styrene and related derivatives will grow at a CAGR of 4.82% 
over the period of 2014-2019 [1]. Therefore, styrene production plays an im-
portant role and has great economic value for petrochemical factories. In this 
paper, in the real petrochemical factories, the most widely used adiabatic 
dehydrogenation of the ethylbenzene will be discussed and analyzed.  

In fact, there are several studies regarding the process optimization and sta-
bility conditions for dehydrogenation of ethylbenzene, such as adjusting the 
steam oil ratio or temperature for styrene production for higher productivity 
[2]. Shell and Crowe (1969) were the first to apply the optimal modeling for 
styrene reactors to improve the existing reactor operations with steam tem-
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perature, steam rate and other parameters [3], etc. Most of their studies are 
based on the petrochemical mechanism processes and parameters. 

In this work, a new predictive model is used to analyze and explain the timely 
styrene monomer output. There are two existent practical problems. The first 
one is to find out the related parameters with yield of styrene monomer using 
the high dimensional reduction method; the second one is to provide timely 
information for workers, and construct a model for timely monitoring of the 
styrene monomer production with algorithm filtered parameters despite the 
period of chemical examination for the styrene monomer production rate is 
relative long (max. three times a day). The structure is organized as follows. 
the second section describes the preparation work, domain process under-
standing, parameter selection for modeling, and the noise reduction method, 
and presents the specific results of data processing. The third section con-
structs a real time predictive model and analyzes the predictive value. Finally, 
all the findings and results are discussed to draw conclusions. 

2 Data Generation and Preprocessing 

2.1 Domain process  

In the process, the core part of the device is the ethylbenzene dehydrogena-
tion system, of which the operating conditions play an important role in sty-
rene monomer production. The ethylbenzene catalytic dehydrogenation sys-
tem consists of a heating furnace, two adiabatic radial reactors and many heat 
exchangers, as shown in Figure 1. The raw material of ethylbenzene was first 
mixed with steam. After passing the heat exchanger and heating furnace, the 
material will put into the two-stage reactor reaction. Then, the mixture of 
styrene monomer and related styrene derivatives, such as methylbenzene, will 
be produced. 



 
Fig. 1. Schematic diagram for ethylbenzene dehydrogenation, 1-furnance; 2-cascade reactor; 3, 
5, 7, 14-separating tower; 4, 6, 9, 12, 13, 15-heat exchangers; 9, 17-compressor; 10-pump; 11, 

16-gas stripper; 18, 19, 20, 21-sampling points 

2.2 Conceptual Industrial Analytics & Modeling Process  

In the real factory, to determine the accurate styrene monomer output, the 
engineer will periodically extract the mixture at the sampling points in Fig. 1. 
The styrene content can be calculated by the empirical formula following the 
chemical examination. There are several hours or a few days of delay before 
the engineer obtain the helpful information. We leveraged multi-data sources 
and big data techniques to build a predictive model for addressing the delay 
problem. The conceptual industrial analytics & modeling process is an inte-
grated process for industrial customized real-time analytics. Modeling opti-
mization is sketched in Fig. 2                                                                                                

 
Fig. 2. Conceptual industrial analytics & modeling process 

 Data preprocessing. In general, flow-oriented process data and subject-
oriented operational data are integrated in a data preparation layer. Then, 
various data cleaning methods, such as noise reduction (for typical indus-
trial data problem [4]), abnormal point processing etc.  
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 Data modeling & optimization. Data analysis algorithms and model evalu-
ation are at the heart of this layer. The historical batch datasets and ma-
chine learning algorithms are applied to build the demanded models. In-
dustrial Data Service. After the data cleaning process, based on Apache 
Kafka streaming data, the backed optimized predictive model could be de-
ployed to provide timely predictive service. 

2.3 Parameter selection 

Due to the limited industrial domain knowledge and strong collinearity of 
parameters, one of the biggest challenges of industrial data analytics is the 
high-dimension reduction, i.e., it is necessary to select key parameters that 
could present valuable information for the model building. In statistics, there 
are many dimension reduction methods, such as Principal Component Analy-
sis (PCA), Random Forest Algorithms (RFA) [5], Multi-dimensional Scaling 
(MDS) [6], etc. In this paper, only PCA and RFA are applied due to their 
popularity and strong theoretical backgrounds. 

Principal Component Analysis (PCA) 

PCA model could reduce the dimension of data by selecting a few orthogonal 
linear combinations of the original parameters with the largest variance [7]. 

Assume there are  linear components in the domain process, and 
 is the linear combination with the largest variance,  

where the dimensional coefficient vector , 
therefore, 

  (1) 

spectral decomposition theorem will be applied to present  as following, 

  (2) 

where  is the diagonal matrix of the ordered eigenvalues 
, and  is a  orthogonal matrix containing the eigenvec-

tors. Based on eigenvalue decomposition, the total variation is equal to the 
sum of the eigenvalue of the variance matrix, 

  (3) 

 



most petrochemical parameters are strong collinearity, the  
LPCs are first calculated. The scree plot is studied to determine the number 
of important parameters in each ; secondly, for determining the eigenvector 
which has the smallest eigenvalue (the least important LPC), the second 
smallest eigenvalue and so on are calculated. This process is repeated until 
only  variables remain. Then the following function could be obtained, 

  (4) 

where and , in the  LPC ,  parameters are 
determined to represent this component. In our use case, the results of each 
selected LPCs   are sown in Fig.3. Higher correlation coeffi-
cient parameters are extracted and determined through PCA applying,  

  (5) 

 
Fig. 3. the LPCs  with Parallel Analysis Scree Plots 

Random Forest Method (RFA) 

Compared with PCA, a random forest classification tree is constructed to 
filter high dimensional parameters using different bootstrap sample data. 
Here, we assume  bootstrap samples from the raw data for each of the 
purposed bootstrap samples, and grow an unpruned classification or regres-
sion tree, with the modification that at each node, rather than choosing the 
best split among all predictors[8].   is sampled from all predictors. The 
best split is selected from these sensor parameters. Then, new data are pre-
dicted by aggregating the prediction of the  trees. The RFA 
error rate and importance ranking of parameters are presented in Fig. 4 and 
Fig.5. 
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The random forest algorithm estimates the importance of variables by look-
ing at how much the prediction error increases when the sample data for that 
variable is permuted while all others are left unchanged. The necessary calcu-
lations are carried out tree by tree as the random forest is constructed. The 
corresponding calcualtion results are shown in the Fig. 5). The proximity 
matrix can be used to identify the structure in the data. The  element of 
the proximity matrix produced by the random forest is the fraction of trees in 
which elements  and  fall in the same terminal node.  

 
Fig. 4.   RFA error rate 

 
Fig. 5.Importance ranking of parameters using 500 decision trees 

Based on random forest importance ranking key parameters could be ob-
tained as following, 

  (6) 



Extracting common key parameters  from   in (6) and  in (7), 
and defined , 

  (7) 

There are a total of 33 overlapped parameters in  which are prepared to fit 
the predictive model in third chapter. 

2.4 Noise reduction 

Due to the instability of the styrene production from the chemical test data, 
the raw data contain a lot of noise which is also one of the special problems 
of the sensor data. In this stage, the Kalman filter method is used to deal with 
noise data. The Kalman filter is essentially a set of mathematical equations 
that implement a predictor-corrector type estimator through vector model 
building. The recursive method is used to search the optimal solution in the 
minimum variance. It has been widely used in communication, stochastic 
control, signal processing and other fields [9]. Here, we extracted the training 
datasets from July 2014 to April 2015 to design the model and set the data 
from April.2015 to October 2015 as test dataset for evaluating the models 
(Fig. 6). Meanwhile, the Kalman filter is used to reduce the noise of styrene 
monomer production. The simplified mathematical functions are as following, 

  (8) 

Where  is the transition matrix,  for control matrix. The above formula 
is only an estimate, not the best value.  
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Fig. 6.Comparison of raw data and noise reduced data 

After adjusting the algorithm parameters, we obtain a relatively flat styrene 
yield curve. The two-styrene monomer production will be set as input to fit 
the predictive model in the third chapter. 

3 

3.1 Generalized Regression Neural Network 

The generalized regression neural network (GRNN) is often applied to ap-
proximate the predictive function. The key idea is to estimate a linear or non-
linear regression surface on independent variables. Its basic theory is nonlin-
ear regression analysis. Assume the joint probability density function of ran-
dom variable  and  is , then the expected value is given by, 

  (9) 

Where the  could be estimated from the observed values of  and , 
when that is unknown. The probability estimator  is given by, 

 (10) 

Where  is the number of total observations,  is the dimension of variable , 
 is the width coefficient of Gaussian function,  and  is the -th observa-

tion of  and . Assume that  is replaced by , then function (9) 
is shown as following, 

Real-time Predictive Model Fitting 



  (11) 

Based on above function, when the width coefficient  is relative large,  
approximates the mean of all sample dependent variables. However, when 
the width coefficient  approaches 0,  and the training sample are very 
close. Therefore, there are a lot of width coefficients and methods for  selec-
tion to determine the optimal width coefficient for the GRNN model. 

There are four layers in the GRNN, the input layer, the hidden layer, the 
summation layer and the output layer. The generalized regression neural net-
work architecture is shown in Fig. 7. 

 
Fig. 7.Generalized regression neural network architecture 

3.2 Results and Discussion 

Here, we selected the GRNN to fit the styrene monomer predictive model due 
to its excellent prediction power. In the second chapter, 33 extracted opera-
tional parameters served as inputs in the GRNN. There is only the smoothing 
factor  to be determined as it is not necessary to do the priori method of 
parameters selection. The smoothing factor  usually ranges from 0.1 to 1 
with optimal value. 

To obtain the optimal predictive model, we compared three models, GRNN, 
GRNN with after Kalman-filter reduced data, and the random forest regres-
sion model. Meanwhile, several methods could be used to evaluate the per-
formance of the models. For instance, the accuracy rate (difference between 
the actual and estimated value), SSE (sum square error), RMSE (root-mean-
square error), MAPE (mean absolute percentage error) and others, most fre-
quently the MSE and RMSE are used, and defined as following, 
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  (12) 

  (13) 

Where  is actual value,  is estimated value,  is total number of observa-
tion. 

Table 1. GRNN results with different smoothing factor 

  of Actual vs. Predicted Avg.  Elapsed Time 

0.05 0.9402 0.9146 0.9336 0.9249 0.9471 0.9311 5.2921 

0.1 0.9188 0.8965 0.9227 0.9194 0.9013 0.9125 5.3322 

0.15 0.8342 0.8596 0.7903 0.8101 0.8192 0.8252 5.8930 

0.2 0.7442 0.7831 0.7555 0.7619 0.7831 0.7713 5.5967 

0.3 0.7120 0.7231 0.7415 0.7142 0.7014 0.7204 6.8475 

0.5 0.6232 0.6543 0.6196 0.6282 0.6303 0.6334 5.6739 

0.8 0.4986 0.5001 0.5328 0.5213 0.5510 0.5132 5.9936 

1 0.4840 0.5125 0.4922 0.5003 0.5006 0.4969 5.8795 

We tried five times for each training processes using different smoothing 
factor values, and the results of GRNN modeling are shown in the table 1. 
Meanwhile, the statistical performance is used to compare the different mod-
eling results in table 2. 

Table 2. Comparison of predictive model results 

Model  MSE RMSE 

GRNN 0.9311 3203.88 56.60 

GRNN-Kalman filter 0.9740 742.40 27.24 

Random forest regression 0.8343 16705.60 129.25 

In Table 2, all models had a large  value (from 83.43% to 97.40%). 
Meanwhile, the GRNN-Kalman filter model has excellent predictive results 
with highest  value (97.40%) and with lower MSE and RMSE value. It  
 
 
 



means that the GRNN-Kalman filter predictive model is much better than 
other selected models. Therefore, the GRNN-Kalman filter model could ef-
fectively and timely predict the styrene monomer production. 

 
Fig. 8.Comparison of three models prediction and actual results. Here, black curve represents 
actual production, red curve represents prediction by GRNN-Kalman filter model, blue curve 
representsprediction by GRNN model, and yellow curve represents prediction by random 
forest regression model. 

4 

Statistical algorithms and machine learning methods are considered being in 
the infancy and limitedly used in the industrial enterprise. In this study, the 
generalized regression neural network and random forest regression methods 
are applied to explore the complex and nonlinear relationships between the 
styrene monomer production and the 33 extracted operational parameters. 
The results have shown that we perform successful data preparation and the 
GRNN Kalman filter model prediction have the highest accuracy, the model 
could be deployed to timely predict the styrene output. Meanwhile, compared 
with other neural network models, only one parameter  needs to be deter-
mined. 
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Abstract. Automatic keyphrases extraction is to extract a set of phrases that are related to the 
main topics discussed in a document. They have served in several areas of text mining such as 
information retrieval and classification of a large text collection. Consequently, they have 
proved their effectiveness. Due to its importance, automatic keyphrases extraction from Arabic 
documents has received a lot of attention. For instance, the KP-Miner system was proposed to 
extract Arabic keyphrases, and demonstrates through experimentation and comparison with 
other systems its effectiveness. In this paper, we introduce TextRank, a graph-based ranking 
model, used successfully in many tasks of text processing, to compute term weights from 
graphs of documents. Vertices repres -
occurrence within a fixed window. It is an innovative unsupervised method that we have 
adapted to extract Arabic keyphrases, and assess its effectiveness. The obtained results with 
TextRank are compared with those obtained with KPMiner, owing to the fact that both systems 
do not need a training step. 
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1  Introduction 

Automatic extraction of keyphrases is an important task that allows the synthetic rep-
resentation and highlighting of important topics in a document. This task facilitates 
access to relevant documents to ensure better use of the document. 

Automatic methods of keyphrases extraction have the particularity to be independent 
from the domain and the language of the documents to be analyzed. This abstraction 
is due to the fact that terms are analyzed according to the given document. Many ap-
proaches are proposed to this aim, some rely on statistics only, while others combine 
them with more complex representations of documents. 

The task of extracting keyphrases from Arabic documents is becoming increasingly 
important. In fact, keyphrases can be used to tag digital libraries, to valorize web con-
tents and news streaming, and many more textual data collections. Nevertheless, 
keyphrases extaction can be a step to improve several text mining applications, in-
cluding but not limited to classification [1] and information retrieval. 

For instance, KP-Miner system [2] is used to extract keyphrases from Arabic docu-
ments and demonstrates through experimentation and comparison with widely used 
systems its effectiveness and efficiency.  

Otherwise, Graph ranking algorithms, such as the TextRank [3] have been used suc-
cessfully in English keyphrases extraction to compute term weights from graphs of a 

term co-occurrence within a fixed window. 

Unlike other existing keyphrase extraction systems, the KPMiner and TextRank do 
not need to be trained in order to achieve their tasks. For this reason, we propose to 
compare the KPMiner system, considering its outperformance of other keyphrases 
extraction systems, and TextRank algorithm that we have adapted to extract Arabic 
keyphrases. 

The rest of this paper is organized as following. The second part introduces related 
works. The third part is dedicated to explain the methods that will be compared in this 
paper. In the fourth section, we explain the conducted experiments and their results. 
Finally, we conclude by highlighting some ideas that have been introduced in this 
work. 

2 Related works 

Several approaches attempt to define what a keyphrase is by relying on certain statis-
tical methods and studying the importance of the relationship to the notion of a candi-
date term. The more important a candidate term is to the analyzed document, the more 
relevant it is as a keyphrase. 

Shishtawy et al. in their work [4], add linguistic knowledge to the extraction process, 
rather than relying only on statistics. They claim that using this approach may provide 
better results. Their work is based on combining the linguistic knowledge and the 



machine learning techniques to extract keyphrases from Arabic documents. The pro-
posed system is based on three main steps: Linguistic pre-processing, candidate 
phrase extraction by generation of N-grams based on their Pos Tags, and feature vec-
tor calculation. 

Najadat [5] consider the whole phrase which will be nominated as a candidate phrase 
if its frequency exceeds 2 (exist at least twice within a single paragraph). Phrase fre-
quency (PF), summation of phrase terms frequencies (Tf), PF×IDF (Phrase Frequen-
cy Inverse Document Frequency), Phrase Position, Title Threshold and phrase distri-

s approach. The score of each phrase is com-
puted.  

Combining linguistic methods with statistical methods could lead to better perfor-
mance. Thus, Nabil [6] introduces his work using a stemmer and Part of Speech tag-
ger (POS). The stemmer and the POS tagger generate a list of candidate keyphrases. 
These keyphrases are then weighted by different methods such as TFIDF which still 
have high performance, according to Nabil, compared to most of the current used 
methods. The linguistic aspect helps to boost the performance of text mining applica-
tions as they add abstract semantic representation to a given document. 
 
Liu et al. [7] consider that the best keyphrase must be: understandable, semantically 
relevant with the document and have high coverage of the whole document. Their 
method relies on four steps. First, Candidate terms are selected after filtering out the 
stop words. Second, term relatedness is calculated. They use some measures to calcu-
late the semantic relatedness of candidate terms. The third step is term clustering. 
Based on term relatedness, they group candidate terms into clusters and find the ex-
emplar terms of each cluster. Finally, they use these exemplar terms to extract 
keyphrases from the document. 

According to EL Baltagy [2], The number and frequency of compound terms in any 
given document is usually less than that of single keywords. Yet, Effective keyphrase 
extraction depends on the determination of an appropriate boosting feature for candi-
date keyphrases. This boosting feature is related to the ratio of single to 
compound terms in each document. They consider the position of the first occurrence 
of any given phrase because it is related to the fact that the more important a term is, 

ter.  Nonetheless, they 
consider also the hypothesis that after a given threshold is passed in any given docu-
ment, phrases appearing for the first time are highly unlikely to be keyphrases. These 
observations have been translated into a set of heuristics that are implemented by 
KPMiner system in three main steps: candidate keyphrase selection, candidate 
keyphrase weight calculation and final keyphrase refinement. 

In the work of Ali et al [8]., the authors proceed by document preprocessing including 
Tokenization,  Stop word removal and Stemming. Then, they extract candidate terms 
by selecting all noun phrases from the Arabic text as candidate Keyphrases. The next 
step is to extract N- gram phrases from the Arabic phrase. Accordingly, they used 
POS patterns to identify the candidate noun phrases. Candidate features are extracted 
by ranking the candidate keyphrase using Term Frequency (TF-IDF).  Finally, they 
introduce a classification process. The idea is to enrich statistical and linguistic infor-
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mation. The keyphrase are used as input to know whether it classifies the term as 
keyphrase or not. Linear Logistic Regression (LLR), Linear Discriminant Analysis 
(LDA), Support Vector Machines (SVM) are used for comparison purpose. 

The approach of Sarkar [9] is based on four phases. After document preprocessing, 
candidate keyphrase are identified. A candidate keyphrase is considered as a sequence 
of words containing no punctuations and stop words, then this sequence is broken into 
smaller phrases. Afterward, scores are assigned to candidate keyphrases. The weight 
of a candidate keyphrase is computed using three important features: phrase frequen-
cy, inverse document frequency and domain specificity. next, K top-ranked candidate 
keyphrases are selected as the final list of keyphrases. The value of K is specified by 
the user. 

Mihalcia and tarau present TextRank [3], a Graph-based ranking algorithm to extract 
keyphrases. The graph based algorithms are a way of deciding the importance of a 
vertex within a graph. The idea of implementing a graph-based ranking model comes 
from the concept of recommendation. When one vertex is linked to another one, this 
connection is considered as a recommendation between those vertices. To fulfill this 
target, four steps must be accomplished. First of all, to identify text units that best 
define the document using a Pos tagger and add them as vertices in the graph. Second 
of all, to identify relations that connect text units, and use these relations to draw edg-
es between vertices in the graph. Edges can be directed or undirected, weighted or 
unweighted. Third of all, to iterate the graph-based ranking algorithm until conver-
gence. Finally, to sort vertices based on their final score. 
 

Reference Used methods Comment 

Nabil (2015) Stemming, 
Pos Tagging, 
TFIDF 

Combining linguistic 
methods with statistical methods 

Ali(2014) Preprocessing, 
TF-IDF 

enrich statistical and linguistic 
information 

Mihalcea 
(2004) 

Pos Tagging, 
TextRank 

A Graph based ranking 
algorithm 

El-Beltagy 
(2009) 

KPMiner, 
frequency 

Consider the position of the first 
occurrence of any given phrase 

Elshishtawy 
(2009) 

Linguistic preprocessing, 
N-grams, Pos Tags, 
and feature vector calculation. 

Combining the linguistic 
knowledge and the machine 
learning techniques 

Najadat 
(2016) 

frequency Phrase frequency (PF), summa-
tion of phrase terms frequencies 
(Tf), PFIDF (Phrase Frequen-
cyInverse Document Frequecy), 
Phrase Position, Title Threshold 
and phrase distribution 



Liu (2009) Preprocessing, 
term relatedness, 
clustering. 

The best keyphrase must be: 
understandable, semantically 
relevant with the document and 
have high coverage of the whole 
document 

Sarkar 
(2013) 

phrase frequency, 
inverse 
document 
frequency 
and domain 
specificity 

A candidate keyphrase is con-
sidered as a sequence of words 
that does not contain neither 
punctuations nor stop words, 
and then this sequence is broken 
into smaller phrases 

Table 1. Overview of related works 

The extraction of candidate terms is a preliminary step in the extraction of 
keyphrases. If a term  of the analyzed document is not present in the set of candidate 
terms, then the keyphrasee can not be extracted. Used with unsupervised methods, 
candidate terms are ordered according to an importance score obtained either from 
themselves or from the importance of the words that compose them. If a method is 
based only on words, then the score of a candidate term is generally calculated as the 
sum of the words composing it. However, this is not always fair, so it is an important 
disadvantage of methods working on words to extract key terms. Indeed, the summa-
tion may favor words that contain many important words non terms vis-à-vis contain-
ing very few words, but important. 

3 Arabic keyphrases extraction 

The unsupervised methods have the particularity to abstract the specific nature of the 
processed data. This abstraction is due to approaches which valorize semantic im-
portance, degree of informativness, and structure. 

3.1 KPMiner 

The KPMiner system uses TF-IDF for weighing terms. The use of IDF information 
for compound phrase weight calculation would improve the extraction of phrases low-
frequency phrases. This would build a general rather than a domain-specific exemplar 
keyphrases extractor, since combinations are much larger.The use of linguistic fea-
tures will help to extract meaningful keyphrases. 

 TFIDFdoc(term) = tf ×idf (1) 

with idf = log (N/nt) (2) 
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nt the number of documents where the term t appears KPMiner is used to extract 

Arabic keyphrases and have been compared with KEA extractor [10].

applied to the same dataset to extract extract keyphrases. (table 2 and 3 show the ob-

tained results). 

 

Table 3. Comparison between the average F-measure of the developed KP-Miner system and 

KEA-3.0 when 7, 15, and 20 keyphrases are extracted 

3.2 TextRank 

TextRank is an adaptation of PageRank for automatic keywords extraction. It is an 

algorithm proposed by Mihalcea and Tarau [3] that represent text as graph. Each ver-

tex represent a term and point to its predecessors and successors following the reading 

flow. The score of the vertex v, denoted S (vi), is defined as follows: 

 

 

𝑆(vi) = (1 − 𝑑) +  𝑑 × ∑
wji

∑ wjkvk∈𝐴𝑑𝑗(vj)
vj∈ Adj(vi)

 𝑆(vj)                        (4)  

Where Adj (vj) represents the neighbors of v, and d is a damping factor set at 0.85. 

wji is a weight associated to each edge, and represents the frequency of co-occurrence 

of two words within a window of 2 to10 words.  This weight can be any other rela-

tionship between words such as, but not limited to, lexical or semantic relations, con-

textual overlap. 

 

 15 keyphrases 20 keyphrases 

 Kpminer KEA KPMINER KEA 

Precision 0.143 0.112 0.124 0.092 

recall 0.358 0.303 0.376 0.326 

Table 2. Comparison between developed KP-Miner system and KEA-3.0 [10] 

 

 7 keyphrases 15 keyphrases 20 keyphrases 

 KPMINER KEA KPMINER KEA KPMINER KEA 

F-Measure 0.241 0.198 0.205 0.17 0.186 0.143 

tf represents the term frequency, N is the total number of documents in the corpus and 

 In the experiment, seven, fifteen and twenty keywords were extracted by the system 

from a document set consisting of 100 Arabic articles. The three systems have been 



 
Fig. 1. Graph based representation of a document 

For each node of the graph, a score is calculated iteratively to simulate the concept of 
recommendation of a term by its adjacent nodes. The score at each node grants a 
ranking value to the word which assesses its importance within the document. Then, 
the sorted list of words is used to extract keywords. 
Experiments and  

4 RESULTS 

The use of a learning corpus implies that the learned models are specific to the subject 
and the language of it. This specificity can be advantageous when the domain and the 
language represented by the corpus are the same for the documents which will be 
analyzed, but if this is not the case, the results of the extraction may decrease. 

In this paper, we propose an adaptation of textRank to extract Arabic Keyphrases. For 
comparison purpose, we introduce in this section two automatic methods. In one 
hand, we will give an overview of KPMiner which is so far an efficient system of 
Arabic keyphrases extraction. On the other hand, we will present TextRank algorithm 
and its adaptation to Arabic language. 

4.1 DATASET 

To validate the proposed algorithm, we have tested the two systems KPMiner and 
TextRank on a corpus of 100 documents extracted manually from Al-Jazeera1. From 

1  http://www.aljazeera.net 

A graph-based ranking model for automatic keyphrases extraction 319



document, 
-Jazeera as illustrated 

bellow (figure 2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Fig. 2. Example of the constructed corpus 

For an efficient validation we have tested the two systems on the same corpus. To 
evaluate the performance, three conventional metrics are used: precision, recall and F-
measure. 

4.2 RESULTS 

First, we run each system on the main text (documents of corpus) to extract 
keyphrases. Then, we compare the extracted keyphrases with those assigned by Al-

extracted is high, the less it is efficient. So our approach aims to solve this problem. 
Thus, we select all extracted keyphrases without using any threshold. The following 
results are drown from the conducted experiments.  

 



 Precision % Recall % Fmeasure 

KPminer 7.293 1.162 2.005 

TextRank 14.476 4.407 6.757 

Table 4. Comparison between TextRank and KPMiner 

 
Table 4 shows that our proposed approach outperforms the KPMiner approach. We 
can argue this outperformance by two remarks. Firstly, TextRank is a graph-based 
approach which introduces the concept of recommendation or voting. This concept 
grant the high score to the each term whitin a structural modeling. In contrast, 
KPMiner used the bag of word representation which consider that terms are inde-
pendent in modeling space. Secondly, the used corpus contains a huge variation of 
topics which complicates the task and influence negatively the efficiency of 
keyphrases extraction systems when using statistical methods. 

5 Conclusion 

The keyphrases extraction is a task of analyzing a document and extracting its im-
portant aspects. These keyphrases use simple text units to construct a synthetic view 
of the document. A set of keyphrases can therefore be perceived as one of the text 
units which key elements are expressed using aggregation between them. 

In this paper, we have conducted an experiment to assess the efficiency of adapted 
TextRank for Arabic document compared with KPminer system. The experimental 
results show that our proposed method, based on graph modeling of documents, out-
performed the KPMiner approach.  

In our future work, we will apply Automatic Keyphrases Exctraction from Arabic 
documents to improve many related fields to Arabic text mining, such as information 
retrieval. Nonetheless, we will continue to search more suitable approaches to extract 
Arabic keyphrases. 
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Abstract. Graphs are compared to the standard attribute-value representa-
tions sophisticated data structures. Besides the description of an entity, a graph 
representation can also represent the relation of the entities to each other and by 
doing that it can be build up a complex network of knowledge pieces. These 
networks may be different kinds of networks such as telecommunication net-
works, computer networks, biological networks, and Web and social communi-
ty networks. There are broad applications that require graph-based representa-
tions such as chemical informatics, bioinformatics, computer vision, video in-
dexing, text retrieval, and Web analysis. Attributed graphs are a special form of 
graphs that describe the nodes and the edges of a graph by attributes. An im-
portant task of graph mining is mining frequent subgraph patterns. The summa-
rization of graphs into groups of subgraphs are used for further characterization, 
discrimination, classification, and cluster analysis of a collection of graphs. In 
this paper, we introduce mining frequent subgraph pattern over a collection of 
attributed graphs. We describe the graph representation. We explain the fast 
graph-matching algorithm. How to deal with the similarity on the attributes on 
the nodes and the edges is described. Then, we explain the main part of our pa-
per our algorithm for frequent subgraph mining. We describe how the found re-
sults can be reported in such a way that a human can easily overlook the results 
and how he can use the discovered knowledge for his application. The reporting 
is done by constructing a relation hierarchy over the discovered groups of 
subgraphs. The user gets the relation hierarchy of the subgraphs graphically 
displayed. We give results for our algorithm on an application of attributed im-
age graphs. These image graphs have been obtained by automatic image analy-
sis of ultra-sonic images of welding seams. The task was to classify the images 
into different defects such as pore, whole, and cracks.  

Keywords: Mining Frequent Subgraph Pattern, Attributed-Graph Mining, Con-
struction of a Relation Hierarchy, instance-based learning, graph-based learn-
ing, high dimensional data 
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1 Introduction 

 Graphs are compared to the standard attribute-value representations sophisticated 
data structures. Besides the description of an entity, a graph representation can also 
represent the relation of the entities to each other and by doing that it can be build up 
a complex network of knowledge pieces. These networks may be different kinds of 
networks such as telecommunication networks, computer networks, link mining [1], 
biological networks [5], and Web and social community networks [3]. There are 
broad applications that require graph-based representations such as chemical infor-
matics, bioinformatics, computer vision, video indexing, text retrieval, and Web anal-
ysis. Attributed graphs are a special form of graphs that describe the nodes and the 
edges of a graph by attributes. An important task of graph mining is mining frequent 
subgraph patterns [2][4]. The summarization of graphs into groups of subgraphs are 
used for further characterization, discrimination, classification, and cluster analysis of 
a collection of graphs. 
 In this paper, we introduce mining frequent subgraph pattern over a collection of 
attributed graphs. 
 Determination of similarity between structural attributed graphs is time-consuming 
and requires a good matching procedure. Most applications have attribute assignments 
to the components of the structure and attributes that describe the relationships be-
tween the components. This requires a similarity measure, which can describe both 
structural similarity and the proximity of the attribute labels. The similarity measure 
should have the flexibility to view the similarity from these different perspectives. 
We propose an algorithm that can incrementally learns the groups of subgraphs. The 
discovered subgraphs form a hierarchy and can be up-dated incrementally as soon as 
new graphs are available. The tentative underlying conceptual structure of the hierar-
chy is visually presented to the user. We describe two approaches for mining of fre-
quent subgraphs. Both are based on approximate graph subsumption. The first ap-
proach is based on a divide-and-conquer strategy whereas the second is based on a 
split-and-merge strategy that better allows fitting the hierarchy to the actual structure 
of the application, but requires more complex operations. The first approach uses a 
fixed threshold for the similarity values. The second approach uses for the grouping 
of the graphs an evaluation function. 
 The paper is organized as follow: In Section 2 we will describe the concepts for 
indexing and learning. The definition of a graph, the similarity measure as well as 
matching are presented in Section 3. Our two approaches for learning the subgraphs 
are described in Section 4. We compare our methods to related work in Section 5. 
Finally, we give conclusions in Section 6. 

 

2 Concepts for Indexing and Learning 

2.1 Organization and Retrieval of Graphs 

 To speed up the findings of subgraphs, we use a sophisticated organization of the 
subgraph data base. This organization should allow separating the set of similar 
graphs from those graphs not similar to the recent problem at the earliest stage of the 
retrieval process. Therefore, we need to find a relation p  that allows us to order our 
graphs: 



 
Definition 1:  A relation p  on a set CB  is called a partial order on CB  if it is re-

flexive, antisymmetric, and transitive. In this case, the pair pCB,  is called a par-
tial ordered set or partial-ordered set.  
 
 The relation can be chosen depending on the application. One common approach is 
to order the graphs based on the similarity value. The set of graphs can be reduced by 
the similarity measure to a set of similarity values. The relation  over these similari-
ty values gives us a partial order over these groups of subgraphs. The derived hierar-
chy consists of nodes and edges. Each node in this hierarchy contains a set of 
subgraphs that do not exceed a specified similarity value. The edges show the similar-
ity relation between the nodes. The relation between two successor nodes can be ex-
pressed as follows: Let z  be a node and x  and y  are two successor nodes of z , 
then x  subsumes z  and y  subsumes z . By tracing down the hierarchy, the space 
gets smaller and smaller until finally a node will not have any successor. This node 
will contain a set of similar graphs. Among these set of graph has to be found the 
most similar graph to the query graph. Although we still have to carry out matching, 
the number of matches will have decreased through the hierarchical ordering. The 
nodes can be represented by the prototypes of the set of graphs assigned to the node. 
When the hierarchy is used to process a query, the query is only matched with the 
prototype. Depending on the outcome of the matching process, the query branches 
right or left of the node.  
 The problem is to determine the right relation p that allows organize the graph data 
base, a procedure for learning prototypes and graph classes, and a similarity measure. 

2.2 Learning Over the Groups of Detected Subgraphs 

 Learning process aims to find groups of subgraphs in an incremental manner. That 
means not all graphs need to be available from scratch. They can arrive in temporal 
sequence and the new subgraph group can be detected or the already detected groups 
can be updated. Let X  be a set of graphs collected in the data base CB . The relation 
between each group of subgraph in the data base is expressed by the similarity value 

sim . The data base can be partitioned into n graph classes C : 
n

i
iCCB

1

such that 

the intra-class similarity is high and the inter-class similarity low. The set of graphs in 
each class C  can be represented by a graph that generally describes the cluster. This 
representative can be the prototype, the median, or an a-priori selected graph. Where-
as the prototype implies that the representative is the mean of the cluster, which can 
easily be calculated from numerical data, the median is the graph whose sum of all 
distances to all other graph in a cluster is minimal. The relation between the different 
graph classes C  can be expressed by higher order constructs expressed e.g. as super 
classes that gives us a hierarchical structure over the data base. 
There are different learning strategies that can take place over the hierarchy: 
 Learning takes place if  a new graph x has to be stored into the data base such that:  

xCBCB nn 1 .  
 It may incrementally learn the graph classes and/or the prototypes representing the 
class. 
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 The relationship between the different graph or graph classes may be updated ac-
cording to the new graph class. 
The system may learn the similarity measure. 

2.2.1 Learning of Prototypes 

 The prototype or the representative of a graph class is the most general representa-
tion of a graph class. A class of graphs is a set of graphs sharing similar properties. 
The graph class is a set of graphs that do not exceed a boundary for the intra-class 
dissimilarity. Graphs that are on the boundary of this hyper-ball have a maximal dis-
similarity value. A prototype can be selected a-priori by the domain user. This ap-
proach is preferable when the domain expert knows for sure the properties of the pro-
totype. The prototype can be calculated by averaging over all graphs in a graph class, 
or the median of the graphs is chosen. When only a few graphs are available in a class 
and subsequently new cases are stored in the class, then it is preferable incrementally 
update the prototype according to the new detected subgraphs. 

2.2.2 Learning of Higher Order Constructs 

 The ordering of the different subgraph classes gives an understanding of how these 
graph classes are related to each other. For two graph classes, which are connected by 
an edge similarity relation holds. Graph classes that are located at a higher position in 
the hierarchy apply to a wider range of graphs than those located near the leaves of 
the hierarchy. By learning how these graph classes are related to each other, higher 
order constructs are learned 6 .  

2.2.3 Learning of Similarity 

 For generality, we will also consider here that feature weights can be learned. By 
introducing feature weights, we can put special emphasis on some features for the 
similarity calculation. It is possible to introduce local and global feature weights. A 
feature weight for a specific attribute is called a local feature weight. A feature weight 
that averages over all local feature weights for a graph is called a global feature 
weight. This can improve the accuracy of the learnt hierarchy over the data base. By 
updating these feature weights we can learn similarity 7 8 . Learning feature 
weights in a structural representation is computationally complex and time consum-
ing. Therefore, we will only propose a similarity measure for structural representa-
tions, which can handle feature weights, but we will not consider how these feature 
weights can be learned. Instead, we will assume that the user can specify this feature 
weight a priori. 

3  Structural Representation and Structural Similarity Measure 

Now, we introduce the basic definitions and notation that will be used in this paper. 



3.1 Definition of a Graph 

The structural representation of complex knowledge pieces of different applications 
can be described as a graph. If we assign attributes to the nodes and the edges, then 
we have an attributed graph defined as follow: 
 
Definition 2: 
 
 W  ... set of attribute values 
 A  ... set of all attributes 
 :b    WA    partial mapping, called attribute assignments 
 B  ... set of all attribute assignments over A  and W . 
       
 A graph ),,( qpNG  consists of  

   N  ... finite set of nodes 
   :p  BN mapping of nodes to attribute assignment 

   :q  BE  mapping of nodes to attribute assignment, where 

NINNE  and  

 NI  is the Identity relation in N. 
 
 This representation allows us to consider only objects, the spatial relation between 
objects, or the whole graph itself (see Section 3.2.). 
 For generality, we will not consider specific attribute assignments to the nodes and 
the edges. To give the reader an idea what these attributes could be we will consider the 
graphs to be images such as the ultrasonic images [9]. The images may show defects 
such as cracks in a metal component taken by an ultra sonic image acquisition system 
called SAFT, see Figure 1a to Figure 1d. A defect comprises of several reflection points 
that are in a certain spatial relation to each other. Here the nodes could be the objects 
(reflection points) in the image and the edges are the spatial relation between these ob-
jects (e.g. right-of, behind, ...). Each object has attributes (e.g. size, mean gray level 
value,..) that are associated to the corresponding node within the graph. We will not 
describe the application in this paper, nor will we describe how these objects are ex-
tracted from the images, nor will we not consider how these objects are combined into a 
graph and labeled by symbolic terms. For these details we refer to 10 . 
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3.2 Similarity Measure 

 We may define our problem of similarity as to find structural identity between two 
structures. However, structural identity is a very strong requirement. An alternative 
approach is to require only part isomorphism. 
 
Definition 3 
 
Two graphs ),( 11,11 qpNG and ),,( 2222 qpNG are in the relation 

21 GG  iff there exists a one-to-one mapping f : 21 NN  with  

 (1) ))(()( 21 xfpxp for all 1Nx and  

 (2) ))(),((),( 21 yfxfqyxq for all .,, 1 yxNyx  
 
 Definition 3 and 4 require identity in the attribute assignments of the nodes and the 
edges. To allow proximity in the attributes labels, we introduce the following way to 
handle similarity. 
 In Definitions 3 and 4 we may relax the required correspondence of attribute as-
signment of nodes and edges to that we introduce ranges of tolerance: 
  
 If Aa  is an attribute and WWa is the set of all attribute values which can 
be assigned  
 to a , then we can determine for each attribute a a mapping: 
  
   1,0: aa Wdist . 
 
 The normalization to a real interval is not absolutely necessary but advantageous 
for the comparison of attribute assignments. 
 For example, let a  be the attribute spatial_relation as it is in e.g. in the ultra sonic 
image the relation between the nodes and 
 
 Wa= behind, right, behind_left, in_front_right, ...  
 
then we could define: 
  
 dist a (behind_right, behind_right ) = 0 
 dist a (behind_right, infront_right ) = 0.25  
 dist a (behind_right, behind_left   ) = 0.75 . 
 
 Based on such a distance measure for attributes, we can define different variants of 
distance measure as mapping: 
 
 RBdist 2:  
 ( R  is the set of positive real numbers) in the following way: 
 

 
Da

a ayaxdist
D

yxdist ))(),((1),(   



with )()( ydomainxdomainD . 
 
 Usually, in the comparison of graphs not all attributes have the same priority. Thus 
it is good to determine a weight factor aw  and then define the distance as follows: 
 

 
Da

aa ayaxdistw
D

yxdist ))(),((1),(    

 For definition of part isomorphism, we get the following variant: 
 
Definition 4 
 
Two graphs ),( 11,11 qpNG and ),,( 2222 qpNG are in the relation 

21 GG  iff there exists a one-to-one mapping f : 21 NN  and thresholds 

21 ,CC  with 

(1) 121 ))((),(( Cxfpxpdist  for all 1Nx   

(2) 221 ))(),((),,(( Cyfxfqyxqdist  for all 1, Nyx  yx . 
 
 Obviously it is possible to introduce a separate constant for each attribute. Depend-
ing on the application, the similarity may be sharpened by a global threshold: 
If it is possible to establish a correspondence g according to the requirements men-
tioned above, then an additional condition should be fulfilled: 
   
 

gyx
Cyxdist

),(
3),(  

where 3C  is the global threshold.  .  

3.3 Mean of a Graph 

 The mean graph can be computed as follows: 
 
Definition 5 
A Graph G N p qp p p p( , , )  is a prototype of a Class of Cases 

C G G G N p qi t t t t1 2, ,..., ( , , )  iff ip CG and if there is a one-to-one map-

ping f : N Np i  with 

 (1) ))((1)(
1

t

n
inip xfp

n
xp  for all x Ni  and 

  (2) q x y
n

q f x f yp i i n
n

t

i i( , ) ( ( ), ( ))1
1

for all x y Ni i, . 
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3.4 Graph Subsumption 

 
 On the basis of the part isomorphism, we can introduce a partial order over the set 

of graphs. If a graph 1G  is included in another graph 2G  than the two graphs are in 

the relation 21 GG  and the number of nodes of 1G  is not higher than the number 

of nodes of 2G . We can also say 1G  subsumes 2G and we can write 21 GG . 

If we have three graphs ,, 21 GG and 3G  with 13 GG and 23 GG , then 3G  is 

the most specific common substructure mscs of the two graphs 1G and 2G . We can 

also say that 3G is the generalization or the general concept of the two graphs 1G and 

2G . 
 We can use these relations to learn the hierarchy over our subgraph classes and on 
the other hand it allows us to discover the underlying concept of the domain. 

3.5 Graph Matching 

 Now consider an algorithm for determining the part isomorphism of two graphs. 
The main approach is to find a superset of all possible correspondences f and then 
exclude non-promising cases. In the following we assume that the number of nodes of 

1G  is not greater than the number of nodes of 2G . 
 A technical aid is to assign to each node n a temporary attribute list )(nK  of all 
attribute assignments of all the connected edges: 
 
 ),),(:()( nNmamnqanK  where )( Nn . 
 
 The order of list elements has no meaning. Because all edges exist in a graph the 
length of )(nK  is equal to )1(2 N . 
 For demonstration purposes, consider the examples in Figures 3a-3b. The result 
would be: 
 
  ),,()( brblblXK  
  ),,()( blbrbrYK . 
 

 In the worst case the complexity of the algorithm is )( 3NO . 

 In the next step we assign to each node of 1G  all nodes of 
2G  that could be as-

signed by a mapping f . That means we calculate the following sets: 
 
  )()(),()(,:)( 212 mKnKmpnpNmmnL . 
 



 The inclusion mKnK  shows that the list mK  contains the list nK  

without considering the order of the elements. When the list nK  contains multiple 

times an attribute assignment, then the list mK  also contains multiple times this 
attribute assignment. 
 For the example in Fig. 3a and Fig. 3b we get the following L-sets: 
 
  AXL  

  1BYL  

  CZL  

  2, BDUL . 
 
 We did not consider in this example the attribute assignments of the nodes. 
Now, the construction of the mapping f is prepared and if there exists any mapping 
then the following condition must hold: 
 
  1NnnLnf . 
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Fig. 3a Graph_1 Fig. 3b Graph_2 and Result of Subgraph 
Isomorphism to Graph 1 

Fig. 3c  Second Result of Subgraph Isomorphism 
of  Graph_1 and Graph_2 

Fig. 3d Graph_3 and Results for Subgraph 
Isomorphism to Graph 2 
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 The first condition for the mapping f regarding the attribute assignments of nodes 
holds because of the construction procedure of the L-sets. In case that one set nL  is 
empty, there is no partial isomorphism. 
Also, if there are nonempty sets, in a third step it has to be checked if the attribute 
assignments of the edges match. 
 If there is no match, then the corresponding L-set should be reduced to: 
 
  for all nodes n1 of G1 
   for all nodes n2 of L(n1) 
    for all edges (n1, m1) of G1 
    if for all nodes m2 of L(m1) 
     p1(n1,m1)  p2(n2,m2) 
    then L(n1) := L(n1) \ {n2} 
 
 If the L-set of a node has changed during this procedure, then the examinations 
already carried out should be repeated. That means that this procedure should be re-
peated until none of the L-sets has changed. 
 If the result of the third step is an empty L-set, then there is also no partial isomor-
phism. If all L-sets are nonempty, then some mappings f from 1N  to 2N  have been 
determined. If each L-set contains exactly only one element, then there is only one 
mapping. In a final step all mappings should be excluded that are not of the one-to-
one type. 
 For example, let us compare graph_1 in Figure 3a and graph_2 in Fig. 3b. In the 
third step, the L-set of graph_1 will not be reduced and we get two solutions, shown 
in Fig. 3b and Fig. 3c and for the L-sets in table 1. 
 

N1  f1 f2 

X  A A 

Y  B1 B1 

Z  C C 

U  D B2 
    Table 1 Results for the L-Sets for Matching Graph_1  

with Graph_2 and Graph_3 
 
 When we compare the representation of graph_1 and graph_3 in Fig. 3d, the L-set 
of graph_1 also contains two elements: 
 
   PTUL , . 
 
 However, in the third step the element T will be excluded if the attribute assign-
ments of the edges (U,Y) and (T,R) do not match when node U is examined. 
If the L-set of a node has changed during the third step, then the examinations already 
carried out should be repeated. That means that step 3 is to be repeated until there is 
no change in any L-set. 



 This algorithm has a total complexity of the order 
33

1
3

2 , MNNO . M  

represents the maximal number of elements in any L-set 2NM . 
 The similarity in the attribute labels can be handled by the way the L-sets are de-
fined and particularly the inclusion of K-lists: 
 Given C  a real constant, 1Nn  and 2Nn . mKnK c  is true iff for 

each attribute assignment 1b  of the list nK  attribute assignment 2b  of mK  

exists, such that  Cbbdist 21 , . Each element of mK  is to be assigned to a 

different element in list nK . 
 Obviously it is possible to introduce a separate constant for each attribute. Depend-
ing on the application, the inclusion of the K-lists may be sharpened by a global 
threshold: 
 If it is possible to establish a correspondence g according to the requirements men-
tioned above, then an additional condition should be fulfilled: 
   
 

gyx
Cyxdist

),(
3),(  ( 3C  - threshold constant)  .  

 
 Then we get the following definition for the L-set:  
 
Definition 6 
 
 mKnKCmpnpdistNmmnL c,))(),((,: 1212 . 
 
 In step 3 of the algorithm for the determination of one-to-one mapping, we should 
also consider the defined distance function for the comparison of the attribute assign-
ments of the edges. This new calculation increases the total amount of effort, but the 
complexity of the algorithm is not changed. 

4 Organization and Learning over the Groups of Learnt Subgraphs 

 We propose a hierarchical organization schema of the subgraph classees that can 
be up-dated incrementally. Two approaches are described in the following section. 
Both are based on approximate graph subsumption. The first one is based on a divide-
and conquer strategy whereas the second is based on an evaluation function and a 
split-and-merge strategy. 

4.1 Approach I 

4.1.1 Index Structure 
 The initial data base may be built up by existing graphs. Therefore, a 
nonincremental learning procedure is required in order to find the subgraph groups 
and to define the hierarchy over these groups. When new graphs arrive they may be 
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stored into the subgraph data base by searching for similar graphs or opening a new 
subgraph class. Therefore, we need an incremental learning procedure 8 . 
 As an important relation between graphs we have considered similarity based on part 
isomorphism. Because of this characteristic, it is possible to organize the data base as a 
directed graph. 
 In terminological logics 11  the extension of the concept, with respect to a domain 
of interpretation, is the set of all things in the domain which satisfy the concept descrip-
tion. As we have shown before, the subsumption is a subset relation between the exten-
sions of concepts. Subsumption allows us to observe the conceptual knowledge of the 
domain of interpretation. Therefore, we introduce a new attribute a which is called con-
cept_description (in short: cd). To this attribute are assigned the names for the various 
subgraph classes if wanted by the user. They are not known before they should be 
learned during usage of the usage of the system. Thus the attribute gets the temporary 
value “unknown”. We assume that the attribute values can be specified by the user of 
the system when a new subgraph class is found by the incremental learning procedure 
and this name is assigned to the attribute. 
 In the following, we will define the hierarchy of the subclasses as a graph that con-
tains the graphs of the application in the nodes: 
 
Definition 7 
 
 H  is given, the set of all graphs. 
 A index graph is a tupel pENIB ,, , with 
  (1) HN    set of nodes and 

  (2) 2NE  set of edges. 
        This set should show the partial isomorphism in the set of nodes, meaning it  
        should be valid Eyxyx ),(  for all Nyx, . 
  (3) BNp :  mapping of class names to the index graph (also the attribute  
   values for the sub-class). 
 
 Because of the transitivity of part isomorphism, certain edges can be directly derived 
from other edges and do not need to be separately stored. A relaxation of point 2 in 
definition 5 can be reduced storage capacity. 
In the nodes of the index graph are stored the names of the classes and not the graph 
itself. 
 Note that graph identifiers are stored into the nodes of the directed graph, not the 
actual subclass. The root note is the dummy node.  
 It may happen that by matching two graphs we will find two solutions, as it is shown 
in Figures 3a-3d. This will result in an index structure as shown in Figure 4. The 
hypergraph will branch into two paths for one solution. That means at n=4 we have to 
match twice, once for the structure A, B1, C, D, B2 and the other time for the structure 
A, B1, C, B2, D . Both will result in the same solution, but by doing so the matching 

time will double. 
 



 
Fig. 4  Hypergraph and the Problem of two Solutions 

 
 The solution to this problem could be that in the hierarchy a link to point p will ad-
vise the matcher to follow this path. However, this will only be the right solution if the 
increase in the number of nodes from one step to another is one and not more. Other-
wise, more than one solution will still be possible and should be considered during the 
construction and up-date of the hierarchy. 

4.1.2 Incremental Learning of the Hierarchy 
Now the task is to build up the graphs of IB into a supergraph by a learning envi-
ronment.  
 Input: 
  Supergraph pENIB ,,  and 

  graph Hx . 
 Output: 
  modified Supergraph ´´,´,´ pENIB  

  with ´´,,´ ppEExNN  
  
 At the beginning of the learning process or the process of construction of index 
graph N  can be an  empty set. 
 The attribute assignment function ´p  gives the values ddxp ,´  as an output. 
This is an answer to the question: What is the name of the image name that is mir-
rored in the graph x ? 
  
The inclusion 
 xNN´  
says that the graph x  may be isomorphic to one graph y  contained in the data base, 
so yx  and also xy  hold. Then no new node is created that means the data 
base is not increased. 
 The algorithm for the construction of the modified hierarchy ´IB  can also use the 
circumstance that no graph is part isomorphic to another graph if it has more nodes 
than the second one. 
 As a technical aid for the algorithm we introduced a set iN . iN  contains all 

graphs of the data base IB  with exactly i  nodes. If the maximal number of nodes of 
the graph contained in the data base is k , then: 
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 i

k

ki
NN . 

 The graph which has to be included in the hierarchy has l  nodes 0l . By 
comparison of the current graph with all graphs contained in the hierarchy, we can 
make use of transitivity of part isomorphism for the reduction of the nodes that have 
to be compared. The full algorithm for the construction of the hierarchy is shown in 
Figure 5. 
 If we use the approach described in Section 3.2 for uncertainty handling, then we 
can use the algorithm presented in Section 3.5 without any changes. However we 
should notice that for each group of graphs that is approximate isomorphic, the graph 
that occurred first is stored in the hierarchy. Therefore, it is better to calculate for 
every instance and each new instance of a group a prototype and store it in the hierar-
chy of the data base.  
 Figure 5 illustrates this hierarchy. Suppose we have given a set of graphs, where the 
supergraph is the empty graph, then we open the first node in the supergraph for this 
graph at level n which refers to the number of nodes this graph has, and make a link to 
the root node which is the dummy node. Then a new graph is given to the supergraph. It 
is first classified by traversal of the tentative supergraph. If it does not match with a 
graph stored in the hierarchy then a new node is opened at the level which refers to the 
number of nodes this graph has and a link to the root node is made. If the node matches 
with the graph in the super-graph and if the graph is in the relation 21 GG , then a 
new node is opened at the level k, the link between the root node and the recent node is 
removed and a link between the new node and the old node is inserted and another link 
from the new node to the root is installed. This procedure repeats until all graph of a 
data base are inserted into the supergraph. 
           
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5 Algorithm of Approach I 

Algorithm 
 

E' := E; 
Z  := N; 
for all y  Nl 
if x  y then [ IB' := IB; return]; 
N' := N  {x}; 
for all i with 0 < i < l; 
for all y  Ni \ Z; 
for all y  x then [ Z := Z \ {u  u  y, u  Z}; 
E' := E'  { (y,x)}]; 
for all i with l < i  k 
for all y  Ni \ Z 
if x  y then [ Z := Z  \ {u _ y  u, u  Z }; 
E' := E'  { (x,y)}]; 
p' := p  { (x, (dd : unknown))}; 



4.1.3 Detection of Frequent Subgraph, Retrieval, and Result 
 Retrieval is done by classifying the current graph through the hierarchy until a 
node represented by a prototype having the same number of nodes as the query graph 
is reached. Then the most similar graph in this graph class is determined. 
The output of the system are all graphs y in the database which are in relation to the 
query x as follows: 
 Cyxyx )(  
 
 where C is a constant which can be chosen by the user of the system. 
 In the learnt hierarchy, Graphs that are grouped together in one subgraph class can 
be viewed by the user by clicking at the node which opens a new window showing all 
graphs that belong to the subgraph class. The node itself is labelled with the name of 
the graphs in this example but can be also labeled with a user given name. 

A visualization component allows the user to view the organization of his 
subgraphs. It shows him the similarity relation between the graphs and the subgraph 
classes and by doing this gives him a good understanding of his domain.  

4.2 Approach II 

Whereas in Section 4.1, the hierarchy is built based on a divide-and-conquer tech-
nique, in this approach we use a strategy that is more flexible to fit the hierarchy dy-
namically to the different graphs. This approach is called conceptual clustering. For 
numerical data you may find the method and the algorithm in [12][13][14]. Graph 
conceptual clustering was introduced by Perner [15]. It does not only allow to incor-
porate new cases into the hierarchy and open new nodes by splitting the leaf nodes 
into two child nodes, it also allows to merge existing nodes and to split existing nodes 
at every position in the hierarchy. 

4.2.1 The Hierarchy of Subgraphs  
 A concept hierarchy is a directed graph in which the root node represents the set of 
all input instances and the terminal nodes represent individual instances. Internal 
nodes stand for sets of instances attached to those nodes and represent a super con-
cept. The super concept can be represented by a generalized representation of this set 
of instances such as the prototype, the median or a user-selected instance. Therefore a 
concept C , called a class, in the concept hierarchy is represented by an abstract con-
cept description and a list of pointers to each child concept 

ni CCCCCM ,...,,...,, 21 , where iC  is the child concept, called a subclass 

of concept C . 

4.2.2 Learning 

4.2.2.1 Utility Function 
 When several distinct partitions are incrementally generated over the hierarchy, a 
heuristic is used to evaluate the partitions. This function evaluates the global quality 
of a single partition and favors partitions that maximize potential for inferring infor-
mation. In doing this, it attempts to minimize intra-class variances and to maximize 
inter-case variances. The employment of an evaluation function avoids the problem of 
defining a threshold for intra-class similarity and inter-class similarity. The threshold 
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is to determine domain-dependent and it is not easy to define them a priori properly. 
 However, the resulting hierarchy depends on a properly chosen threshold. We will 
see later on by example what influence it has on the hierarchy.  

 
 
Given a partition mCCC ,...,, 21 , the partition which maximizes the difference 

between the subgroup-class variance Bs  and the within-subgroup class variance Ws  

is chosen as the right partition: 
 
 The normalization to m  ( m -the number of partitions) is necessary to compare 
different partitions. 
If pjG  is the prototype of the j -th class in the hierarchy at level k , G  the mean 

graph of all graphs in level k , and vjG 2  is the variance of the graphs in the partition 
j , then:  

 
where jp  is the relative frequency of cases in the partition j . 

4.2.2.2 Learning of New Classes and Updating Existing Classes 
 It might happen that the reasoning process results in the answer: “There is no simi-
lar graph in the hierarchy”. This indicates that such a graph has not been seen before. 
The graph needs to be incorporated into the hierarchy in order to close the gap in the 
hierarchy. This is done by classifying the graph according to the existing hierarchy 
and a new node is opened in the hierarchy at that position where the similarity relation 
holds. The new node represents a new subgraph class and the present graph is taken 
as class representative.  
 The evidence of new classes increases when new similar graphs arrive, where the 
evaluation measure holds. They are incorporated into the node and the concept de-
scription of the node is updated. This is considered as learning of the hierarchy over 
the subclasses of graphs. 

4.2.2.3  Prototype Learning  
When learning a class of graphs, graphs where the evaluation measure holds are 
grouped together. The graph that appeared first would be the representative of the 
class of these subgraphs and each new graph is compared to this subclass of graphs. 
Obviously, the first graph to appear might not always be a good graph. Therefore, it is 
better to compute a prototype for the class of graphs as described in Section 3.3. 
In the same manner, we can calculate the variance of the graphs in one subgraph 
class. The resulting prototype is not a graph that exists in reality. Another strategy for 
calculating a prototype is to calculate the median of the graphs in a subgraph class. 
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4.2.2.4 Refinement and Abstraction of Subgraph Classes 
 The constructed subgraph classes and the hierarchy are sensitive to the order 
presentation of the graphs. It would result in creating different hierarchies from dif-
ferent orders of the same graphs. We have already included one operation to avoid 
this problem by learning of prototypes. Two additional operations 12  should help it 
recover from such non-optimal hierarchies. At each level of the classification process, 
the system considers merging the two nodes that best classify the new instance. If the 
resulting subgraph class is better according to the evaluation function described in 
Section 4.2.2.1 than the original, the operation combines the two nodes into a single, 
more abstract subgraph class. This transforms a hierarchy of N nodes into one having 
N+1 nodes, see Fig. 6. This process is equivalent to the application of a “climb-
generalization tree” operator 13 , with the property that the generalization tree is 
itself built and maintained by the system. Other merge strategies are described in 14 . 
 The inverse operation is splitting of one node into two nodes as illustrated in Fig-
ure 7. This is also known as refinement. At each level, the learning algorithm decides 
to classify an instance as a member of an existing subgraph classes, it also considers 
removing this subgraph class and elevating its children. 
 If this leads to an improved hierarchy, the algorithm changes the structure of the 
hierarchy accordingly. 

   Fig. 7 Node Merging          Fig. 8 Node Splitting 

4.2.3 Algorithm 
Now, that we have defined our evaluation function and the different learning levels, 
we can describe our learning algorithm. We adapt the notion of Fisher 14  for con-
cept learning to our problem. If a new graph has to input into the hierarchy over the 
graphs, it is tentatively placed into the hierarchy by applying all the different learning 
operators described before. The operation which gives us the highest evaluation score 
is chosen. The new graph is entered into the hierarchy and the subgraph hierarchy is 
reorganized according to the selected learning operation. Figure 9 shows the learning 
algorithm in detail. 

4.2.4 The Learning Algorithm in Operation: an Example 
 The learning process is illustrated in Fig. 10a-d for the four cases shown in Fig. 2a-
d that were used to construct the hierarchy in Figure 6.  
 The learning algorithm first tests where the graph should placed into the hierarchy. 
Figure 10a shows how graph_1 is incorporated into the hierarchy. At this stage, the 
hierarchy is empty, and so the only possible operation is to create a new node for 

P P

A B

BA

New Node

P

BA

P

A B
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graph_1. Next, graph_2 is inserted into the hierarchy (see Fig. 10b). First, it is placed 
in the existing node and the score for this operation is calculated. Then the “create a 
new node” operation is performed and its score is calculated. The last operation which 
can be applied in this graph is node merging. The score for this operation is also cal-
culated. Since all three scores have the same value, the first operation “insert into 
existing node” is selected on this occasion.  
Figure 10c shows how graph_3 is incorporated into the hierarchy. Any of the opera-
tions “insert to existing node”,”create a new node”, and “node merging” can be ap-
plied to the existing hierarchy. The highest score is obtained for the operation “create 
a new node”. This operation is therefore used to update the hierarchy. Graph_4 can be 
inserted into either of the two existing nodes (see Fig. 10d). The operations “create a 
new node” and “node merging”can then be applied in sequence. The highest score is 
obtained for the operation “insert to node_2”. This is the final hierarchy resulting 
from the application of the four example graphs. Note that the “node-splitting” opera-
tion was not used in our example because the resulting hierarchy did not allow for this 
operation. The learning algorithm should results to more meaningful groupings of 
graphs since the algorithm does not rely to much on the order of the example. 
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Fig. 10b Insert Case 2 into the case base 
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Fig. 10c Insert Case 3 into Case Base 

4.3 Discussion of the two Approaches 

 The results in Approach I shown in Figure 6 are two nodes containing a set of 
graphs each. The second node is highlighted in Figure 5 and shows that the two 
graphs (graph_3 and graph_4) are belonging to the same subgraph-class. The first 
node shows only the name of graph_1 but also contains graph_2. The partition 1,2  
and 3,4  is reached by a threshold of 0.0025 for the similarity. Matching has to be 
performed three times for this structure. First, matching the prototypes is performed 
and afterwards is determined the closest graph in the subgraph-class of the prototype 
with the highest similarity. If we increase the threshold to 0.02 than we obtain the 
partition 1,2,4 3 . This hierarchy still has two nodes but the time for matching is 
increased since now in one node there are three graph that should be matched.  
 The four graphs are placed into four separate nodes each when using a threshold 
less than 0.001. Thus, for this hierarchy matching has to be performed four times. 
 This example shows how the threshold effects the resulting hierarchy. 
Algorithm II automatically selects the best partition 1,2  and 3,4 . The predetermi-
nation of a threshold is not necessary. This algorithm protects the user from a try-and-
test procedure in order to figure out the best threshold for the similarity of his applica-
tion and besides that it guarantees that the hierarchy will not grow too deep or too 
broad. The evaluation measure as well as the allowed operations over the hierarchy 
keep the hierarchy in balance according the observed cases. 

5 Related Work  
Bunke and Messmer 16  used a network of model graphs for matching graphs that is 
created based on the subgraph isomorphism relation. They calculated off-line each 
possible permutation from each model graph and used them to construct the network. 
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This network was then used for matching the graphs. In their approach they did not 
consider approximate graph matching, nor can their approach be used in an incremen-
tal fashion. The resulting structure is a network of model graphs not a directed graph. 
It also requires that the network is complete. In contrast, our approach can tolerate 
incompleteness.  
An approach for tree structured cases has recently been described by Ricci and Senter 
17 . It assumes that graphs are in a tree-structured representation or can be trans-

formed into this structure which is not always possible. 
 The two approaches described in this paper are based on approximate graph sub-
sumption and can be used in an incrementally fashion. The first approach is based on 
a divide-and-conquer strategy and requires a fixed threshold for the similarity value.  
 An approach which uses such a flexible strategy as our approach II is to our 
knowledge not used by anyone for incrementally building the subclass hierarchy over 
a set of graphs. 

6 Conclusions 

 We consider structural representation such as a non-attributed or attributed graph. 
Such representations are useful to describe multimedia objects such as images, text 
documents, log-files or even in social networks, building design, software engineer-
ing, and timetabling. The similarity between these objects must be determined based 
on their structural relations as well as on the similarity of their attributes. 

 We described two approaches that can detect frequent subgraphs in a data base of 
graphs. 
 Our two approaches forming hierarchy over subclasses of graphs are based on 
approximate graph subsumption. The first approach requires an off-line defined 
threshold for the similarity value. The chosen threshold as well as the order of graphs 
presented to the system strongly influences the resulting hierarchy. Therefore, not the 
first stored graph in the group is taken as the class representative instead of that a 
prototype is incrementally calculated. However, this approach can only construct new 
subgraph classes. Once a subgraph class has been established the structure cannot be 
reversed. This is only possible in the second approach since it can merge and split 
nodes at any position in the hierarchy. Another advantage of the second approach is 
that it does not rely on a fixed threshold for similarity. Instead, an evaluation function 
is used to select the right partition. This gives the flexibility needed when incremen-
tally building the hierarchy. 
 The performance of the two approaches was evaluated on a data set of ultrasonic 
images from non-destructive testing.  The image description of the reflection points of 
the defect in the image is represented as an attributed graph. The learning approach 
for the subgraph detection was developed for real-time collection of ultra sonic imag-
es into the graph data base. It allows to up-date the hierarchical organization of the 
subgraphs at any time a new graph is collected.  



 Figure 9 Algorithm II 

Input:   Case Base Supergraph CB 
   An unclassified case G  
Output:   Modified Case Base CB´ 
 
Top-level call:   Case base (top-node, G) 
Variables:   A, B, C, and D are nodes in the hierarchy 
  K, L, M, and T are partition scores 
Case base (N, G) 
IF N is a terminal node, 
 THEN Create-new-terminals (N, G) 
            Incorporate (N, G) 
 ELSE   For each child A of node N, 
  Compute the score for placing G in A. 

  Compute the scores for all other action with G 
  Let B be the node with the highest score K. 
  Let D be the node with the second highest score. 
  Let L be the score for placing I in a new node C. 
  Let M be the score for merging B and D into one node. 
  Let T be the score for splitting D into its children. 
    
  IF K is the best score 
   THEN Case base (P, G) (place G in case class B). 

  ELSE IF L is the best score, 
   THEN Input a new node C 

  Case base (N, G) 
    Else IF M is the best score, 
    Then let  O be merged (B, D, N) 

             Case base (N, G) 
     Else IF T is the best score, 

                Then Split (B, N) 
                         Case base (N, G) 
Operations over Case base 
 
Variables:  X, O, B, and D are nodes in the hierarchy. 
  G is the new case 
 
Incorporate (N, G) 
 Update the prototype and the variance of case class N 
  
Create new terminals (N, G) 
 Create a new child W of node N. 
 Initialize prototype and variance 
 
Merge (B, D, N) 
 Make O a new child of N 
 Remove B and D as children of N 
 Add the instances of P and R and all children of B and D to the node O  
 Compute prototype and variance from the instances of B and D 
 
Split (B, N) 
 Divide Instances of Node B into two subsets according to evaluation criteria 
 Add children D and E to node N 
 Insert the two subsets of instances to the corresponding nodes D and E  
 Compute new prototype and variance for node D and E 
 Add children to node D if subgraph of children is similar to subgraph of node D 
 Add children to node E if subgraph of children is similar to subgraph of node E 
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