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Preface

During the past two decades, we have witnessed many drastic changes in science,
technology and engineering. One of these drastic changes is the revitalization of
exergy concepts, methods, approaches, etc. Exergy now appears to be a well-
established and distinct discipline which has come out of the second law of
thermodynamics and gone beyond thermodynamics to be used in many other
disciplines, such as chemical, biotechnology, civil, environmental, architectural,
industrial, system, electrical, geology, topography, etc. in engineering and chemis-
try, biology, physics, mathematics, business, informational technology, economy,
medicine, etc. in non-engineering areas.

As a result of these recent changes and advances, exergy has gone beyond
thermodynamics and become a new distinct discipline because of its interdisciplin-
ary character as the confluence of energy and environment. It was a prime motive to
initiate a conference series on Exergy, Energy and Environment in 2003. The
conference, since then, has been running successfully under the title of “Interna-
tional Exergy, Energy and Environment Symposium (IEEES)”. The conference has
a multidisciplinary nature, covering three main areas of exergy, energy and envi-
ronment, and aims to provide a forum for researchers, scientists, engineers and
practitioners from all over the world to exchange information; to present high-
quality research results and new developments in the wide domain covered by
exergy, energy and the environment; and to discuss the future direction and
priorities in the field.

This edited book, which is a multidisciplinary reference, will serve as a com-
prehensive source for researchers, scientists, engineers, undergraduate students and
professionals on the recent advances in exergy, energy and environmental issues. It
discusses current problems, future needs and prospects in the area of energy and
environment. This unique book contains, in addition to some invited contributions,
the selected papers from the latest Seventh International Exergy, Energy and
Environment Symposium (IEEES-7) which was held in the University of Valenci-
ennes in Valenciennes, France. It covers a broad range of topics on energy conser-
vation and analysis; entropy and exergy analyses; entropy generation minimization;
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exergy, energy and environmental modelling; exoeconomics and
thermoeconomics; hydrogen generation and technology; fuels and alternatives;
heat and mass transfer; renewable energy; new and clean energy technologies;
refrigeration and heat pump systems; combustion technology; thermal systems
and applications; air-conditioning systems; thermodynamics optimization; model-
ling of energy systems; combustion/gasification; process optimization; sectoral
energy and exergy utilization; waste exergy emissions; etc.

In closing, the editors gratefully acknowledge the assistance provided by numer-
ous individuals, especially for reviewing and revising several chapters, checking for
consistency and finalizing them for publication. The editors also register their
sincere appreciation to the authors for their contributions which have made this
unique edited book possible.

Valenciennes Cedex 9, France Fethi Aloui
Oshawa, ON, Canada Ibrahim Dincer
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Part 1
Environment Impact Assessment and
Potential Solutions



Wastes of Qil Drilling: Treatment Techniques
and Their Effectiveness

Abbas Hadj Abbas, Hacini Messaoud, and Aiad Lahcen

1 Introduction

The development of the oil industry has created many environmental problems that
contribute in the degradation of some natural ecosystems, especially sheets of
groundwater. The environmental laws require adequate treatment of these wastes
in order to avoid any degradation. The oil industry in the region of Hassi Messaoud
is very developed which produces industrial waste with dangerous elements.
During the drilling a large quantity of solid and liquid industrial wastes are
generated. These releases contain toxic chemicals such as heavy metals and organic
pollutants (Lefebrre 1978). These elements cause problems for the humans, animals
(Cranford et al. 1999), and plants (Atlas 1984). Additional information can be given
by Scriban (1999). So, what are the treatment methods and their effectiveness?

The study area is in the field of Hassi Messaoud, which is about 850 km in the
south of Algiers and 350 km from the Tunisian border (Askri et al. 2003).

The aim of this work is to find solutions that can reduce or stop the influence of
these toxic elements. For this purpose we adopted a method of work, beginning with
a literature search for oil drilling, drilling fluids, and waste products used (Yaiche
2006). We made site visits to recognize nearby the identity of these wastes, their
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chemical components, and their influence on the environment, and we have seen the
appropriate means to treat these wastes and to a make limit concerning their
negative influence. It was found that there are two methods of treatment which
are chemical and thermal (Khodja 2008). These methods are based on the utiliza-
tion of cement inerting and utilization of high temperatures to trap toxic elements
(Damou 2007). More details on this process can be given by Cherifi (2006).

This fieldwork is made to diagnose the treatment methods of these wastes and
make the neutralizing of these toxic products effective. Sampling of waste is done
according to conventional methods. Samples before and after treatment during
several phases of drilling to make a homogeneous mixture, the latter are of the oil
drilling waste of Hassi Messaoud area before and after each method of treatment
and then transported these samples to the laboratory for analysis and retrieve results
that can improve the use of these methods (use of equipment catalog of heavy
metals, CRD (2010)).

2 Results and Discussion

2.1 Results of Analysis of the Crude Wastes (Before
Treatment)

The results of analysis of nine samples showed that the toxic components are the
hydrocarbon and heavy metals (Pb, Cu, Cr, Cd, Zn, Mn). The concentrations of
hydrocarbon exceed the conventional norms in Algeria or the variation of between
1.98% and 9.61%; the maximum value was recorded in the sample 5 (9.61%) and
the minimum value in the sample 4 (1.98). The norms of the concentrations of
heavy metals are from 14.1 mg/l (sample 4) and 46.5 mg/1 (sample 2) for the lead,
between 0.1 mg/l (samplel) and 0.2 mg/l (sample 4) for cadmium, from 5.3 mg/l
(sample 4) and 12.6 mg/1 (sample 2) for the zinc, and between 1.2 mg/l (sample 4)
and 1.8 mg/1 (sample 1) for manganese, while the norms of lead, copper, chromium,
cadmium, zinc, and manganese are 01, 03, 0.1, 0.2, 05, and 01 in succession. These
norms are indicated in the Official Gazette of the Republic of Algeria (1993) and
some environmental laws in the Official Gazette 2005 version (2005) and 2007
version (2007).

After comparing the results of the previous elements, their norms and standards,
which are indicated in the reference (Official Gazette of the Republic of Algeria
1993), we can say that there are values that exceed the maximum limits, for
example, in (sample 1) the value of lead is equal to 32.6 mg/l, so it exceeds the
norm of lead that is equal to 0.1 mg/l, and the same value for the zinc in the (sample
2) is equal to 12.6 which exceeds the maximum value (0.5 mg/l) and the same for
manganese.
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Table 1 Results of the test of hydrocarbon and heavy metals for the crude wastes (before
treatment)

Heavy metals concentration in mg/1
Lead |Copper |Chromium |Cadmium |Zinc Manganese Content of
Samples | (pb) (Cu) (Cr) (Cd) (Zn) (Mn) oils (%)
1 32.6 00 00 0.1 8.5 1.8 4.40
2 46.5 00 00 0.1 12.6 2.1 4.00
3 15.8 00 00 00 7.4 1.7 4.65
4 14.1 00 00 0.2 5.3 1.2 1.98
5 / / / / / / 9.61
6 / / / / / / 6.56
7 / / / / / / 9.40
8 / / / / / / 32
9 / / / / / / 22

For oil tenures there are two values that exceed the norms in the 5 and 6 samples
(9.61% > 5%). According to the above table, the hydrocarbon and heavy metals are
harmful elements conventionally (Table 1).

2.2 Results of Analyses Before and After Solidification/
Stabilization

According to the results shown in Table 2 (last page), it was found that the
concentrations are generally less than the maximum limit indicated by the Algerian
state and Sonatrach. But we record a value that exceeds the maximum values, for
example, the value of lead in (sample 1) is equal to 1.8 mg/l > 1 mg/l; to justify this
result, we suppose that the amount of cement added is not sufficient to trap the
metal.

On the other hand, we record the content of chromium in the treated samples
which is equal to 0.23 mg/l which is higher than those of untreated samples 00 mg/l;
thus the presence of this metal in the cement used for solidification is the origin of
this augmentation.

2.2.1 Optimization of the Method of Solidification/Stabilization
(Chemical Method)

Optimization of Cement
From the figure, it was found that the content of hydrocarbons in the presence of a

fixed concentration of sodium silicate is inversely proportional to the concentration
of added cement, but it can also be noticed that between the values of the
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Table 2 Concentrations of heavy metals

Heavy metals concentration in mg/l Hydrocarbon

Lead |Copper | Chromium |Cadmium |Zinc | Manganese | concentration
Samples | (Pb) | (Cu) (Cr) (Cd) (Zn) | (Mn) (%)

Sample 1 |32.6 |00 00 0.1 8.5 1.8 4.40
before
treatment
Sample 1 8.1 |00 00 0.1 0.56 | 0.1 1.40
after

treatment
Sample 2 [46.5 |00 00 0.1 12.6 2.1 4.00
before
treatment
Sample 2 | 00 00 00 0.1 00 00 1.30
after

treatment
Sample 3 | 15.8 |00 00 00 7.4 1.7 /
before
treatment
Sample 3 | 00 00 0.23 00 00 00 0.53
after

treatment
Sample 4 | 14.1 |00 00 0.2 5.3 1.2 1.98
before
treatment
Sample 4 | 00 00 0.34 0.1 00 00 1.51
after

treatment

concentration of cement between (200 and 300 kg/m?), the reduction is not very
important (from 5.08 to 4.28% for almost double the amount of cement added). This
can be justified by the fact that cement creates a solid matrix which protects the film
formed by the sodium silicate and enhances encapsulation. The content of
hydrocarbons decreases as we add cement, but by reaching a certain value of the
quantity of cement added, the content of hydrocarbons continues to decrease but at
a slower manner. The effect of the cement is more interesting at high hydrocarbon
levels.

For economic reasons (the cost of cement), we have an optimal concentration of
cement equal to 200 kg/m? and try to improve the solidification with sand (Fig. 1).

Optimization of Sand (Fig. 2)

According to the shape of the curve, we can say that the result obtained above is
improving as we add sand. The hydrocarbon content is decreased by 6.56% (the
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Fig.1 Changes in the content of hydrocarbons according to the concentration of CPA425 cement
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Fig. 2 Changes in the content of hydrocarbons according to the concentration of sand

sand concentration is zero) to 5.21% after addition of 100 kg of sand,; this is logical
because the latter strengthens the matrix formed by the cement (solidifying).
We stopped at a concentration of sand equal to 100 kg/m* (we will consider the

following as optimal) for two reasons:
+ The decrease in the hydrocarbon content is very low, almost 1-100 kg/m?

of sand.
» The particle size of the sand can increase the permeability of our treated waste,

thus making it less resistant to the infiltration liquids inside the matrix.

Optimization of Sodium Silicates

On this curve, it is found that the percentage of hydrocarbons decreases to a value
equal to 6.25%, which corresponds to a concentration of sodium silicate of 10 I/m°.
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Fig. 3 Changes in the content of hydrocarbons according to the concentration of sodium silicates

After this value, it is obtained practically a bearing (or a very small decrease) in
silicate form a covering around the contaminant and attracts Ca++ (from the
cement). The latter in turn attracts other molecule silicates. This force of attraction
becomes weak gradually as the silicate covering is superimposed on each other, and
this is what explains the shape of the graph. The retention of hydrocarbons is
stagnant, once when it exceeded a certain concentration of sodium silicate; in our
case, the concentration is 10 1/m3 (when it is considered as optimal) (Fig. 3).

Optimization of Activated Carbon

From the presented curve, it is found that the content of hydrocarbons decreases to a
value equal to 5.88% which corresponds to a concentration of the activated carbon
equal to 30 kg/m’; after this value the hydrocarbon content rises.

We notice again that our graph has an optimum, which is moving toward a
concentration not to exceed, to avoid the contaminant immigration (Fig. 4).

Test Result of Solidification of the Matrix: Resistance of Free Compression

According to the graph above, we see that the resistance of free compression for our
sample treated increases as we add cement.

We have two things: firstly making concrete from the treated waste requires the
addition of large quantities of cement; secondly, the pretreatment sample was very
brittle (Fig. 5).
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Fig. 4 Changes in the content of hydrocarbons according to the concentration of the activated
carbon

34
32
30
28
26
24
22
20
18
16

14
150 200 250 300

cement (kg/m3)

Resistance (kg/cm?2)

Fig.5 Variation of the mechanical resistance as a function of the concentration of CPJ425 cement

2.2.2 The Content of the Oil Before and After the Heat Treatment
(TDU or TPS)

From the results recorded in the previous table, it was found that our treatment
(thermal treatment) is very effective for the hydrocarbon; besides the results of the
analysis of the sample after treatment respond fully to the norms (lower to the
maximum-tolerated values). But heavy metals retain the same concentration before
and after treatment. So, this method is effective for hydrocarbon and its inverse for
heavy metals.



10 A.H. Abbas et al.

Table 3 Results before and after treatment

Mass of oil expressed | Test sample expressed | Hydrocarbon
Samples in (g) in (g) concentration (%)
Before 3.20 100 3.20
treatment
After Traces 100 Traces
treatment

3 Conclusion

Based on the results obtained at the end of this study, we argue that oil discharges
present risks to the environment because of their compositions which exceed the
maximum limits conventional by the Algerian state (degree of contamination of
discharges of approximately 9.61% of the oil, so this value exceeded the 5% crud
waste).

According to the application of the methods of treatment, it is found that the
method of solidification is effective for the trap of heavy metals, so the optimum
concentrations are 200 kg/m3 for the cement, 100 kg/m3 for the sand, 10 1/m? for the
silicate, and 30 kg/m? for the activated carbon.

On the other side, the thermal treatment is effective for the pollution of hydro-
carbons (some traces).

From the results shown in Table 3, it is found that the method of solidification is
not a final solution (according to the forces of free compression and moisture that
can liberate of toxic elements), so this is the filtration of these toxic elements into
the water table.

For a good result of treatment, it is necessary to apply a combination of
solidification and heat treatment.
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Comparative Study of the Adsorption of Nickel
on Natural Bentonite and on Streptomyces
rimosus Dead Biomass

Faroudja Mohellebi and Radia Yous

1 Introduction

Pollution from heavy metals has become a serious problem for human health and
for the environment. Heavy metals are not biodegradable and tend to accumulate in
organisms, causing various diseases (Inglezakis et al. 2003). The existence of heavy
metals, such as copper (Cu), nickel (Ni), zinc (Zn), lead (Pb), mercury (Hg),
chromium (Cr), and cadmium (Cd) in wastewater, is the consequence of several
activities like chemical manufacturing, paint pigments, plastics, metallurgy, and
nuclear industry (Quintelas et al. 2009). Among the various diseases associated
with the presence of these toxic elements in the human body are neurotoxicity,
severe gastrointestinal irritation, and lung cancer (Jiang et al. 2009, Agouborde and
Navia 2009).

For the removal of these metals from wastewater, there are a series of processes
currently used for this object: chemical precipitation (Matlock et al. 2001), mem-
brane filtration (Molinari et al. 2004), electrolytic reduction (Beauchesne et al.
2005), solvent extraction (Silva et al. 2005), ionic exchange (Pehlivan and Altun
2007), and adsorption (Ajmal et al. 1998). Most of these methods may not be
suitable at industrial scale, due to low efficiency or expensive applicability to a
wide range of pollutants, generation of residues, and difficulty in locating optimal
operating conditions when different heavy metals are present in a solution, and need
a pretreatment. Adsorption of various materials, such as activated carbon (Chen and
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Wu 2004), biomaterials (Han et al. 2006), and clay minerals (Sharma 2008), is now
recognized as an efficient and economic method to remove metal ions from aqueous
solutions.

In recent years, many porous materials found increasing interest as adsorbents
due to their abundance in nature, low cost, good cation adsorptive properties, and
large surface area.

Mineral materials used to remove heavy metals include bentonite, zeolite, and
montmorillonite. Low-cost biosorbents such as the dead biomass wastes from the
pharmaceutical industry have been intensively studied for the removal of metallic
ions from industrial effluents.

The aim of the present work is to examine the possibility of using natural
bentonite and dead biomass of Streptomyces rimosus to remove nickel from aque-
ous solutions. The bentonite was obtained from SIG (western Algeria). The Strep-
tomyces rimosus biomass was obtained from the pharmaceutical industry.

The applicability of theoretical models, such as Langmuir and Freundlich, for
the equilibrium data fitting was tested. The values of global diffusion coefficients
and rate constants were calculated.

Nomenclature

B Adsorption equilibrium constant (L.mg ")

Ce Equilibrium concentration of metal ion in solution (mg.L™")

Co Initial concentration of metal ion in solution (mg.L_l)

C, Concentration of the metal ion at the particle surface (mg.L’l)

C, Concentration of metal ion in solution at ¢ time (mg.L”)

Cg Adsorbent concentration in the solution (g.m3 )

CEC Cation exchange capacity (meq/100 g)

D, Diffusion coefficient in the solid (m”*.min~") according to Urano and Tachikawa
model

Dy, Diffusion coefficient in the solid (m*.min~") according to Weber and Morris
model

dp Particle size diameter (m)

K, Adsorption rate constant for the first-order adsorption (min~")

K> Adsorption rate constant for the second-order adsorption (min™Y)

ke, ng Freundlich’s adsorption constants

Kw Diffusion coefficient in the solid (mg.g’l.min’” 2

m Mass of adsorbent (g)

qe Amount of adsorbed heavy metal per unit adsorbent mass at equilibrium (mg.g ")

dm Maximum adsorption capacity (mg.g~")

q: Amount of adsorbed heavy metal per unit adsorbent mass at ¢ time (mg.g~ ')

S Surface area of the clay per unit solution volume (m~")

v Volume of the metal solution (mL)

Greek

letters

3 External mass transfer coefficient (m.min— l)

Papp Apparent volume mass of the clay (g.m )
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2 Diffusion Models

Various models of diffusion have been examined, including single steps of diffu-
sion in external or intraparticle or combined phenomena (Van Vliet et al. 1980;
Mathews and Weber 1984).

2.1 External Mass Transfer Diffusion Model

This model, which is an application of Fick’s law, describes the evolution of the
solute concentration in the solution C, (mg.Lfl), as a function of the difference in
the concentrations of the metal ion in the solution, C;, and at the particle surface Cg
(mg.L™") according to Eq. (1)

aC[
ot

= =S (Ci = Cs) (1)

The coefficient is determined after making some assumptions such as a surface
concentration Cq negligible at = 0, a concentration in solution tending to the initial
concentration Cy, and also negligible intraparticle diffusion. So, the previous
equation can be simplified to

dc,
G =-rse @
The initial rate of sorption, —fS (min~ '), is obtained by polynomial lineariza-
tion of C,/C and subsequent derivation at ¢ = 0.
The surface area is approximated as the external surface area. Moreover, the
particles are supposedly spherical and § is calculated as the external surface
compared to the solid/liquid ratio in the solution; thus,

6Cs
dppapp

3)

2.2 Intraparticle Mass Transfer Diffusion Model

The models chosen refer to theories developed by Weber and Morris (1962) and
Urano and Tachikawa (1991).

According to the intraparticle diffusion model proposed by Weber and Morris
(1962), the initial rate of intraparticle diffusion was calculated by linearization of
the curve ¢, = f (¢ *°) and using Eq. (4)
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q: = Kyt*? (4)

where K, is the diffusion coefficient in the solid (mg.gfl.minfl/ 2) (Eq. (5)).

12¢.\ (Dw\*’
Ky = S 5
(2)(%) ®
Another kind of intraparticle diffusion model was proposed by Urano and
Tachikawa (1991). The sorption kinetic data were modeled by the following

equation:
q 2 A7’Dt
—Logo|1— () | = . 6
gm[ (%) ] 23 dﬁ (6)

3 Kinetics of Adsorption

Adsorption kinetics is used in order to explain the adsorption mechanism and
adsorption characteristics.

3.1 Pseudo-First-Order Reaction Kinetics
The adsorption rate constant proposed by Lagergren (1898) and Ho (2004) using
first-order reaction kinetics is shown below:

da, _

dt = kl(Qe - CII) (7)

The integration of Eq. (7) gives the following expression:

k
log(q. — q,) = logq, — 53531 (8)

3.2 Pseudo-Second-Order Reaction Kinetics

Adsorption data were also evaluated according to the pseudo-second-order reaction
kinetics proposed by Ho and McKay (1998).



Comparative Study of the Adsorption of Nickel on Natural Bentonite. . . 17

dq
7; = ka(q. — 4,)° )

If Eq. (9) is integrated, the following expression is obtained:

t 1 t
= 4 10
4, kg qe (10)

4 Adsorption Isotherm Models

In this work, adsorption isotherms of bentonite and treated biomass for nickel ion
were expressed mathematically in terms of the Langmuir and Freundlich models.
The Langmuir equation, in the linear form, is written as:
Ce 1 Ce

Te _ 1 Fe 11
qe qm~b+qm (1)

For the Freundlich equation, the linear form is written as:

1
Logg. = Log K¢ + n—fLog Ce. (12)

5 Materials and Methods

5.1 Adsorbent Characterization

The clay used in this study was collected from Maghnia bentonite deposit, 500 km
northwest of Algiers.

This bentonite sample, white in color, was cleaned, dried, and sieved into sizes
of 100 pm. Chemical and physical properties of the bentonite used for adsorption
experiments are presented in Tables 1 and 2, respectively. This adsorbent was used
directly for the experiments without any treatment.

For the divalent cations, magnesium is the element most dominating (46.0
meq/100 g), that is, to about four times the quantity of calcium (11.0 meq/100 g).
For monovalents cations, the most dominating element is sodium (36.7 meq/100 g).

S. rimosus biomass produced during oxytetracyclin antibiotic production was
collected after fermentation. The biomass was washed with distilled water and dried
at 50 °C for 24 h. It was then crushed and sieved in order to select a fraction with
particle diameters ranging between 50 and 160 pm. The biomass was then treated
with 0.1 M NaOH for 30 min and, once again, washed, dried at 50 °C for 24 h, and
sieved to retain the particle size fraction between 50 and 160 pm. In these condi-
tions, the solid particles can be considered as spheres with an average diameter of
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Table 1. .Chemical . Sio, 66.00

composition of bentonite (%) ALO; 14.20
CaO 3.86
MgO 3.00
Fe,04 242
Na,O 1.42
K,O 1.30
TiO, 0.34
MnO 0.03
P,0s 0.07
S <0.1
L.O.I* 7.01

*Loss on ignition

Table 2 Physical Color White
composition of bentonite oH 3
SG (g.cm™) 1.90
Size <10~ mm 49%

Table 3 Physical and chemical characteristics of the biomass

Properties Untreated biomass NaOH-treated biomass
Particle size (upm) 50-160 50-160

Humidity (%) 32 4.4

Density (g/cm®) 0.43 0.41

Specific area (m*/g) 0.13 0.14

Zeta potential (V) —0.06 —0.07

105 pm, which is the average of the 50-160-um fraction. The obtained physical and
chemical characteristics of the biomass are reproduced in Table 3.

All experimental results were generally expressed as adsorption capacity “q”
which we define as follows:

(Co—Cy) "
m

14 (13)

6 Results and Discussion
6.1 Adsorption Kinetics

Adsorption kinetics is used in order to explain the adsorption mechanism and
adsorption characteristics.
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Fig.1 Adsorption kinetics of nickel on bentonite clay and on NaOH-treated biomass. Initial metal
concentration 100 mg.L’l, adsorbent dosage 1 g/200 mL and pH =7

Table 4 Values of Ni** biosorption and adsorption constant rates

First-order reaction Second-order reaction

K, (min™h) R’ K> (g. mg~".min™") R’
Bentonite 0.026 0.677 0.07 0.999
Treated biomass 0.028 0.629 0.05 0.966

The kinetics of removing nickel by dead biomass and untreated bentonite clay is
presented in Fig. 1.

The treated biomass adsorbent gave better adsorption capacity than the bentonite
as the contact time increased. It was observed that the bentonite consistently had a
constant adsorption capacity (18 mg.g ") for nickel all throughout the contact times
used which meant equilibrium was rapidly reached, and as quickly as 15 min, the
adsorption sites were already saturated to maximum uptake capacity. For biomass,
there was an initial increase in adsorption capacity, but after 60-min contact time,
the adsorption capacity remained constant (30 mg.g ™).

The kinetic studies of adsorption of Ni (II) onto treated biomass and bentonite
were carried out using the first-order and second-order models on experimental
data, and the values obtained are given in Table 4.

The regression coefficients obtained from the pseudo-first-order kinetic graph
were low. The second-order kinetic model kinetics gave high values of regression
correlation coefficient as seen in Table 4. This implied that the mechanism of
adsorption of nickel on bentonite and treated biomass followed second-order
kinetics.
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6.2 Diffusion Models

Table 5 shows the values of the internal diffusion coefficients D,, and D, and of the
external mass transfer coefficients j.

The above values show that resistance to external mass transfer is negligible
compared to internal distribution. Nonetheless, we must compare the experimental
results with those calculated by the kinetic and diffusional models. This comparison
is illustrated in Figs. 2 and 3.

From these figures, we find that the kinetic model is closer to experimental
results.

Table 5 Parameters of diffusion models

p (m.min"") Dy, (m*min™") D, (m*min™Y)
external mass transfer | according to Weber and according to Urano and
coefficient Morris model Tachikawa model
Bentonite | 3.54. 107> 15.1071° 0.8.107"°
Treated 12.107* 7.12. 1072 343,102
biomass
400
350
300 -
250 A ~—4— Experimental data
. === Weber and Morris model
"4 200
g s Kinetic model
~%
o 150 1 == Urano and Tachikawa model
100 | & —
> -9
50
0 - - -
0 20 40 60 80 100 120 140
t(min)

Fig. 2 Comparison of the experimental results with the diffusion models (adsorbent: bentonite)



Comparative Study of the Adsorption of Nickel on Natural Bentonite. . . 21

adsorption by Biomass
350

~——a— Experimental data
300 4 —=— Kinetic model
—&— Weber and Morris model

250 1 —4 Urano and Tachikawa model
T 200
o
E 150
O

100 N %

50

O T
60 80

Time (min)

Fig. 3 Comparison of the experimental results with the diffusion models (adsorbent: treated
biomass)

Table 6 The parameters for Langmuir and Freundlich isotherms

Langmuir Freundlich

b Gm(mg.g ") R? K¢ ny R
Bentonite 0.45 20 1 46.55 3.62 0.900
Treated biomass 0.08 32.5 0.998 7.84 4.44 0.885

6.3 Adsorption Isotherms

The best estimated values of all the equation parameters are summarized in Table 6.
The adsorption isotherm data well fitted with the linearized Langmuir equation
and provided R* = 1 for bentonite and R? = 0.998 for biomass.

7 Conclusion

A comparison of two low-cost adsorbents (bentonite and NaOH-treated biomass)
showed that NaOH-treated biomass as an adsorbent was more efficient in metal ion
removal from solution when compared with bentonite.

These results show that bentonite and biomass can be used effectively for the
removal of Ni(II).
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Considering the abundance and low price of these adsorbents and their physical
and chemical characteristics, they are materials to be efficiently applied in the
environmental industry. They can be used in the treatment of mining and/or
industrial effluents with metallic contents above the standard values considered
by the corresponding legislation.
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Process Simulation and Energy Consumption
Analysis for CO, Capture with Different
Solvents

Boyang Xue, Yanmei Yu, and Jian Chen

1 Introduction

Carbon dioxide capture and storage (CCS) technology is considered to be the most
effective technology to reduce greenhouse gas emissions in the future (Jones and
Wigley 1990). The cost of CCS technology applied in fossil fuel power plant is
about 40-60 $/t CO, (Fei et al. 2005). And the electricity price will increase by 45%
when coupled with CCS (Le Moullec and Kanniche 2011b). Among all the parts of
the cost, the CO, capture process plays a major role (Fei et al. 2005). Thus, the most
crucial problem CCS faces now is that the energy consumption of capture and
separation process is tremendous. The absorption with amine solutions is the most
reliable and efficient method of CO, capture, which is widely applied in fossil fuel
power plants at present. Several studies are found in the literature that discuss the
two main paths to reduce energy consumption in CO, capture process, developing
new solvents and optimization of the process configurations (Oyenekan and
Rochelle 2007; Aroonwilas and Veawab 2007; Le Moullec and Kanniche 2011a;
Cousins et al. 2011).

Many kinds of amine have been studied in CO, capture process, such as
monoethanolamine (primary amine, MEA), diethanoamine (secondary amine,
DEA) (Diab et al. 2013), methyldiethanoamine (tertiary amine, MDEA) (Zhang
and Chen 2010) and aminomethylpropanol (sterically hindered primary amine,
AMP) (Li et al. 2013), piperazine (heterocyclic amine, PZ) (Li et al. 2014), and
SO on.

But at present MEA is still considered to be the main solvent in aqueous
alkanolamine-based capture processes because of its high absorption rate and low
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solvent cost, as well as the fact that MEA is easy to regenerate (Aaron and Tsouris
2005).

As the heat of reaction with CO, in MEA is quite high (around 85 kJ/mol CO,), it
leads to a high energy requirement for stripping. DEA is also suitable for
low-pressure operations and has a lower heat of reaction with CO, (around 70 kJ/
mol CO,). Secondary amines, like DEA, are much less reactive to sulfur compo-
nents and their reaction products are not particularly corrosive. All these factors
make DEA an attractive option for CO, capture. However, a disadvantage of DEA
is that it exhibits slow kinetics (Kohl and Nielsen 1997; Carson et al. 2000;
Gabrielsen et al. 2005; Galindo et al. 2012; Warudkar et al. 2013).

Le Moullec et al. (2014) reviewed 20 different process modifications, which are
almost exhaustive, for numerous publications so far. However, most studies eval-
uate process modification for MEA solvent only and the interaction between
solvent and process is ignored. Therefore, it is worth investigating the energy
consumption of different amine solvents in different process.

As a result, this work proposes a comparative study on CO, capture process flow
sheet modifications between MEA and DEA to decrease their energy consumptions.
Including the conventional capture process, 10 process flow sheet modifications are
evaluated at first step, which are inspired by the work of Le Moullec et al. (2014).
The simulations are carried out with commercial software to calculate energy
consumption for different process flow sheets for a power plant and with a CO,
compression process. For further study and discussion, a detailed analysis is
presented to study the effect of some significant parameters in capture process
and the total energy consumptions of each condition are evaluated and compared.

2 Simulation Hypothesis

As many commercial simulation softwares perform well in process simulation such
as Aspen Plus, ProMax, PRO/II, CO2SIM, and so on, PRO/II (version 9.0) is
selected to be the simulation software in this work due to the simplicity and
usability that fulfill the purpose of this study. With the amine packages in PRO/II,
results obtained for MEA and DEA are accurate enough for use in final design
work, because the parameters have been regressed from a large number of sources
for MEA and DEA systems, resulting in good prediction of phase equilibrium. The
accuracy of the simulations using PRO/II can also be validated in the following
part. In the simulation, the property system uses the amine packages, which were
already implemented in PRO/II, and electrolyte algorithm is calculated in both
vapor and liquid phases. An equilibrium stage is assumed in absorber and stripper
of all the processes. Although equilibrium models are known to give qualitatively
different results from rate-based models, equilibrium models are less complex to
solve than rate-based models. On the other hand, the reaction rates of amines like
MEA and DEA are fast enough when large theoretical stages or packed height were
implemented. Kinetics has little effect and the deviations between simulation and



Process Simulation and Energy Consumption Analysis. . . 27

experiment are acceptable. Thus, the first step of approximation to study the
optimization strategy in capture process is equilibrium models and proposed meth-
odology will be then extended to rate-based models (Rodriguez et al. 2011).

2.1 Chemical Equilibrium of Amine System

The chemistry of aqueous primary and secondary amines scrubbing CO,, like MEA
and DEA, behave similarly in thermodynamics. In aqueous solutions, CO, reacts in
an acid-base buffer mechanism with alkanolamines. The acid-base equilibrium
reactions in PRO/II are written as chemical dissociations following the approach
taken by Kent and Eisenberg (1976):

H,0 < H" + OH~ (1)

CO; + H,0 «+» HCO3 + H* (2)
HCO; «» CO}™ +H* (3)
REACOO™ + H,0 « REAH + HCO; (4)
REAH + H' < REAH; (5)

where R represents an alkyl group, and here REA equals to MEA, DEA. The
chemical equilibrium constants for the dissociation reactions are represented by
polynomials in temperature as follows:

B C D
ani:Aﬁ-T"‘v‘F‘i‘F (6)

2.2 Conventional CO, Capture Process Simulation
Validation

A typical CO, capture process, shown in Fig. 1, mainly consists of absorber,
stripper, and heat exchanger. As the figure shows, the flue gas enters into the bottom
of absorber and contacts with the countercurrent lean CO, loading solvent flow
introduced from the top of the column. After CO, absorption, amine solvent
becomes a rich CO, loading flow, which then exits absorber from the bottom and
is pumped to stripper to desorb CO,. Before being injected into stripper, the cold
rich solvent will be preheated by hot, lean solvent exiting from the bottom of
stripper. Heated rich solvent enters into stripper to release CO, and then becomes
lean solvent again. Pure CO, flow can be collected from the top of stripper for
further processing and the amine solvent is cycled in two columns to capture CO,
continuously.
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Fig. 1 Conventional CO, capture process

The work of Cousins et al. (2012) presented a lot of experimental data on CO,
capture pilot plant. This work selected the pilot plant data of 1/02/2011, 24/03/
2011, 31/03/2011 to validate the simulation process, and the comparison of simu-
lation and experiment is shown in Table 1. As all the parameters were kept the same
as in the literature, good agreements on rich loading and reboiler temperature are
obtained. Because of the neglect of kinetics, around 10% of deviation on CO,
capture ratio and reboiler duty is acceptable. These results can validate the accuracy
of process simulation to some extent.

In process simulation of this work, the flue gas is made up of 10% CO,, 6% H,0,
and 84% N, in volume, and the flue gas enters at 40 °C, 1.2 bar. As mentioned
before, ideal equilibrium stages are used in simulating both absorber and stripper,
and the stage number is 10, which is a feasible amount of stages proved in previous
work (Warudkar et al. 2013). The operating pressure of absorber is 1 bar, stripper is
1.5 bar, and 0.1 bar pressure drops in the two column. The temperature pinch of heat
exchanger is 10 °C. For reference simulation, 30 wt% MEA and 40 wt% DEA
aqueous amine are used to capture 90% CO, of flue gas, and the CO, lean loading is
set at 0.25 mol CO,/mol MEA and 0.1 mol CO,/mol DEA, which are all at their
typical concentrations in various literatures and practice. All of these parameters
are kept constant in the simulation of following process modifications in order to
make effective comparison in energy consumption and optimization strategy. For
further study and discussion in this work, parameter changes will be highlighted
individually.
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Table 1 Comparison of pilot plant results with the simulation results for MEA

Rich loading (mol CO»/mol Treboiter (GI/t CO; capture Qrep (GI/t
Date MEA) CO,) (%) CO,)
1/02/
2011
Literature | 0.466 116.9 75.5 4.0
Pro/ii 0477 116.1 80.1 3.6
24/03/
2011
Literature | 0.486 117.1 77.7 4.2
Pro/ii 0.481 116.2 79.7 3.6
31/03/
2011
Literature | 0.472 116.5 72.2 3.9
Pro/ii 0475 115.8 75.1 34

3 Process Modifications Description

Some studies and reviews of process modification have already been published in
open literatures (Oyenekan and Rochelle 2007; Le Moullec and Kanniche 2011a;
Cousins et al. 2011; Ahn et al. 2013; Le Moullec et al. 2014), which contain a
variety of amine-based capture process modifications for the purpose of energy
consumption reduction. Le Moullec et al. (2014) reviewed 20 different process
modifications, which are almost exhaustive, for numerous publications so far.
However, most studies evaluate process modification for MEA solvent only and
the interaction between solvent and process needs to be considered. Therefore, it is
worth investigating the energy consumption of different amine solvents in different
processes. In this work, nine different process modifications are simulated using
MEA and DEA solvent to study the energy consumption, and comparing them with
the reference process.

3.1 Intercooled Absorber (ICA)

Intercooled absorber is a widely studied and used modification (Aroonwilas and
Veawab 2007; Karimi et al. 2011). Absorption of CO, is an exothermic process that
will lead to the temperature rise in the absorber. This has a negative effect on
thermodynamic driving force for absorption and it results in lowering the solvent
absorption capacity. Figure 2 illustrates that this modification is to remove a part or
all of the liquid flow from the absorber at one of its stages, cooling it, and then
injecting it back at the same part. Intercooled absorber is efficient in control of the
temperature in the absorber column, which can increase the carrying capacity of the
solvent and hence reduce the required amount of recycling solvent as well as the
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Fig. 2 Intercooled absorber (ICA)

size of equipment. In simulation work, the fifth stageis cooled to the temperature of
45 °C for MEA and DEA. As a result, the rich CO, loading reaches 0.492 mol CO,/
mol MEA, which is 0.465 mol CO,/mol MEA in conventional process. For DEA,
0.468 mol CO,/mol DEA obtained as only 0.447 mol CO,/mol DEA in reference. It
is found that the recycled lean amine solvent is reduced by 11.5% for MEA and
4.7% for DEA. Thus, 7.1% of reboiler duty is saved by MEA, and DEA gains 2.8%.
ICA is more efficient for MEA than DEA because the heat of reaction with CO; is
higher for MEA. In such favorable process in thermodynamics, MEA gains more
benefits by cooling in absorber.

3.2 Flue Gas Precooling (FGP)

Flue gas precooling is a simple modification discussed in the work of Tobiesen et al.
(2007) and Le Moullec and Kanniche (2011a). As Fig. 3 shows, flue gas is cooled to
a lower temperature before being introduced to absorber. The principle of flue gas
precooled is similar to that of the intercooled absorber to some extent, which also
lowers the temperature of vapor—liquid mixture in absorber and enhances CO,
absorption in thermodynamic aspect. Thus, higher rich loading solvent and less
reboiler duty are foreseeable. Flue gas is cooled to 30 °C in our simulation, and
around 5% reduction in reboiler duty is achieved with MEA, compared with a 2%
saving with the DEA case.
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Fig. 3 Flue gas precooling (FGP)

3.3 Rich Solvent Split (RSS)

This process modification was suggested way back by Eisenberg and Johnson
(1979). In Fig. 4, it splits the cold rich loaded solvent into two flows, and the split
one remains unheated when it enters the top of stripper, while the other one is
heated in the lean/rich heat exchanger and it is injected at lower stage. With the rich
split modification, the heated rich solvent can reach a higher temperature at which
CO, can desorb more easily. Meanwhile, the vapor released from the rich solvent
meets with the cold solvent injected above, which is able to strip a little CO, from
it. Thus, there is a reduction in reboiler duty. At first, 10% of the rich solvent
unheated is split to the top of stripper in our study. There is a saving in reboiler duty
of 7.7% from reference in MEA and 7% in DEA. RSS has neutral effect on rich
loading and solvent required as the absorption process remains the same.

In published literatures, rich solvent split often combines with other modifica-
tions such as rich solvent preheating and split flow, which is discussed in the
following. All these process modification combinations have similar principle and
reduce energy consumption in the same way.

3.4 Rich Solvent Pre-heating (RSP)

As Herrin (1989) proposed, the cold rich solvent can be heated by the hot vapor
exiting the stripper, as Fig. 5 shows, which can make use of the latent heat and
reduce the cooling water required in stripper condenser. It seems to be efficient
because the rich solvent can be heated twice. However, due to the temperature of
the hot vapor is exactly similar with the rich solvent temperature after heated by hot
lean solvent, even a little lower, the heat transfer cannot exist if all rich solvent is
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Fig. 4 Rich solvent split (RSS)
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Fig. 5 Rich solvent preheating (RSP)

heated. No energy reduction is obtained in the simulation of MEA or DEA. But
obvious benefits are gained if combining rich solvent preheating with rich solvent
split (Ahn et al. 2013); contact with a fraction of cold rich solvent can break the heat
transfer limit. Then the wasted heat can be used and other principles of energy
saving are the same with rich solvent split — no more tautology or simulation here.
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3.5 Solvent Split Flow (SSF)

The modification of split flow was first proposed by Shoeld (1934), consisting of a
partial regeneration cycle of lean solvent. A flow of semi-lean solvent is taken from
the middle of the stripper, having heat exchange with the cold rich solvent and is
injected to the middle of absorber. Among all the variants of split flow modifica-
tions, the most common one is described by Leites et al. (2003) and Aroonwilas and
Veawab (2007), as shown in Fig. 6. It is a combination of two modifications: simple
split flow and rich solvent split. Furthermore, as the semi-lean solvent is cooled
down before entering absorber, it also takes a little bit advantage of ICA. Many
parameters need to be taken into account to reach a minimal energy consumption;
for example, the stages to draw off semi-lean solvent from stripper and inject into
absorber, the flow rate of cold rich solvent split fraction and semi-lean solvent, and
the introduced stage of hot rich solvent. In principle and simulation, the semi-lean
stream is drawn off from the middle of stripper to provide the cold rich solvent split
with more heat. Since less rich solvent contacts with the hot lean solvent leaving
stripper, hot inlet stream reaches higher temperature, and then if it is injected at
lower part of stripper, energy saving is further allowed. Optimal energy savings are
found in simulation when taking all these factors into account. As a result, simu-
lation shows that SSF can lead to a 7.6% cut in reboiler duty in MEA case,
correspondingly 7.8% in DEA case.

It is worth mentioning that the required amount of circulating solvent becomes
larger in the solvent split flow modification than in the conventional process
because the average solvent working capacity is lowered. Bigger equipments
such as columns and pumps are required to match with the flow rate.
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3.6 Rich Solvent Flashing (RSF)

The principle of the modification of rich solvent flashing is to flash the inlet stream
of stripper before entering, as Fig. 7 illustrates. By flashing the hot rich solvent, a
little more CO, is gained, whereas vaporization lowers the temperature of liquid
phase. In fact, this flashing process is just like completing separation process once
at an ideal stage, so the phenomenon in which occurs happens in the top stage in
stripper. As a result, this modification does not obviously reduce energy consump-
tion except providing one more stripping stage. Simulation result in this work is the
same as what Le Moullec and Kanniche (2011a) claimed.

3.7 Stripper Condensate Bypass (SCB)

In the modification of stripper condensate bypass, the condensate liquid is not fed
back to the top of stripper. Instead, this stream is directly injected to the absorber.
This modification is used in the work of Oexmann and Kaher (2009) as Fig. 8. The
simulation of this work provide a 0.6% reboiler duty saving with MEA and 0.4%
with DEA, that is, stripper condensate bypass almost makes no difference in
limiting energy consumption. Because of the small flow rate of condensate, the
duty saving for heating it in stripper is restricted.



Process Simulation and Energy Consumption Analysis. . . 35

Pure Gas l Cooler2 Pure CO»
/J\ Flash

Cooler1
Heat Exchanger

Reboiler

Stripper :@

Lean Solvent

Flue Gas R

Fig. 8 Stripper condensate bypass (SCB)

3.8 Stripper Condensate Heating (SCH)

The modification of stripper condensate heating is proposed and studied in
Aroonwilas and Veawab (2007) and Ahn et al. (2013) as Fig. 9. As vapor temper-
ature in the top of the stripper is high, stripper condensate heating is to make use of
this to heat the stripper condensate, and then feeding the hot condensate back to the
bottom of stripper to provide a little heat recovery. Nevertheless, it has been proved
by theoretical analysis and simulation in this work that there is insignificant gain in
energy consumption. Only 1% of reboiler duty is reduced both for MEA and DEA.

3.9 Lean Vapor Compression (LVC)

Lean vapor compression is one of the most widely suggested modifications in a
variety of literatures and patents, such as Batteux and Godard (1983), Reddy et al.
(2007), and Woodhouse and Rushfeldt (2008). As Fig. 10 shows, the principle is to
flash the hot lean solvent at a lower pressure, then compress the hot vapor generated
and reinject it into the bottom of stripper. As the vapor benefits from the sensible
heat of hot lean solvent as well as recompression, it can reach a very high pressure
and temperature, which can provide additional steam and heat in the column for
stripping. In the simulation, the hot lean solvent is flashed to the atmospheric
pressure and this modification shows significant savings in reboiler duty. With
MEA, a 12.8% of reduction is obtained, and as for DEA, LVC allows a gain of
11.9% of reduction in reboiler duty. However, it should be noted that as a com-
pressor is introduced here, it leads to the additional electricity consumption that
cannot be neglected. The adiabatic efficiency of the compressor is 80% in
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simulation, and the performance of total energy saving compared with the conven-
tional process will be discussed in detain in the following.

4 Results and Discussions

Preliminary simulation results have been presented in the previous part; process
modifications description, and detailed simulation results and further discussion
will be demonstrated in the following paragraphs, including process operating
parameter adjustments, and total energy consumption is calculated for comparison.
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4.1 Total Work Calculation

As mentioned before, the process modification of LVC introduces a compressor to
generate vapor with high pressure and temperature, and the electricity consumption
should not be neglected. Therefore, it is essential to investigate the total energy
consumption to make a global comparison with the conventional process.

The equivalent work (W.g) is commonly used to evaluate the process configu-
ration performance to unify the thermal and electrical energy consumptions. As
there are a variety of expressions in calculating the total equivalent work, such as Le
Moullec and Kanniche (2011a), Ahn et al. (2013), and Van Wagener et al. (2013),
we finally calculate the total equivalent work for this work by the following
equation from Van Wagener and Rochelle (2011) and Liang et al. (2015):

T; + 10K — Tgink

Weq = 0.75 X Qreb( T

) + Wcomp + Wadd (7)

It uses a Carnot efficiency term that accounts for the increasing value of steam at
high temperature. Additionally, 75% efficiency is applied to account for nonideal
expansion in the steam turbines. T; is the reboiler temperature (K); 10 K means the
temperature of steam in the reboiler is 10 K higher than Tj; Q. is the reboiler duty
(GJ/t CO,); Tk is the cold end temperature of Carnot engine, and set at 313 K
here; Weomp is the compression work (GJ/t CO,); W44 is the additional equipment
work such as the compressor in LVC (GJ/t CO,).

As for calculating the compression work, the simple following correlation can be
used:

Weomp = 8.3673 +22.216 In Pp — (27.118 4 0.0256 P) In Ps (8)

where Weomp is the compression work (kWh/t CO,); Pg is the final delivery
pressure, and P is set here as 110 bar; Pg is the initial pressure of compression,
which equals to the stripper pressure.

The total equivalent work of each of the process modifications described previ-
ously is shown in Table 2 for MEA and Table 3 for DEA. All the process
modifications apart from RSF and RSP exhibit lower energy consumption for
MEA. As for DEA, only RSF has negative effect.

4.2 Effect of Amine Concentration and Lean Solvent
Loading

The loading of the lean amine solution is a significant factor in reducing the energy
consumption. More solvent is required to be circulated when the lean loading is
high in order to capture the same amount of CO,. The reboiler heat duty is rather
sensitive to the solvent flow rate as the vaporization of water for CO, stripping
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Table 2 Total equivalent work of process using MEA

Wﬂ

Rich Loading (mol Orep (GI/t (Gij /dt Weq (GJ/t | Total Energy
Modifications | CO,/mol MEA) CO») CO,) CO,) Savings (%)
Conventional | 0.465 3.460 0 0911
ICA 0.492 3.216 0 0.873 4.20
FGP 0485 3.278 0 0.883 3.17
RSS 0.465 3.192 0 0.869 4.61
RSP 0.465 3461 0 0912 —0.02
SSF 0463 3.196 0 0.870 4.54
RSF 0465 3.634 0 0.939 -3.03
SCB 0.465 3432 0 0.908 0.38
SCH 0.465 3411 0 0.904 0.80
LVC 0.465 3.018 0.039 0.876 3.87
Table 3 Total equivalent work of process using MEA

Wadd

Rich Loading (mol O (GIt | (GIt Weq (GI/t | Total Energy
Modifications | CO,/mol DEA) CO,) CO,) CO,) Savings (%)
Conventional | 0.447 3.168 0 0.856
ICA 0.468 3.078 0 0.842 1.64
FGP 0.468 3.080 0 0.842 1.60
RSS 0447 2.945 0 0.821 4.06
RSP 0447 3.153 0 0.854 0.27
SSF 0.440 2921 0 0.818 4.50
RSF 0.447 3.302 0 0.877 —2.44
SCB 0447 3.131 0 0.850 0.73
SCH 0447 3.136 0 0.851 0.58
LVC 0447 2.791 0.0368 0.833 2.70

contributes most to the reboiler duty at low solvent flow rate values. If lean loading
is extremely low, more heat is provided by the reboiler duty as the heat of reaction
between amines and CO, accounts for the majority. As for amine concentration, it
will affect the solvent capture capacity because low rich loading will be obtained if
a more concentrated solution is used. And the proportion of water increases when
diluted solution is implemented. These will all lead to a further reduction of reboiler
duty. It can be observed in Figs. 11 and 12 that the optimal lean loading increases
with MEA concentration rising. The minimum of reboiler duty occurs at approx-
imately 0.17 mol CO,/mol MEA in 30 wt% MEA. When DEA was used, it was
noticed that irrespective of the concentration used, the optimal lean loading is
obtained around 0.05 mol CO,/mol DEA. It also can be concluded that the reboiler
duty is more sensitive to lean loading in process using MEA. And these curves
reveal furthermore that at higher amine concentrations, the flexibility of process
increases because change in the lean loading will have a minor effect. Galindo et al.
(2012) and Dinca (2013) also claimed the same point of view.
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4.3 Effect of CO, Concentration in the Flue Gas

The CO, content in the flue gas of typical coal-fired power plants lies in the range of
12-15 vol% (wet), and in natural gas combined cycle power plant, the CO,
concentration will drop to below 5 vol%. It will be of value to explore how CO,
concentration affects the energy consumption in two different amines. Figure 13
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illustrates the simulation results in conventional process when varying CO, con-
centration from 5 to 20 vol%. As expected, the reboiler duty decreases with CO,
concentration rising up correspondingly both for MEA and DEA. A noticeable
change in reboiler duty is observed when using MEA. In contrast, there is no
significant difference for DEA when CO, is more than 10 vol%. These results are
caused by the difference from the heat of reaction.

4.4 Effect of Stripper Pressure

It is a common view that the operating pressure of the stripper is a key parameter of
reboiler duty reduction, which has been reported in many publications such as
Oyenekan and Rochelle (2007). There is also a process modification proposed by
Oyenekan and Rochelle (2006) and Le Moullec and Kanniche (2011a), which is to
operate the stripper at vacuum/subambient pressure. CO, desorption becomes
easier as stripper pressure is high. From another perspective, if stripper pressure
is lower, lower pressure steam is required for solvent regeneration because the
reboiler temperature goes down. Therefore, the influence of stripper pressure
should be evaluated in total equivalent work to search for the optimal strategy.
Figure 14 illustrates the results of simulation for conventional process, and it
indicates that both for MEA and DEA, higher pressure is beneficial to reducing
total energy consumption.
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Fig. 14 Effect of stripper pressure on total equivalent work in the conventional process

4.5 Effect of Lean Solvent Loading for Process Modifications

As the principle and simulation results mentioned previously, the loading of the
lean amine solution is of great significance in the reducing of energy consumption.
And the simulation results indicated that the reboiler heat duty is rather sensitive to
the lean loading. Thus, it is essential to simulate all the processes to come up with
the optimal energy saving strategies. The process modification of ICA, RSS, SCH,
LVC, SSF are selected to make comparison with the conventional process
according to previous simulation results and discussion, as these configurations
present better performance in terms of reducing energy consumption. The result
shows in Fig. 15 for MEA and Fig. 16 for DEA. As for MEA, all the total equivalent
work of these processes has a minimum point as the lean loading is increasing. In
conventional process, ICA, and SCH, the minimums occur at approximately
0.18 mol CO,/mol MEA, and it rises to 0.22 mol CO,/mol MEA for RSS and
SSF. In contrast, minimum of LVC appears at around 0.16 mol CO,/mol MEA
because the heat provided by compressed vapor is quite effective. At lower lean
CO, loading, the total equivalent work of RSS, SCH, and SSF is higher than
conventional process due to a larger amount of circulating solution. As a whole,
the total equivalent works of these configurations for MEA are in the following
order: LVC < ICA < RSS < SSF < SCH < conventional process.

On the other hand, the results of processes using DEA appear somewhat differ-
ent from MEA. The trends of conventional process, SCH, LVC are quite the same,
as all of them have a minimum point at the lean CO, loading of about 0.15 mol CO,/
mol DEA. ICA raises this point to 0.2 mol CO,/mol DEA while SSF lowers it to
0.1 mol CO,/mol DEA. The total equivalent work of RSS has an obvious change as
the minimum point occurs at 0.15 mol CO,/mol DEA. The energy consumption of
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SSF is higher than the conventional process due to lower working capacity of amine
and a larger amount of circulating solution. In general, the total equivalent works of
these  configurations for DEA are in the following order:
RSS ~ SSF < LVC < ICA < SCH < conventional process. Compared with
MEA, it can be concluded that RSS or the variant of RSS is more efficient than
DEA, because CO, is easier released from DEA solution in thermodynamics. And
ICA is more favorable to MEA, which is also the reason from the difference of
absorption heat. LVC gains benefits both for MEA and DEA.
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5 Conclusions

In this work, including the conventional process, ten different process configura-
tions have been simulated both for MEA and DEA on the same operating condi-
tions, such as flue gas composition, CO, loading of lean amine solution, amine
concentration, CO, capture ratio, and so on. To make a more valuable and com-
prehensive evaluation on energy consumption reduction, the performance is
presented in terms of the total equivalent work as well as reboiler duty. It is
worth mentioning that all simulations are restrained to maintain the temperature
of amine solution below 120 °C, to avoid the degradation of MEA and DEA. As a
result, process modifications are proved to be an efficient way to optimize the
energy consumption in CO, capture process using MEA and DEA. It has been
shown that ICA, RSS, SSF, LVC are favorable in MEA, as from 3.87% to 4.61% of
total equivalent work is reduced, respectively, in preliminary simulation; and for
DEA, RSS, SSF, LVC have better performance, as from 2.70% to 4.50% is reduced.

Meanwhile, this work presents the influence of four operating parameters in
energy savings, namely, amine concentration, loading of lean amine solvent, CO,
concentration in the flue gas, and stripper pressure. All these factors vary in both
conventional process and process modifications with MEA and DEA. The study of
amine concentration and lean loading shows that the optimal lean loading increases
with MEA concentration rising, but it basically keeps constant in DEA. Moreover,
reboiler duty is more sensitive to lean loading in process using MEA than DEA.
When changing the CO, concentration in the flue gas, a more significant change in
reboiler duty is observed when using MEA and less for DEA when CO, is more
than 10 vol%. The effect of lean solvent loading on process modifications for MEA
and DEA is quite different, and the minimum point of total equivalent work also
depends on amine type and process. But, for both MEA and DEA, higher pressure is
beneficial to reducing total energy consumption in all of the processes. Approxi-
mately, 10% reduction can be obtained in process modifications using MEA and 8%
in DEA. LVC has the best performance when implement higher stripper pressure is
used, and 9% of reboiler duty reduction is obtained in MEA and 8% in DEA.

The comparative study and evaluation of process modifications between MEA
and DEA are proposed in this work, which present the influence of the interaction
between solvent and process. It is essential in post-combustion process design to
make optimization strategy. Further work will be continued with different solvents,
such as MDEA, AMP, PZ, or amine blends in different processes.
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Experimental Investigation of n-Butanol/Diesel
Fuel Blends and n-Butanol Fumigation:
Evaluation of Engine Performance, Exhaust
Emissions, and Heat Release

Zehra Sahin, Orhan Durgun, and Orhan N. Aksu

1 Introduction

In diesel engine, various alternative fuels and fuel additives such as alcohols (Chen
et al. 2012a; Goldsworthy 2013), biodiesel (Mohsin et al. 2014), dimethyl ether
(Park and Lee 2014), and natural gas (Lounici et al. 2014) can be easily used.
Among them, oxygenated fuels have drawn more attentions as they have the
capability to dramatically reduce particulate matter emissions, without causing
serious penalties on unburned hydrocarbon (HC), NO,, and engine performance
parameters (Chen et al. 2013; Rakopoulos et al. 2014). Also, many oxygenated
fuels, such as biodiesel, ethanol, and n-butanol, can be produced from plants. Since
plants absorb CO, during growth (Tutak 2014), the combustion of those fuels does
not lead to additional carbon dioxide emission, and this feature consists one of the
key solutions of the global warming gas emissions. Moreover, oxygenated fuels
being biologically renewable, using them as alternative fuels or fuel additives, can
reduce the dependence on un-renewable fossil fuels (Chen et al. 2012a), support
local agricultural industries, and enhance farming incomes (Tutak 2014). Because
of these advantages, much effort has been devoted to investigate the effects of
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various oxygenated fuels especially alcohols on the performance and emissions of
diesel engines by applying different techniques (Chen et al. 2012a, 2013; Tutak
2014).

Blending and fumigation techniques are the most preferred methods for using
different alcohols in diesel engines (Tutak 2014).The first technique is the simplest
method and here any suitable alcohol is mixed with diesel fuel. This mixture is used
by typical fuel supply system and the engine mainly operates due to diesel princi-
ple. However, it is well known that limited amount of alcohol (up to 10% v/v) can
be used in the blends because of the miscibility problems of alcohol in diesel fuel.
For this reason solubility additives are also required (Tutak 2014; Ferreira et al.
2013). The second technique is various alcohol fumigation methods. In this tech-
nique various alcohols are introduced into intake air by using a simple carburetor or
a low-pressure injection system. Here, minor modifications are required for intake
system.

In the relevant literature, alcohol, especially ethanol and methanol, blends and
fumigation applications can be found (Goldsworthy 2013; Tutak 2014; Abu-Qudais
et al. 2000; Zhang et al. 2011; Chauhan et al. 2011; Sahin et al. 2015). All those
studies revealed promising results for exhaust emissions and engine performance
parameters.

From this brief evaluation of literature, it can be said that n-butanol is a very
competitive biomass-based renewable fuel, and it has more advantages as automo-
tive fuel compared to methanol and ethanol. The main advantages of n-butanol as
engine fuel can be summarized as follows: n-butanol has larger lower heating value,
a higher cetane number, lower volatility, larger viscosity, better lubricity, and a
higher flashpoint. In addition, butanol can be mixed with diesel fuel without serious
phase separation. Owing to these advantages, n-butanol/diesel fuel blend studies
began to increase in the recent years (Chen et al. 2012a, 2014; Yao et al. 2010;
Dogan 2011; Siwale et al. 2013). Even so, n-butanol fumigation studies are very
limited (Chen et al. 2013). For this reason, in the present study, both using of
n-butanol/diesel fuel blends and applying of n-butanol fumigation have been
investigated experimentally, and the obtained results for two methods are compared
to neat diesel fuel (NDF).

2 Experimental System and Test Procedure

2.1 Engine and Experimental Setup

Experiments for NDF, nBDFBs, and nBF were conducted in a DI automotive diesel
engine. Main technical specifications of the engine are given in Table 1, and
schematic diagram of the test system used was presented in Fig. 1. The test bed
was produced by Cussons. Here, loading was done by a water brake and the brake
moment was measured electronically.
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Table 1 Main technical specifications of the test engine

Engine Renault K9K 700 turbocharged automotive diesel engine
Displacement 14611

Number of cylinder 4

Bore and stroke 76 & 80.5 mm

Compression ratio 18.25:1

Maximum power 48 kW at 4000 rpm

Maximum torque 160 Nm at 1750 rpm
Connecting rot length 130 mm

Injection system Common rail injection system®
Number of nozzle holes 5

Nozzle hole diameter 0.12 mm

*High pressures up to 2000 bar

In-cylinder gas pressure was measured by using of an air-cooled quartz pressure
sensor (type GH13P, AVL). This sensor has a measuring range of 0-250 bar and
linearity of +0.3% for full-scale output, and it was mounted on the head of the first
cylinder of the engine in place of the hot plug. The signal outputs of the pressure
sensor were amplified by an electronic indicating system (type P4411, Cussons).
TDC signal of the engine which was used for injection timing was also used to
determine TDC position. The signals of pressure and crank angle (CA) were
synchronized and recorded by a data acquisition system (NI PCI-6221 type,
National Instruments). The average in-cylinder pressure profile over 100 complete
cycles was used to calculate the rate of heat release.

NOy emission was measured by using a NO, gas analyzer (MEXA-720, Horiba).
Accuracy of NOy is within £+ 3-5% ppm. Smoke was determined by a smoke
opacimeter (MGA-1500, Sun). The readings values are provided as smoke
opacity in % Hartridge units and the accuracy of smoke measurement is
within 0.1%.

2.2 Operating Conditions

In this study, the effects of nBDFBs and nBF on engine performance, combustion,
and exhaust emissions were experimentally studied and compared for two different
loads and speeds. Here, experiments were conducted at two different engine speeds
of 2000 rpm (i.e., the max-torque condition) and 4000 rpm (i.e., the rated-power
condition) for three different low n-butanol ratios (2, 4, and 6%, by vol.). Here,
engine loads of 145 and 132 Nm at 2000 rpm and 110 and 96 Nm at 4000 rpm were
selected. Tests were firstly carried out for NDF to obtain a database for comparison
of the results of three n-butanol ratios. Then, during nBDFB tests, blends of nB2
(e.g., nB2 contains 2% n-butanol and 98% diesel fuel in volume basis), nB4, and
nB6 were prepared and used in the tests under the same conditions.
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Fig. 1 Schematic view of the test system. (/) Fuel measurement unit; (2) digital display for
temperatures; (3) speed; (4) force; (5, 6) loading unit; (7) start switch; (8) inclined manometer; (9)
coolant flow meter; (/0) oil temperature; (//) inlet manifold pressure; (/2) gas throttle; (/3)
hydraulic dynamometer; (/4) engine; (/5) coaling package; (/6) inference unit for gas pressure,
fuel line pressure, and crank angle pickup sensors; (/7) thermocouples; (/8) exhaust gas calorim-
eter; (19) gas analyzer (NOy analyzer); (20) oscilloscope; (21) electronic indicating system; (22)
data acquisition card; (23) computer; (24) smoke analyzer; (25) gas analyzer (HC and CO,
emissions); (26) n-butanol tank; (27) scaled glass bulb; (28) flexible hose; (29) carburetor
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After completed n-butanol blend experiments, n-butanol fumigation tests were
performed. In the fumigation method, n-butanol was introduced into intake air by
using a simple carburetor. This carburetor was mounted on the inlet manifold, and
gas and air throttles and the other auxiliary equipment of the carburetor are
dismantled, and orifice diameter is chosen sufficiently large. By this way, it was
aimed to eliminate probable effects of carburetor orifice restriction on the intake air
flow and volumetric efficiency. As usual, air inlet was connected to the air con-
sumption measuring box by a flexible hose. On the other hand, n-butanol flow rate
is controlled by a fine threaded adjustment screw which can change the carburetor
main fuel jet section. Technical view of this adapted carburetor was presented in
Fig. 1. Here, for fumigation tests, to obtain three different n-butanol ratios of ~2
(nBF2), 4 (nBF4), and 6 (nBF6)%, by vol., carburetor main jet opening was
adjusted at three different positions.

At the beginning of the experiments, the engine was run for approximately
30 min, and at the end by reaching its steady-state conditions, cooling water
temperature becomes 70 + 5 °C. For example, at 2000 rpm for NDF tests, firstly
the load of the engine was adjusted as 145 Nm (506 N loading force). Then, tests
were performed for loading moments 145 and 132 Nm. Here, constant 2000 rpm
speed is retained by adjusting fuel delivery rate suitable. Thus, tests for NDF at
2000 rpm were carried out at two different engine loads. Similar experiments were
repeated at engine speeds of 4000 rpms for NDF. After completing of the NDF
tests, nBDFB tests have been carried out. Here, nBDFBs have been prepared just
the before beginning of blend experiments to obtain as possible as homogeneous
mixtures for tests. However, it was observed that n-butanol blended easily with
reference diesel fuel and any homogeneity problem did not occur for selected fuel
blends. Then, firstly tests for nB2 have been performed under two different loads at
2000 and 4000 rpm. Similar tests have been performed for nB4 and nB6 blends.

In the fumigation tests, the adapted carburetor was mounted on to intake
manifold of the engine. Also, as shown in Fig. 1, a small n-butanol tank, a scaled
glass bulb, and suitable pipe connections were added to intake system for injecting
and measuring n-butanol flow rate. Any other modification on the engine and
experimental system was not done and the engine mainly operates due to diesel
principle. At 2000 rpm, firstly the load of the engine was adjusted as 149 Nm. Then,
carburetor main jet opening was adjusted to the first opening and it was fixed. This
opening gives approximately 2% n-butanol ratio. Thus, tests for nBF2% at
2000 rpm were carried out at 145 and 132 Nm engine loads. The engine speed
retains at 2000 rpm by adjusting suitable fuel delivery rate. After that, carburetor
main jet opening was adjusted to the second opening, and it was again retained fixed
at the same 2000 rpm engine speed. This opening gives approximately nBF4 and
tests for this n-butanol ratio were performed at 145 and 132 Nm engine loads.
Similar experiments for nBF6 were carried out. At 4000 rpm, the same test
procedure was applied for nBF2, nBF4, and BF6. Actual n-butanol ratios for
various carburetor main jet openings were computed by using test measurement
values related to fuel consumption.
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2.3 Calculation of Engine Characteristics

In this section, the principles of the calculation of engine performance parameters
and determination of blended fuel properties for NDF, nBDFB, and nBF are
summarized. The details of the calculation process can be found in various refer-
ences such as Durgun (1990) and Durgun and Ayvaz (1996). Here, fuel consump-
tion of the engine was determined by using a calibrated glass burette, and
consumption duration of 100 mL of diesel fuel or n-butanol/diesel fuel mixture
was measured. By this way, effective power output, total fuel consumption, brake
specific fuel consumption (bsfc), and effective efficiency have been calculated by
using the following relations:

Ne(kW) = 0, 1013—\/T0/29 Xpum (1)

Amp AV ;3600

Blkeg/h = BDFB 2

Blkg/h] = A Ao ™ (2a)
Amg (100 pq + VannB)36OO

Blkeg/h = nBF 2b

Blke/b] = 4+ Ar10° (20)
B 3600

belkg/kWh] = — . = 3a,b

[kg/kWh] N. Ovmebe (3a,b)

In Eq. (1), T, (Nm) is brake torque, w is angular velocity of the crankshaft, and p,
(MPa) and T, (K) are pressure and temperatures of ambient air, respectively. Xyum 1S
the humidity correction factor and it is determined depending on dry and wet
thermometer temperatures. In Eqgs. (2a) and (3a), AV is the volume of consumed
fuel, At (s) is the duration of consumption of AV volume (100 mL) of fuel, p; is the
density of diesel fuel or blended fuel, and Q; v is the lower heating value of diesel
fuel or blended fuel. Here, lower heating values of diesel fuel and n-butanol have
been calculated by using well-known Mendeleyev formula (Kolchin and Demidov
1984).

In the present study, to see clearly the effects of nBDFBs and nBF on engine
performance and exhaust emissions, variation ratios of engine characteristics and
exhaust emissions in respect of NDF were calculated. For example, variation ratio
of bsfc was computed as follows:

Ab,

e

X 100[%] = ((be’bf - be’d)/be,d)loo (4)

where b, s and b, 4 are bsfc for blended fuel (or fumigated fuel) and diesel fuel,
respectively.
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2.4 Cost Analysis

Cost analysis has also been done by using the practical relationship, which was
proposed originally by Durgun (Durgun 1990; Durgun and Ayvaz 1996).

2.5 Estimation of Heat Release Rate (HRR)

HRR was calculated by applying the method given by Heywood (1988). Here, in
the heat release analysis, HRR was computed by using cylinder pressure data,
sampled at a resolution of 0.4 crank angle degrees. By applying the first law of
thermodynamics, the HRR can be modeled as follows given by Heywood (1988):

do y dVv 1 dp
= _ p— + el
d y—-1"d9 y—1 déo

(5)

where dQ/d0 is the rate of the heat release (J/deg.), y is the ratio of specific heats,
p is the in-cylinder gas pressure, and V is in-cylinder volume. Here to calculate
HRR, it is assumed that the cylinder gas content consists of a homogeneous mixture
of air and combustion products. It is further assumed that pressure waves, large
temperature gradients, fuel vaporization, and leakage through the piston rings do
not occur. Thus, HRR analysis calculations have been performed along the crank
angles during the interval of inlet valve closure and exhaust valve opening.

2.6 Error Analysis and Uncertainties

Error analysis was also applied to the measured values and uncertainties were
determined by using Kline and McClintock’s method (Holman 2001). Here, each
value has been measured three times and for this reason Student’s t-distribution has
been applied to the experimental data. By the evaluation of measured data, the
determined uncertainty intervals of torque, effective power, and bsfc values are
found at the levels of 0.1-0.5%, 0.04-0.5%, and 0.1-6.5%, respectively. From these
results, it can be stated that the probable uncertainties in the measuring of the
principle values and in the derived values would not affect significantly the
uncertainties of the numerical results.
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3 Results and Discussion

3.1 HRR, In-cylinder Pressure and Temperature

The effects of nBDFB and nBF on HRR, in-cylinder pressure, and temperature are
evaluated separately in the following paragraph. As can be seen in Figs. 2, 3, and 4,
the applied two methods influence combustion and mixing process in different
ways, for example, HRR diagram shapes and in-cylinder gas pressure curves are
slightly different and systematically changed by n-butanol percentages. For this
reason, here the effects of two methods on HHR, in-cylinder pressure, and temper-
ature are presented separately.

n-Butanol/diesel fuel blends: HRR and crank angle for different nBDFB at 2000
and 4000 rpms are given in Figs. 2a and 3a, respectively. As can be seen from
Figs. 2a and 3a, the tendencies of HRR variations are fairly similar and follow the
same typical characteristics for different nBDFBs and NDFs. It can be also
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observed in these figures that the effect of nBDFB on the maximum value of HRR is
small. For nB2, HRR values during diffusion-controlled combustion phase and also
the maximum value of HRR are slightly higher than that of NDF at 2000 and
4000 rpms. This is also confirmed by the bsfc and effective efficiency trends as will
be inspected in Figs. 8a, b and 9a, b. These figures show that effective efficiency
increases and bsfc decreases at two engine speeds for nB2. At 2000 rpm, for nB4,
the maximum HRR is also higher than that of NDF, but it is lower than that of nB2.
For this reason, effective efficiency and bsfc are also improved slightly. At
4000 rpm, for nB4, values of HRR are generally lower than that of NDF and
therefore bsfc and effective efficiency are deteriorated. For nB6, it can be seen in
Figs. 2a and 3a that the values of HRR are generally lower than that of NDF at these
engine speeds; thus, effective efficiency and bsfc worsen.

Figures 2b and 3b represent the variations of in-cylinder pressure versus crank
angle for different n-butanol percentages at 2000 and 4000 rpm, respectively. For
2000 rpm, the peak pressure values for nB2 and nB4 are slightly higher than that of
NDF. This can be attributed to the higher heat release ratios for nB2 and nB4
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compared to NDF at that period, revealing some improvement of combustion for
these n-butanol ratios. However, the peak pressure values for nB6 are slightly lower
than that of NDF. As can be seen in Fig. 2b, for NDF the peak pressure is 152.69 bar
and it occurs at 10.59 °CA, while for nB2, nB4, and nB6, the peak pressure values
become 153.38, 153.16, and 151.67 bar and they occur at 11.07, 10.75, and
10.52°CA, respectively. For 4000 rpm, similar in-cylinder pressure behavior can
also be observed in Fig. 3b. These results indicate that the cylinder peak pressure
values exhibit only minor differences in magnitude for different n-butanol ratios.
Similar results have also been reported in literature (Chen et al. 2012a, b).

Figures 2b and 3b also display the cylinder mean temperature values for differ-
ent n-butanol percentages at 2000 and 4000 rpms. It can be seen from these figures
that the cylinder mean temperature reduces generally with the addition of
n-butanol. Since n-butanol has a higher latent heat of evaporation, a larger amount
of heat is required to evaporate the blended fuel. Besides, the lower heating value of
n-butanol is smaller than that of NDF. Both of these factors result in a reduction
tendency of the cylinder mean temperature (Chen et al. 2012a, b).
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n-Butanol fumigation: In this study the engine performance parameter and
exhaust emission results for nBF10 were not presented. However, HRR,
in-cylinder pressure, and temperature variations for this percentage were given to
see the flammability and combustion features of n-butanol fumigation. HRR,
in-cylinder pressure, and temperature versus crank angle for different nBF ratios
at 2000 and 4000 rpms were shown in Figs. 4a, b and 5a, b. As can be seen in these
figures, maximum HRR values are lower than that of NDF for all of the selected
n-butanol percentages. For nBF, HRR exhibits slightly different pattern compared
to NDF and there is a double peak in each of the HRR diagrams. The first peak
occurs earlier than the baseline maximum and the second peak occurs later. In
addition, this diagram shows that the first peak becomes larger and the second peak
diminishes as n-butanol ratio is increased. This feature can also be clearly observed
for nBF10. Possible causes of the occurrence of two peaks in the HRR diagram can
be explained as follows.

It is thought that prepared n-butanol-air mixture during intake period is ready to
burn at the end of the compression stroke, and after a small amount of diesel fuel is
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injected, the evaporated n-butanol/diesel fuel and air mixture burn instantaneously
when this mixture exceeds lean flammability limit. This instantaneous burning of
the n-butanol-air mixture ahead of the diesel fuel jet could lead to local depletion of
oxygen, resulting in reducing HRR after the first peak, even though diesel fuel is
still being injected. Actually, the instantaneous burning of n-butanol-air mixtures
only takes minor role in the HRR, but the burning of these mixtures creates
additional gas motions, and this enhances the mixing of diesel fuel, injected after
this instant, with air more fastly and homogenously. Improving fuel-air mixing by
this additional gas motions means that combustion process would get better and
engine performance could be improved and exhaust pollution would be reduced
(Goldsworthy 2013; Sahin et al. 2015; Chen et al. 2014).

Figures 4b and 5b indicate that in-cylinder pressure rises with the increase of
butanol percentages at 2000 and 4000 rpms. This is a consequence of a higher heat
release ratio for nBF compared to NDF at premixed combustion period. As can be
seen in Fig. 4b, for NDF the peak pressure is 149.23 bar and it occurs at 11 °CA,
while for nBF2, nBF4, nBF6, and nBF10, the peak pressure values are 150.71,
150.67, 151.97, and 154.67 bar and they take place at 10.69, 10.58, 10.37, and 10.13
°CA, respectively. It can be seen in Fig. 4b that the peak pressures occur at the
angles of 0.61, 0.42, 0.63, and 0.87 °CA earlier than that of NDF for 2, 4, 6, and
10% n-butanol at 2000 rpm, respectively. It can be said that n-butanol ignites in
premixed combustion mode and combustion starts slightly earlier than that of NDF
(Chen et al. 2014). These observations are also supported by the apparent HRR
variations presented in Fig. 4a. Similar behaviors are also observed at 4000 rpm as
can be seen in Fig. 5a, b.

The cylinder mean temperature for NDF and different nBF ratios at 2000 and
4000 rpms are presented in Figs. 4b and 5b. It can be seen in these figures that
maximum in-cylinder mean temperature increases with increasing nBF ratios.
However, for nBF10 approximately 10 °CA after TDC, values of temperature
start to decrease at selected engine speeds. For nBF, the premixed combustion
interval tends to enlarge, so to cause higher combustion temperature.

3.2 Smoke

The effect of nBDFBs and nBF on the smoke emission is shown in Fig. 6a, b.
Smoke decreases significantly for both n-butanol blending and fumigation and
decrement ratios of smoke for fumigation method are higher than that of blending
method. Smoke production involves a number of conflicting factors. Generally
speaking, enhancing of the premixed combustion would reduce smoke and vice
versa (Giakoumis et al. 2013). It can be seen clearly from HRR figures that, in the
fumigation method, premixed combustion occurs before TDC and amount of
burned fuel increases in the premixed combustion period with increasing
n-butanol percentages. Also, additional gas motions occur by the effect of instan-
taneously burning of butanol-air mixture surrounding diesel fuel spray, and this
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could improve air utilization and combustion process. Thus, fuel-rich regions could
diminish and this results in soot reduction (Yao et al. 2010).

Ignition delay generally increases for n-butanol blending because of lower
cetane number of n-butanol. In this case mixing of n-butanol/diesel fuel-air before
combustion could be enhanced, and this contributes to the reduction of smoke and
NOy emission simultaneously. But it can be seen in the HRR figures that premixed
combustion for nBDFB is considerable smaller than that of n-butanol fumigation.
For this reason decrement ratio of smoke is lower than that of fumigation. Also, the
volatility of n-butanol is higher than diesel fuel and therefore n-butanol breaks up
easier and evaporates more effectively compared to diesel fuel. Thus, the spray
penetration length becomes shorter and this could enhance the mixing process,
which reduce soot formation for nBDFBs (Yao et al. 2010).

Moreover, diesel fuel has higher tendency to soot formation due to its lower H/C
ratio and its combustion process nature. For n-butanol blends and fumigation, the
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hydrogen content of the mixture increases and eventually engine smoke formation
would reduce and this results in reducing of soot formation (Chen et al. 2012a;
Rakopoulos et al. 2014; Sahin et al. 2015). On the other hand, the use of n-butanol
provides leaner running of the engine than that of NDF and thus combustion
assisted by the presence of the fuel-bound oxygen of the n-butanol even in locally
rich zones. This characteristic seems to result in the dominant effect for decreasing
smoke (Rakopoulos et al. 2014; Giakoumis et al. 2013).

3.3 NO, Emission

The variations of NO, emission and the variation of the variation ratios of NO,
emission for various n-butanol blends and fumigation for two different loads at
2000 and 4000 rpms are given in Fig. 7a, d, respectively. As can be observed in
these figures, for n-butanol blends, NO, emission decreases for nB2, but it increases
for nB4 and nB6 at selected engine speeds and loads. It is well known that NO,
emission mainly depends on the combustion temperature and the presence of excess
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Fig. 7 (a, b) Variation of NO, emission, (¢, d) the variation ratios of NO, emission versus
different n-butanol ratios for two different loads at 2000 and 4000 rpms, respectively
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oxygen (Heywood 1988). As observed in Figs. 3b and 4b, in-cylinder temperature
decreases generally for selected n-butanol percentages. However, excess air coef-
ficient increases for ethanol percentages. As a result, decreasing of the combustion
temperatures becomes more dominant than that of increasing of the excess air
coefficients and at the end NO, emission decreases for nB2. However, for nB4
and nB6, increasing of excess air coefficient would become more effective than that
of decreasing temperature, which results in the increase of NO, emission ratio.

For nBF, NO, emission decreases for selected n-butanol percentages, and
decrement ratios of NO, emission are higher than that of nBDFB at 2000 rpm. At
4000 rpm NOy emission increases slightly for high load but it decreases at low load.
As explained in the above paragraph, instantaneous burning of n-butanol-air mix-
ture surrounding diesel fuel spray would create some additional gas motions, and
main diesel fuel injected after this period could mix with air homogenously and
fastly. By this way, combustion process could be improved and NO, formation
would decrease. Besides, instantaneous burning of n-butanol-air mixture could lead
to depletion of oxygen around the diesel fuel spray. Thus, as the combustion of
diesel fuel could occur in the leaner oxygen region, formation of NO, emission
would decrease. In the relevant literature, it has also been stated that NO, and soot
formation in homogeneous charge compression ignition engine is lower than that of
conventional diesel engine (Chen et al. 2013). Also, it is well known that combus-
tion process of fumigation method is similar to homogeneous charge compression
ignition engine combustion. Thus, both NO, and smoke emissions decrease in the
fumigated engines. Similar results were reported for diesel fuel, methanol, ethanol,
and dimethyl ether fumigations in the literature (Chapman and Boehman 2008;
Sahin et al. 2015; Tutak 2014; Zhang et al. 2011).

3.4 bsfc and Brake Effective Efficiency

The variation and variation ratios of bsfc and effective efficiency versus n-butanol
ratios for blending and fumigation methods at 2000 and 4000 rpms are presented in
Figs. 8a—d and 9a—d, respectively. As can be seen in Fig. 9a, c, bsfc slightly
decreases for nB2, but it generally increases for nB4 and nB6 at selected engine
loads and speeds. As lower heating value of n-butanol is smaller than that of diesel
fuel, naturally bsfc takes higher values as n-butanol ratio increases. That is, the
engine consumes more fuel to produce the same effective power and consequently
bsfc increases. However, in the present study, considerably increments in bsfc have
not been observed for nBDFBs. Similar behavior can be observed for brake
effective efficiency in Fig. 9b, d.

For nBF, bsfc increases for selected engine loads and speeds. As can be seen in
Eq. 2b, in the fumigation method, the amount of diesel fuel has not been changed
and n-butanol has been introduced to intake air in the intake channel as additional
fuel. As n-butanol is added to diesel fuel, bsfc naturally decreases. Improvement
effect of nBF could not result in considerable enhancement in bsfc because
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Fig. 8 (a—d) Variations of bsfc and effective efficiency versus different n-butanol ratios for two
different loads at 2000 and 4000 rpms, respectively

n-butanol at small percentages is used and, therefore, bsfc slightly increases for
nBF. It can be seen from HRR figures that incomplete combustion occurs for small
n-butanol percentages. However, premixed combustion becomes more efficient and
the amount of burned fuel is higher for nBF10 than that of lower n-butanol
percentages.

3.5 Fuel Economy

Variations of variation ratios of total fuel cost for the nBDFBs and nBF compared to
NDF for different loads at 2000 and 4000 rpms were presented in Fig. 10a, b,
respectively. As can be seen from these figures, the total cost of fuel takes higher
values than that of NDF for nBDFBs and nBF. Total fuel cost becomes higher than
that of diesel fuel, because the price of n-butanol is approximately nine times of
diesel fuel in Turkey. Also, combined cost of fuel for nBF is higher than that of
nBDFBs because of rising bsfc for fumigation method.
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4 Conclusions

From the experimental results and their discussions, the following conclusions
could be drawn:

1. n-Butanol/diesel fuel blend and n-butanol fumigation methods reduce signifi-
cantly smoke. Moreover, improvement effect of n-butanol fumigation on smoke
is higher than that of n-butanol/diesel fuel blends.

2. NOy emission decreases slightly for nB2, but it increases for nB4 and nB6 at
selected loads and speeds. For n-butanol fumigation, NO, emission decreases for
all of the operating conditions at 2000 rpm. However, it remains almost
unchanged at 4000 rpm. The NO, reduction effect of n-butanol fumigation is
better than n-butanol/diesel fuel blends.

3. For nB2 and nB4, effective efficiency improves; however, it deteriorates for
nB6. However, bsfc increases; also, effective efficiency decreases slightly for
n-butanol fumigation at selected loads and speeds.

4. Generally improvement effects of n-butanol/diesel fuel blends, especially nB2,
on engine performances parameters are slightly better than that of n-butanol
fumigation. Being the cost of n-butanol approximately nine times of diesel fuel,
both two applications become more expensive.

5. For nBDFBs, heat release rate (HRR) diagrams follow similar typical charac-
teristic of NDF, and the effect of nBDFB on the maximum value of HRR is
small. However, for nBF, HRR exhibits slightly a different pattern in respect of
NDF and there are double peaks in the HRR diagram. The first peak occurs
earlier than that of NDF and the second peak occurs later. In addition, these
diagrams show that the first peak becomes larger and the second peak diminishes
as n-butanol percentage is increased.

6. As an overall conclusion, it may be affirmed that n-butanol can be used safely in
the turbocharged automotive diesel engine used in the experiments by applying
blending and fumigation methods. n-Butanol/diesel fuel blends reduce soot
formation without any significant effect on performance characteristics and
NOy emission of used engine. However, nBF results for exhaust emissions are
better than that of NBDFs. Instead of this, engine characteristic results for 2%
n-butanol/diesel fuel blend are more promising than n-butanol fumigation.

References

Abu-Qudais, M., Haddad, O., Qudaisat, M.: The effect of alcohol fumigation on diesel engine
performance and emissions. Energy Convers. Manag. 41, 389-399 (2000)

Chapman, E.M., Boehman, A.L.: Pilot ignited premixed combustion of dimethyl ether in a
Turbodiesel engine. Fuel Process. Technol. 89, 1262-1272 (2008)

Chauhan, B.S., Kumar, N., Pal, S.S., Jun, Y.D.: Experimental studies on fumigation of ethanol in a
small capacity diesel engine. Energy. 36, 1030-1038 (2011)

Chen, G., Yu, W., Li, Q., Huang, Z.: Effects of n-butanol addition on the performance and
emissions of a turbocharged common-rail diesel engine, SAE Tech. Papers, 2012-01-0852
(2012a)



Experimental Investigation of n-Butanol/Diesel Fuel Blends and n-Butanol. . . 65

Chen, Z., Liu, J., Han, Z., Du, B., Liu, Y., Lee, C.: Study on performance and emissions of a
passenger-car diesel engine fueled with butanol diesel blends. Energy. 55, 638—-646 (2012b)

Chen, Z., Liu, J., Wu, Z., Lee, C.: Effects of port fuel injection (PFI) of n-butanol and EGR on
combustion and emissions of a direct injection diesel engine. Energy Convers. Manag. 76,
725-731 (2013)

Chen, Z., Wu, Z., Liu, J., Lee, C.: Combustion and emissions characteristics of high n-butanol/
diesel ratio blend in a heavy-duty diesel engine and EGR impact. Energy Convers. Manag. 78,
787-795 (2014)

Dogan, O.: The influence of n-butanol/diesel fuel blends utilization on a small diesel performance
and emissions. Fuel. 90, 2467-2472 (2011)

Durgun, O.: Experimental methods in engines. Lecturer notes for laboratory. Karadeniz Technical
University, Engineering Faculty, Mechanical Eng. Dep., (1990)

Durgun, O., Ayvaz, Y.: The use of diesel fuel-gasoline blends in diesel engines. Proceedings of the
First Trabzon International Energy and Environment Symposium, pp. 905-912. Trabzon,
Turkey (1996)

Ferreira, V.P., Martins, J., Torres, E.A., Pepe, .M., De Souza, J.M.S.R.: Performance and
emissions analysis of additional ethanol injection on a diesel engine powered with a blend of
diesel-biodiesel. Energy Sustain. Dev. 17, 649-657 (2013)

Giakoumis, E.G., Rakopoulos, C.D., Dimaratos, A.M., Rakopoulos, D.C.: Exhaust emissions with
ethanol or n-butanol diesel fuel blends during transient operation: a review. Renew. Sust.
Energ. Rev. 17, 170-190 (2013)

Goldsworthy, L.: Fumigation of a heavy duty common rail marine diesel engine with ethanol—-
water mixtures. Exp. Thermal Fluid Sci. 47, 48-59 (2013)

Heywood, J.B.: Internal Combustion Engine Fundamentals. McGraw Hill Press, New York (1988)

Holman, J.P.: Experimental Methods for Engineers. McGraw Hill Press, New York (2001)

Kolchin, A., Demidov, V.: Design of Automotive Engines. Mir Publishers, Moscow (1984)

Lounici, M.S., Loubar, K., Tarabet, L., Balistrou, M., Niculescu, D.C., Tazerout, M.: Towards
improvement of natural gas-diesel dual fuel mode: an experimental investigation on perfor-
mance and exhaust emissions. Energy. 64, 200-211 (2014)

Mohsin, R., Majid, Z.A., Shihnan, A.H., Nasri, N.S., Sharer, Z.: Effect of biodiesel blends on
engine performance and exhaust emission for diesel dual fuel engine. Energy Convers. Manag.
88, 821-828 (2014)

Park, S.H., Lee, C.S.: Applicability of dimethyl ether (DME) in a compression ignition engine as
an alternative fuel. Energy Convers. Manag. 86, 848-863 (2014)

Rakopoulos, D.C., Rakopoulos, C.D., Giakoumis, E.G., Papagiannakis, R.G., Kyritsis, D.C.:
Influence of properties of various common bio-fuels on the combustion and emission charac-
teristics of high-speed DI diesel engine: vegetable oil, bio-diesel, ethanol, n-butanol, diethyl
ether. Energy. 73, 354-366 (2014)

Sahin, Z., Durgun, O., Kurt, M.M.: Experimental investigation of improving diesel combustion
and engine performance by ethanol fumigation-heat release and flammability analysis. Energy
Convers. Manag. 89, 175-187 (2015)

Siwale, L., Kristof, L., Adam, T., Bereczky, A., Mbarawa, M., Penninger, A., Kolesnikov, A.:
Combustion and emission characteristics of n-butanol/diesel fuel blend in a turbo-charged
compression ignition eng. Fuel. 107, 409418 (2013)

Tutak, W.: Bioethanol E85 as a fuel for dual fuel diesel engine. Energy Convers. Manag. 86, 3948
(2014)

Yao, M., Wang, H., Zheng, Z., Yue, Y.: Experimental study of n-butanol additive and multi-
injection on HD diesel engine performance and emissions. Fuel. 89, 2191-2201 (2010)

Zhang, Z.H., Tsang, K.S., Cheung, C.S., Chan, T.L., Yao, C.D.: Effect of fumigation methanol and
ethanol on the gaseous and particulate emissions of a direct-injection diesel engine. Atmos.
Environ. 45, 2001-2008 (2011)



Effects of Temperature and Biodiesel Fraction
on Densities of Commercially Available Diesel
Fuel and Its Blends with the Highest Methyl
Ester Yield Corn Oil Biodiesel Produced by
Using NaOH

Atilla Bilgin and Mert Gulum

1 Introduction

Diesel engines are being extensively utilized in a number of sectors such as road
and train transport, agriculture, military, construction, mining, and stationary elec-
tricity production in the world (Esteban et al. 2012). They have appealing features
including robustness, higher torque, and lower fuel consumption under certain
conditions (Esteban et al. 2012). Diesel engines can use many fuels such as light
and heavy diesel fuels, straight vegetable oils (SVO), kerosene, gas fuels, short-
chain alcohols, and biodiesel (Esteban et al. 2012; Iwasaki et al. 1995). Biodiesel is
described as a fuel comprising mono-alkyl esters of long-chain fatty acids
(FA) derived from vegetable oils or animal fats (Yuan et al. 2005). It is usually
produced through transesterification reaction, either under low-temperature hetero-
geneous conditions using alkaline, acid, enzyme, or heterogeneous solid catalysts or
under high-temperature (usually > 250 'C) homogeneous conditions without using
any catalyst (Lin et al. 2014). Biodiesel is receiving increasing attention day by day
(Canakci 2007) because of its many great benefits over diesel fuel as following:
(1) it is renewable (Yuan et al. 2009), biodegradable (Mejia et al. 2013), and a
non-toxic fuel (Ozcanli et al. 2012); (2) it has a higher cetane number than diesel
fuel and contains about 10-11% oxygen by mass in the molecular structure, thus
improving combustion efficiency and reducing the emission of carbon monoxide
(CO), un-burnt hydrocarbons (HCs), and particulate matter (PM) in exhaust emis-
sions (Canakci 2007); (3) it has a higher flash point temperature, making its
handling, use, and transport safer than diesel fuel (Gaurav et al. 2013); (4) it
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improves lubricity and reduces premature wearing of fuel pumps (Stalin and Prabhu
2007); (5) the use of biodiesel can help reduce the world’s dependence on fossil
fuels because biodiesel can be produced by using domestic renewable feedstock
(Basha and Gopal 2012); and (6) it can be completely miscible with diesel fuel in
any proportion because of the similar chemical structures of these two fuels.
Although these properties make it an ideal fuel for diesel engines, it also has
some disadvantages such as higher feedstock cost and NO, exhaust emissions in
some cases, inferior storage and oxidative stability, and lower energy content
(Rahimi et al. 2014; Sivanathan and Chandran 2014; Moser 2012).

As the use of biodiesel has become more widespread, researchers have shown a
strong interest in modeling the combustion process in order to understand the
fundamental characteristics of biodiesel combustion (Yuan et al. 2003). They
often use the physical properties of biodiesel as input data in their combustion
models for the computational softwares (KIVA, Fluent, and AVL Fire). However, it
may not be practical at every turn to make measurements of physical properties of
biodiesel or biodiesel-diesel fuel blends for each blending ratio or temperature in
any study. Regression models as a function of temperature, percentage of blend,
and chemical structure have been generally used to calculate these properties
without measurements. Some studies reporting these models are summarized as
follows. Sivaramakrishnan and Ravikumar (2011) developed an equation
depending on kinematic viscosity, density, and flash point temperature for estimat-
ing higher heating values (HHV) of methyl esters of various vegetable oils. The
equation was able to predict HHV with 0.949 accuracy. Pratas et al. (2011)
measured densities of various biodiesels in the temperature range of 273-363 K
at atmospheric pressure. Three versions of Kay’s mixing rules and two versions of
the group contribution method for predicting saturated liquid (GCVOL) models
were derived by using experimental data in this study. Tong et al. (2011) presented
the relationship between cetane number of pure biodiesel and FAME composition
(carbon number of fatty acid chain) by developing a linear regression. According to
results, the linear equation showed excellent correlation with R*=0.9904 and a
maximum average absolute error of 0.49.

The present chapter deals with the investigation of the effects of biodiesel
fraction in blend (X) and temperature (7)) on densities of the highest methyl ester
content corn oil biodiesel (B100) and its blends (B5, B15, B20, and B25) with
commercially available diesel fuel (D). Some new one- and two-dimensional
models were also derived for predicting the densities of biodiesel-diesel fuel
blends, and these models were compared with other equations published in the
literature.

Nomenclature

a,b,c,d....g Regression constants
B5,B10,B15,B20 Biodiesel-diesel fuel blends
B100 Pure corn oil biodiesel

D Pure diesel fuel

HHV Higher heating value (kJ/kg)

(continued)
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Ky Coefficient of the viscometer ball (mPa~s-cm3/g/s)
Miotal Mass of the pycnometer filled with biodiesel (g)
R Correlation coefficient
t Falling time of the viscometer ball (s)
T Temperature (O C)
Wi, W, W3, o, Wy Uncertainties of independent variables
X1y X2, X3y weey Xy Independent variables
X Biodiesel fraction in blend (%)
Greek letters
U Dynamic viscosity (cP = mPa.s)
v Kinematic viscosity (cSt = mmz/s)
P Density (kg/m3), (g/cm3)

2 Experimental Methods

2.1 Biodiesel Production

In this study, commercially available refined corn oil was used for biodiesel
production. There was no need to perform a pretreatment to the oil because the
oil was refined. Methanol (CH;0H) of 99.8% purity as alcohol and pure-grade
sodium hydroxide (NaOH) as a catalyst were used in the transesterification reac-
tion. To produce corn oil biodiesel having the highest methyl ester yield, optimum
reaction parameters were 0.90% catalyst concentration (mass of NaOH/mass of
corn oil), 50 ‘C reaction temperature, 60 min reaction time, and 6:1 alcohol/oil
molar ratio, as given by Giiliim (2014). The transesterification reaction was carried
out in a 1-L flat-bottomed flask, equipped with a magnetic stirrer heater, thermom-
eter, and spiral reflux condenser. Haake falling ball viscometer, Isolab pycnometer,
top loading balance with an accuracy of 0.01 g, Haake water bath, and a stopwatch
with an accuracy of 0.01 s were used to measure dynamic viscosity and density.
Before starting the reaction, the catalyst was dissolved in methanol to make an
alcoholic solution of the catalyst in a narrow-neck flask. In the flat-bottomed flask,
the alcoholic solution was added to the 200 g of corn oil that was formerly warmed
to about 80 'C in a beaker. These reactants were mixed with a stirring speed of
500 rpm using the magnetic stirrer heater. The transesterification reaction was
carried out with the spiral reflux condenser for avoiding loss of alcohol. Also,
reaction temperature was controlled using a thermometer to remain constant during
the reaction. At the end of reaction, the resulting products mixture was transferred
to a separating funnel. After a day, two phases formed in the separating funnel. The
upper phase consisted of methyl esters (biodiesel), while the lower one consisted of
glycerol, excess methanol, and the remaining catalyst together with soap. After
separation of the two layers by gravity, the biodiesel phase was washed with warm
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distilled water until the water became clear. The washed biodiesel was heated up to
about 100 C to remove methyl alcohol and water residuals.

2.2 Density Measurements

The densities of the produced biodiesel and its blends were determined by means of
Eq. (1) and measurements in accordance with ISO 4787 standard:

Miotal — Mpycnometer

Pblend = Pwater ( 1 )
Myyater

where p and m represent density and mass, respectively. In order to minimize
measurement errors, all measurements were conducted three times for each sample
and the results were averaged. Also, an uncertainty analysis was carried out,
depending on the sensitivities of measurement devices.

2.3 Dynamic Viscosity Measurement

The dynamic viscosities were determined in accordance with DIN 53015 standard
using Eq. (2) and making measurements by means of the Haake falling ball
viscometer, Haake water bath, and stopwatch:

Hotends = Kvat (Pbal — Pblends )t (2)

where u is dynamic viscosity, Ky, is coefficient of the viscometer ball, and ¢ is
falling time of the ball moving between two horizontal lines marked on the
viscometer tube at limit velocity. Ky, and pp, are 0.057 mPa-s-cm3/g/s and
2.2 g/em’, respectively.

The kinematic viscosities were determined from Eq. (3) by dividing dynamic
viscosity to density at the same temperature:

Vplend = Eblend (3)

Pblend

In Eq. (3), if tpiodiesel aNd Ppiogiser are in the unit of (cP) and (kg/L), respectively,
then Vpjogiesel 18 Obtained in the unit of ¢St.

In this study, dynamic and kinematic viscosities and densities were measured in
the Internal Combustion Engines Laboratory in the Mechanical Engineering
Department at Karadeniz Technical University. The fatty acid methyl esters of
the produced corn oil biodiesel were qualitatively and quantitatively analyzed by
gas chromatography using a Hewlett-Packard HP-6890 Series GC system fitting
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Table 1 Some fuel properties of diesel fuel, produced biodiesel and their blends, and
corresponding standard values for biodiesel

Properties Unit D B5 B10
Viscosity at 40 'C cSt 2.700 3.154 3332
Density at 15 'C kg/m® 832.62 835.47 838.11
Flash point ke 63 70 76
HHV kJ/kg 45950 45632 45359
B15 B20 B100 EN14214 ASTM-D6751
3.658 3.865 4.137 3.50-5.00 1.90-6.00
839.13 842.18 882.07 860-900 a

80 88 173 101< 130<

45051 44758 39981 a a

“Not specified

Table 2 Fatty acid methyl

W Fatty acid Mass, %

;ige;ucc‘;?i‘i’sgi‘g‘elo f the Palmitic (C16:0) 15.776
Oleic (C18:1) 47.703
Linoleic (C18:2) 33415
a-Linolenic acid (C18:3) 1.101
Arachidic (C20:0) 0.805
Gadoleic acid (C20:1) 0.493
Behenic (C22:0) 0.347
Lignoceric (C24:0) 0.359
Average molecular mass 292.561 g/mol*
Typical formula C5.74H35.1,05"

“Calculated from fatty acid distribution

with a HP-6890 mass selective detector (1909N-133 innowax capillary column of
30 m length, 0.25 mm 1.D, and 0.25 pm film thickness) in the Science Research and
Application Center at Mustafa Kemal University. The other properties of the pure
fuels and fuel blends such as flash point temperature (EN ISO 3679) and higher
heating value (DIN 51900-2) were measured at the Prof. Dr. Saadettin GUNER
Fuel Research and Application Center at Karadeniz Technical University. These
properties and EN 14214 and ASTM D 6751 standard values are given in Table 1.
Also, the fatty acid compositions of the produced corn oil biodiesel and its calcu-
lated average molecular mass and typical formulae are given in Table 2.

2.4 Uncertainty Analysis

The results obtained from experimental studies are generally calculated from
measured physical quantities. These quantities have some uncertainties due to
uncertainties of measuring tools and measurement systems. Therefore, uncertainty
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analysis should be applied for proving reliability of the calculated results. In this
study, uncertainties of the measured and calculated physical quantities such as
dynamic and kinematic viscosities and density values were determined by the
method proposed by Holman (2001). According to this method, if the result R is
a given function of the independent variables xy, x, X3, ..., X, and wy ,w, , w3, ...,
w,, are the uncertainties of each independent variable, then the uncertainty of the
result wyg is calculated by using the equation:

ClfOoR NP (RN R\ A
WR = a—)ﬂwl + 5—x2W2 + ...+ ox, Wi 4)

According to Eq. (4), the highest uncertainty was determined as 0.0364%.
Therefore, it can be said that the results have fairly high reliability.

3 Results and Discussions

3.1 One-Dimensional Linear Models
3.1.1 Effects of Biodiesel Fraction on Density

The variations of densities of fuel blends (B5, B10, B15, and B20) with respect to
biodiesel fractions (X) for different temperatures (7') are shown in Fig. 1. In this

890
 —A— 10%
880 - o

20 °c

Density, p (kg/m")

820 —

Biodiesel fraction in blend, X (%)

Fig. 1 Changes of density values of fuel blends with respect to biodiesel fraction for various
temperatures
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figure, the points correspond to measured density values at studied temperatures
and biodiesel fractions, while the lines are plots of a curve-fit equation. As well-
known, densities increase with increase in biodiesel fraction for a specific temper-
ature, and these are directly proportional to biodiesel content. For these reasons, the
linear model, given in Eq. (5), is fitted to the measured data:

p=pX)=a+bX (5)
where p is density of the blends in kg/m> and @ and b are regression constants.
The measured and calculated density values from Eq. (5), error rates between
measured and calculated values, regression constants, and correlation coefficients
(R) are given in Table 3. The correlation coefficient is a quantitative measure of
goodness of fit of the regression equation to the measured data. For a perfect fit, for
example, R becomes 1, which means that the equation explains 100% of the

Table 3 The measured densities, calculated densities from Eq. (5), error rates between measured
and calculated densities, regression constants, and correlation coefficients for different
temperatures

Measured, p(kg/m3 )

Blend, X(%)
Temp. T('C) 0 5 10 15 20 100
10 833.12 835.97 838.62 839.63 842.69 882.60
20 831.87 834.71 837.36 838.37 841.42 881.28
30 829.74 832.58 835.22 836.23 839.27 879.03
40 826.95 829.78 832.41 833.42 836.45 876.07
Regression constants
a b R
833.1000 0.4941 0.9996
831.8000 0.4934 0.9996
829.7000 0.4922 0.9996
826.9000 0.4905 0.9996
Calculated, p(kg/m?)
Blend, X(%)
0 5 10 15 20 100
833.1000 835.5705 838.0410 840.5115 842.9820 882.5100
831.8000 834.2670 836.7340 839.2010 841.6680 881.1400
829.7000 832.1610 834.6220 837.0830 839.5440 878.9200
826.9000 829.3525 831.8050 834.2575 836.7100 875.9500
Relative error rates (%)
Blend, X(%)
0 5 10 15 20 100
0.0024 0.0478 0.0690 0.1050 0.0347 0.0102
0.0084 0.0531 0.0748 0.0991 0.0295 0.0159
0.0048 0.0503 0.0716 0.1020 0.0326 0.0125
0.0060 0.0515 0.0727 0.1005 0.0311 0.0137
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variability of the measured data (Chapra and Canale 1998). All correlation coeffi-
cients and the maximum relative error rate for B15 blend were obtained as 0.9996
and 0.1050%, respectively. These results and Fig. 1 show that the linear model
yields the excellent agreement between measured and calculated density values, as
expected.

3.1.2 Effects of Temperature on Density

Figure 2 presents the effects of temperature on densities of pure fuels and biodiesel—
diesel fuel blends. As shown in the figure, the densities, as expected, decrease with
increasing temperature and there are similar trends for all fuels and blends in the
studied temperature range. The distributions of densities with temperature were
correlated with the following linear and power models:

890
880 -
870 - )
A B100 Linear
4 B20 —=—-—- Quadratic
. m B15
o)
€ 860 - e B10
o * BS
= | v D
)
£
o 850 4
o
840 ~
830
820 T . T . T . T . T . T . T

10 15 20 25 30 35 40

Temperature, T (°C)

Fig. 2 Variations of density values of pure fuels and fuel blends with respect to temperature for
different regression models
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The linear model:

p=p(T) =a+bT (6)
The power model:

p=p(T)=al’ +c (7)

where T is temperature in C and a, b, and ¢ are regression constants.

Tables 4 and 5 list the measured and calculated (from Eqs. (6) and (7)) densities
of the blends and pure fuels, error rates between them, regression constants, and
correlation coefficients. For linear and power models, the maximum relative error
rates were computed as 0.0539% and 0.0002%, respectively. The R values are
between 0.9862 and 0.9865 for the linear model, while they all have a value of
0.9999 for the power model. According to these results, the power model as a
function of T has higher accuracy in calculating densities of fuels and blends.

3.2 Two-Dimensional Surface Models

In this study, two-dimensional surface models were also improved to make quick
estimates of densities for a given X and a specific T simultaneously. As mentioned
previously, there was a linear relationship between density and biodiesel fraction,
while linear and power models were tried to represent changes of densities with
temperature, which may have non-linear characteristics. In the light of this knowl-
edge, the experimental density values were correlated using new two-dimensional
surface models represented as following:
The linear surface model:

p=p(T,X)=a+bT +cX (8)
The model linear with respect to X and power with respect to 7:
p=p(T,X) =al” + X 9)

where p is density in (kg/m’) and a, b, and ¢ are regression constants.

Tables 6 and 7 show the regression constants, measured densities, calculated
densities from Egs. (8) and (9), relative error rates between them, and correlation
coefficients. The maximum relative error rates and R values from Egs. (8) and (9)
are 0.1506%, 0.1867% and 0.9993, 0.9983, respectively. These results indicate that
variations of densities with X and T simultaneously are observed to be well
correlated by the linear surface model.

Figures 3 and 4 depict plots of changes of constant density lines for fuel blends
as functions of T and X calculated from these models. According to linear surface
model by which changes of densities are well correlated, because the change of
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Table 4 The measured densities, calculated densities from Eq. (6), error rates between measured
and calculated densities, regression constants, and correlation coefficients for different biodiesel
fractions

Measured, p(kg/m>)
Blend Temp., T( C)
X(%) 10 20 30 40
0 833.12 831.87 829.74 826.95
5 835.97 834.71 832.58 829.78
10 838.62 837.36 835.22 832.41
15 839.63 838.37 836.23 833.42
20 842.69 841.42 839.27 836.45
100 882.60 881.28 879.03 876.07
Regression constants
a B R
835.6000 —0.2064 0.9863
838.4000 —0.2070 0.9864
841.1000 —-0.2077 0.9863
842.1000 —-0.2077 0.9863
845.2000 —0.2087 0.9865
885.2000 —0.2184 0.9862
Calculated, p(kg/m3)
Temp., 7CC)
10 20 30 40
833.5360 831.4720 829.4080 827.3440
836.3300 834.2600 832.1900 830.1200
839.0230 836.9460 834.8690 832.7920
840.0230 837.9460 835.8690 833.7920
843.1130 841.0260 838.9390 836.8520
883.0160 880.8320 878.6480 876.4640
Relative error rates (%)
Temp., T(C)
10 20 30 40
0.0499 0.0478 0.0400 0.0476
0.0431 0.0539 0.0468 0.0410
0.0481 0.0494 0.0420 0.0459
0.0468 0.0506 0.0432 0.0446
0.0502 0.0468 0.0394 0.0481
0.0471 0.0508 0.0435 0.0450

density with respect to both temperature and biodiesel fraction is linear, the
constant density lines become linear in characteristic and have constant gradients,
as shown in Fig. 3. Therefore, if temperature is changed in a unit amount, in order to
keep the density of the fuel blend constant, the temperature change should be
multiplied by a factor corresponding to the slope of the constant density line, i.e.,
to change the biodiesel fraction in the blend.
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Table 5 The measured densities, calculated densities from Eq. (7), error rates between measured
and calculated densities, regression constants, and correlation coefficients for different biodiesel
fractions

Measured, p(kg/m>)
Blend Temp., T( C)
X(%) 10 20 30 40
0 833.12 831.87 829.74 826.95
5 835.97 834.71 832.58 829.78
10 838.62 837.36 835.22 832.41
15 839.63 838.37 836.23 833.42
20 842.69 841.42 839.27 836.45
100 882.60 881.28 879.03 876.07
Regression constants
a(107?) B ¢ R
—5.5610 1.9210 833.6000 0.9999
—5.6270 1.9190 836.4000 0.9999
—5.5860 1.9220 839.1000 0.9999
—5.5860 1.9220 840.1000 0.9999
—5.7140 1.9170 843.2000 0.9999
—5.7370 1.9280 883.1000 0.9999
Calculated, p(kg/m3)
Temp., 7CC)
10 20 30 40
833.1364 831.8444 829.7744 826.9517
835.9330 834.6342 832.5552 829.7223
838.6332 837.3312 835.2441 832.3971
839.6332 838.3312 836.2441 833.3971
842.7280 841.4176 839.3222 836.4689
882.6139 881.2504 879.0582 876.0619
Relative error rates (%)
Temp., T(C)
10 20 30 40
0.0020 0.0031 0.0041 0.0002
0.0044 0.0091 0.0030 0.0070
0.0016 0.0034 0.0029 0.0015
0.0004 0.0046 0.0017 0.0027
0.0045 0.0003 0.0062 0.0023
0.0016 0.0034 0.0032 0.0009
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Table 6 The measured densities, calculated densities from Eq. (8), error rates between measured
and calculated densities, regression constants, and correlation coefficient for different biodiesel

fractions and temperatures

Temp. Measured
7C0) Blend X(%) plkg/m?) Calculated p(kg/m?) Relative error rates (%)
10 0 833.12 833.5070 0.0465
5 835.97 835.9695 0.0001
10 838.62 838.4320 0.0224
15 839.63 840.8945 0.1506
20 842.69 843.3570 0.0792
100 882.60 882.7570 0.0178
20 0 831.87 831.4140 0.0548
5 834.71 833.8765 0.0999
10 837.36 836.3390 0.1219
15 838.37 838.8015 0.0515
20 841.42 841.2640 0.0185
100 881.28 880.6640 0.0699
30 0 829.74 829.3210 0.0505
5 832.58 831.7835 0.0957
10 835.22 834.2460 0.1166
15 836.23 836.7085 0.0572
20 839.27 839.1710 0.0118
100 879.03 878.5710 0.0522
40 0 826.95 827.2280 0.0336
5 829.78 829.6905 0.0108
10 832.41 832.1530 0.0309
15 833.42 834.6155 0.1434
20 836.45 837.0780 0.0751
100 876.07 876.4780 0.0466
Regression constants Correlation coefficient
a = 835.6000 R =0.9993
b =—-0.2093
¢ = 0.4925

4 Conclusions

In this chapter, the effects of biodiesel fraction and temperature on the densities of
the highest methyl ester content corn oil biodiesel and its blends with commercially
available diesel fuel were investigated. One- and two-dimensional regression
models were also developed to predict the densities of the pure fuels and blends
at different temperatures. The following conclusions can be drawn from this study:
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Table 7 The measured densities, calculated densities from Eq. (9), error rates between measured
and calculated densities, regression constants, and correlation coefficient for different biodiesel

fractions and temperatures

Temp. Blend Measured Calculated
7C0) X(%) p(kg/m?) p(kg/m?) Relative error rates (%)
10 0 833.12 833.8099 0.0828
5 835.97 836.2724 0.0362
10 838.62 838.7349 0.0137
15 839.63 841.1974 0.1867
20 842.69 843.6599 0.1151
100 882.60 883.0599 0.0521
20 0 831.87 830.8555 0.1220
5 834.71 833.3180 0.1668
10 837.36 835.7805 0.1886
15 838.37 838.2430 0.0152
20 841.42 840.7055 0.0849
100 881.28 880.1055 0.1333
30 0 829.74 829.1321 0.0733
5 832.58 831.5946 0.1184
10 835.22 834.0571 0.1392
15 836.23 836.5196 0.0346
20 839.27 838.9821 0.0343
100 879.03 878.3821 0.0737
40 0 826.95 827.9115 0.1163
5 829.78 830.3740 0.0716
10 832.41 832.8365 0.0512
15 833.42 835.2990 0.2255
20 836.45 837.7615 0.1568
100 876.07 877.1615 0.1246
Regression constants Correlation coefficient
a = 843.7000 R =0.9983
b = —0.005121
¢ = 0.4925

¢ In linear models, the linear and power ones were quite suitable to represent
density—biodiesel fraction and density—temperature variations, respectively.
Correlation coefficients (R) and maximum relative error rates were determined
as 0.9996, 0.1050% and 0.9999, 0.0002% for the linear and power models,
respectively.
¢ Two-dimensional linear surface model with the correlation coefficient of 0.9993
showed the higher degree of accuracy for representing the change in density with
temperature and biodiesel fraction in the blend simultaneously. Maximum
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Fig.3 Variations of constant density lines of fuel blends as functions of temperature and biodiesel
fraction simultaneously calculated from Eq. (8)

relative error rate between the measured and calculated density values were
computed as 0.1506% for this model.

The two-dimensional constant density line plot obtained by the linear surface
model has constant gradients, as shown in Fig. 3. This means that when tem-
perature is changed in a unit amount, the temperature change should be multi-
plied by a factor corresponding to the slope of the constant density line for
keeping the density of the fuel blend constant.
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Fig.4 Variations of constant density lines of fuel blends as functions of temperature and biodiesel
fraction simultaneously calculated from Eq. (9)
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Effects of Temperature and Biodiesel Fraction
on Dynamic Viscosities of Commercially
Available Diesel Fuels and Its Blends

with the Highest Methyl Ester Yield Corn Oil
Biodisel Produced by Using KOH

Gulum Mert and Bilgin Atilla

1

Introduction

Biodiesel, defined as the mono-alkyl esters of long-chain fatty acids derived from a
renewable lipid feedstock, has received considerable attention worldwide as a
medium-term alternative to diesel fuel (Apostolakoua et al. 2009) because of its
many advantages as follows:

1.

It does not produce greenhouse effects because the balance between the amount
of carbon dioxide (CO,) emission and the amount of CO, absorbed by the plants
producing vegetable oil is about equal (Barabas et al. 2010).

. It has similar fuel characteristics to diesel fuel; therefore, it can be used either as

blends or in pure form without major modifications of the diesel engine
(Mittelbach and Enzelsberger 1999).

. It is nontoxic, contains no aromatics and sulfur, degrades about four times

compared to diesel fuel, and pollutes water and soil to a lesser extent (Serdari
et al. 2000; Yusuf et al. 2011).

. It improves lubricity, which results in longer engine component life (Ferrao et al.

2011).

. When biodiesel and its blends are used, carbon monoxide (CO), smoke opacity,

and unburnt hydrocarbon (UBHC) emissions are less than those with diesel fuel
because biodiesel has oxygen in its molecular structure, leading to better com-
bustion (Kumar et al. 2012; Swaminathan and Sarangan 2009).

. It can be produced by using domestic renewable feedstock, thus reducing the

dependence on imported petroleum.
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7. Flash point of biodiesel (>130 ‘C)is higher than that of diesel fuel, which makes
biodiesel safer from handling and storage point of view (Rao et al. 2010).

8. Depending on used biomass or plant and type of production method, it generally
has a higher cetane number than diesel fuel, which causes a shorter ignition
delay period and increases autoignition capability (Karabektas 2009).

Nevertheless, biodiesel also has some disadvantages, such as lower calorific
value and volatility; higher viscosity, cloud point temperature, and (generally)
nitrogen oxide (NOy) emissions; and corrosive nature against copper and brass
(Jain and Sharma 2010).

Viscosity, defined as a measure of the internal friction or resistance of a
substance to flow, is one of the most important rheological property regarding
fuel atomization and distribution as well as lubrication (Verduzco et al. 2011).
Fuel with high viscosity has poor atomization and penetration and leads to more
problems in cold weather (Al-Hamamre and Al-Salaymeh 2014). Poor atomization
increases exhaust emissions and decreases engine performance. On the other hand,
fuel with low viscosity may not provide sufficient lubrication for fuel injection
pumps, resulting in leakage and increased wear (Al-Hamamre and Yamin 2014).

As the use of biodiesel has become more widespread, researchers have shown a
strong interest in modeling the combustion process in order to understand the
fundamental characteristics of biodiesel combustion (Yuan et al. 2003). They
often use physical properties of biodiesel as input data in their combustion models
for the most computational software (KIVA, Fluent, AVL Fire). However, it may
not be practical at every turn to make measurements of physical properties of
biodiesel or biodiesel—diesel fuel blends for each blending ratio or temperature in
any study. Regression models as a function of temperature, percentage of blend,
and chemical structure have been generally used to calculate these properties
without measurements. Some studies reporting these models were summarized as
follows. Krisnangkura et al. (2006) proposed an empirical model for the determi-
nation of kinematic viscosities of saturated fatty acid methyl esters (FAMEs)
having various chain lengths (C12:0-C18:0) at different temperatures (20—-80 DC).
The suggested linearity of natural logarithm model as a function of viscosity-carbon
number matched very well with the experimental values. In the study by Do Carmo
et al. (2012), a new model based on one and two reference fluid corresponding
states was evaluated for the prediction of the dynamic viscosities of pure biodiesels
and their mixture, which takes into account the effects of temperature and compo-
sitional change. The model in this study presented the best results when compared
with Ceriani’s, Yuan’s, and revised Yuan’s models. Benjumea et al. (2008) mea-
sured some basic properties (viscosity; density; heating value; cloud point; calcu-
lated cetane index; and T10, TS50, and T90 distillation temperatures) of several palm
oil biodiesel-diesel fuel blends. Arrhenius-type equation and Kay’s mixing rules
were used in order to predict kinematic viscosity and the other properties,
respectively.

In this chapter, the effects of biodiesel fraction in blend (X) and temperature (7')
on dynamic viscosities of the highest methyl ester yield corn oil biodiesel (B100)
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and its blends (B5, B15, B20, and B25) with commercially available diesel fuel
(D) were investigated. Some new one- and two-dimensional models were also fitted
to the measurements for predicting dynamic viscosities of the biodiesel—diesel fuel
blends, and these models were compared to previously published models and
measurements to show their validities.

Nomenclature

a,b,c,d,...,g Regression constants

B5,B10,B15,B20 Biodiesel—-diesel fuel blends

B100 Pure biodiesel

D Pure diesel fuel

HHV Higher heating value (kJ/kg)

Ko Coefficient of the viscometer ball (mPa-s- cm3/g/s)
Myotal Mass of the pycnometer filled with biodiesel (g)
Mpycnometer Mass of pycnometer (g)

Myater Mass of pycnometer filled with pure water (g)
R Correlation coefficient

t Falling time of the viscometer ball (s)

T Temperature (QC)

Wi, Wa, W3,...,Wn

Uncertainties of independent variables

w Dimensionless uncertainty

X1,X2,X3, ... Xy, Independent variables

X Biodiesel fraction in blend (%)

Greek letters

Holend Dynamic viscosity of blend (cP =mPa.s)
Vblend Kinematic viscosity of blend (cSt= mmz/s)
Phall Density of viscometer ball (g/cm3)

Pblend Density of blend (kg/m3)

Pwater Density of pure water (kg/m3)

2 Experimental Methods

2.1 Biodiesel Production

In this study, commercially available refined corn oil was used in biodiesel pro-
duction. Pretreatment to the oil was not required as the oil was refined. Thus,
methanol (CH3OH) of 99.8% purity as alcohol and pure-grade potassium hydroxide
(KOH) as catalyst were used in the transesterification reaction. To produce corn oil
biodiesel having the highest methyl ester yield, optimum reaction parameters were
1.10% catalyst concentration (mass of KOH/mass of corn oil), 60 °C reaction
temperature, 60 min reaction time, and 6:1 alcohol/oil molar ratio, as given by
Giiliim (2014). The transesterification reaction was carried out in a 1-L flat-
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bottomed flask, equipped with a magnetic stirrer heater, thermometer, and spiral
reflux condenser. Haake falling ball viscometer, Isolab pycnometer, top loading
balance with an accuracy of 0.01 g, Haake water bath, and a stopwatch with an
accuracy of 0.01 s were used to measure dynamic viscosity and density. Before
starting the reaction, the catalyst was dissolved in methanol to make an alcoholic
solution of the catalyst in a narrow-neck flask. In the flat-bottomed flask, the
alcoholic solution was added to the 200 g of corn oil that was formerly warmed
to about 80 'C in a beaker. These reactants were mixed with a stirring speed of
500 rpm using the magnetic stirrer heater. The transesterification reaction was
carried out with the spiral reflux condenser for avoiding loss of alcohol. Also,
reaction temperature was controlled using a thermometer to remain constant during
the reaction. At the end of the reaction, the resulting products mixture was trans-
ferred to a separating funnel. After a day, two phases formed in the separating
funnel. The upper phase consisted of methyl esters (biodiesel), while the lower one
consisted of glycerol, excess methanol, and remaining catalyst together with soap.
After the separation of the two layers by gravity, the biodiesel phase was washed
with warm distilled water until the water became clear. The washed biodiesel was
heated up to about 100 "C to remove methyl alcohol and water residuals.

2.2 Density Measurement

The densities of the produced biodiesel and its blends were determined by means of
Eq. (1) and measurements in accordance with ISO 4787 standard:

Miotal — Mpycnometer (1)

Pblend = Pwater
Myyater

where p and m represent density and mass, respectively. In order to minimize
measurement errors, all the measurements were conducted three times for each
sample and the results were averaged. Also, an uncertainty analysis was carried out,
depending on the sensitivities of measurement devices.

2.3 Dynamic Viscosity Measurement

The dynamic viscosities were determined in accordance with DIN 53015 standard
by using Eq. (2) and making measurements by means of the Haake falling ball
viscometer, Haake water bath, and stopwatch:

Hotend = Kball (Poal = Polend)? (2)
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where p is dynamic viscosity, Ky, is coefficient of the viscometer ball, and ¢ is
falling time of the ball moving between two horizontal lines marked on the
viscometer tube at limit velocity. Ky, and pp,y are 0.057 mPa - s - cm3/g/s and 2.2
g/em’, respectively.

The kinematic viscosities were determined from Eq. (3) by dividing dynamic
viscosity to density at the same temperature:

_ HMblend (3)

Vblend =
Pblend

In Eq. (3), if ptpjend and ppieng are in unit of (mPa. s) and (kg/L), respectively, then
Uplend 18 Obtained in the unit of mm?/s.

In this study, dynamic viscosities and densities were measured in the Internal
Combustion Engines Laboratory in the Mechanical Engineering Department at
Karadeniz Technical University. The fatty acid methyl esters of the produced
corn oil biodiesel were qualitatively and quantitatively analyzed by gas chroma-
tography using a Hewlett-Packard HP-6890 Series GC system fitted with a
HP-6890 mass selective detector (1909 N-133 innowax capillary column of 30 m
length, 0.25 mm LD, and 0.25 pm film thickness) in the Science Research and
Application Center at Mustafa Kemal University. The other properties of the pure
fuels and fuel blends, such as flash point temperature (EN ISO 3679) and higher
heating value (DIN 51900-2), were also measured at the Prof. Dr. Saadettin
GUNER Fuel Research and Application Center at Karadeniz Technical University.
These properties and EN 14214 and ASTM D 6751 standard values are given in
Table 1. Moreover, the fatty acid compositions of the produced corn oil biodiesel
and its calculated average molecular mass and typical formula are given in Table 2.

Table 1 Some fuel properties of diesel fuel, produced corn oil biodiesel and their blends, and
corresponding standard values for biodiesel

Properties Units B100 D BS5 B10
Viscgsity mm?/s 4.094 2.700 2.944 3.240
at 40 C

Density kg/m® 882.68 832.62 835.67 83791
at 15 C

Flash point Ke 178 63 70 74
HHV kJ/kg 39,959 45,950 40,263 40,574
B15 B20 EN14214 ASTM-D6751
3.470 3.671 3.50-5.00 1.90-6.00
839.94 842.59 860-900 a

83 90 101< 130<

40,867 41,169 # “

“Not specified
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Table 2 Fatt.y. acid methyl Fatty acid Mass, %
;if;u‘:;?i‘i’sgi‘:;‘ef’ fthe Palmitic (C16:0) 15343
Oleic (C18:1) 47.305
Linoleic (C18:2) 34,122
a-Linolenic acid (C18:3) 1.183
Arachidic (C20:0) 0.811
Gadoleic acid (C20:1) 0.506
Behenic (C22:0) 0.362
Lignoceric (C24:0) 0.368
Average molecular mass 292.681 g/mol'
Typical formula Ci5.72H35.250"

!Calculated from fatty acid distribution

2.4 Uncertainty Analysis

The results obtained from experimental studies are generally calculated from
measured physical quantities. These quantities have some uncertainties due to
uncertainties of measuring tools and measurement systems. Therefore, uncertainty
analysis should be applied for proving reliability of the calculated results. In this
study, uncertainties of the measured and calculated physical quantities, such as
dynamic and kinematic viscosities and density values, were determined by the
method proposed by Holman (2001). According to this method, if the result R is
a given function of the independent variables xy, x5, X3, ..., X, and are the uncer-
tainties of each independent variable, then the uncertainty of the result wg is
calculated by using the equation:

57 1/2

IR N (RN R A
WR = a—le1 +a—sz2 + ...+ a_xnwn (4)

For example, by using Eqs. (1) and (4), the uncertainty of density of B10 at 15°C
(Wpgyo,150¢) Was calculated as:

Miotal — Mpycnometer

PB10,15°C = Pwater,15°C
Myater

X| = Myl = 8391 g
X2 = Mpycnometer = 4274 g
Myaer = 49.09 g

_8391g—4274¢
PB10,15°C = 49.09 ¢

999.10 kg/m’
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PBi0,15°c = 837.91 kg/m3

PB10,15°C = PB10,15°C (mtotala mpycnometer)

R = ppio,15°c
Opplo,isc 1 "
- water, 15°C
amlotal Myyater
Oppioisc  —1

= " Pwater, 15°C
0 Mpycnometer ~ Mwater

2 2
1 1
Wogio,150¢ — "Pwater,15°C Wmew | T | — " Pwater, 15°C * Wmpyenometer
mWater mwaler

Wl’Blo 15°C

1/2
- {(wm 999.10kg/m* 001g) +( g 999.10kg/m’ oo1g) ]

Wiyiosoc = 0.2878 kg/m’

1/2

Since the density of the B10 at 15 C was determined as 837.91 kg/m?, dimen-
sionless uncertainty of density becomes:

- 0.2878 kg/m?
Wﬂglo,lsOc - W -100 = 0.0343%

Similarly, the highest uncertainty was determined as 0.0354%. Therefore, it can
be said that the results have fairly high reliability.

3 Results and Discussions

3.1 One-Dimensional Linear Models
3.1.1 Effects of Biodiesel Fraction on Viscosity

Figure 1 shows the variations of dynamic viscosities of fuel blends (B5, B10, B15,
and B20) with respect to biodiesel fractions (X) for different temperatures (7). In
this figure, the points correspond to the measured viscosity values at studied
temperatures and biodiesel fractions, while the lines are plots of curve fit equations.
Viscosities increase with increase in biodiesel fraction for a specific temperature, as
expected, and the change of them tends to be about linear with increase in biodiesel
fraction as temperature is decreasing. Exponential and rational models were
suggested and compared to the well-known Arrhenius model (Joshi and Pegg
2007) for characterizing these changes as:
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10°% ——— Exponential
20°c U0 Power
Arrhenius

® *+ B >

Dynamic viscosity, j(cP)

Biodiesel fraction in blend, X (%)

Fig. 1 Changes in viscosity values of fuel blends with respect to biodiesel fraction for different
models

p=u(X) = py+a-e™ (5)
p=puX)=(aX+1)/(b+c) (6)
Inp = Xgiesel In fgieser + Xbiodieset INMpiodiesel (7)

where u is dynamic viscosity in cP, and uq, a, b, and ¢ are regression constants.

Tables 3, 4, and 5 list the calculated (from Egs. (5), (6), and (7)) and measured
viscosities of the blends and pure fuels (D and B100), error rates between measured
and calculated values, regression constants, and correlation coefficients (R). As
known, the correlation coefficient is a quantitative measure of goodness of fit of the
regression equation to the measured data. For a perfect fit, for example, R becomes
1 and the equation explains 100% of the variability of the measured data (Chapra
and Canale 1998). The maximum relative error rates between the measured and
calculated viscosity values were computed as 4.7059%, 4.5976%, and 20.0944%
for Egs. (5), (6), and (7), respectively. Also, the lowest R values are 0.9941, 0.9942,
and 0.5738 for these equations, respectively. According to these results, the power
model seems the best fit to the data. Moreover, as seen in Fig. 1, Arrhenius model
does not fairly reflect the changes of viscosities with respect to biodiesel content for
all studied temperatures, and the relation between dynamic viscosity and biodiesel
fraction in blend was found to be better expressed by the rational model than the
exponential model.
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\’fi:i):)zizeid :ZlISclLrliged Measured,oy (cP)

viscosities from Eq. (5), error Teronp . |Blend, X (%)

rates between measured and r¢o |0 5 10 15 20 100

calculated viscosities, 10 3514 |3.850 [4.068 |4.204 |4.409 |7.094

regression constants, and 20 2.743 2912 |3.119 |3.221 |3.563 |5.346

correlation coefficients for 30 2376|2771 2791 [2923 [3.229 |4.520

different temperatures 40 2233 [2443 [2697 2894 [3.072 |3.589
Regression constants
o a b R
11.9200 —8.3490 0.005481 0.9994
6.7470 —4.0300 0.010580 0.9984
4.9700 —2.5400 0.017310 0.9941
3.6110 —1.4080 0.044990 0.9982

Calculated, u (cP)
Blend, X (%)

0 5 10 15 20 100
3.5710 3.7967 4.0163 4.2300 4.4378 7.0939
2.7170 2.9246 3.1216 3.3084 3.4856 5.3480
2.4300 2.6406 2.8337 3.0108 3.1733 4.5201
2.2030 2.4866 2.7131 2.8940 3.0384 3.5953
Relative error rates (%)
Blend, X (%)
0 5 10 15 20 100
1.6221 1.3844 1.2709 0.6185 0.6532 0.0014
0.9479 0.4327 0.0834 2.7134 2.1723 0.0374
2.2727 4.7059 1.5299 3.0038 1.7250 0.0022
1.3435 1.7847 0.5970 0.0000 1.0937 0.1755

3.1.2 Effects of Temperature on Viscosity

The effects of temperature on the viscosities of pure fuels and biodiesel-diesel fuel
blends are given in Fig. 2. The viscosities of all the blends and fuels follow a similar
trend: they decrease with increase in temperature, as expected. In this figure, the
experimental data matched predicted values computed by exponential and power
models:

p=pu(T) = po+ae™" (8)
p=u(T) =aT® +c 9)

where T is temperature in C and o, a, b, and ¢ are regression constants.

Tables 6 and 7 also present the measured viscosity data, the calculated values
from Eq. (8) and (9), relative error rates between them, regression constants, and
correlation coefficients. The maximum relative error rates and the lowest R values
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Table 4 Calculated
viscosities from Eq. (6), error
rates between measured and
calculated viscosities,
regression constants, and
correlation coefficients for
different temperatures

Table 5 Calculated
viscosities from Eq. (7), error
rates between measured and
calculated viscosities,
regression constants, and
correlation coefficients for
different temperatures

G. Mert and B. Atilla

Regression constants

a b c(x107h R
0.015990 0.2802 8.6220 0.9994
0.022310 0.3681 23.6100 0.9983
0.031040 0.4122 49.5700 0.9942
0.079000 0.4554 201.3000 0.9952
Calculated, u (cP)
Blend, X (%)
0 5 10 15 20 100
3.5689 3.7958 4.0160 4.2297 4.4371 7.0930
2.7167 2.9259 3.1225 3.3076 3.4821 5.3476
2.4260 2.6436 2.8378 3.0122 3.1697 4.5203
2.1959 2.5088 2.7257 2.8851 3.0070 3.6056
Relative error rates (%)
Blend, X (%)
0 5 10 15 20 100
1.5623 1.4078 1.2783 0.6113 0.6373 0.0141
0.9588 0.4773 0.1122 2.6886 2.2706 0.0299
2.1044 4.5976 1.6768 3.0517 1.8365 0.0066
1.6614 2.6934 1.0641 0.3075 2.1159 0.4625
Calculated, u (cP)
Blend, X (%)
R 0 5 10 15 20 100
0.9787 |3.5140 |3.6404 |3.7705 |3.9052 |4.0447 |7.0940
0.9710 |2.7430 |2.8359 |2.9320 |3.0315 |3.1343 |5.3460
0.8980 |2.3760 |2.4527 |2.5330 |2.6159 |2.7015 |4.5200
0.5738 |2.2330 |2.2859 |2.3408 |2.3971 |2.4547 |3.5890
Relative error rates (%)
Blend, X (%)
0 5 10 15 20 100
0.0000 5.4442 7.3132 7.1075 8.2626 | 0.0000
0.0000 2.6133 5.9955 5.8833 |12.0320 |0.0000
0.0000 |11.4868 9.2440 |10.5063 |16.3363 |0.0000
0.0000 6.4306 |13.2073 |17.1700 |20.0944 |0.0000
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B100
B20

Exponential

A
u
L]
*
*
v

Dynamic viscosity, jL(cP)
(4]

Temperature, T (OC)

Fig. 2 Changes in viscosity values of pure fuels and fuel blends with respect to temperature for
different models

were computed as 4.5868%, 0.9881 and 3.9733%, 0.9914 for Egs. (8) and (9),
respectively. When relative error rates and maximum correlation coefficients in
Tables 6 and 7 are analyzed and Fig. 2 is observed, it can be said that power model
matches better with the experimental data of pure fuels and fuel blends throughout
the studied temperature ranges.

On the other hand, in order to test their validities, these models were also fitted to
the dynamic viscosities of the coconut, colza, and soybean oil biodiesels measured
by Feitosa et al. (2010), as shown in Fig. 3. Tables 8 and 9 show the dynamic
viscosities measured by Feitosa et al., calculated viscosities from Egs. (8) and (9),
% errors between measured and calculated values, regression constants, and corre-
lation coefficients. The maximum errors computed from Egs. (8) and (9) are
2.3935% and 2.1726%, while the minimum R values are determined as 0.9996
and 0.9998, respectively. These results and Fig. 3 show that the changes of
kinematic viscosity measurements given by Feitosa et al. are also better demon-
strated by the power model.

3.2 Two-Dimensional Surface Models

In this study, two-dimensional polynomial and combination of exponential and
linear terms surface models were also derived for changes of dynamic viscosities
with respect to 7" and X simultaneously:
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Table 6 Measured
viscosities, calculated
viscosities from Eq. (8), error
rates between measured and
calculated viscosities,
regression constants, and
correlation coefficients for
different biodiesel fractions

G. Mert and B. Atilla

Measured, p (cP)
Temp., T (°C)
Blend X (%) 10 20 30 40
0 3514 2.743 2.376 2.233
5 3.850 2912 2.771 2.443
10 4.068 3.119 2.791 2.697
15 4.204 3.221 2.923 2.894
20 4.409 3.563 3.229 3.072
100 7.094 5.346 4.520 3.589
Regression constants
Ho a b R
2.0970 3.1420 0.079580 0.9999
2.4320 3.6260 0.094660 0.9881
2.6400 4.2900 0.110000 0.9999
2.8530 5.1000 0.132700 0.9995
2.9760 3.4660 0.088350 0.9999
2.1700 7.2950 0.039870 0.9972
Calculated, u (cP)
Temp., T (°C)
10 20 30 40
3.5147 2.7367 2.3856 2.2272
3.8391 2.9780 2.6439 2.5142
4.0680 3.1153 2.7982 2.6927
4.2059 3.2119 2.9482 2.8783
4.4086 3.5681 3.2208 3.0772
7.0663 5.4564 4.3758 3.6505
Relative error rates (%)
Temp., TCC)
10 20 30 40
0.0199 0.2297 0.4040 0.2597
0.2831 2.2665 4.5868 2.9144
0.0000 0.1186 0.2580 0.1594
0.0452 0.2825 0.8621 0.5425
0.0091 0.1431 0.2539 0.1693
0.3905 2.0651 3.1903 1.7136
u=u(T,X) =a+bT + cX +dT* + eTX + fT° + gT* (10)
u=u(T,X)=a-e" +c-e® +eX (11)

where y is dynamic viscosity in cP, and a, b, ¢, d, e, f, and g are regression constants.
Tables 10 and 11 list the measured viscosities, calculated viscosities from
Egs. (10) and (11), regression constants, R values, and relative error rates. The
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Table 7 Calculated Regression constants
viscosities from Eq. (9), error b B R
rates between measured and
calculated viscosities, 9.5140 —0.6310 1.2910 0.9994
regression constants, and 15.1800 —0.9093 1.9720 0.9914
correlation coefficients for 26.1800 —1.1820 2.3480 0.9995
different biodiesel fractions 57.7400 —1.5840 2.7010 0.9989
12.5300 —0.7946 2.3980 0.9999
—15.9000 0.1115 27.630 0.9997
Calculated, p(cP)
Temp., T( C)
10 20 30 40
3.5162 2.7279 2.4035 2.2188
3.8426 2.9680 2.6609 2.5023
4.0697 3.1068 2.8179 2.6825
4.2058 3.2029 2.9651 2.8684
4.4087 3.5572 3.2379 3.0663
7.0760 5.4244 4.3975 3.6402
Relative error rates (%)
Temp., TCC)
10 20 30 40
0.0626 0.5505 1.1574 0.6359
0.1922 1.9231 3.9733 2.4273
0.0418 0.3912 0.9638 0.5376
0.0428 0.5619 1.4403 0.8846
0.0068 0.1628 0.2756 0.1855
0.2537 1.4665 2.7102 1.4266

maximum relative error rates and R values were computed as 5.1606%, 0.9958 and
6.5139%, 0.9952 for Egs. (10) and (11), respectively.

Figures 4 and 5 present plots of the changes of constant dynamic viscosity curves
for fuel blends as functions of T and X calculated from Egs. (10) and (11),
respectively. These plots can be used to make quick estimates of viscosities for a
given blending ratio at a specific temperature.

Increasing characteristic with decreasing rate of constant viscosity curves (con-
cave characteristic) converts to increasing behavior with increasing rate (convex
characteristic) because of T> term of the polynomial surface model at the higher
temperature and biodiesel fraction regions, as shown in Fig. 4. However, this
change is not physically meaningful. Accordingly, the combination surface model
including exponential and linear terms can be recommended within 0-20% blend-
ing ratio range for predicting dynamic viscosity values in spite of higher correlation
coefficient and lower maximum relative error rate of the polynomial surface model.
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Fig.3 Changes in viscosity values of coconut, colza, and soybean biodiesels measured by Feitosa
et al. (2010) with respect to temperature for different models

There are two different characteristic regions in Fig. 5. Constant viscosity curves
are sparser and closer to horizontal in the first region where temperature is higher
and biodiesel fraction is lower. On the other hand, constant viscosity curves are
more frequent and closer to vertical in the second region where temperature is lower
and biodiesel fraction is higher. Consequently, less temperature changes at lower
temperatures or more temperature changes at higher temperatures are needed for a
unit change of viscosity for a given blending ratio. On the other hand, less biodiesel
fraction changes at lower temperatures or more biodiesel fraction changes at higher
temperatures are needed for a unit change of viscosity at a specific temperature.

4 Conclusions

In this chapter, the dynamic viscosities of corn oil biodiesel—diesel fuel blends were
measured at different temperatures. Measurements were correlated by one- and
two-dimensional models through regression analysis, and the compatibilities of the
models have been investigated by comparing each other. The following conclusions
can be drawn from the study:
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Table 8 Viscosities measured by Feitosa et al. (2010), calculated viscosities from Eq. (8), error
rates between measured and calculated viscosities, regression constants, and correlation coeffi-
cients for different biodiesel fractions

Measured, p (cP)

Temp., T (°C)
Biodiesel 20 40 60 80 100
Coconut 3.8417 24574 1.7226 1.2816 0.9880
Colza 7.4296 4.4727 2.9959 2.1577 1.6294
Soybean 6.4440 3.9640 2.6979 1.9659 1.4959
Regression constants R
Ho a b
0.6650 5.5310 0.02783 0.9997
1.1410 11.6600 0.03096 0.9998
1.0340 9.8130 0.02987 0.9996
Calculated, y (cP)
Temp., T (°C)
20 40 60 80 100
3.8351 2.4820 1.7064 1.2619 1.0071
7.4185 4.5206 2.9605 2.1206 1.6684
6.4335 4.0050 2.6688 1.9335 1.5290
Relative error rates (%)
Temp., T (°C)
20 40 60 80 100
0.1718 1.0011 0.9404 1.5371 1.9332
0.1494 1.0709 1.1816 1.7194 2.3935
0.1629 1.0343 1.0786 1.6481 22127

Table 9 Calculated viscosities from Eq. (9), error rates between measured and calculated
viscosities, regression constants, and correlation coefficients for different biodiesel fractions

Regression constants R

a b c

18.4200 —0.2997 —3.6590 0.9998
42.1400 —0.4252 —4.3530 0.9999
34.0700 —0.3819 —4.4020 0.9998
Calculated, u (cP)

Temp., T (°C)

20 40 60 80 100
3.8463 2.4385 1.7408 1.2947 0.9743
7.4365 44271 3.0367 2.1858 1.5940
6.4500 3.9261 2.7314 1.9892 1.4671
Relative error rates (%)

Temp., T (°C)

20 40 60 80 100
0.1197 0.7691 1.0565 1.0222 1.3866
0.0929 1.0195 1.3619 1.3023 2.1726
0.0931 0.9561 1.2417 1.1852 1.9253
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Table 10 Measured viscosities, calculated viscosities from Eq. (10), error rates between mea-
sured and calculated viscosities, regression constants, and correlation coefficient for different
biodiesel fractions and temperatures

Temp. Relative error rates
T(C) Blend X(%) Measured y (cP) Calculated u (cP) (%)
10 0 3514 3.5773 1.8014
5 3.850 3.7930 1.4805
10 4.068 4.0087 1.4577
15 4.204 4.2244 0.4853
20 4.409 4.4401 0.7054
20 0 2.743 2.7292 0.5031
5 2912 2.9202 0.2816
10 3.119 3.1113 0.2469
15 3.221 3.3023 2.5241
20 3.563 3.4934 1.9534
30 0 2.376 2.4383 2.6221
5 2.771 2.6280 5.1606
10 2.791 2.8177 0.9566
15 2.923 3.0074 2.8874
20 3.229 3.1971 0.9879
40 0 2.233 2.2443 0.5060
5 2.443 2.4559 0.5280
10 2.697 2.6676 1.0901
15 2.894 2.8792 0.5114
20 3.072 3.0909 0.6152
Regression constants Correlation coefficient
a = 5.4430 R =0.9958
b =—0.2528

c=52730 x 1072
d =17.3900 x 10~°
e=—1.1920 x 1073
f=—-7.6730 x 1073
g =12.3300 x 107>

» The relation between dynamic viscosity and biodiesel fraction for the biodiesel—
diesel fuel blends was found to be better expressed by the one-dimensional
rational model.

¢ The one-dimensional power model as a function of temperature better predicted
the dynamic viscosities of pure fuels and fuel blends than the one-dimensional
exponential one.
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Table 11 Calculated viscosities from Eq. (11), error rates between measured and calculated
viscosities, regression constants, and correlation coefficient for different biodiesel fractions and

temperatures

Relative error rates

Calculated p (cP) (%) Regression constants Correlation coefficient
3.6025 2.5185 a =13.8190 R =0.9952
3.8062 1.1377 b= —9.9890 x 10~
4.0099 1.4282 y 2'2996500 < 10-6
4.2136 0.2284 o= 4.0.760 % 1072
4.4173 0.1883

2.7140 1.0572

29177 0.1957

3.1214 0.0769

3.3251 3.2319

3.5288 0.9599

2.3868 0.4545

2.5905 6.5139

2.7942 0.1147

2.9979 2.5624

3.2016 0.8486

2.2663 1.4913

2.4700 1.1052

2.6737 0.8639

2.8774 0.5736

3.0811 0.2962

¢ The two-dimensional combination surface model with higher correlation coef-
ficient of 0.9952 matched the change of dynamic viscosities with biodiesel
fraction and temperature at the same time within 0-20% blending ratio range.
According to the plot of change of constant dynamic viscosity curves calculated
by the surface model, less temperature changes at lower temperatures or more
temperature changes at higher temperatures are requisites for a unit change of
viscosity for a given blending ratio. On the other hand, less biodiesel fraction
changes at lower temperatures or more biodiesel fraction changes at higher
temperatures are required for a unit change of viscosity at a specific temperature.
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Fig. 4 Changes of constant viscosity curves of fuel blends as functions of temperature and
biodiesel fraction calculated from Eq. (10)



Effects of Temperature and Biodiesel Fraction on Dynamic Viscosities. . . 101

Dynamic viscosity, u (cP)

Biodiesel fraction in blend, X (%)
=

25

Temperature, T [OC)

Fig. 5 Changes of constant viscosity curves of fuel blends as functions of temperature and
biodiesel fraction calculated from Eq. (11)
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Sankey and Grassmann Diagrams for Mineral
Trade in the EU-28

Guiomar Calvo, Alicia Valero, and Antonio Valero

1 Introduction

Raw materials, particularly fossil fuels and non-fuel minerals, are crucial to main-
tain the European Union’s economy. Despite having a rich endowment of mineral
deposits, producing 1.2% and 1.4% of the world level needs of iron and aluminum
respectively (British Geological Survey 2011), European countries depend on raw
material secure supply. As this is a critical issue, in November 2008 the European
Commission published the Raw Materials Initiative to establish the raw material
strategy along with a list of actions that the member states should carry out
(European Commission 2008).

While historically the importance of fossil fuels has been regarded as a priority
issue, non-fuel minerals, which are essential both for electronic equipment and for
the development of renewable energies, have only gained importance in the recent
years. Since minerals are a non-renewable resource that is linked to geological
features of the ground, it is important to analyze its use and the mineral trade
between the different countries.

Material flow analysis has demonstrated to be a key tool to monitor and quantify
the use of natural resources. Usually this analysis of material use, consumption and
trade is carried out through aggregated indicators that take into account minerals as
a whole, sometimes differentiating at most industrial minerals, construction min-
erals and fossil fuels (Weisz et al. 2006; Schandl and Eisenmenger 2006; Steinberg
et al. 2010; Bruckner et al. 2012; Kovanda et al. 2012). Nevertheless it is important
to have disaggregated studies to observe the impact and supply risk of the different
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materials (Achzet and Helbig 2013) and so provide valuable input for decision-
making processes aiming at improving the sustainable use of raw materials (Tiess
2010; Tiess and Kriz 2011; Marinescu et al. 2013).

This chapter undertakes an analysis of the mineral trade in the European Union
(EU-28) from 1995 to 2012. This analysis is done firstly using tonnage as a
yardstick, accounting for the tons of input (production and imports) and output
materials (recycling, exports and consumption). Then, the same analysis is carried
out using exergy, particularly the so-called exergy replacement costs, which is
explained in the next section. This allows us to compare both methodologies and
bring out the significant differences regarding reliability and representativeness.
The final aim is to observe the trend and evolution of the mineral trade in Europe
and highlight which of the analyzed minerals can be considered critical due to
external dependency.

2 Methodology

The analysis of the mineral trade of Europe is going to be firstly undertaken in
tonnes. Domestic extraction, export and import data for the 1995-2012 period have
been obtained from the British Geological Survey European Mineral Statistics
(2014), completed with data from United States Geological Survey yearbooks of
mineral statistics and national services from some European countries. As individ-
ual data for recycling rates of each of the member states of the European Union are
not available, average recycling rates for several metallic minerals have been
obtained from the Recycling Rates of Metals report (UNEP 2011).

In order to assess the mineral depletion more comprehensively, we are going to
apply the exergoecology method initially proposed by Valero (1998) to analyze the
mineral trade in Europe (EU-28) for both fossil fuels and non-fuel minerals. With
this methodology we can evaluate the loss of natural resources through exergy, a
property that is based on the second law of thermodynamics and that can be used to
measure the quality of a system with respect to a given reference. This methodology
is based on calculating the exergy that would be needed to replace a mineral deposit
starting from an environment where all the minerals are dispersed in the crust into
the initial conditions of composition and concentration found in the mine where it
was originally extracted. To perform these calculations we need a model of average
dispersed crust, Thanatia, a planet that represents a possible state of the Earth where
all minerals have been dispersed, all fossil fuels have been consumed and which has
specific atmospheric conditions (Valero et al. 2011a, b). This Thanatia model
includes a list of minerals with their respective concentration in the crust which
delimits the lowest ore grades of the minerals and that can serve as a boundary to
our calculations. Therefore, the exergy replacement costs of a mineral can be
calculated as the exergy required to restore the minerals from Thanatia into the
conditions found in nature with the current available technology. As quality is being
taken into account in those calculations, scarcer and difficult-to-extract minerals
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(in terms of energy expended) will have a higher weight in the final accounting
process as the exergy needed to recover a mineral that is dispersed increases
exponentially with scarcity. Accordingly for instance, in the case of limestone, a
material that can be easily extracted and that is very abundant in the crust, its exergy
replacement costs are 2.6 GJ/ton. If we look at scarcer minerals, such as gold or
mercury, these values go up to 583668.4 and 28298.0 Gl/ton, respectively. These
numbers provide hints of which minerals would be the most complicated to replace
hence also giving information about their quality. Thus, carrying out the analysis
using only tonnage can result in biased information since it seems logical that
1 tonne of limestone should not have the same weight in the calculations as 1 tonne
of gold in quality terms.

Since reliable and comparable data are not always easy to find, the substances
that are included in this study are the following: aluminum, antimony, arsenic,
barite, bismuth, boron, cadmium, chromium, cobalt, copper, feldspar, fluorspar,
gold, graphite, gypsum, indium, iron ore, lead, limestone, lithium, magnesium,
manganese, mercury, molybdenum, nickel, phosphate rock, potassium, selenium,
silicon, silver, sodium, tantalum, tin, titanium, uranium, vanadium, wolfram, zinc
and zirconium. The exergy replacement costs of these minerals have already been
calculated in previous studies (Valero and Valero 2014). As for fossil fuels, their
exergy replacement costs can be approximated to their high heating values as once
they are consumed and burned they cannot be recovered (Valero and Valero 2012).

To better depict mineral trade, the analysis of EU-28 as a general system is
conducted using Sankey and Grassmann diagrams. The main difference between
both types of graphic representations is that the first usually depicts energy or
material flows of a system with the width of the arrows being proportional to the
flow quantity. Grassmann diagrams in turn are essentially the same but represent
such flows in exergy units. These types of representations are very visual and can be
used to evaluate the evolution of the mineral trade of a country or several countries
and also the self-sufficiency and external dependency. Additionally, several depen-
dency indicators based on domestic material consumption will be calculated for the
year 2011 in order to evaluate the self-sufficiency and foreign dependency and have
a complete picture of mineral trade in the European Union.

3 Mineral Trade in the EU-28

Over the last decades there has been a decreasing tendency in the domestic
extraction, especially notable in the case of fossil fuels. In Fig. 1 we have the
total mineral extraction of the EU-28 from 1995 to 2012, separated by countries. As
it can be seen, the United Kingdom, Spain, Poland, Italy and Germany are histor-
ically the main producers of minerals in EU-28.

Regarding non-fuel minerals, Spain, Italy, the United Kingdom and Germany
are the main extractors. Limestone accounted for an average of 85.3% of the yearly
total non-fuel mineral production, followed by gypsum (8.7%) and salt (4.4%).
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Fig. 1 Tonnes of fossil fuels and non-fuel minerals extracted in Europe from 1995 to 2012
disaggregated by countries

From 2007 onwards the non-fuel mineral domestic production has been decreasing,
a change that can be attributed, among other factors, to a combination of resource
management improvements and resource efficiency policies but also to the financial
crisis which has been affecting the member states.

As for fossil fuels, during the period under consideration, the United Kingdom,
France, Germany and Poland were the main European extractor countries. Coal
remained the principal fossil fuel extracted, accounting as an average for 66.7% of
the total EU-28 fossil fuel yearly production. Still, between 1995 and 2012 the total
fossil fuel EU-28 domestic production decreased approximately 28%.

Figure 2 shows a general overview of the imported minerals. Although the total
amount of imported materials is increasing, the fluctuations caused by the financial
crisis can also be appreciated. Between 2003 and 2004 the total amount of imported
fossil fuels increased 27%, but from 2007 onwards there has been a sharp decrease.

Between the years 2001 and 2011, the amount of minerals imported in Europe
increased around 35% while the domestic extraction decreased almost 6% during
that same period. The substances mainly imported were metallic minerals and fossil
fuels, the latter mainly coming from Russia, Norway and North Africa. Even if
Europe is rich in natural resources, both domestic production and import values
approximately move within the same range, which highlights the importance of
imports for the states belonging to the European Community.

Material trade deficit (exports minus imports) was analyzed for the 1995-2012
period. Imports exceed exports during the whole time period, generating a substan-
tial trade deficit. The maximum amount of imported non-fuel minerals was
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Fig. 2 Total tonnes of fossil fuels and non-fuel minerals imported in Europe from 1995 to 2012

257 million tonnes in 2007 and the maximum exports were 63.3 million tonnes in
2001. On average, exports were equivalent to 23.7% of the imports, and the
maximum trade deficit, 210 million tonnes, occurred in 1998.

4 Using Year 2011 as a Case Study

A detailed analysis of the mineral trade in the EU-28 for the year 2011 was made in
order to better observe the weight of the different substances. In Fig. 3 we can see
the European mineral balance for 2011 expressed in tonnes for the 40 minerals and
the three main fossil fuels that were selected in this study.

The general behavior that can be inferred is that European member states mainly
imported oil, natural gas and iron. The domestic production consisted of coal and
limestone in large quantities and oil, natural gas, iron and potash in lower quanti-
ties. Still scarcer minerals, which are usually critical and more important from an
economic point of view, here remain hidden because in mass terms they have a
considerably lower weight.

As stated before, import dependency for European countries is very high, and we
can see that in 2011 approximately 45.8% of the input materials came from other
countries. It is also noteworthy that all of the imported and produced minerals ended
up being consumed within the European member states’ borders, stressing that, at
least regarding these substances, Europe is an extremely dependent economy.

An alternative to reducing imported materials lies in recycling, saving both
energy consumption and natural resources. The low weight of recycling in Europe
is striking: less than 3.2% of the total inputs (domestic production plus imports)
were recycled in 2011. Although some countries have higher recycling rates, such
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Fig.3 Sankey diagram for the European mineral balance for 2011(data in tonnes) (Source: British
Geological Survey (2014))

as Austria, Germany or Belgium, Europe is still wasting vast quantities of valuable
resources and sending them to landfills. Due to low efficiencies in the processing
and collection of metal-bearing products that are discarded and because primary
materials are often abundant, the end-of-life recycling rates are very low. At world
level, of the 60 metals analyzed by the United Nations Environment Programme
(UNEP 2011), only 18 had above 50% end-of-life recycling ratios while more than
34 had lower than 1% ratios.

Exports represented 10.7% of the total output and they mainly consist of oil,
natural gas and iron. On the other hand, internal consumption in the EU-28
accounted for 86.2%. These data can help emphasize that Europe is a region mainly
based on domestic consumption.

In Fig. 4 fossil fuel trade data have been removed from the scenario, so we can
specifically focus on non-fuel mineral trade.

If we compare the mineral trade in mass terms and in exergy replacement costs,
we can clearly see that minerals have different weight. When expressed in mass
terms, limestone and iron are the most traded minerals, accounting for 77.1% of the
total input materials. If we express the same data in exergy replacement costs,
limestone and iron only represent 10.8%, as they are abundant minerals in the crust
and easier to extract. A counter example of limestone is gold, which seemed
negligible in mass units but that in exergy replacement costs represents almost
12% of the total imports.
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Fig. 4 Sankey and Grassmann diagrams for the European mineral balance for 2011 in tonnes
(t) and in exergy replacement costs (Mtoe) for non-fuel minerals

Therefore, with data in tonnes we can display quantities, which can give us a
general idea of the mineral trade, but at the same time it also gives biased
information as many minerals are not extracted in sufficient quantity to be
represented in the graphics. With exergy replacement costs we can evaluate the
quality of the minerals, bringing out those that are scarcer or less concentrated in the
crust.

In 2014 the European Commission updated the list of critical minerals for the
European Union (European Commission 2014), which now includes antimony,
beryllium, borates, chromium, cobalt, fluorspar, gallium, germanium, indium,
magnesite, magnesium, natural graphite, niobium, PGM, phosphate rock, REE,
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silicon and tungsten, of which the vast majority has been taken into account in this
study. For this reason, comparing the results in mass terms and in exergy replace-
ment costs becomes fundamental to analyze the mineral trade as scarcer minerals
are better represented with the latter analysis.

When evaluating the mineral depletion caused by trade in 2011 in the EU-28, we
can see for instance that the internal production of 10 of the 20 minerals considered
critical by the EC in its 2014 report accounted for 0.88% of the total production
expressed in tonnes and 3.19% when expressed in exergy replacement costs. The
critical minerals that were imported from other countries accounted for 5.01% of
the total imports expressed in tonnes and 6.74% when expressed in exergy replace-
ment costs.

In 2011 consumption played an important role both in mass terms and in exergy
terms, representing respectively 86.2% and 74.5% of the total outputs. What draws
our attention is that in tonnes, the percentage corresponding to production (54.2%)
is higher than the one corresponding to imports (45.8%), but in the case of exergy
replacement costs we have the opposite situation (34.1% and 65.9%). The fact that
consumption is always very important is not surprising; what is noteworthy is the
reversed importance of production and imports depending on how the resources are
being evaluated. If we only add tonnes of minerals the production is higher than
imports, but if we take into account the quality of those minerals it is the imports
that become more relevant since as stated before, Europe imports scarcer and more
valuable minerals (from a physical point of view) than those that are domestically
extracted.

S Mineral Dependency in the EU-28 in 2011

With domestic extraction, imports, exports, consumption and recycling data we can
calculate a number of ratios to evaluate several factors of dependency.

The indicator Domestic Material Consumption (DMC) is calculated as follows:
DMC = extraction + imports — exports. Proceeding from this information, we can
also obtain the ratio of Domestic Extraction to Domestic Material Consumption
(DE/DMC), that is, the self-sufficiency ratio. If this value is 1 or more, it means the
self-sufficiency ratio is high and thus the country does not need to rely on mineral
trade.

We can also obtain the import-to-DMC (I/DMC) and export-to-DMC (E/DMC)
ratios, used to evaluate the foreign dependency and trade intensity. These ratios will
be calculated using initial data expressed both in tonnes and exergy replacement
costs.

In Table 1 we can see the ratios obtained for the case of non-fuel minerals. In this
first case the DE/DMC ratio is 0.79 with data expressed in tones and 0.45 with data
expressed in exergy replacement costs. If we used only the first value to evaluate
external dependency on non-fuel minerals, we could conclude that EU-28 is not
very dependent on external supply since it is relatively close to 1. However, there is
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Table 1 Ratio between domestic extraction and domestic material consumption (DE/DMC),
imports/DMC and exports/DMC for EU-28 for the year 2011 for non-fuel minerals

DE/DMC I/DMC E/DMC
Mass terms 0.79 0.30 0.09
Exergy terms 0.45 0.94 0.40

a 34% difference between these two DE/DMC values. Again, this is mainly due to
the relevance in mass terms of the limestone extracted in the EU-28, which was
295 million tonnes or 74.5% of the total mineral extraction in 2011. As construction
materials are hardly traded due to their lower price and abundance, putting them at
the same level as scarcer minerals can mask the real situation. Therefore, the ratio
with data expressed in tonnes does not truly reflect the situation of external
dependency, which is expected to be higher if those materials were removed from
the calculations. Using exergy replacement costs we have a better approximation of
DE/DMC (0.45) which shows a more accurate value of the EU-28 self-sufficiency.

As for the import and export ratios, [/DMC and E/DMC, we have the opposite
situation. These two ratios expressed in exergy replacement costs are higher than
when data are expressed in tonnes, which indicates that EU-28 is extremely
dependent on foreign trade for non-fuel mineral supply (0.94 in the case of imports
and 0.40 for exports).

In Table 2 we can see the ratios obtained for the case of fossil fuels, using data
from natural gas, oil and several types of coal. In this case the ratios are not so
distant from each other when expressed in tonnes or in exergy replacement costs.

The dependency on imports becomes clear when observing the I/DMC ratio,
0.62 when using data in tonnes and 0.76 when using exergy replacement costs.

As it happens with non-fuel minerals, Europe is also very dependent on fossil
fuel supply.

The EU-28 average ratios for DMC, DE/DMC, I/DMC and E/DMC are
represented in Table 3.

In Europe there is a large variation between each of the member states regarding
size, GDP, economic growth, geology, characteristics of the mining industry, etc.
This is why the average ratios obtained must be taken only as a reference. The
average self-sufficiency (0.54) and the elevated import dependency (0.77) make
clear that Europe must rely on other regions to cover its own needs.

6 Conclusions

In this chapter we have analyzed mineral trade in Europe from 1995 to 2012, using
the year 2011 as a case study to obtain several ratios to evaluate self-sufficiency and
external dependency.

For the period under consideration, domestic extraction has been decreasing
continuously. Especially notable is the case of fossil fuels, which decreased 28%
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Table 2 Ratio between domestic extraction and domestic material consumption (DE/DMC),
imports/DMC and exports/DMC for EU-28 for the year 2011 for fossil fuels

DE/DMC I/DMC E/DMC
Mass terms 0.52 0.62 0.13
Exergy terms 0.41 0.76 0.17

Table 3 Average EU-28 ratios for the year 2011. Data are expressed in exergy replacement costs

DMC DE/DMC I/DMC E/DMC
EU-28 average 62.51 0.52 0.73 0.29

between 1995 and 2012. This general decrease can be attributed to emphasis on
resource efficiency policies as well as to the financial crisis. With the recent
initiatives promoting raw material strategies, increasing recycling rates and creat-
ing synergies between industries, these results are expected to improve in the
following years.

As shown by the results, Europe mainly extracts construction and bulk materials
(limestone, gypsum and salt) and depends on other regions for scarcer minerals and
fossil fuel supply. Considering the elevated trade deficit, the average self-
sufficiency ratio of the EU-28 (0.54) and the import dependency (0.77), it can be
stated that the European Union heavily relies on imports and consumption rather
than on domestic production or exports.

As demonstrated by the data presented in this chapter, a conventional Multiple
Factor Analysis (MFA) analysis does not truly reflect the real situation of mineral
dispersion, as all the minerals, regardless of their quality, are considered at the same
level. Thus, applying the exergoecology methodology can be useful for policy
makers to obtain more realistic data for the loss of mineral natural capital since it
allows for more robust and reliable analysis. It also avoids subjectivity issues
associated with monetary assessments and places the focus on scarcer resources.
Accordingly, complementing the data in mass terms with exergy replacement costs
we can have a better picture about the current situation with the help of Grassmann
diagrams. Representing the data with both Sankey and Grassmann diagrams has
demonstrated to be a practical way to better differentiate material flows separated
by minerals and to assess external dependency.
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Development of Solid Waste Management
System for Adana Metropolitan Municipality

Kadir Aydin and Cagri1 Un

1 Introduction

Several categories of waste are discussed in terms of their arisings, treatment, and
disposal options. The wastes described in detail are municipal solid waste, hazard-
ous including clinical waste, household hazardous waste, and sewage sludge. Other
wastes described are agricultural waste, industrial, construction, and demolition
wastes, mines and quarry wastes, power station ash, scrap tires, and end of life
vehicles (Williams 2005).

Municipal solid waste is a term usually applied to a heterogeneous collection of
wastes produced in urban areas, the nature of which varies from region to region.
The characteristics and quantity of the solid waste generated in a region are not only
a function of the living standard and lifestyle of the region’s inhabitants but also of
the abundance and types of the region’s natural resources. Urban wastes can be
subdivided into two major components; organic and inorganic. In general, the
organic components of urban solid waste can be classified into three broad catego-
ries: putrescible, fermentable, and nonfermentable. Putrescible wastes tend to
decompose rapidly and, unless carefully controlled, decompose with the production
of objectionable odors and visual unpleasantness. Fermentable wastes tend to
decompose rapidly, but without the unpleasant accompaniments of putrefaction.
Nonfermentable wastes tend to resist decomposition and therefore break down very
slowly. A major source of putrescible waste is food preparation and consumption.
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As such, its nature varies with lifestyle, standard of living, and seasonality of foods.
Fermentable wastes are typified by crop and market debris.

Wastes generated in countries located in humid, tropical, and semitropical areas
usually are characterized by a high concentration of plant debris, whereas those
generated in areas subject to seasonal changes in temperature or those in which coal
or wood is used for cooking and heating may contain an abundance of ash. The
concentration of ash may be substantially higher during winter. Regardless of
climatic differences, the wastes usually are more or less contaminated with night
soil. These differences prevail even in wastes generated in large metropolitan areas
of a developing country.

The primary difference between wastes generated in developing nations and
those generated in industrialized countries is the higher organic content character-
istic of the former. The extent of the difference is indicated by the data in Table 1, in
which is presented information relative to the quantity and composition of munic-
ipal solid wastes generated in several countries (UNEP 2005).

In the municipal solid waste stream, waste is broadly classified into organic and
inorganic. Waste composition is categorized as organic, paper, plastic, glass,
metals, and “others.” These categories can be further refined; however, these six
categories are usually sufficient for general solid waste planning purposes. Table 2
describes the different types of waste and their sources.

An important component that needs to be considered is “construction and
demolition waste” (C&D), such as building rubble, concrete, and masonry. In
some cities this can represent as much as 40% of the total waste stream.

Figure 1 shows the MSW composition for the entire world in 2009. Organic
waste comprises the majority of MSW, followed by paper, metal, other wastes,
plastic, and glass. These are only approximate values, given that the data sets are
from various years (Hoornweg and Bhada-Tata 2012).

Nomenclature

Subscripts

MSW Municipal solid waste

EU European Union

MOEF Ministry of Environment and Forestry
MEDWP Medical waste plastic fuel

2 Waste Generation and Management in Turkey

Waste generation and management have been recognized as a priority for Turkey
and policies are being developed to overcome existing obstacles. Furthermore,
MSW management has been a pressure point for Turkey while being a candidate
country for EU accession.
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Table 2 Types of waste and their sources

Type Sources

Organic | Food scraps, yard (leaves, grass, brush) waste, wood, process residues

Paper Paper scraps, cardboard, newspapers, magazines, bags, boxes, wrapping paper, tele-
phone books, shredded paper, and paper beverage cups. Strictly speaking paper is
organic, but unless it is contaminated by food residue, paper is not classified as
organic

Plastic | Bottles, packaging, containers, bags, lids, cups

Glass Bottles, broken glassware, light bulbs, colored glass

Metal Cans, foil, tins, nonhazardous aerosol cans, appliances (white goods), railings,
bicycles
Other Textiles, leather, rubber, multi-laminates, e-waste, appliances, ash, other inert
materials
Fig. 1 Global solid waste Gl Metal
ition (2009 ass 4o
composition ( ) Plastic 5o

10%

Environment Law No 2872 was rectified on 9 August 1983 and was amended in
1988 and 2001 and modified by Law No: 5491 on 26.04.2006. This Framework law
aimed protection and improvement of environment in line with the sustainable
protection and development principles; it puts forward the rules and principles for
environmental protection, defines the responsible and authorized institutions and
organizations, determines the processes for the implementation, and establishes
punishments for improper acts and liabilities of the concerned within the frame-
work of the principle “polluter pays.” It also emphasized the efficient use of natural
resources. Environmental Protection Institutes were established later by the year
1989 to ensure the environment law is implemented successfully. The law also
paved the way for the establishment of provincial environment boards to oversee
environmental protection in their respective regions.

In its 3rd section, the law prohibits disposal of all types of waste and scraps into
recipient environment unless necessary precautions have been taken, determined by
specific regulations. Environment-friendly technologies must be used during all
kinds of activities so as to efficiently use natural resources and energy, which also
means reduction of waste production at source and recycling of waste. The law also
determined the status and procedure for protected areas and defines penalty mech-
anism for those who do not comply with the standards.
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Regulation on Solid Waste Control was approved on 14 March 1991 (No 20814)
and was later amended in 1991, 1992, 1994, 1998, 1999, 2000, 2002, and finally on
5 April 2005 (No 25777). The general framework of waste management system
requires the reduction of waste generation as far as possible, separation of recov-
erable waste at source and recycling the valuable wastes and disposal of
nonrecyclable wastes by means of environment-friendly methods. The purpose of
this regulation is to forbid all waste management activities posing a threat to the
environment. It also aimed at the protection of natural flora and fauna.

This regulation provides general information about different types of wastes like
packaging waste, construction and demolition waste, waste sorting, waste transport
and disposal, as well as information about landfills and incineration. However, each
of these components is governed by a specific regulation for itself.

Solid waste collection and management is one of the most significant local
public services. The manner in which such services are delivered is of utmost
importance for public health as well as for the protection of the environment. As
per the below laws and regulations, liabilities for the collection, transportation,
recycling, and disposal of solid wastes are entrusted to the municipalities and
metropolitan municipalities.

The By-Law on Solid Waste Control is the first important step toward successful
waste management in Turkey. Although it is shown to have some shortcomings in
its implementation, the MSW management system has been improved by new
studies and new regulations. The main reasons for the shortcomings can be iden-
tified as:

* Waste management systems development was not a priority policy area.

e Duties and powers are distributed among many institutions and organizations,
with inadequate coordination and cooperation among them.

¢ The fees and taxes collected in return for services were inadequate.

¢ The infrastructure (facilities and the existing technical capacity) was limited and
the majority of facilities were in need of modernization.

According to the Metropolitan Municipality Law (10.7.2004, 5216) and the
Municipality Law (3.7.2005, 5393), sole responsibility for the management of
municipal waste falls on the municipalities. They are responsible for providing all
services regarding collection, transportation, separation, recycling, disposal, and
storage of solid wastes, or to appoint others to provide these services. Nevertheless,
while fulfilling their duties in collecting and transporting the solid waste to a great
extent, they do not show the required level of activity and attention in solid
municipal waste management. The great majority of solid waste in the country is
still not being disposed in accordance with the legislation. This situation has been
improving by newly adopted management perspectives.

It has been reported that 54% of household waste is disposed in sanitary landfill
sites, while the remaining 44% is dumped into dumpsites, according to the Turkish
Statistical Institute. 2% was reported as either undergoing biological treatment or
disposed of by other methods. The number of sanitary landfills is increasing rapidly
in Turkey, as in 2003 there were 15 sanitary landfills, whereas in the 3rd quarter of
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2012 this number has increased to 68. There are references in the literature to an
informal recycling sector which could be responsible for up to 30% of MSW
material recycling. But there is no information on the current situation concerning
this informal recycling practice. Regarding the situation around packaging waste,
an important part of MSW, the Turkish Ministry of Environment and Urbanization
has provided the following information.

The first particular regulation on packaging waste control came into force in
2004 with the “By-Law on Control of Packaging Waste” and was revised in August
2011. The aim of the by-law is to minimize the generation of packaging waste and
to also increase the rate of recycled packaging waste which cannot be avoided
within the method of production. The regulation also includes principles and
standards for packaging waste to be collected separately at its source, then sorted
and transported within a certain system. Institutions and suppliers who are not
members of authorized organizations are obliged to recover packaging waste.
Recycling targets are given to authorized institutions and suppliers with this
by-law. The number of economic operators registered to the system is increasing
rapidly in Turkey, from 350 in 2003 to 15,192 in 2012.

The Turkish Ministry of Environment and Urbanization gives licenses to col-
lection, separation, and recycling facilities. Whereas there were only 28 licensed
facilities in 2003, this number increased to 562 in 2012. Development plans are the
main tools for the coordination of public policy in Turkey and they form the basis of
policy documents on solid waste. There have been a number of National Waste
Management Plans covering the period 2009-2013. The main aim of the Plan is to
determine national policies and the decision-making structure for the preparation of
detailed waste management plans for separate waste streams. The latest plan was
made with the aim of fulfilling criteria according to the EU harmonization process.

Finally, in 2008, the “By-law on General Principles of Waste Management”
(05.07.2008, 2697) set the framework for waste management in Turkey from waste
generation to disposal so that the procedures are followed in an environmentally
sound way (Bakas and Milios 2013).

The Turkish Ministry of Environment and Urbanization has carried out various
regional fieldworks in order to determine the domestic waste composition of
households in Turkey in addition to solid waste surveys sent to cities that are
representative of Turkey. The outcome of these studies, municipal waste composi-
tion in Turkey, is shown in Fig. 2 (Anonymous 2014).

3 Waste Management of Adana Municipalities

Adana Province is located at the Mediterranean Sea Region among the 35-38°
northern latitude and 34-36° eastern longitude. The surface area is 14,030 km? and
the altitude is approximately 23 m. The province has a 160 km coastline on the
Mediterranean Sea. It comprises 15 districts, 55 municipalities, and 517 villages.
The forest land in the province forms approximately 39% of the total area. Total
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Fig. 2 Composition of domestic wastes in Turkey

meadow land in the region is equal to 3% of the total area. Various types of
agricultural practices are performed in the region, total agricultural land is equal
to 38% of the total area, and 19% of the total area is used for other purposes.

With the construction of Seyhan Dam and improvements in agricultural tech-
niques, there was an explosive growth in agricultural production during the 1950s.
Large-scale industries were built along D-400 state road and Karatas road. Service
industry, especially banking, also developed during this period.

Adana is the marketing and distribution center for Cukurova agricultural region,
where cotton, wheat, corn, soy bean, barley, grapes, and citrus fruits are produced in
great quantities. Farmers of Adana produce half of the corn and soy bean in Turkey.
34% of Turkey’s peanuts and 29% of Turkey’s oranges are harvested in Adana.
Most of the farming and agricultural-based companies of the region have their
offices in Adana.

Adana has been the agricultural and economical center of attention. As one of
the most fertile plains in Turkey, Cukurova produces sunflower, olive, corn, citrus
(orange, mandarin, and lemon), kiwi, sugarcane, rice, soy bean, cotton, grape,
peanut, almond, melon, loquat, etc. The economy of the city is generally based
on agriculture and stockbreeding. Since land and climate structures are convenient,
all kinds of agricultural produce are grown. Irrigated farming is done in a 49,330 ha
section of total agricultural land. Olive, grain, tomatoes, pepper, tobacco, corn,
sugar beet, cotton, melon, watermelon, and peach are the main produce that are
grown.

According to the new Metropolitan Municipalities Law No. 6360, after the
March 2014 elections, the service area of Adana Metropolitan Municipality has
been expanded to cover the entire geographical area of Adana. Adana Metropolitan
Municipality has to collect, transport, and dispose of solid wastes produced by its
2,149,260 people. Adana Metropolitan Municipality collects on an average
554,139.06 tons per year of solid wastes and 2,831.79 tons per year of medical
wastes, excluding Yedigoze Union. The seven municipalities and their villages of
Yedigoze Union also collect 94,285 tons/year of solid wastes. About 42.5% of this
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waste was collected from Center of Ceyhan municipality, 40.5% from Center of
Kozan municipality, 7.5% from the Center of Imamoglu municipality, 4.5% from
Center of Yumurtalik municipality, 1.9% from Center of Feke municipality, and
1.6% from Center of Saimbeyli and Aladag municipalities (Turkstat 2013). All
solid wastes collected from Adana Metropolitan Municipality, except Yedigoze
Union, were transported to Adana Metropolitan Municipality Landfill Site for
recycling and disposal. Solid wastes collected from Yedigoze Union are disposed
of in uncontrolled dumping areas, except Ceyhan that transfers its waste to Adana
Landfill site using the transfer station in Ceyhan, situated in each district. All
medical wastes collected from Adana Metropolitan Municipality including
Yedigoze Union are transferred to the Adana Metropolitan Medical Waste Steril-
ization Unit, which is located in Adana Metropolitan Municipality landfill. After
sterilization, all medical waste is disposed of at the sanitary landfill of Adana as
nonhazardous waste (Draft Master Plan for Yedigoze Union 2014) (Fig. 3)
(Tables 3, 4, 5, and 6).

The average compositions of solid wastes in Adana Metropolitan Municipality
are 60—64.5% organic wastes, 8.07% plastic materials, 2.42% papers, 0.25 metals,
1.87% glasses, and 22-25% others (tire, leather, textile wastes, ash, stone, and soil).
All organic wastes are transferred to the dry plug flow anaerobic digestion with gas
exploitation, followed by composting after separation process. 22,604,832 Nm? per
year landfill gas is produced from the organic wastes and the landfill gas is
converted to 2,712,580 kW of electricity per year by gas engines. 249,318 tons
per year of composts is also produced from the organic wastes. 68,928,799 kg
medical wastes were collected from 1449 health institutions in Turkey in 2012.
46% of medical wastes were sterilized and disposed of at a controlled landfill site,
28% of medical wastes were not sterilized and were disposed of at a controlled
landfill site, 16% of medical wastes were sterilized and disposed of at municipal
dumping site, 1% of medical wastes were not sterilized and were disposed of at
municipal dumping site, and 8% of medical wastes were disposed of in an incin-
erator. 2,959,837 kg medical wastes were collected from 26 health institutions in
Adana in 2012 and nearly all medical wastes in Adana were sterilized and disposed
of at Adana Metropolitan Municipality dumping site.

The Yedigoze Union currently (2014) has a population of 386,848 inhabitants
including seven districts: Ceyhan, Kozan, imamoglu, Yumurtalik, Saimbeyli, Feke,
and Aladag.

The 7 municipalities and their villages in Yedigoze Union also collect 94,285
tons/year of solid wastes. About 42.5% of this waste was collected from Center of
Ceyhan municipality, 40.5% from Center of Kozan municipality, 7.5% from the
Center of Imamoglu municipality, 4.5% from Center of Yumurtalik municipality,
1.9% from Center of Feke municipality and 1.6% from Center of Saimbeyli and
Aladag municipalities. All solid wastes collected from Adana Metropolitan Munic-
ipality, except Yedigoze Union, were transported to Adana Metropolitan Munici-
pality Landfill Site for recycling and disposal. Solid wastes collected from
Yedigoze Union are disposed to uncontrolled dumping areas, except Ceyhan that
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Fig. 3 Location of Yedigoze Union cities in Adana

transfers its waste to Adana Landfill site using the transfer station in Ceyhan,
situated in each district.

The 7 municipalities and their villages in Yedigoze generated 156,031 tons/year
of waste in 2012. About 60.4% of this waste was generated in urban locations and
39.6% was generated in rural locations. About 36.4% of this waste is generated
from middle income, 12.4% from high income, 39.6% from rural locations, 7.2%
from low income, 2.9% from the commercial strata, and 1.5% from the tourist
strata. The population of Yedigoze is affected during the summer season; therefore,
waste generation is affected as well. The average per capita waste production in
Yedigoze Union was 0.98 kg/inhabitant*day in 2012 (Draft Master Plan for
Yedigoze Union 2014).
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Table 3 Waste composition for Yedigoze Union in 2012, (tonnes)

Material High Middle Low Total
category income |income income | Commercial | Rural | Tourism | (ton)
Organic 11,439 32,566 6523 | 2046 35,396 | 1245 89,214
Kitchen/ 11,041 30,999 5208 1510 28,189 | 1145 78,092
Cant. Waste

Garden/ 398 1567 1315 536 7207 | 100 11,123
Park Waste

Wood 32 247 26 10 137 6 458
Paper/ 1689 4564 440 776 2520 | 272 10,261
Cardboard

Paper 1037 2626 301 479 1716 | 178 6338
Cardboard 651 1938 139 296 804 94 3922
Glass 488 1534 148 350 816 90 3426
Plastics 1929 5254 613 569 3428 | 257 12,051
Textiles 297 2273 391 90 2157 60 5267
Metals 63 274 23 30 127 7 525
Hazardous 158 248 101 25 555 18 1105
Waste

Composites 184 410 73 33 396 23 1119
WEEE 4 18 6 7 34 0 69
Other 180 392 67 26 362 23 1050
Composites

Inert Materials 170 373 1324 94 7535 26 9521
Other 2502 4798 685 193 3779 | 307 12,264
Categories

Fine < 10 mm 462 4178 911 280 4899 89 10,820
Total 19,411 56,719 11,259 | 4497 61,745 | 2400 156,031

4 Experimental Facility

4.1 Setup

In this study, a pilot cracking reactor was designed and used for thermal cracking.
The reactor consists of a heat exchanger, a PT 100 type thermocouple in order to
measure the variation of temperature inside the reactor, a digital temperature
indicator, a filler cap, a drain cover, and a manometer. Stainless steel number
316 L is used as the main material for the reactor manufacture. Figure 4 shows
the technical drawing of the reactor.

Hospital disposals, like PP and PVC syringes, infusion sets, latex medical
gloves, blood, and diffusion bags, were collected from Adana State Hospitals
(Fig. 5).

Firstly, medical waste plastics were dried, triturated, and loaded into the thermal
cracking reactor. The reactor was heated up to the starting temperature of reaction;
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Table 4 Generation rate forecast for Yedigoze Union 2012-2045
Material category/year 2012 2015 2025 2045
Organic waste 199.1 207.1 211.0 220
Biodegradable kitchen/Cant. waste 174.3 181.8 186.7 198.4
Biodegradable garden/Park waste 24.8 25.4 24.3 21.6
Wood 1.0 1.1 1.1 1.2
Paper/cardboard 22.9 24.9 29.3 41.9
Paper 14.1 15.5 19.0 28.7
Cardboard 8.8 9.3 10.3 13.2
Glass 7.6 8.0 8.5 9.6
Plastics 26.9 29.9 38.1 62.5
Textiles 11.8 12.2 12.4 12.8
Metals 1.2 1.2 1.4 1.7
Hazardous waste 2.5 2.6 2.7 2.9
Composites 2.5 2.6 2.7 3.0
WEEE 0.2 0.2 0.2 0.3
Other composites 2.3 24 2.5 2.7
Inert materials 21.3 21.4 19.5 15.2
Other categories 27.4 29.9 36.0 533
Fine < 10 mm 242 23.0 17.6 10.3
Total 348.3 364.1 380.4 405.6
Table 5 Medical waste generation and management in the Yedigoze Union, 2012
District Medical waste (tonnes) Medical waste collection, transport and disposal
Ceyhan 146 Collected by ITC and, after sterilization,
Kozan 109 disposed of in Adana Metropolitan
fmamoglu 28 Municipality Sanitary Landfill
Yumurtalik 7
Saimbeyli 5
Feke 6
Aladag 6
Total 307

Table 6 Existing dumpsites in Yedigoze Union

No. district ownership No. district ownership No. district ownership

1 Ceyhan Transfer Station, No Dumpsite
2 Yumurtalik Treasury

3 Kozan Treasury

4 Imamoglu Treasury

5 Aladag Forest

6 Feke Treasury

7 Saimbeyli Treasury
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Fig. 6 Distilled medical
waste plastic fuel samples

Fig. 7 Experimental setup Exhaust Control Panel Computer
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subsequently the reaction was started and continued between 450 °C and 475 °C.
The reaction was carried out for 1.5 h. During the thermal cracking reaction, the
gaseous phase formed, and then the gaseous phase was transformed to the liquid
form by using plate type heat exchangers. The product was distilled into a drain cab
and the final product was taken from the cab. Distilled medical waste plastic fuels
are shown in Fig. 6.

In this study, three different medical waste plastic fuel (MEDWP) blends were
prepared (10% Medical Waste Plastic Fuel + 90% Diesel Fuel, 20% Medical Waste
Plastic Fuel + 80% Diesel Fuel, and 50% Medical Waste Plastic Fuel + 50% Diesel
Fuel). The blends have been analyzed by the standards of ASTM test methods. At
the engine experiments, Mitsubishi 4D34-2A type four stroke-four cylinder diesel
engine, which has a 3907 cc engine volume, 89 kW maximum power at 3200 rpm
and 295 Nm at 1800 rpm, was used. Torque and brake power of the engine were
measured with a dynamometer. The exhaust emissions were measured by a Testo
350XL gas analyzer (Fig. 7). All experiments were repeated three times.
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5 Results and Discussions

5.1 Fuel Properties

Measured fuel properties of MEDWP and its blends are shown in Table 7.

5.2 Engine Performance

Brake power and torque output values of diesel fuel + 10%, 20%, and 50%
MEDWP blends are shown in Figs. 8 and 9.

Table 7 MEDWP fuel properties

Properties Diesel fuel | MEDWP 10 | MEDWP 20 |MEDWP 50 | MEDWP 100
Density (kg/l) 0.830 0.845 0.858 0.894 0.940

Cetane number 55.57 54.52 53.20 51.48 46.58

Pour point (°C) —16.0 —13 —10.5 —-6.0 3.0

Viscosity (cSt) 2.45 2.42 241 2.39 2.30
Calorific value 11,320 11,105 10,980 10,650 9850
(kcal/kg)

Flash point (°C) |70.5 65.5 65.5 65.5 65.5

Only MEDWP 10 blends met the EN 590 diesel fuel standards

60

50

40 |

30

Brake Power (kW)

20 >§/ ¢ Diesel X
10 MEDWP10
A MEDWP20
0 X MEDWP50

1000 1500 2000 2500 3000
Engine Speed (rpm)

Fig. 8 Brake power outputs of diesel and MEDWP blends
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Fig. 10 CO values of diesel fuel and MEDWP blends
5.3 Exhaust Emissions

CO, CO,, and NO, values of diesel fuel+ 10%, 20%, and 50% MEDWP blends are
shown in Figs. 10, 11, and 12.

CO values of MEDWP blends are lower than diesel fuel because of the lower
viscosity of MEDWP (Fig. 10). Lower viscosity increases atomization of fuel
injection during injection. CO, values of MEDWP blends are also lower because
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of lower ratio of Carbon atoms in MEDWP fuels than diesel fuel (Fig. 11). NO,
values of MEDWP blends are higher than diesel fuel because better atomization
creates higher combustion temperature in the engine cylinder (Fig. 12). NO,

emissions are only dependent on in-cylinder combustion temperature.
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6 Conclusions

The main aim of this study is to develop a new infrastructure for integrated solid
waste management for Adana Metropolitan Municipality including Yedigoze
Union. New transfer stations have to be located in Yedigoze Union to transfer all
collected solid wastes to Adana Metropolitan Municipality Landfill Site for
recycling and disposal. All plastic materials including medical wastes collected
from Adana Metropolitan Municipality including Yedigoze Union have to be
transferred to the thermal and catalytic cracking unit for producing plastic fuel.
All medical wastes will be sterilized and converted to plastic fuel without any
Medical Waste Sterilization Unit. This solution reduces the medical waste disposal
without spending any energy for sterilization. Experiments showed that medical
waste plastic fuel can be blended with diesel fuel by the ratio of 10% and can be
used for waste collection trucks without any modification. 10% MEDWP fuel
addition to diesel fuel also reduces CO and CO, emissions (Aydm and Un 2014).
MEDWP fuel addition to diesel fuel results in better environmental impact. Creat-
ing an all type waste plastic (municipal and medical) collection infrastructure,
producing and using waste plastic fuel are one of the innovative approaches for
waste management.
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Regeneration of Peel of Peas (Pisum sativum)
After Zinc Adsorption

Sabah Menia, Amina Abbaci, and Noureddine Azzouz

1 Introduction

Heavy metal ions have become an ecotoxicological hazard because of their accu-
mulation in living organisms. Wastewater polluted with heavy metals requires a
system of treatment that can eliminate these pollutants efficiently (Rao et al. 2006).

There are many methods to remove metal ion solutions including chemical
precipitation, ion exchange, adsorption, and membrane filtration. However, it is
necessary to have cheap materials to treat large volumes of wastewater
(Mazzi 2002).

Natural materials or waste products from industrial or agricultural processes
with large adsorptive capacities can be ideal sorbents, since they are abundant in
nature and require little processing (Mazzi 2002).

In our study, we have regenerated peels of peas after zinc adsorption; we have
used demineralized water, hydrochloric acid, and sodium hydroxide in our process.

Nomenclature

C, Initial concentration (mg.L’l)
C, Equilibrium concentration (mg.L’l)
Cr Final concentration after adsorption (mg.L™")
\% Volume of solution (L)
m Mass of adsorbent (g)
qa Quantity of adsorbed metal on the solid phase (mg.g_l)
qa Quantity of desorbed metal (mg.gfl)
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2 Material and Method

2.1 Adsorbent Preparation

Preparation of adsorbents is as follows:

« Cut vegetables into small pieces.

« Put vegetables (10 g.L ') into a beaker and wash them with distilled water for
2 h at a speed of 500 revolutions per minute.

e Dry them in an oven at 80 °C for 24 h.

« Sift with a sieve of 0.05 mm.

2.2 Desorption Procedure

In order to determine the capacity of regeneration of our substrate, we have done
tests of adsorption/desorption. We have used the following substances,
demineralized water, HCI (0.5 M), and NaOH (0.5 M), by performing five consec-
utive cycles. For all tests, initial concentration of zinc is equal to 100 mg.L ™", mass
of substrate is equal to 0.4 g, temperature is of 293 K, and stirring speed is of
500 RPM.

3 Results and Discussions

The quantities of adsorbed and desorbed metals are calculated as follows:

(Co—Ce) xV

— A 1

a . (1)
CfXV

pu— 2

qd m ()

with

C,: Initial concentration (mg.Lfl)

C,: Equilibrium concentration (mg.Lfl)

C: Final concentration after desorption (mg.L™h

V: Volume of solution (L)

m: Mass of adsorbent (g)

q.: Quantity of adsorbed metal on the solid phase (mg.g ")
q4: Quantity of desorbed metal (mg. gfl)

Results of our study indicate that hydrochloric acid is the most effective sub-
stance for desorption. The maximum amount of zinc desorbed by HCl is equal to
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10 mg.g~ ' (Fig. 1), whereas it is 5 mg.g~' with NaOH and demineralized water
(Figs. 2 and 3). We can deduce that elimination of zinc by peels of peas is done by
ion exchange.

According to literature, sulfuric acid is the most effective substance for regen-
eration of moringa (Moringa oleifera) after adsorption of zinc (Kalavathy and
Miranda 2010).

4 Conclusions

The objective of our study was to regenerate an adsorbent after elimination of heavy
metals; we deduct:

e Hydrochloric acid is the most effective substance for regeneration of our
substrate.

» The regeneration does not reach 100%.

* According to the above results, we can confirm that adsorption of zinc on peels
of peas is done by ion exchange.
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Diesel Engine Performance and Emission
Study Using Soybean Biodiesel Blends
with Fossil Diesel

A.K. Azad, M.G. Rasul, B. Giannangelo, and S.F. Ahmed

1 Introduction

Energy demand is increasing gradually throughout the world. More consumption of
energy leads to increased environmental pollution (Grossman 2015). The increas-
ing energy demand should be met by eco-friendly, low-emission and renewable
sources of energy. The total energy is consumed by different sectors like electricity
generation, transport, manufacturing, industrial, commercial, residential sector, etc.
The transport sector is one of the faster growing, energy and emission intensive
sectors in the world (Azad et al. 2014a). This sector mainly consumes liquid fuels
like diesel, gasoline, octane, etc. Biodiesel is one of the sustainable, alternative
transport fuels which emit low greenhouse gases (Azad et al. 2015b). It can be
produced from different sources and wide arrays of feedstock are available in the
world. Biodiesels are produced from biological resources. It can be used directly or
by blending in different proportions with fossil diesel. The inventions of different
resources of biodiesel are ongoing. New feedstock is being discovered day-by-day
to meet the increasing energy demand. One of the main sources of biodiesel
production is edible oil such as soybean oil, sunflower oil, mustard oil, canola oil,
coconut oil, linseed oil, etc. (Azad et al. 2012; Ameer Uddin et al. 2013; Azad and
Uddin 2013). The high oil yield of these edible sources makes it more sustainable
and a prospective source of biodiesel. Soybean oil has been selected as a potential
source of biodiesel in this study. At present, it is one of the major feedstocks for
biodiesel production (Xie and Li 2006). The widely used method for biodiesel
conversion is transesterification reaction (Azad et al. 2015a). By this reaction,
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yielded methyl esters as biodiesel and glycerine as byproducts is produced (Du et al.
2004). After conversion of biodiesel, it can be blended with diesel and used in
compression ignition (CI) engine in transport and mining. The study presents the
prospect of soybean biodiesel as a sustainable transport fuel in Australia. The
physiochemical fuel properties of the biodiesel were determined by ASTM and
EN standards. Biodiesel blends like B5, B10, B20 and B50 were used for this
experiment. The performance and emission of these blends were tested in a
4-stroke, 4-cylinder diesel test bed engine. ISO 8178—4 international standard was
maintained during the experimental study.

Nomenclature

B5 5% biodiesel and 95% diesel (volume %)
B10 10% biodiesel and 90% diesel (volume %)
B20 20% biodiesel and 80% diesel (volume %)
B50 50% biodiesel and 50% diesel (volume %)
BSFC Brake-specific fuel consumption (kg/h)
BP Brake power (kw)

CO Carbon monoxide emission (%)

CO, Carbon-di-oxide emission (%)

NO, Nitrogen oxides emission (ppm)

HC Hydrocarbon emission (ppm)

ASTM American Society for Testing and Materials

2 Soybean Biodiesel

Soybean is one of the widely used biodiesel feedstock in the world. This oil is
edible, biodegradable and can be used as biodiesel feedstock. It is also called soy
biodiesel. The production of biodiesel involves several steps, namely, seed collec-
tion, feedstock preparation, oil extraction, transesterification, blending and is finally
used in transport vehicles (Milazzo et al. 2013b). The production of soybean is
increasing day by day. World total production rose to 243.9 metric tons in 2010 and
is predicted to be 311.1 metric tons in 2020 (Milazzo et al. 2013a; Masuda and
Goldsmith 2009). Soybean biodiesel production steps are presented in Fig. 1. There
are several methods available for oil extraction. Generally, the mechanical extrac-
tion method is used for crude oil extraction due to the simplicity, low cost and quick
method. For large-scale production, the n-hexane method is widely used. In
transesterification reaction, crude or refined vegetable oil is used to convert biodie-
sel by alkaline catalyst, heating and pressurizing condition as reaction agents.
Glycerine is removed after conversion as the byproduct. The produced methyl
ester requires washing, fractionation and drying. This methyl ester is called pure
biodiesel which is denoted as B100. It is then ready to blend and use in CI engine.
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Fig. 1 Biodiesel production steps from soybean oil (Milazzo et al. 2013b)

3 Material and Methods

3.1 Materials

Soybean biodiesel was supplied by National Biodiesel Limited (NBL), Australia.
NBL is one of the leading suppliers of premium quality soy biodiesel in Australia.
They produce and distribute B100 and biodiesel blends, namely, BS and B20 in the
Australian biofuel market.
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3.2 Production of Biodiesel

Virgin oil for CI engine as a substitute of fossil diesel is not practical due to its high
viscosity, low volatility, free fatty acid content and polyunsaturated characteristics
(Ma and Hanna 1999; Nigam and Singh 2011). To resolve these problems, lots of
efforts have been made globally to develop and improve vegetable oil properties as
a substitute of fossil fuel. Many scientist and engineers developed many technol-
ogies and methods to overcome the problems for biodiesel conversion from differ-
ent feedstocks (Atabani et al. 2013). There are four methods, namely, thermal
cracking, chemical cracking, dilution and transesterification available in the liter-
atures for biodiesel conversion (Atabani et al. 2012, 2013; Balat and Balat 2010;
Demirbas 2008; Fukuda et al. 2001; Demirbag 2002; Lin et al. 2011; Srivastava and
Prasad 2000; Canakci and Sanli 2008; Moser 2011; Karmakar et al. 2010; Demirbas
and Demirbas 2007; Chauhan et al. 2010). Transesterification is one of the most
common and economic techniques for biodiesel conversion where the chemical
reaction of alcohol with vegetable oil was used due to its high conversion efficiency
with minimum time (Meher et al. 2006; Leung et al. 2010). This technique has been
widely used to reduce the viscosity of the vegetable oil and conversion of the
triglycerides into ester. The transesterification reaction is presented in Fig. 2.
There are two available ways for transesterification reaction, namely, catalytic
transesterification and non-catalytic transesterification (Atabani et al. 2012, 2013;
Balat and Balat 2010; Salvi and Panwar 2012; Meher et al. 2006; Agarwal 2007,
Balat and Balat 2008; Jain and Sharma 2010; Koh and Mohd. Ghazi 2011; Mahanta
and Shrivastava 2004; Murugesan et al. 2009; Singh and Singh 2010; Yusuf et al.
2011; Dias et al. 2012; Berrios and Skelton 2008). In the catalytic reaction, a
catalyst is used to commence the reaction. The catalyst enhances the solubility of
alcohol and thus increases the reaction rate. The most frequently used process is the
catalytic transesterification reaction. Catalytic transesterification method includes
acid and base catalyst as well as enzyme catalyst (Royon et al. 2007). The alkaline
catalysts include catalysts such as NaOH, NaOCH3;, KOCH3;, KOH, NaMeO and
K,CO; (Atabani et al. 2012; Narasimharao et al. 2007; Kim et al. 2004; Rashid and
Anwar 2008; Liu et al. 2008; Dorado et al. 2004; Demirbas 2009a; Suehara et al.
2005). Acid catalyst includes sulfuric, hydrochloride, ferric sulfate, phosphoric and

CHz2— OCOR! CH2—OH R'COOCH:
Catalyst

CH — OCOR? + 3CH3OH I==———= CH — OH + R2COOCH,

CHz2— OCOR? CH2—OH R3COOCHs

Triglyceride Methanol Glycerol Methyl

Fig. 2 General equation for transesterification reaction (Demirbas 2009b; West et al. 2008;
Hincapié et al. 2011)
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Table 1 Fatty acid composition of soybean oil (Milazzo et al. 2013a; Rahman et al. 2014)

Fatty acid Formula Molecular weight Structure Content (%)
Palmitic C16H3,0, 256 16:0 10
Palmitoleic C6H300, 254 16:1 1
Stearic C,gH360, 284 18:0 4
Oleic C3H340, 282 18:1 18
Linoleic C3H3,0, 280 18:2 55
Linolenic CsH300, 278 18:3 10
Stearidonic C,gH,30, 276 18:4 2
Saturated 0
Monounsaturated 0
Polyunsaturated 63
Total 100

organic sulfonic acid (Canakci and Van Gerpen 1999; Lotero et al. 2005).
Non-catalytic transesterification includes supercritical, alcohol and BIOX
co-solvent (Kusdiana and Saka 2004; Demirbag 2002; Minami and Saka 2006;
He et al. 2007).

3.3 Fatty Acid Composition

The fatty acid composition is very important to analyze characteristics of soybean
biodiesel. This analysis can be performed by using gas chromatography. Literatures
reported that there are six main fatty acid compositions in soybean oil. The fatty
acid composition, molecular weight, structure and percent of contents are presented
in Table 1.

3.4 Biodiesel Properties

The physiochemical fuel properties of the biodiesel are very important to analyze
before using it in the IC engine. The engine performance and exhaust gas emission
depends on the properties of fuel used in the engine. The fuel properties, namely,
density, viscosity, calorific value, cetane number, flash point, poor point, etc., were
determined using ASTM D6751 and EN 14214 standards and compared with
standard biodiesel and petroleum diesel. The properties of the fuels are presented
in Table 2. The table shows that almost every property of the fuels is within the
acceptable range. The biodiesel has higher density compared with petroleum diesel
but it has some good fuel properties like higher flash point, pour point and cloud
point.
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Table 2 The fuel properties of the soybean biodiesels (Ramadhas et al. 2005; Mofijur et al. 2013)

Properties Unit Diesel | Soybean biodiesel | Standard biodiesel
Density at 15 °C kg/m® 8272 |885 880
Viscosity mm?/s 323 | 4.08 1.9-6.0
Calorific value Ml/kg 47.5 39.76 -

Cetane number - 58 47-52 47

Flash point °C 68.5 69 130

Pour point °C 0 -3 -16
Cloud point °C 5 —4 —3to—12
Saturated fatty acid % mass - 14.0 -
Monoun-SFA % mass - 19.0 -
Polyun-SFA % mass - 67.0 1.0
Degree of unsaturation - — 153 —

Iodine value g12/100 g |- 151.53 120
Oxidation stability hr - 4.40 -

Allylic position equivalent - - 152 -
Bis-allylic position equivalent |— - 75 -
Saponification value - - 201.59 -

3.5 Biodiesel Blending with Diesel

The soybean biodiesel was blended with ultra-low sulfur diesel in different pro-
portions. The blend samples were prepared by blending 5% biodiesel and 95%
diesel denoted as B5, 10% biodiesel with 90% diesel refried as B10, 20% biodiesel
and 80% diesel presented as B20, and 50% biodiesel with 50% diesel denoted as
B50 for soybean biodiesel.

3.6 Test Bed Engine Setup

The Kubota 4 stroke diesel engine was used as test engine for this study. The
specification of the engine is Kubota V3300 diesel engine with a bore of 98 mm and
a stroke of 110 mm. The rated power output of the engine is 50.7 kW at 2600 rpm
and the rated torque is 230 Nm at 1400 rpm. The dynamometer that was used for
testing is a Dyno Dynamics engine dynamometer. It works by placing a load on the
engine and then measuring the amount of power the engine produces against the
load. The dynamometer is coupled with test bed engine controlled by a computer.
The schematic diagram of the test bed engine is presented in Fig. 3. Table 3 presents
the detail specification of the test engine and its dynamometer.

The exhaust gas analyzer (EGA) that was used during testing is an Andros
6241A, 5 gas analyzer. This EGA takes instantaneous readings of the exhaust gas
and can measure carbon monoxide, carbon dioxide and hydrocarbons using a
non-dispersive infrared (NDIR) sensor. The EGA can also measure oxygen and
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Fig. 3 Schematic diagram of the test bed engine setup
Table 3 The detail specification of the test bed engine

Items Unit Specifications

Type - Vertical, 4 stroke, liquid cooled
No. of cylinders - 4

Bore mm 98

Stroke mm 110

Total displacement L 3.318

Combustion type - Spherical type (E-TVCS)
Rated speed rpm 2800

Compression ratio - 22.6:1

Rated power kw 53.9

Fuel injection timing - 16° before TDC
Injection pressure MPa 13.73
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Table 4 The detail specification of the EGA

A.K. Azad et al.

Measurement
Measured gas Range Resolution Accuracy
HC 0-30,000 ppm 1 ppm +4 ppm abs.
(n-Hexane)
CcO 0-15% 0.001% +0.02% abs.
CO, 0-20% 0.01% +0.3% abs.
0, 0-25% 0.01% +0.1% abs.
NO, 0-5000 ppm 1 ppm +20 ppm abs.

Table 5 The ISO 81784 test procedure with speed and load
Mode 1 2 3 |4 5 6 |7 8
Idle speed, 800

Speed (rpm) Rated speed Intermediate
2400 speed, 1440
Torque (Nm) 180 135 90 18 210 158 105 0

Weight factor 0.15 0.15 0.1 0.1 0.1 0.1 0.1 0.15

nitrogen oxides using an electrochemical sensor. More information like measure-
ment range, resolution and accuracy of the EGA is presented in Table 4.

3.7 Engine Test Method

The international standard ISO 8178-4 C1 testing method was used in this experi-
mental study. This standard is widely used to measure the exhaust emissions of
non-road internal combustion engines. Table 5 shows the testing procedure for the
Cl1 test cycle where the mode is defined as engine operating point by speed and torque,
rated speed. The standard also defines that the intermediate speed shall be the declared
maximum torque speed if it occurs between 60% and 75% of the rated speed. If the
maximum torque speed is less than 60% of the rated speed, then the intermediate speed
shall be 60% of the rated speed. Likewise, if the maximum torque speed is greater than
75% of the rated speed the intermediate speed shall then be 75% of the rated speed.
The measurements were only taken in the last 3 min as it allows the system to stabilize
allowing for more accurate results. At the start of each test, the engine must also be
preconditioned by running the engine at its rated power for 40 min.

3.8 Neural Network for the Test

Different thermodynamic system neural network has been used to predict the
performances of that particular system from some decades (Ghobadian et al.
2009). Recently, this technique is used for modeling the operation in internal
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Fig. 4 Neural network for the experimental test bed engine

combustion engine. Specially, this approach is well efficient to predict the perfor-
mance and emission characteristics of diesel engine, specific fuel consumption and
air fuel ration in in-cylinder combustion. The neural network for this experimental
work is presented is Fig. 4.

Table 5 shows the speeds and torques that were tested. The dynamometer ran a
performance curve of the diesel engine and it was found that the engine was not able
to reach its rated power of 50.7 kW. From the performance curve it was determined
that the maximum torque of the engine occurred at 2300 rpm and as this is less than
60% of the rated speed the intermediate test speed used was instead 60% of the
rated speed, 1440 rpm. The idle speed for the dynamometer is 800 rpm which was
chosen as engine idle speed.

4 Results and Discussions

The key parameters for diesel engine performance are brake power, brake torque
and brake-specific fuel consumption. In emission study, exhaust gases like, CO,
CO,, HC and NO, were measured in the experiment. The diesel engine perfor-
mance and emission study using soybean biodiesel and fossil diesel is briefly
discussed below.
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4.1 Brake Power (BP)

Figure 5 shows the variation of BP with engine speeds for diesel and biodiesel
blends. The trend of the curves is similar to the diesel engine performance curves as
mentioned in previous studies. The power production of the engine decreases
compared with diesel fuel with the increase of biodiesel percentage. This trend is
expected as biodiesel has less energy content (Table 2) than fossil diesel. The figure
clearly shows the comparison between diesel and soybean biodiesel blends. Over
the entire range of engine speed, biodiesel blends BS5, B10, B20 and B50 produces
2.28%,5.10%, 9.72% and 17.24% less power compared to diesel fuel, respectively.
The B5 produced maximum output power (average 26.90kw) compared to other
blends (average BP values are 26.13kw (B10), 24.86kw (B20) and 22.78kw (B50)
under ISO 8178 test procedure). However, BS and B10 produced very close BP
over the entire range of engine speed. The result also shows that output BP
decreases with the increase of biodiesel percentage in the fuel blends. The differ-
ence between the BP values is not a significant amount. For example, maximum BP
drops occurred from B5 to B50 is only 0.77kw, 2.05kw and 4.12kw, respectively. It
can be noted that biodiesel blends except B5S0 produced very close BP to diesel fuel
at higher engine speed at 2400 rpm. B5 and B10 biodiesel blends can be considered
as sustainable alternative fuels in terms of maximum power output in diesel engine.

4.2 Brake Torque (BT)

Figure 6 illustrates another important performance curve like total output BT
variation with engine speed. The trends for each blend can be analyzed and
compared with each other. The biodiesel blends appear to have the expected effect
on torque as higher blends content results in a lower BT in a consistent manner.
By comparing Figs. 5 and 6, it is evident that maximum torque and power
reflect each other which are to be expected, as torque and power are directly
proportional. For B5 and B10 biodiesel blends, total torque output is slightly
lower than the diesel fuel; however, lower torque production for B50 is expected
because the property of the biodiesel blends influenced the in-cylinder combustion
in diesel engine. One of the main reasons is that soybean oil contains more than
55% of linoleic acid which may cause higher viscous fuel by mixing 50% with
fossil diesel. The decrease of BP and BT can be attributed to the biodiesel blends
due to the lower energy content (Table 1) and higher viscosity. Considerable
differences of BT between B5 and B10 biodiesel have been found in this study.
According to these two performance curves (Figs. 5 and 6), B5 and B10 blends have
better performance than other blends.
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4.3 Brake-Specific Fuel Consumption (BSFC)

BSFC is one of the important factors for engine performance of the fuels. Figure 7
shows the fuel consumption of the different fuel blends over the ISO 8178 test
procedure. As shown from the figure, biodiesels have higher fuel consumption than
fossil diesel. The BSFC for BS biodiesel is closer with diesel. As compared with
other blends, B10 has lower BSFC in a consistent way. The trends of this curve are
acceptable according to the literature as biodiesel has greater fuel consumption due
to its lower energy content (Table 1). The average BSFC increases by 15.87%,
28.24% and 36.42% for B10, B20 and B50 blends compared to diesel fuel, respec-
tively. It has been evidenced that BSFC increases with the increase of biodiesel
blends (Mofijur et al. 2014). So, the experimental results are acceptable according to
the literatures (Wang et al. 2013; Shahabuddin et al. 2012). More fuel consumption
can be attributed to the lower energy content (Table 1) of biodiesel blends compared
with fossil diesel. So, B10 soybean biodiesel blends showed better performance
considering total output power, torque and BSFC compared with other blends.

4.4 Engine Emission Analysis
4.4.1 Carbon Dioxide (CO,) Emission

Emission analysis is another part of fuel testing in CI engine. In this experiment,
using exhaust gas analyzer, CO, CO2, HC and NOx emissions have been measured
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Fig. 8 Variation of CO, emission with engine speed for different fuel blends

as emission parameters for diesel and biodiesel blends. Figure 8 illustrates the total
CO, emissions for diesel and biodiesel blends over the engine speed in ISO 8178 test
procedure. It has been found that CO, emission decreases with increase of biodiesel
percentage. The literature reported that biodiesel is carbon neutral fuel and the
combustion of biodiesel in CI engine emits lower greenhouse gases than fossil diesel
(Azad et al. 2014b; Usta et al. 2005). The trend shows the decrease in CO, emission
compared with diesel which is expected from the experiment. The average CO,
emission decreases by 6.73%, 8.96%, 8.99% and 11.04% for B5, B10, B20 and B50
blends compared with fossil diesel, respectively. It can be noted that the decrease of
CO, emission for B10 and B20 blends are very close; however, for B20 other
performances like BP, BT and BSFC are lower than B10 biodiesel blend. But for
each blend CO, emission has a more distinct trend as the more biodiesel is added to
the fuel the less CO, emission is given off. As the drop in emission does continue
between B5 to B50, it may therefore be assumed that the relationship between CO,
emissions is linear. The highest CO, reduction occurred using B50 blend.

4.4.2 Carbon Monoxide (CO) Emission

CO emission is another important emission parameter for diesel engine. Literature
reported that CO emission occurred when excess oxygen is not present in the fuel
(Rahman et al. 2014). Some other factors, namely, air/fuel ratio, injection timing,
engine speed, injection pressure, fuel characteristics, etc., are also related to CO
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emission by combustion of fuel in CI engine (Gumus et al. 2012). Figure 9 presents
the variation of CO emissions for diesel and biodiesel blends where most of the
blends emit lower CO except BS compared with diesel fuel. The CO emission
reduction of about 33.12%, 28.01% and 62.83% for B10, B20 and B50 compared to
diesel fuel is recorded from this study. There is no major trend of CO reduction for
biodiesel blends. The experimental data shows that the amount of biodiesel in the
fuel blend has positive impact on CO emission. Apart from the B5 blend, higher CO
emissions were identified than that of diesel. The lower CO reading for different
biodiesels could be attributed to biodiesel having higher oxygen content. A higher
oxygen content results in a more complete combustion and less CO emission in the
exhaust. Due to the instrumental error, every fuel has almost the same CO emission
at higher speed at 2400 rpm.

4.4.3 Hydrocarbon (HC) Emission

Incomplete combustion of fuel and flame quenching results in the unburned HC
emission in CI engine. Figure 10 shows the HC emission in exhaust stream for
diesel and biodiesel blends under the ISO 8178 test procedure. As seen from the
figure, HC emission has not been consistent with biodiesel blends. The United
States Environmental Protection Agency (USEPA) determined that an increase in
biodiesel percentage should decrease the amount of HC in the exhaust stream. The
results obtained from the test for HC emissions roughly follow the USEPA state-
ment. It could be mentioned here that some more error happened during the
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experiment at 2000 rpm for diesel fuel. A reason for these results varying so much is
because hydrocarbons make up a very small amount of the exhaust stream. The
maximum HC reading was 13 ppm which equates to 0.0013% of the exhaust gas.
As the amount of HC being measured is really small, the error in HC in exhaust gas
will not have significant effect on the results.

4.4.4 Nitrogen Oxide (NO,) Emission

Figure 11 illustrates NO4 emission by combustion of biodiesels in CI engine, over
the speed range in ISO 8178 test procedure. It has been evidenced from previous
studies that NO, emission is one of the most important problems of biodiesel
combustion in CI engine (Mofijur et al. 2014). From the graph, it is clearly seen
that biodiesels have positive impact on NO, emission, that is, a greater percentage
of biodiesel leads to increase NOy emission in exhaust gas. The experimental results
show that NOy emission increases by 24.51%, 30.56%, 41.74% and 56.16% for BS5,
B10, B20 and B50 biodiesel blends compared with diesel, respectively. The
comparison between biodiesel blends shows that BS and B10 emit relatively
lower NO, emission than B20 and B50. The increasing trends of NO, emission
have been identified in this experiment. The USEPA report shows that an increase
in biodiesel percentage leads to increase of NO, emissions. The maximum amount
of NO, measure for the B5S0 blend was 2.25 ppm and this equates to 0.000225% of
the total exhaust gas. As such a small amount of NO, was measured, it is
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understandable that some of the results may be slightly off due to the accuracy of
the exhaust gas analyzer. As discussed earlier, NOy has a global warming potential
of nearly 300, meaning that it is 300 times worse for the atmosphere than CO,
emission. So, the small amounts of NOx emission have greater importance than that
of the other exhaust emissions.

5 Conclusions

The study investigated the use of soybean biodiesel as a sustainable alternative fuel
for diesel engine because it has excellent capability to decrease the environmental
impact, it can potentially reduce the dependency on fossil fuel and it can be used in
different proportion without modification of diesel engine. The following conclu-
sions can be drawn from the experimental study. The characteristics of these
biodiesels and their blends meet the requirements of ASTM D6751 and EN
14214 standards. The ISO 8178 test procedure was followed during the engine
performance test and emission study and found that more biodiesel blends produce
less BP, BT and higher BSFC compared to diesel fuel; however, it gives off fewer
emissions than fossil diesel. The overall performance of BS and B10 soybean
biodiesel blends has been found better than other biodiesel blends. They produce
an average 26.90 kw and 145.22 N.m BP and BT which is only 2.28% and 5.10%
lower BP compared to diesel fuel. The BSFC for B10 blend shows relatively lower
value compared to other blends but a bit higher than diesel. With the various
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emission gasses such as CO, CO,, HC and NO, there was decreasing linear trend
found for CO, CO, and HC emission but increasing trend for NO, emission with the
increase in biodiesel blends. Finally, it can be concluded that both B5 and B10 are
the optimum soybean biodiesel blends that produce more consistent and expected
results than other biodiesel blends.
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The Valorization of the Green Alga Spirogyra’s
Biomass in the Region of Ouargla-Algeria into
Renewable Biofuel

Souad Zighmi, Mohamed Bilal Goudjil, Salah Eddine Bencheikh,
and Segni Ladjel

1 Introduction

Biofuels are an effective substrate for fossil energy’s existing sources; they offer the
prospect of ecological sustainability and reduce greenhouse gases’ emissions
(Saharan et al. 2013). Indeed, the algae are presented as a potential source of
biofuel; with their various important advantages (Ramachandra 2013), they got a
great deal of attention as an alternative and renewable source of biomass for
bioethanol production (John et al. 2011; Wibowo et al. 2013).

Bioethanol is defined as an ethyl alcohol produced by various biological pro-
cesses that convert biomass into ethanol (Deenanath et al. 2012). It is a liquid
transport fuel with a high octane number; it is generally mixed with gasoline in
order to contribute to the reduction of vehicles’ carbon monoxide emissions (Tucho
2013).

Fermentation is the well-known process used for alcohol production from a
variety of biomass sources containing sugar, starch, or cellulose. This process
involves the action of yeast, which decompose and convert the sugar into ethanol
(Tucho 2013).
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Simultaneous saccharification and fermentation (SSF) is an important strategy of
the bioethanol production process where the enzyme hydrolysis and the fermenta-
tion are performed in the same container; the inhibition of the final product and of
the glucose in the hydrolysis is gradually assimilated by the yeast during the
fermentation process. Therefore, in SSF, the requirement of enzymes is lesser
while the bioethanol yield is higher (Balat et al. 2008).

At present, recent attempts to produce ethanol are focused on the use of algal
biomass as a raw material for the fermentation process, for microalgae are rich in
carbohydrates and proteins that can be used as carbon sources for the fermentation
and do not compete with the food chain — in addition to its none requirement for the
use of large areas (Singh and Gu 2010).

The alga with the potential to be developed as a raw material for bioethanol
production is Spirogyra (Sulfahri and Nurhidayati 2011). It has been demonstrated
that Spirogyra species are able to accumulate high levels of polysaccharides and
starch in their complex cells walls, which allows using it in bioethanol production
(Nguyen and Vu 2012).

In this study, we present a research that addresses the valorization of the algal
biomass in the energy field. An experimental effort has been expanded by
converting Spirogyra biomass into ethanol through fermentation. The alga Spiro-
gyra was collected from a natural lake in the region of Touggourt, a part of the city
of Ouargla-Algeria. This study was conducted to determine the feasibility of using
algae to produce ethanol in Algeria.

2 Materials and Methods
2.1 Sampling Site

The sampling of stem was done in the region Touggourt-Ouargla, from a natural
lake (Fig. 1).This region is located in the southeast of Algeria. It corresponds to the
upper part of Oued (river) Righ. It is bordered on the southeast by the Grand Erg
Oriental, on the north by Megarine’s palm groves, and on the west by sand dunes
(Hadjoudj et al. 2011).

2.2 Sample Preparation

The strains are put into sterile glass vials and then transferred to the laboratory. The
alga sample was identified by microscopic examination, as being part of the
Spirogyra species (Fig. 2).
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Fig. 1 Stem sampling site

Fig. 2 Photo of Spirogyra
species

Strains were washed with distilled water and subjected to drying away from the
sun. The fine powder of Spirogyra’s biomass, obtained after being dried, crushed,
and then filtered through a sieve of 1 mm, is used for all experiments (Fig. 3).

2.3 Extraction of Spirogyra’s Oil

A step of oil extraction was performed on Spirogyra, with hexane as the solvent
used for the extraction with Soxhlet; this operation aims to reduce the fermentation
time and to increase the yield of bioethanol.

2.4 Depigmentation

The extracted residue of oil subsequently undergoes a step of depigmentation. The
dry material is placed for 12 h under stirring in acetone in a proportion of 150 ml of
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solvent for 5 g of the used material. Afterward, the mixture is filtered on sintered
glass of porosity 3 and rinsed with absolute ethanol until disappearance of the green
color that reflects the elimination of chlorophylls. The residue is then depigmented
with 200 ml of absolute ethanol (for 5 g of material) and boiled for 1 h. This step is
repeated two times, and between each depigmentation step, the mixture is filtered
and washed with absolute ethanol until the color disappears. The obtained residue is
dried in an oven (50 °C) for 12 h and then weighed.

2.5 Simultaneous Saccharification and Fermentation

Experimentally, for the saccharification of the developed algal biomass, we used a
commercial yeast "Saf-Instant" consisting mainly of the Saccharomyces cerevisiae
that produces enzymes, hydrolyzes the cellulose and starch present in the
studied algae, and releases simple sugars that are subjected to fermentation, carried
out for 24 h.
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In addition, we used 3 g of yeast for 5 g of depigmentated algae’s residue, heated
at a temperature of 30 °C. After 24 h of experimentation, it is estimated that the
fermentation is complete and that all of the glucose contained in the alga is
converted into ethanol. To confirm this, we performed the Fehling’s solution test.

2.6 Fehling Solution Tests

We know that the blue Fehling’s solution has a property to become orange red in the
presence of glucose. We put in the first test tube our solution before fermentation
and, into a second tube, the solution obtained after fermentation. We add to each
tube a few drops of Fehling’s solution, heating them in a water bath for a few
seconds with gentle agitation.

2.7 Purification

We obtained a fermented solution containing ethanol; however, the product still
contains a large part of water. In order to purify the obtained ethanol, fractional
distillation is carried out.

2.8 The Infrared Spectrophotometer Analysis

To confirm that the obtained product is of ethanol, an infrared spectrophotometry
analysis was carried out, which allows characterizing the major functional groups in
one molecule.

3 Results and Discussion

3.1 OilYield

The yield of the extracted oil from the Spirogyra algae is equal to 0.589%, which is
a small quantity; therefore, the use of Spirogyra algae for bioethanol production is a
wise choice.
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Table 1 Properties of the Properties Obtained product
product obtained - T
Physical state Liquid at room temperature
Color Transparent
Odor Characteristic
Refractive index 1.3714
Density (g/cm®) 0.787

3.2 Fehling’s Solution Test

It was observed that the first tube containing the solution before fermentation
became orange, while the second containing the fermented solution does not change
color. It is deduced that the solution not fermented contains glucose, which by
fermentation gives another product. Reminding that this test does not indicate if the
obtained product is ethanol, this requires further experiments to confirm the result.

3.3 Purification
3.3.1 Bioethanol Yield

After completing the experiment, we obtain a clear liquid, of which the recorded
yield is 16.83% of ethanol after only 24 h of fermentation. The obtained result from
the analysis shows that the bioethanol yield is 28.57 times higher than the one
obtained from the extracted oil, which confirms the choice of these algae for the
production of bioethanol.

The characteristics of the product obtained are summarized in the following
table (Table 1):

3.3.2 Checking of Bioethanol Quality

In order to see if the obtained product is consistent with the international standards,
a comparison between the obtained bioethanol and gasoline is essential. Table 2
includes some parameters used for the comparison.

The comparison concerns certain properties, from the analysis results, shown in
Table 2, and their comparison with gasoline can draw the following conclusions:

» The present bioethanol is renewable with a simple structure.
* Bioethanol’s molecular weight is low compared to gasoline.
* Bioethanol’s density is higher than that of gasoline
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gablﬁ 2 lChecifing of Parameters Obtained product Gasoline
toethanol quality Physical state Liquid Liquid
Density (g/cm?) 0.787 0.719
Source Algae (renewable) Crude oil
Chemical formula C,HsOH C4toClI2
Molecular weight 46 100-105
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Fig. 4 IR spectrum of the obtained product

3.4 Infrared Spectrum Analysis

The analysis of the infrared spectrum of the studied samples (Fig. 4) shows that the
product has a broad band around 3400 cm ™' which confirms the presence of an
alcohol and a stretching vibration at 2900 cm ™' that corresponds to a group of
CH. These data confirm the presence of an alcohol, which is none other than ethanol.

4 Conclusion

Bioethanol has become one of the most important biofuels on a worldwide level. In
this study, the production of bioethanol is done by a fermentation process of the
algae Spirogyra biomass, collected from a natural lake in the region of Touggourt, a

part of the city of Ouargla-Algeria.
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The results show that the hydrolysis and simultaneous fermentation are an
important strategy for bioethanol production, which are carried out in the same
place since the yield recorded is 16.83% of ethanol after only 24 h of fermentation.

Following this study, the analysis of the experimental data and of the obtained
results shows that the Spirogyra algae is one of the green photosynthetic algae that
are ideal candidates for bioethanol production. It has the potential to be an alterna-
tive solution for the production of clean and renewable energy, for it is rich in
polysaccharides that can be extracted to produce fermentable sugars. In this study,
we showed that algal biomass is an effective raw material for the production of
bioethanol. Indeed, the experience made it clear that algae are a promising solution
to the energy crisis with a very low cost and modest technological exploitation
means and much more with no negative impact on the environment.
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Plasma Technologies for Water Electrolyzers

V. Fateev, V. Kulygin, S. Nikitin, V. Porembskiy, S. Ostrovskiy,
A. Glukhov, and A. Pushkarev

1 Introduction

Water electrolyzer development with polymer electrolyte membranes (PEM) was
started in the 1950s with the first pilot electrolyzers being produced by General
Electric for space projects 20 years later (Porter 1972). But commercial application
of such electrolyzers is very limited up to now though it is rather intensively
developed by different companies (i.e., Proton Energy Systems, Hydrogenics,
Norsk Hydro Electrolysers AS, CETH2, and others) and research centers and
universities (CNRS Institute of Advanced Technology for Energy Nicola Giordano
(Italy), Laboratory of Electrocatalysis, CNRS UMR, Universite Paris SUD
(France), NRC Kurchatov Institute (Russia), Fraunhofer Institute for Solar Energy
Systems ISE Freiburg (Germany), Institute of Applied Chemistry CAS (China), and
many others). Such electrolyzers considered being most safe and very efficient
when high purity hydrogen production is needed, for example, for PEM fuel cells.
They demonstrate high efficiency (about 4.0-4.2 kWh per m® of hydrogen), high
specific productivity (current density up to 2-3 A/cm?), and very high gas purity
(Hy > 99.99%, O, > 99.98% in dry gas) (Carmo et al. 2013; Grigoriev et al. 2000).
Possibility of hydrogen production at an increased pressure in a stack (up to 30 bars)
without use of additional compressors makes them very attractive for renewable
energy systems as it permits to solve the hydrogen storage problem rather effi-
ciently and cheap due to use of traditional hydrogen tanks.

One of the most important limitations for their commercialization is the
electrolyzer’s high price which is tightly connected with large precious metal
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(mainly platinum metal) loading as these metals are used as electrocatalysts and for
stack components’ protection from corrosion and oxidation. Due to acidic mem-
brane properties, corrosion is very intensive and other catalytic active metals as Ni,
Co, Fe, and so on are not stable at electrolysis conditions. Different methods are
used for stack component protection including CVD, PVD, magnetron sputtering,
and even protective foil application to the surface of bipolar plates or current
collectors (Carmo et al. 2013; Kozlov and Fateev 2009).Different methods were
developed for the synthesis of the electrocatalyst (see, e.g., Carmo et al. 2013;
Kozlov and Fateev 2009). The main group of such methods is a liquid phase
catalyst synthesis by reduction of some catalyst precursors by different reducing
agents. The second group is a “high temperature” synthesis (thermal decomposition
or gas phase reduction). The first group of methods is widely used and permits to
obtain nanostructured catalysts with very small particle size (up to 1-2 nm), but it is
characterized by multistage procedure and requires scrupulous catalyst purification
after synthesis. It also has some limitations with alloy synthesis and crystalline
structure of catalyst particles. The second group often has problems of small
particle synthesis due to particle agglomeration and limitations in catalyst crystal-
line structure. It is also worth to stress that multistage catalyst synthesis procedure
results in a very high catalyst price. Due to all last decades’ developments, platinum
metal loading was decreased from the level of about 10 to 2-3 mg/cm?” used now
(Carmo et al. 2013). But it is still one of the main problems of PEM electrolyzers.
Certainly a lifetime of PEM electrolyzer is strongly connected with the amount of
used precious metals. It is well known that magnetron sputtering provides a method
of protective film or thin catalyst layer (onto either the membrane or the gas
diffusion layer) depositing (Arnell and Kelly 2004; Litster and McLean 2004).
Earlier we established that magnetron sputtering could be rather efficient for
catalyst on carbon carrier synthesis (Fedotov et al. 2013; Grigoriev et al. 2014),
and in our research we investigated the possibility of ion implantation method and
its combination with magnetron sputtering.

2 Experimental Facility

An ion implantation process is illustrated with Fig. 1. Ion implantation experiments
were carried out on the experimental installation “Kremen 17 with implanter
“Sokol-30/100” (vacuum 107 Pa, flow of ions up to 5 x 10" ion/cm? per second,
diameter of Pt/Pd ion source 6 mm, distance between ion source and implantable
target 200 mm, time of implantation up to 24 minutes). The energy of implantable
ions was 1-50 keV. An ion implantation was carried out in an impulse mode due to
technical specification of the installation (25-35 impulse/s) and to provide a more
uniform implanted atoms distribution and to avoid a large target heating. Amount of
implanted ions was controlled by weight of a test sample and data of electron
microscopy. Numerical model for estimation of the depth of implanted ion pene-
tration and their concentration distribution was developed using “one particle
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Fig.1 Schematic illustration of an ion implantation process

implantation” approach for an isotropic and homogeneous medium. The calcula-
tions were realized with using the TRIM program. Magnetron sputtering was
carried out at a modified laboratory magnetron installation (MIR 1) with a negative
pulse potential bias applied to the implantable sample. Such a bias reached 200 V
and permitted to combine sputtering with additional low-energy ion implantation to
provide surface cleaning and fixation of the sputtered metal particles on the surface
of stack components (and catalyst carrier). At the same time, such an additional
implantation created sputtered atoms of protective film material and provided
creation of a more uniform protective coating (or new catalytic centers). Pulse
bias mode (up to 60 impulse/s) was used to avoid electric arc formation and to
provide more uniform catalyst distribution on a catalyst carrier surface. The base
pressure in the chamber was set to 10> Pa and the working pressure of argon was
setto 4 x 10~" Pa. Sputtering of Pt (Pd) was carried out at a current 0.1 A, distance
to the target was 85 mm, and speed of metal atom deposition was about 10'* atoms/
s*cm?. Metal loadings deposited onto the targets were controlled by weight mea-
surements of “sample witness”. For mixing of catalyst carrier particles, a special
device was used (Grigoriev et al. 2014). Electrochemical measurements were
carried out in a standard three-electrode glass cell (saturated silver chloride refer-
ence electrode) in 1 M solution of H,SO, using a Solartron 1285 potentiostat/
galvanostat (potentiodynamic measurements in a potential range of —0.2 to +1.1 V
vs. Ag/AgCl electrode with 20 mVs ™' sweep rate) and in laboratory electrolysis
cells with a round shape catalyst layer area 7 cm”. In PEM water electrolysis cells,
catalyst layers are prepared by spraying of iridium black (anode) or platinum black
on carbon (cathode) dispersion in Nafion solution on the cathode side. Porous
titanium sheets (thickness 1 mm, porosity 37%) were used as current collectors.
Material composition and structures were tested using transmission electron
microscopy (TEM) analysis (microscope CM30 Philips) and X-ray diffraction
(XRD) analysis (Bruker D8 Advance). As experimental results were rather similar
for Pt and Pd, we’ll concentrate on the discussion of results obtained with Pt.
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Platinum
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at %

0A depth 200A

Fig. 2 Distribution of Pt ions (atoms) in Ti at E = 20 keV and dose 10" jon/cm? Triangles are
experimental data

3 Results and Discussions

Numerical estimations of the depth of implanted ion penetration and their concen-
tration distribution (see Fig. 2) showed that at energies about 10-50 keV at low
doses (less than 10" ion/cm?), the maximum of Pt ion distribution is relatively deep
(about 30 nm at 50 keV) and surface concentration of implanted ions (atoms) is less
than 1%. With increase of the value of the dose, the surface concentration is
increasing mainly due to sputtering of the surface layer which at the same time
results in precise metal losses. At energies about 1-2 keV, sputtering is practically
absent and surface concentration could reach 40-50% (if a diffusion of implanted
atoms is excluded) though the depth of implanted layer is relatively small (about
1-2 nm). Experimental data of implanted ion distribution did not differ too much
from numerical estimations (see Fig. 2) though in case of Pt and Pd, ions with
different charges are produced and at a constant accelerating voltage they have
different energies. Most of the Pt implanted ions are in a one- and two-charge state
(the last one is dominating) according to Yushkov et al. (2014), and it was taken
into account for further estimations. On potentiodynamic curves, we did not
observe any typical peaks of hydrogen adsorption/desorption for Ti implanted by
Pt ions at energies more than 5 keV even at doses 5 x 10'”. Only at energies about
1 keV and the same or even higher doses, small and deformed peaks were observed
but not regularly. At the same time, one could observe a significant increase of
implanted Ti electrode activity in reactions of oxygen evolution (Fig. 3) even at
relatively high energies of implanted atoms (same for hydrogen evolution).
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Fig. 3 Quasi stationary polarization curves (30 s at each potential) in 1 N H,SO, at 20 °C for Ti
foil with (1) Pt coating (23 nm) implanted with Ar" E = 10 keV, 10'® jon/cm?; (2) Pt coating
(42 nm) implanted with Ar* E = 15keV, 10'® jon/em?; (3) Pt coating (23 nm) not implanted; (4) Pt
foil, (5) Ti implanted with Pt E = 10keV,D = 10" ionfem?; (6) Ti implanted with Pt £ = 5 keV,
10" ion/cm?; (7) Ti implanted with Pt £ = 1 keV, 10" ion/cm?

Table 1 Dependence of the time when electrode reached potential 2.6 V (SCE) at 80 mA/cm?
upon Ti foil electrode treatment conditions. Pt foil thickness about 10-13 nm

Electrode treatment Time
Not treated <ls
Implanted with Ar ions (2 x 10'7, 40 keV) ~1s
Implanted with Pt ions (2 x 10'7, 40 keV) 47 min
Implanted with Pt ions (2 x 10'7, 2 keV) 61 min
Implanted with Pt jons (10'7, 40 keV, and then 10'7, 2 keV) 87 min
Sputtered Pt film 184 min
Sputtered Pt film treated with Ar* (5 x 10", 20 keV) 248 min

So during implantation of Pt, a solid solution of Pt in Ti was produced with a rather
high electrochemical activity and stability in spite of a low surface Pt concentration.
For accelerated tests of Ti electrode stability at anode polarization, the electrodes
were polarized with current density 80 mA/cm?, and the time during which the
electrode potential was reaching 2.6 V (SCE) was taken as a reference value. Our
experiments (see Table 1 and Fig. 3) showed that at large energies, surface stability
for oxidation does not increase significantly though a produced oxide film has lower
resistivity as it is doped by precise metal atoms. The surface layer obtained at low
energies is significantly more stable against oxidation even at a relatively low
amount of implanted precise metal. One can suppose that here additional effects
also play rather significant role — increase of the surface roughness and creation of
radiation defects and partial amorphization of the surface layer during implantation.
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For example, when Ti foil was implanted by Ar ions, only one could observe
significantly larger current at potentiodynamic polarization curves in comparison
with not treated Ti. But these effects were not dominating at precise metal implan-
tation, and it is possible to suppose that radiation defects are additionally decreasing
the oxide film resistance. Combination of large- and low-energy implantation
modes permitted to reach rather high surface stability with a rather high lifetime
at Pt (Pd) concentrations less than 0.02 mg/cm?. For bipolar plates and current
collectors from porous Ti, a combined technology based on magnetron sputtering of
Pt (Pd) assisted by ion (Ar, O) implantation demonstrated even more efficient
results due to additional chemical and radiation surface modification but at slightly
larger platinum metal loadings.

Implantation of C and N ions (1018 ion/cmz, E =50keV) resulted in a significant
decrease (3—4 times) of hydrogen penetration in Ti.

To obtain thick films, magnetron sputtering is significantly more attractive. But
titanium plates with mechanically polished surface after Pt deposition by magne-
tron sputtering mainly demonstrated relatively low stability during potential
cycling. We observe anode current decrease with each next cycle and sometimes
even exfoliation of the Pt film. When Pt was sputtered onto porous (sintered) Ti, the
stability was better but still not sufficient for long-term use. One can see (Fig. 4) that
there was a strong dependence of the current on potentiodynamic curves (and
obviously Pt-specific surface) upon Pt film thickness. Roughness factor (ratio or
real to visible surface) was continuously increasing from 3.72 for Pt film 11 nm to
29.5 for Pt film 147 nm.
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Fig. 4 Potentiodynamic polarization curves (20 mV/s in 1M H,SO,) for 1-Pt foil and porous Ti
with sputtered Pt films with different thickness: 2—11 nm, 3-26 nm, 4-147 nm, and Ti implanted
with Pt (E = 5 keV, 2 x 10" ion/cm?)
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Fig. 5 SEM data on
sputtered Pt film

It was possible to suppose that Pt film is rather porous and did not protect Ti
surface efficiently from oxidation. Data of electron microscopy (Fig. 5) confirmed
such an assumption as Pt film had a columnar structure.

A preliminary Ar ion implantation (10" ions/cm?, E = 10 keV) provided a
significant improvement due to increase in surface roughness and purity in such
electrode stability. In such a case, Pt nuclei are more uniformly distributed on the Ti
surface at the initial stage, and film structure is also becoming more uniform. But
the most efficient appeared to be simultaneous or consecutive ion implantation
(Ar or same metal ions) together or after sputtering (see Fig. 3). When implantation
was carried out by Ar ions during magnetron sputtering, energies up to 5 keV were
used and such an implantation was most important at initial stage. It provided some
increase of Pt atom energy due to Ar" flow directed to Ti surface and some
sputtering of the Pt particles created on Ti surface. The accelerated by Ar* flux
and sputtered atoms were introduced in the Ti surface layer providing some
intermediate layer (Pt solid solution in Ti) and more uniform surface coverage by
Pt. After magnetron sputtering for about 10 nm, film intensity of ion implantation
could be reduced. Implantation after magnetron sputtering has one important
disadvantage — one needs relatively high ion energies to reach Pt-Ti boarder
through magnetron-sputtered Pt film (about 10 keV for Ar + ions for 10 nm film)
and sputtering of Pt atoms (~5.8 atoms per ion) results in significant Pt losses. In
case of Pd, sputtering is only slightly lower —4 atoms/ion. So such a treatment could
be efficient for thin (Iess than 10 nm) films. From data in Table 1 and Fig. 3, one can
see that Pt films obtained by using such technique are significantly more efficient
for Ti protection. Further improvement of oxidation resistance could be obtained by
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Fig. 6 SEM photo (Philips
CM30) of Pt catalyst
particles obtained by
magnetron sputtering on
Vulcan

additional chemical modification of Ti surface by implantation of O and N ions. It is
necessary to mention that combination of magnetron sputtering with ion implanta-
tion could be a very efficient technology for catalyst layers and catalyst synthesis.
Plasma-assisted deposition of platinum and Ir nanoparticles onto carbon carriers
was carried out using the standard DC magnetron sputtering system, but with pulsed
system of potential bias, application to carbon carrier was investigated. Size of Pt
catalyst particles (3% weight) obtained on Vulcan and reduced graphene oxide was
about 1-3 nm (Fig. 6) and specific surface about 110 m?*/g. For Ir 6-8 nm, Volt-
ampere curves of PEM electrolysis cell with such catalysts were practically same as
with catalysts obtained by “polyol” method (Tunold et al. 2010) but with lower
(about 10-20%) precise metal loading. Certainly such catalyst synthesis technique
cannot significantly decrease precise metal catalysts use but can significantly
decrease catalyst price as it is practically one-stage process.

It is necessary to mention that in case of cathode materials based on titanium
(bipolar plates and current collectors), implantation of carbon and nitrogen permit-
ted to increase the stability of the construction material for about 3—4 times for
hydrogen penetration. Tests of PEM electrolysis stack (5 cells) based on materials
described above at operating pressure 30 bar, 80 °C, and current density 1.4 A/cm?
for 400 h did not show any degradation of the stack parameters.

Ion implantation method was also tested for modification of alkaline electrolyzer
electrode (Ni) surface. Implantation of Co, Pd, and Pt ions resulted in an increase of
current density at a constant voltage of about 20—30%, but optimum parameters of
implantation must be chosen for proper electrode lifetime.
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4 Conclusions

Ion implantation and magnetron sputtering assisted by ion implantation were
studied. It was shown that ion implantation of Pt and Pd in Ti results in solid
solution production and significantly increases electrochemical stability (and even
catalytic activity) for hydrogen and oxygen evolution at a rather low loading of
precise metals (about less than 0.02 mg/cm?). Combination of low- and high-energy
ion implantation appeared to be most efficient for lifetime increase as it provided
rather deep surface layer modification and high surface concentration of Pt (Pd).
Magnetron sputtering resulted in a surface film with a columnar structure produc-
tion which did not protect Ti surface efficiently from oxidation. Additional ion
implantation with Ar* or O" ions of such films significantly improved electrode
stability. Implantation of Ni by Co, Pt, or Pd ions increases electrode activity up to
30% in water alkaline electrolysis. Ion implantation of C and N ions provided
decrease of hydrogen penetration in Ti in 3—4 times. Magnetron sputtering assisted
by ion implantation gives a good possibility for efficient and relatively cheap
catalysts synthesis for PEM electrolyzers. Pt particles (diameter 1-3 nm, specific
surface area about 110 m?/g) on carbon carrier were synthesized and successfully
tested. Ir on carbon carrier also demonstrated high activity. The developed tech-
niques give possibility for precise metal loading decrease in PEM electrolyzers and
decrease the price of protecting coatings and catalysts themselves due to more
cheap production technology — decrease of amount of synthesis stages.

This research was supported by the Russian Scientific Foundation Grant
Nel14-29-00111.
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Determination of Metals in Water
and Sediment Samples of the Surmene
River, Turkey

Nigar Alkan, Ali Alkan, and Coskun Eruz

1 Introduction

River water is used for many purposes such as drinking; irrigation; hydroelectric
power plant; industrial and municipal facilities’ discharge area for uncontrolled
industrial, agricultural, and domestic wastes; and fishing (Camelo et al. 1997; Guieu
et al. 1998; Mendiguchia et al. 2007). The quality of water is determined by
physical, chemical, and microbiological properties (Alkan et al. 2013). Anthropo-
genic inputs are major source of metals and affected the quality of waters. Con-
centration of most metals in river is very low and produced from rock and soil. The
main anthropogenic sources of heavy metal in rivers are mining, fertilizer, and
pesticides in agricultural fields. Pollutants that come from domestic, industrial, and
agricultural activities are first released into rivers and reach the sea and lakes
through rivers. Between heavy metals and organic substances in the aquatic envi-
ronment is a strong interest and this profile can change water quality. Metals, unlike
other pollutants, can accumulate in sediments, uptake to toxic levels, and affect
river organisms over time (Gedik and Boran 2012). Therefore, the determination of
physicochemical profile, heavy metals, and organic substance for the water quality
in coastal areas is important for the future estimation of the pollutant load of the
rivers (Alkan et al. 2014). The aim of this study is to understand temporal and
spatial changes of the land-based metal pollutions in the Siirmene stream.
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2 Material and Methods

2.1 Study Area

Water and sediment samples were collected from three stations located between
Siirmene and Kopriibagi cities on Siirmene river (Station 1: 40°54 32.68”N, 40° 06’
22.66"E, Station 2: 40°52' 06.79”N, 40° 06’ 20.60"E, Station 3: 40°50’ 04.28"N,
40° 06’ 42.14"E) in Trabzon between 2010 and 2011 during the autumn, winter,
spring, and summer seasons.

Siirmene river flows into the Black Sea basin starting from the coast and up to
2700 m altitude rough land. The average flow of the river is 5.40 m?/s, precipitation
basin is 227.2 km?, and river length is 41.3 km. The average annual rainfall varies
between 1300 and 2400 mm. There are two towns and 52 neighborhood villages in
the basin that generally carry on agricultural activities. There are no industrial
plants in the basin except six hydroelectric power plants and a tea factory (Boran
and Sivri 2001).

2.2 In Situ Measurements

Temperature (°C), pH, electrical conductivity (ps/cm), dissolved oxygen (mg/L),
oxygen saturation (%), salinity (%oS), and total dissolved solid (mg/L) were mea-
sured seasonally in situ by Hach Lange HQ40D multimeter.

2.3 Water Sampling

Water samples were collected in acid-washed bottles from three stations and
filtered through 0.45 pm pore-sized filters for dissolved metals analysis. After
adding the acid, the samples were stored at —20 °C until analysis.

2.4 Sediment Sampling

Sediment samples were collected from 3 stations and they were preserved in acid-
washed bags and placed in ice bags in the field. They were stored in deep freeze at
—20°C in the laboratory until analysis.
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2.5 Laboratory Analyses

Dissolved metal (pg/L) concentrations in water samplings were measured
according to the method of EPA (1994). Sediment grain sizes were classified
according to Folk (1954). Total organic carbon (TOC) was determined by using
modified Walkley-Black titration method (Gaudette 1974). Carbonate levels were
measured by Piper (1974) method. Metal analyses (Cr, Mn, Al, Co, Ni, Cu, Zn, As,
Mo, Cd, Sb, and Pb) were performed using sediment passed through a sieve with
63 micron. All data in sediment were given mg/kg dry weight. After sediment
samples digested in the closed microwave digestion system, dissolved and partic-
ulate trace metals were determined using ICP-MS (inductively coupled plasma
mass spectrometry). The collision reaction interface (CRI) was used during the
determination of As. Both Sc and In (50 ppb) were added to all standards, blanks,
and samples and acted as internal standards.

The results obtained were classified regarding the criterias of European Com-
mission Directive (EC 1998), National Recommended Water Quality Criteria
(US EPA 2009), and World Health Organization (WHO 2004) for drinking water.

3 Results and Discussions

Seasonal water and sediment samples were collected from three stations located on
Siirmene stream in Trabzon between 2010 and 2011.

Average seasonal in situ measurment results in the Siirmene river stations were
given in Table 1. The pH of water is indication of its quality and dependent on
carbon dioxide and carbonate-bicarbonate equilibrium. Temperature, dissolved
oxygen, and total dissolved solid of three stations in the river were directly related
with seasons.

As a result of grain size analysis in the sediment samples that the sand-medium
grain sized fraction (32-36%) was generally dominant in the all stations. The sand-
coarse grain sized fraction was varing from 12% to 33% in all stations which was
noticed maximum in the Station 3. The maximum silt fraction was found as 10% in
Station 2 (Fig. 1).

Organic matter is one of the most important factors in metal mobility in
sediment. Minimum and maximum values were determined for pH as 8.18-8.59,
for organic matter as 1.64-2.09%, for carbonate as 7.60-12.45%, and for total
organic carbon as 0.08-0.13% in sediment samples of the three stations (Table 2).

As aresult of dissolved metal in the Siirmene stream water, there were statistical
differences (p < 0.05) and higher than stations 2 and 3 for Zn concentration in the
station 1. There are no statistical differences for other metals (p < 0.05) among the
stations (Fig. 2).

According to seasonal distributions, there are no statistical differences for Pb,
Cd, Mo, As, Zn, Cu, and Co concentrations. Al concentration in winter period was
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Table 1 Seasonal average of some physico-chemical parameters in Siirmene Stream

Station no

Parameters 1 2 3

Temperature (°C) 12.26 £ 4.13 14.20 + 4.48 16.66 + 3.72
pH 7.51 £0.27 7.62 £ 0.49 7.94 £+ 0.43
Dissolved oxygen (mg/L) 9.98 £ 0.73 9.70 £ 0.72 9.11 £ 04
Oxygen saturation (%) 92.73 £ 3.96 93.75 £ 3.52 71.8 £ 34.27
Conductivity (ps/cm) 0.11 +0.03 0.10 £ 0.03 0.11 + 0.02
Salinity (%o S) 0.06 + 0.01 0.05 £ 0.01 0.06 £+ 0.02
TDS (mg/L) 0.08 + 0.01 0.06 £+ 0.02 0.08 £ 0.01

Station 1 Station 2

Fig. 1 Grain size distributions of sediment samples

’

Station 3

2%

\ Uz

25%

2% 295

. &I

i >2.000 (Granule)
H 0.500-0.250 (Sand - Medium)
M < 0.063 (Silt)
1.12.000-1.000 (Sand - Very coarse)
M 0.250-0.125 (Sand - Fine)
11.000-0.500 (Sand - Coarse)

B 0.125-0.063 (Sand - Very fine)

statistically different and lower than other seasons. Similar situation persisted
during the spring for Cr and Ni concentrations. Sb concentration was statistically
different (p < 0.05) and higher in autumn than second and third stations in other
seasons. There is similar distribution for Mn concentration in spring and autumn.
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Table 2 Average pH, organic matter, carbonate, and total organic carbon concentrations in
sediment samples

St. no pH Organic matter (%) Carbonate (%) Total organic carbon (%)
1 8.59 1.64 12.05 0.08
2 8.32 2.09 7.60 0.13
3 8.18 1.66 10.32 0.11
Average 8.36 1.80 9.99 0.11
Std. Dev. 0.21 0.25 2.25 0.02
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Fig. 2 Average dissolved metal concentrations of stations in the Siirmene Stream

However, there were statistical differences (p < 0.05) and higher level in winter and
summer (Fig. 3, Table 3).

4 Conclusions

Physicochemical quality parameters are required for ecological status of river
waters and sediments, but dynamic systems of river may change during the times.
The surface water chemistry of river can influence the atmospheric inputs, climatic
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Table 3 Average metal concentrations in sediment samples of the Siirmene stations
Stations
Metals (mg/kg) 1 2 3 Average SD
Al 34,237 33,183 33,083 33,501 639
Fe 31,759.8 30,525.0 30,637.7 30,974 682
Mn 1086.6 840.7 882.4 936.6 131.6
Cr 39.0 33.0 32.5 34.8 3.6
Co 13.5 12.5 13.5 13.2 0.6
Ni 18.5 15.5 19.0 17.7 1.9
Cu 39.5 37.0 32.5 36.3 3.5
Zn 68.0 72.5 62.5 67.7 5.0
As 11.0 12.0 7.5 10.2 2.4
Pb 27.0 23.0 17.5 22.5 4.8

conditions, and anthropogenic inputs. Metal concentrations in fresh water resources
are important for human health and aquatic ecosystem.

All results obtained were classified regarding the criteria of European Commis-
sion Directive (1998/83/EC), National Recommended Water Quality Criteria
(US EPA 2009), and World Health Organization (WHO 2004). Results obtained
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from Siirmene river were found to be lower than legal limits proposed by EC L
330/05 (1998), US EPA (2009), and WHO (2004).

Hydroelectric power plant in water environment can affect living sources and
impair the quality for use of river water. The usage of these natural resources must
be optimum. Protection of ecological status of rivers and supporting local people
sustainable development (irrigation, controlled flooding, hydroelectric power plant,
waste discharges, etc.) must be balanced.
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Biodiesel Production by Transesterification
of Recycled Vegetable Oils

Souad Zighmi, Mohamed Bilal Goudjil, Salah Eddine Bencheikh,
and Segni Ladjel

1 Introduction

The orientation of researches toward renewable energy has become an important
element of energy policy worldwide. Indeed, the development of renewable energy
has become a necessity especially for the environment protection from the various
problems caused by the use of fossils, especially global warming.

In a search for new energy sources, our attention is mainly focused on biomass as
a reliable and renewable source that can satisfy the demand in energy. Currently,
the methyl esters of vegetable oils and animal fats are considered as a real
alternative to liquid fossil fuels (Cvengro and Cvengrosova 2004). However,
biofuels constitute also an effective alternative to existing fossil fuels, for they
offer the prospect of ecological sustainability and reduce greenhouse gas emissions
(Saharan et al. 2013). Among the current biofuels, biodiesel represents an alterna-
tive to petroleum-based fuels (Balat and Balat 2008; Azcan and Yilmaz 2013).
Biodiesel is produced from vegetable oils, animal fats, frying oils, and used wastes
(Mustafa Balat). Biodiesels have many advantages compared with those derived
from petroleum such as producing less smoke, having a higher cetane number, and
releasing small amounts of carbon monoxide; they are renewable and specially
nontoxic (Stavarache et al. 2005). The FAME (Fatty Acid Methyl Ester) produces
fewer greenhouse gas emissions than petrodiesel; CO, emissions in the engine
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output is reduced slightly (1%) with biodiesel if the equipment (tanks and vehicles)
are compatible with the use of biodiesel.Biodiesel is often used after being mixed at
different percentages with conventional diesel oil. It can be used in compression-
ignition diesel engines with little or no modification (Kim et al. 2004). Currently,
most biodiesel factories rely on the use of refined vegetable oils as their main raw
materials. However, these types of oil contribute to the increase of the overall
production cost of biodiesel to about 80%; while the use of frying oil for biodiesel
production reduces raw materials cost to about half the price of the ordinary oil
(Azcan and Yilmaz 2013). Note that the edible oils and fats used are considered as a
waste contributing to the environmental pollution and thus their reinjection into
sewers and the underground will cause degradation of the environment. Therefore,
any attempt to use the frying oil as feed for biodiesel synthesis offers a dual benefit
of preserving nature and of producing energy (Nair et al. 2012). The objective of
this contribution is to highlight frying oil as a source of raw material for biodiesel
synthesis.

Nomenclature

t Time per minute

U Viscosity in centipoise (cp)

ph The oil density (g/cm3)

pb : Ball density (8.03 g/cm®)

k Viscometer constant 3.3 for size 2

MKOH | Molar mass of KOH (56 g.mol~ ")

VKOH | KOH solution volume used (mL)

CKOH | KOH titrated solution exact concentration (mol.L™ 1)
Moil Mass of the test sample (g)

V! Volume in ml of the hydrochloric acid solution (HCI) at 1 mol/l for the blank titration
Vv Volume in ml of the hydrochloric acid solution (HCI) at 1 mol/l for the sample titration
N Exact normality of the hydrochloric acid solution

m Mass of the sample

Subscripts

NO Normal oil

RO Recycled oil

BNO Biodiesel for normal oil

BRO Biodiesel for recycled oil

2 Materials and Methods

Today, rapeseed and soybean are the two most commonly used raw materials for
biodiesel production. Rapeseed produces about 435 1 to 550 1 of biodiesel per
hectare, while soybean produces about 160 1 per hectare; also, sunflower can
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produce 280 1 of biodiesel per hectare (Balat and Balat 2008), (Kojima and Johnson
2005). Note that the majority of biodiesel in the USA is produced from soybean oil,
estimated at more than 90% (Collins 2006). In the present work, we have chosen an
edible oil widely used in Algeria, sold under the name “ELIO.” Thus, two varieties
of this oil are used in this study: the first is the unused ELIO oil and the second one
is the same oil, used at most three times for frying.

The ELIO oil is edible vegetable oil composed of 20% sunflower and 80%
soybean. The formulas of the corresponding triglycerides are as follows:

Sunflower oil (High linoleic) : Cs7HogOg
Soybean oil : C57H106010
ELIO Oil : 20% sunflower and 80% soybean

The molecular weight of this oil is given by

M = 0.8 x Msoybean + 0.2 x Msunﬂower (1)
M = 943.6 g/mol

2.1 Characterization of the Studied Oils

Some parameters characterizing these oils were determined as follows: the refrac-
tive index, the cetane number, the acid number, and the saponification number, in
addition to the evaluation of density and viscosity variation at different
temperatures.

2.1.1 Variation in the Density of QOils

The oils’ density variation based on temperature is accomplished by means of a
standard densitometer of type DMA 35y (Density Meter, Anton Paar, Serial:
80,306,269, from 0 to 2 g/cm3).

2.1.2 Variation in Viscosity of Oils

The viscosity of the oils based on the temperature was monitored using a falling ball
viscometer (from stainless steel ball). The dynamic viscosity was determined
through the following formula:

1= k(py = pn)t 2)
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The unit of viscosity obtained is centipoise (1 cp = mPa/s), the kinematic viscosity
is calculated by the following formula: v = u/py,.

2.1.3 The Acid Number

In our work it is believed that the free acids are represented by only linoleic acid;
the IA is given by the following formula:

_ Mxon *x Vkon X Cxon 3)
Mojl

IA

The IA in this work is determined by titration.

2.1.4 Saponification Number

(V' =V)x56.1xN
m

S:

4)

The saponification value is given by the following formula (4):The saponification
number in this work is determined by titration.

2.2 Biodiesel Synthesis in Laboratory

Methyl esters are obtained by reaction of triglycerides transesterification by meth-
anol using KOH as catalyst; our choice of catalyst is based on a previous study by
May (2004), which showed that Na,, NaOH and KOH are effective catalysts for
the transesterification reaction.

For all the tests made we used a heating reflux apparatus that consists of a
1000 ml flask equipped with a condenser, the stirring system was provided by a
magnetic bar. The flask was immersed into a water bath; the reaction was carried
out for 2 transesterification at a temperature of 50 °C. The quantities of materials
used are shown in Table 1.

The molecular weight of methanol is: M (methanol) = 32.04 g/mol; and the
molecular weight of oil is: 943 g/mol.

Table 1 Quantities of oil Methanol

Catalyst
reagents used

250 g 85 g (report 1: 10) 2.5 g (1% weight of oil)
250 g 72 g (report 1: 8) 2.5 g (1% weight of oil)
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2.2.1 Characterization of Biodiesel

Physicochemical characterization touches the following parameters: the acid num-
ber and the flash point with the evaluation of density and viscosity variation at
different temperatures.

2.2.2 Characterization by IR Spectroscopy

We used as a method of analysis, infrared rays (IR) by means of Infrared Spectro-
photometer type IR-408 (SHIMADZU corporation, Serial N°. A200129,031,261).

3 Results and Discussion

3.1 Characterization of Oils Used

The characteristics of the two types of oil used in this study, namely: ordinary oil
(NO) and recycled oil (RO) (used for frying) are summarized in Table 2.

The fire point and the flash point were monitored using a semi-Automatic Tag
open cup flash point tester (Stanhope-Stea (mindex) serial 1,027,348, ios
9001:2008), and the index of refraction was measured by ABBE Refractometer
(147434).

From Table 2 we note that the acidity and saponification values for RO are
higher than those of NO, caused by the presence of an important gap between the
two types of oil, due, on one hand, to the fact that the edible refined oil (ELIO) was
treated to reduce its acidity and to eliminate the undesirable components (AGL,
Phospholipids, etc.), and, on the other hand, the frying or storage may have caused
the formation of free fatty acids inside the HF, which proves that a good quality oil
possesses a low acid ratio and that a low saponification value corresponds to fatty
acids containing a longer chain of carbon. Concerning the other properties men-
tioned in the table (index of refraction, flash point, cetane number), we notice that,
overall, the values recorded for both types of oil are close, with only a thin
difference.

T}?bl_e 2 h0i1§ 1 The characteristics (NO) (RO)
plLysicochernica . The acid number 0.5 1.83
characteristics and properties
Saponification number 74.66 253.86
Index of refraction 1.4756 1.4762
Fire point (°C) 346 340
Cetane number 48 47

Flash point (°C) 312 305
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Fig. 1 NO and RO densities variation based on temperature

3.2 Oils Density Variation

Based on the recorded values in Fig. 1, it is noted very clearly that the density of the
two oils decreases with increasing temperature. Moreover, this decrease is similar
for both types of oil between 20 and 50 °C; however, from 50 °C we notice that the
frying oil has lower densities compared with those recorded for the unused oil.

3.3 Oils Viscosity Variation

From the curves (Fig. 2) it is noted that the oils viscosity has decreased when the oil
temperature increased. Moreover, it is noted that there is a more or less significant
difference between the values of the two types of oil. The measured viscosity values
for both oils are very high, which constitutes a handicap for their direct use as
biofuels. These results are consistent with those obtained by Kerschbaum and Rinke
(2004), who have demonstrated that vegetable oils can be used as fuel for diesel
engines, but with a viscosity much higher than that of regular diesel, their use
requires engine modifications (Kerschbaum and Rinke 2004). Indeed, the high
viscosity seems to be the principal cause of many problems associated with the
direct use of vegetable oils as biofuel (Ryan et al. 1984); knowing that vegetable
oils are extremely viscous with viscosities 10-20 times higher than that of diesel
(Cetin and Yuksel 2007).
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Fig. 2 NO and RO viscosity variation based on temperature

3.4 Yield of Biodiesel

The yield of the synthesized biodiesels from the two types of oil and with the two
molar ratios (1/10 and 1/8) is calculated by the following formula:

__experimental mass of biodiesel

n= (5)

theoritical mass of biodiesel

Theoretically, 1 kg of oil gives 1 kg of biodiesel by transesterification reaction
while the theoretical mass of biodiesel is the mass of oil that we used in the reaction.

The obtained results are shown schematically in Fig. 3.

From Fig. 3, firstly, we notice that the yield achieved with the unused ELIO oil is
higher than that achieved with the used oil for both molar ratios. Secondly, the yield
of the ratio (1/8) is greater than that obtained with the ratio (1/10) in this case. In
addition, the analysis of the results presented in Fig. 3 indicates that the difference
in yield between the two types of oil is 07.58% and 20.4% with the ratios (1:8) and
(1:10), respectively, after being exposed at the same temperature, reaction time, and
for the same amount of catalyst. Following these results, it can be said that the use
of frying oil with a molar ratio of 1:8, in 2 h only of reaction and under a
temperature of 50 °C, improves the yield of oil conversion by transesterification.
Thus, it is a wise choice, for it helps to contribute to environmental remediation,
with costs more or less acceptable. The yield results also confirm that the molar
ratio is an important factor and that our results are consistent with those obtained by
Tomasevic and Siler-Marinkovic (2002), who have found that the molar ratio is far
more effective than the catalyst of the transesterification reaction. We notice that
the superior molar ratios are used to improve the solubility and to increase the
contact between the triglyceride molecules and the alcohol (Noureddini et al. 1998).
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Fig. 3 The yield of biodiesel from regular oil ELIO and from frying oil with the two ratios (1/8
and 1/10)

T}?ble 3 Biodiesel Characteristics BNO BRO
characteristics The acid number 0.56 1.12
Flash point (°C) 198 249

3.5 Biodiesels Characterization

The biodiesel characteristics obtained by transesterification from the two types of
oil are summarized in Table 3.

The measured values for the acid number and the flash point show that there is a
significant difference between the two types of biodiesel. Indeed, the frying oil
biodiesel possesses excessive values in comparison with those of the ordinary oil
biodiesel.

3.6 Biodiesel Density Variation

The biodiesel density variations are presented in Fig. 4.

From the results shown in Fig. 4, we notice that the density values for both
biodiesels are less than those of oils, and also the fact that they are decreasing with
an increasing temperature.

3.7 Biodiesel Viscosity Variation

Viscosity is another important property of biodiesel since it affects the functioning
of the injection system. The variation of viscosity based on two biodiesels temper-
ature is presented in Fig. 5.
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Fig. 4 BNO and BRO density variation based on temperature
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Fig. 5 BNO and BRO viscosity variation based on temperature

From Fig. 5 it is noted that the biodiesels viscosity decreases with an increasing
temperature. Also the viscosity of the biodiesel synthesized from unused oil (BNO)
is considerably lower than that obtained by the use of frying oils (BRO) and this
while using, for all values, the same temperatures from 20 to 80 °C. The most
interesting thing is that the gap between the two is thin, which allows us to say that
the use of frying oil for biodiesel production is better.

Furthermore, comparing the viscosity values of the unused (NO) and the used
oils (RO) with those measured for the synthesized biodiesels (BNO and BRO) at
temperatures of 20 and 80 °C, shows that there is a significant decrease in viscosity
depending on the temperature increase for the oils and biodiesels, and adding to
that, the values of the biodiesels viscosities are significantly lower than those of oils
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for both temperatures of 20 and 80 °C. The comparison of the viscosity values for
biodiesel and oils was also done; the obtained results are summarized in Table 4.

The analysis results of Table 4 show that the viscosity variation gap during the
transition from oil to biodiesel is significant for both oils. However, this gap is much
wider for the unused oil compared to that of the frying oil, for both temperatures
values. It is also observed that this gap is doubled to 3.28% for the unused oil and to
6.56% for the frying oil, when the temperature increases from 20 to 80 °C.
Following these results, we can conclude that the use of frying oil for biodiesel
production offers the advantage of a significant decrease in viscosity, which pre-
sents the major obstacle for the direct use of vegetable oils as diesel engines fuel
Figs. 6 and 7.

Table 4 Percentage of oils and biodiesel viscosity reduction based on temperature

Qil to Biodiesel 20 °C 80 °C Difference
NO to BNO 90.32% 87.04% 3.28%
RO to BRO 89.24% 82.68% 6.56%

Fig. 6 IR spectrum of
roduced biodiesel from ' \
. r—lﬁ | \ :

unused oil )

I &
J |f‘ | /ﬂ~\‘(\|l

Fig. 7 1R spectrum of It \ \ @\

produced biodiesel from ; | . x
used frying oil ‘ | \ f ‘ ‘ ( ‘/ \
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3.8 Biodiesels Characterization by IR Spectroscopy

The main functional groups of biodiesels are summarized in Table 5.
The analysis of the Table 5 and spectrum samples allows us to draw the
following information:

« A stretching vibration between 2900 and 3000 cm ™' corresponds to an ester
grouping C-H.

« A stretching vibration at 1100 cm ™' for (BNO) and 1155 cm™' for (BRO)
corresponds to a grouping of C-O.

« A stretching vibration at 1740 cm ™' corresponds to a grouping of C = O.

These data confirm the presence of an ester.

3.9 Checking of Biodiesels Quality

In order to see if the synthesized biodiesels are consistent with the international
standards, a comparison between the two types of synthesized biodiesels and those
standards is essential. Table 6 includes some parameters used for the comparison.

The comparison concerns certain properties, namely, density, viscosity, and the
acid number. Firstly, our present biodiesels are characterized by densities and
viscosities, which are consistent with the standards. Secondly, the ordinary oil
has an acid number conforming to the standards, while the frying oil possesses a
noncompliant acid number. From the analysis results, shown in Table 5, concerning
the flashpoint, we can say that the synthesized biodiesels have, for the high values
Urecorded, low flammability, as follows: 198 and 248, respectively, for the unused
oil biodiesel and for the frying oil biodiesel. These results confirm that the biodiesel
provides advantages in terms of safety compared to petroleum diesel, for it is much
less flammable compared to petroleum diesel, which is characterized by a 77 °C
according to Balat (2005).

Table 5 Biodiesel functional "Rynctional group C-H C=0 |C=C |coO

groups IR spectrum em ' |BBNO | 3000 1750 | 1640 | 1100

BBRO 2900—-3000 | 1740 1645 1155

Table 6 Checking of biodiesels quality

Parameters BNO BRO Standard Diesel
Density at 15 °C 0.884 0.883 0.86-0.9 0.820-0.850
Kinematic viscosity at 40 °C 4.1 4.54 3.5-5 2-4.5

Acid number 0.56 1.12 0.8 max -

Flash point - - 101 55 min
Cetane number — - 51 49-53

Fire point (°C) 198 249 - -
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4 Conclusion

Biodiesel is one of the most important renewable energy sources due to its various
advantages. It is synthesized by transesterification, which is the most recommended
technique. In this recent study, we applied this technique to synthesize biodiesels
from two types of oil, first the ordinary oil ELIO, the second one is the frying oil.
We also used methanol for the reaction and KOH as catalyst. The analysis results
showed that a molar ratio of oil/alcohol of 1:8 is better in our experience, for it
provides a yield of approximately 93.05% of ordinary oil and 85.07% of frying oil.
The characterization of the synthesized biodiesels was initiated thereafter; we used
infrared spectroscopy to identify the functional group of the formed biodiesel,
which confirms that the synthesized biodiesels are methyl esters of fatty acids.

Other parameters were also checked for the oils and biodiesels, namely, acid
number, saponification value, refractive index, cetane number (the latter for oil
only), and also the variation of density and viscosity based on temperature. The
analysis of these parameters and their comparison with the standards can draw the
following conclusions:

» Biodiesels densities are low compared to those of oils.

« Biodiesels flash point and cetane number are higher than those of diesel.

» The frying oil relatively high acidity is a priori due to the changes that it has
undergone due to the high temperatures and impurities during its use.
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Membrane Desalination Technology
in Algeria: Reverse Osmosis for Coastal Areas

7. Tigrine, H. Aburideh, M. Abbas, S. Hout, N. Kasbadji Merzouk,
D. Zioui, and M. Khateb

1 Introduction

Seawater desalination is necessary in a number of countries that witness water
shortage, as an option for securing the supply of drinking water to the population,
given the rapid increase in water demand in the sectors of agriculture and industry.
The biggest constraints of the desalination system are its energy consumption per
cubic meters product and environmental impacts due to discharges of brine in the
natural environment. Despite these constraints, desalination plants grow around the
world, including desalination processes to deal with the increasing water demands.
Resources are limited in quality and quantity, resulting in the establishment of
treatment solutions of brackish water and seawater.

Currently, on the industrial scale more than 15,000 desalination plants have been
installed worldwide with a production capacity of about 56 million m>/day with
64% seawater while the global capacity of drinking water production is about
500 million m*/day. In the Mediterranean, the production of desalination plants is
10 million m*/day. The total production capacity is estimated to be more than 8.5
billion gallons/day (Quteishat and Abu-Arabi 2006).
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In remote regions, particularly in the Middle East and North African countries
MENA, freshwater scarcity is a huge problem. The exploitation of groundwater
aquifers and surface water has contributed to the decrease in quantity and quality of
existing natural water resources (Mohamed et al. 2008).

Availability of electricity networks in these regions is frequently limited; tech-
nologies that are able to remove pathogens and dissolved contaminants require
large amounts of energy (Eltawil et al. 2009; Schafer et al. 2007). Different
economic constraints encouraged the spread of desalination technologies in the
Arab countries where potable water is an essential resource as electricity
(Al-Karaghouli et al. 2009). The total population is around 325 million with a
very high growth rate of 2.7%; the per capita share of the total annual renewable
water resources (TARWR) has dropped well below the UN threshold for water
poverty (1000 m*/year) with most of the Gulf Arab countries reaching per capita
TARWR below 200 m3/year (El-Nashar et al. 2007).

One of the most common membrane desalination methods is reverse osmosis; it
has emerged as the dominating technology to produce freshwater from seawater for
many industrial and domestic applications (Greenlee et al 2009). Several technol-
ogies allow the production of freshwater from seawater and brackish water. In
general, desalination technologies can be classified into two different processes of
separation, namely, thermal and membrane-based desalination. Among the known
thermal processes, multiple effect distillation (MED), multistage flash (MSF), and
vapor compression distillation (VCD) can be cited while the membrane processes
include reverse osmosis (RO), electrodialysis (ED), and nanofiltration (NF).

Processes based on separations’ membranes know in this context a great interest.
They seem to be very powerful tools for desalination, purification, and recycling of
fluids for a “zero waste” goal.

The reverse osmosis technique is the most commonly used technology for
desalination where it comprises up to 45% of the total world desalination capacity.
The development of desalination applications and positioning of membrane pro-
cesses compared to thermal processes can boost technological and process innova-
tions in this field. The changes aim to reduce energy consumption, investment, and
operating costs.

Furthermore, the reverse osmosis facilities are mainly concentrated in the
regions situated around the Mediterranean Sea where energy consumption is
lower compared to the other water desalination technologies. The energy consump-
tion of seawater reverse osmosis plants decreased in time from 20 kWh/m® in the
1970s to 3.5 kWh/m? in the 1990s due to energy recovery, pumping systems, and
the development of efficient membranes destined and characterized for seawater
(MacHarg and Truby 2004).

However, the costs of water desalination are very high for its intensive use of
energy. As seawater has a higher osmotic pressure than brackish water, the energy
requirement to desalinate brackish water was estimated below 1.5 kWh/mS, and it
remains lower than that for seawater (Kehal 1991). As the cost to desalinate
brackish water is less than other existing alternatives, desalination in many arid
and semiarid regions can be the best way to obtain clean and freshwater.
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More recently, membrane technology has witnessed an enhancement, resulting
in a significant increase in water production with high quality and cost saving.

More improvements of membrane desalination efficiency, namely, the develop-
ment of new fouling resistant membranes, use of appropriate pretreatment, optimi-
zation of reverse osmosis operating factors, brine management, as well as
renewable energy coupling to desalination technologies, can contribute to reducing
water production cost. Due to rising environmental concerns, renewable energy
technologies are most interesting for powering water desalination facilities.

For well over a decade, there have been a large number of experimental and
theoretical works on characters that have been carried out in order to make changes
and improve the performance of this type of desalination plant. However, in some
cases, for example in small rural sites or during disasters where potable water is not
available, small RO systems operating using photovoltaic (PV) systems could also
be used to obtain drinking water, to help people survive.

Many attempts and experiments have been conducted to find appropriate cou-
pling processes between the RO desalination processes and PV systems as renew-
able energy resources. This area has continued to attract the interest of many
researchers. Several studies focused on this type of configuration by carrying out
experimental small plants. With support from the Canadian government, Keefer
et al. (1985) developed two small reverse osmosis systems powered by photovoltaic
energy in Vancouver, British Columbia, to demonstrate the use and optimization of
solar energy consumed with storage batteries (panels have a power of 480 W). To
produce demineralized water 0.5—1 m*/day, they examined the differences between
the direct connections of PV reverse osmosis system, the maximum power tracking,
and included storage battery. Using a positive displacement pump with variable
speed, with energy recovery of the rejected brine, they claim to be able to reduce
life cycle costs by 50% compared to conventional systems OI/PV. Other investi-
gations illustrated that power consumption can be reduced to 0.89 kWh/m? (Maurel
1991; Kehal 1991), and an attempt was made to model this type of coupling without
using batteries as given by Thomson (Fritzmann et al. 2007).

Hanafi (1994) studied the different desalination technologies associated with
renewable energy, mainly solar, wind, tidal, and geothermal. He presented some
control limits for the use of energy sources including wind, which are more
recommended than RO/PV. A systematic approach to renewable energy-powered
desalination considering all the alternatives was presented by Rodriguez et al.
(1996). Of all the combinations studied, they concluded that RO powered by PV
is interesting in very specific cases, such as in sunny remote sites.

A small reverse osmosis system (RO) powered by photovoltaic (PV) systems has
been installed and tested at the island of Gran Canada by Herold et al. (1998). A
feasibility study of this small PV system RO of 1 m>/day was presented. The pilot
plant, with an average production capacity of 3.2 m*/day of freshwater, is coupled
to a stand-alone PV system and storage batteries. The rated power consumption is
2.35 kW. They described in detail the technical characteristics of the installation
(RO) as regards its operating constraints and energy consumption.
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Antho Joyce et al. (2001) described a small pilot reverse osmosis unit powered
by a PV system that was implemented in the Department of Renewable Energy,
INETT. This small compact unit with a daily production of 100—500 L operating at
low pressure (<5 bar) with a PV module 3 x 50Wp can produce drinking water
from brackish water containing salt concentrations of about 5000 ppm. They
presented the preliminary results of laboratory tests carried out in the summer of
2000 in Lisbon. A spiral membrane-type MP-TA50 with a filtration mode coupled
with the low pressure operation (<5 bar) enables low power consumption, around
100 kJ/kg impregnation. However, these results related to daily production have
been confirmed by other operating conditions by comparing the quality of impreg-
nation and the energy consumed according to pressure. Nevertheless, they may
conclude that the energy consumption of the small pilot of reverse osmosis system
decreases as the feed water recovery and supply pressure increase. The results of
these experiments are used to validate a mathematical model of a system based on
the I-V characteristics of PV modules. This model predicts the annual production of
drinking water of this unit and the cost of the water produced by this type of system.

In Algeria, Sadi and Kehal (2002) and Kehal (2003) conducted experiments on a
reverse osmosis desalination plant installed in Hassi Khebi (south-eastern Algeria)
with a capacity of 0.85/h driven by a photovoltaic generator. This unit was acquired
as part of the collaboration between the research center CDER (Algeria) and the
Commissariat a I’Energie Atomique (CEA France). They presented the evolution of
power and pressure versus time; the results were encouraging during the experi-
mentation period, giving a conversion rate of 40.7%. Subsequently, the rate
dropped to 24% due to neglect and lack of skilled technicians. Unfortunately, the
membranes were clogged, causing a loss of production. They also presented the
perspectives and desalination opportunities along the Algerian coast with 1200 km
and within the country where several aquifers are characterized by high salinity,
2-5 g/l salts dissolved.

Badreddine et al. (2004) were able to build a prototype of a reverse osmosis
desalination unit with 100 L/h at the laboratory scale powered by a photovoltaic
energy source (550 W—4.2 A). This innovative concept was installed at AAST in
Egypt in the framework of a cooperation project with PROAUT UASZ and
supported by SwissContact. The plant is intended for educational and research
purposes. This preliminary operation experience shows that skilled personnel is
required for operating and maintaining these kinds of desalination systems. They
briefly discussed some of the issues of research that can be studied at laboratory
scale, by modeling the system to optimize energy consumption, system availability,
and production of water under variable weather conditions.

In Jordan S. Abdallah et al. (2005) have presented an experimental study which
aims to investigate the potential for water desalination development using a solar-
powered system. The results have shown that the reverse osmosis system powered
by photovoltaic energy can be easily applied. They may conclude that a gain of
25 and 15% of electrical energy and the flow of desalinated water, respectively, is
possible using the tracking system on east-west axis with flat fixed plate. The results
are presented in curve form, namely, the electric current, voltage, electric power,
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and the production rate for a fixed surface and a tracking PV system versus time.
Furthermore, the production rate for a fixed surface and a tracking PV system
according to electric current was introduced. They reported that more experimental
work must be done to study the continuous performance of the system, and further
investigation should be directed to the membrane fouling and system recovery.

Different possibilities of coupling RO with the most appropriate sources of
renewable energy as hybrid systems (photovoltaic and wind) are presented by
Bourouni et al. (2011) using a new model based on the genetic algorithms to
minimize the total water cost. Village of Ksar Ghiléne located in the south of
Tunisia was chosen for this study that presents the case study of PV/RO unit
installed since 2007. A comparative analysis with reference software (ROSA for
the RO unit and HOMER for the PV modules) was validated.

Numerical simulations on a small-scale, stand-alone, solar-PV-powered
(RO) system, with or without battery storage, were reported by Daniel et al.
(2013). They note that the system scalability influences the sensitivity of simula-
tions and the type of I-V characteristics used. The results confirm that including
batteries to store excess renewable energy has a significant impact on the perfor-
mance of smaller systems compared to larger ones. Various alternative systems can
be used for desalination technology integrating the RO desalination process. Ibarra
et al. (2014) analyzed the performance of a specific solar desalination organic
Rankine cycle (ORC) system at part load operation. They tried to understand its
behavior from a thermodynamic perspective and were able to predict the total water
production with changing operation conditions. It is seen that the water production
is stable during day and night through the thermal storage where the rate flow was
around 1.2 m’/h.

Current desalination technologies were described by Youssef et al. (2014) by
comparing their performance in terms of input and output water quality, amount of
energy required, and environmental impact. They suggest that adsorption desalina-
tion technology is a suitable technology for seawater desalination with its low
running cost and low environmental impact as it uses waste energy resources.

To meet the demand for potable water in areas where reserves are insufficient,
the recourse to desalination remains the best solution.

The Algerian government has launched several large-scale programs to eradicate
the problem of drinking and irrigation water shortage. Among them are the con-
struction of new dams, water transfer, the implementation of desalination plants,
and the development of new treatment plants and wastewater treatment. The aim of
this chapter is to review the water shortage problem in Algeria and to present
several plants of desalination that can be implemented on the Algerian Mediterra-
nean coastal areas using reverse osmosis technology which are very effective for
solving water scarcity problem from economic and environmental viewpoints. As
the Algerian population is growing, the need for drinking water is increasing; water
desalination is a promising means for producing clean water from saline water
abundant in sea and also in the large Saharan region. We choose a case study: Fouka
seawater desalination plant by providing its monthly rate production and energy
consumption for 1 year.
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Water and energy are two main topics for any country’s development plan. A
small reverse osmosis equipment coupled with a solar energy system such as PV,
wind, and CSP (Concentrating Solar Power) could be useful to produce electricity
which is able to generate the energy required by membrane desalination reverse
osmosis applications. It seems that according to bibliographic research, photovol-
taic energy system is an alternative to provide electricity and clean water. The most
promising PV energy conversion technologies are available for remote and arid
areas. This technology is in development in many regions where various technol-
ogies used to desalinate saline water have different performance and characteristics.
We conclude that this type of technology is destined to remote areas where the
access to electricity and water is a challenge.

2 Problematic and Hydric Resource in Algeria

Algeria is an important Mediterranean country; it faces increasing water shortages
due to climate change (low rainfall, desertification, etc.). It stretches from east to
west on a long coastline of 1200 km in length. The continual population growth, of
which 80% is concentrated in the coastal cities, and business growth in socioeco-
nomic sectors such as agriculture, industry, and tourism have led to increased
consumption of water. Desalination and wastewater reuse solutions are imperative
for Algeria to overcome water shortage.

Algeria still faces drinking water supply problem; first, mechanisms must be
employed to reduce wastage and water leaks, as water remains insufficient in
semiarid and arid regions. One solution is the production of freshwater from
brackish water and/or seawater. With its ideal location, Algeria has the largest
solar resource in the Mediterranean basin. The average duration of the Algerian
territory sunshine exceeds 2000 h annually, reaching nearly 3500 h of sunshine in
the Sahara desert. The total received power is estimated at 169,400 TWh/year, that
is to say 5000 times the annual electricity consumption of the country. Algeria has
limited water resources that are unevenly distributed in time and space, and the
imbalance between supply and demand of water becomes a major constraint.

Algeria has very limited water resources, largely insufficient to cover domestic,
agricultural, and industrial needs. A population of 90% is concentrated in the
coastal strip where all economic activities of the country are concentrated, and it
requires a considerable water supply. Its climate is diverse according to its geo-
graphical diversity and interannual rainfall variability. A variability in rainfall
between West (350 mm average rainfall), East (1000 mm) and high relief
(2000 mm), which becomes almost absent from the Sahara (average below
100 mm) and a concentration of precipitation over time, is noticed. The evolution
of rainfall during 1922-2005 is presented in Fig. 1 for three regions, namely,
Algiers, Constantine, and Oran. The figures show strong decrease in rainfall,
especially in the Oran region. This situation causes drought cycles. Practically,
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Fig. 1 Evolution of rainfall in three regions (Algiers, Constantine, and Oran) in 1922-2005
(Services de I’eau en Algerie Faire 2011)
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Table 1 Total actual renewable water resources in the North African countries in 2005 according
to AQUASTAT, FAO

TARWR TARWR per
Population | Precip rate | volume (km®/ | TARWR per capita (m*/
Country (1000 s) (mm/year) year) capita (m3/year) year)
Algeria 32,339 100 14 478 440
Tunisia 9937 300 4.6 482 460
Egypt 73,390 100 58 859 790
Morocco 31,064 300 29 971 930
Mauritania 2980 100 11 4278 3830
Libya 5659 100 1 113 106
Sudan 34,333 400 65 2074 1880

the North African countries have a low precipitation rate as shown in Table 1 that
depicts water availability in the North African countries in 2005 according to FAO.

The hydrological context of Algeria is summarized within exorheic watersheds
whose wadis have the outflow to the Mediterranean Sea, and the endorheic water-
sheds are formed of the chotts and sebkhas (saline lakes). The Sahara regions have
an important subsoil rich in water and oil slicks (fossil fuel) according to Remini
(2010).

Among the main technical problems encountered in the dams that affect the
quantity and quality of water resources in the north of the country are the evapo-
ration of dam lakes, the leaks in dams, the eutrophication of dam reservoirs, and the
intrusion of seawater into coastal aquifers.

The country has five hydrography networks, by grouping 17 watersheds as
shown in Fig. 2. Water resources are not equally distributed, in terms of either
their geographical distribution, quantity, or nature (surface or groundwater). Water
potential is estimated at 19.4 billion m*/year among them; 12.5 billion m*/year is
distributed in the northern regions (superficial and underground resources) and 5.5
billion m*/year in the Saharan regions (Problématique du secteur de 1’eau 2009).

The country currently has 66 dams with a storage capacity of nearly 7 billion m”.
This number is expected to increase as 19 dams are under construction at present to
allow regularize half of the total contribution of the wadis, or 5 billion m3/year for
an installed capacity of around 10 billion, and 20 new dams are planned for 2015. It
is estimated that 1.6 billion is their average annual volume. Figure 3 represents the
total surface water and groundwater resources and their distribution. In 1962, the
annual water availability per capita was recorded about 1500 m>.

This value was rapidly lowered over time; it recorded 720 m3, 680 m3, and
630 m*> in 1990, 1995, and 1998, respectively. Today, owing to population pressure
the annual water availability per capita is 500 m’; this availability will be only
430 m® per capita by 2020. In terms of water potential, Algeria is below the
theoretical scarcity threshold set by the World Bank (1000 m> per capita per
year). Table 2 shows the water availability per capita in Algeria by 2020
(Problématique du secteur de 1’eau 2009).

According to the Ministry of Water Resources, Algeria has 50 dams in operation,
11 are under construction, and 50 other dams are being studied; they should be
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Fig. 3 Potential distribution per basin

completed before 2020 in order to catch up a delay found because of water losses
estimated at 50%. Despite the construction of new dams and the use of desalination,
Algeria will record a water deficit of 1 billion m® by 2025. The lack of resources is
compounded by the poor spatial and temporal distribution of these resources, the
soil erosion and siltation of dams, and the losses due to the obsolescence of
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Table 2 Water availability per capita in Algeria by 2020 (Problématique du secteur de ’eau
2009)

Basin Population Availability
hydrographic Resources (hm) (106 capita) (m3/capita)
Oranie chott 1400 6.3 220
Chergui

Chélifer 2072 7.0 300
Algérois 5125 15.8 320
Soumma-Hadna

Const-mejd 5048 10.0 500
Mellegue

Sud 5436 4.9 1120

Total 64,518 44.0 430

distribution networks and insufficient management. In particular, the desalination
of seawater and brackish water is one of the promising techniques for some regions
of the country. It responds primarily to drinking water supply and irrigation of
agricultural land. For this purpose, desalination is encouraged by the state whose
government has installed several desalination plants in Algeria. Several major
centers, such as Arzew which provides 90,000 m> or center of Beni Saf, have
solved the problem of water scarcity in some cities.

3 Seawater Desalination Technology in Algeria

Water and energy are two main topics for any country’s development plan. Algeria
is the second largest country in Africa and the Arab world after Sudan in terms of
surface area, and the largest around the Mediterranean whose southern areas
include a significant part of the Sahara (80%). To meet the demand for freshwater
in areas where reserves are insufficient, several countries have called on water
desalination. The Algerian government has launched several national large-scale
programs to eradicate the problem of drinking and irrigation water shortage.
Among them are the construction of new dams, water transfer, the implementation
of desalination plants, and the development of new treatment plants and wastewater
treatment.

Desalination is a process that removes salts from water so that it may be used in
municipal and industrial applications. With advanced techniques, desalination
processes are becoming cost competitive with other methods of producing fresh-
water. Two main categories of technologies used for desalination can be classified
as thermal and membrane. These technologies need energy to operate and produce
clean water. Desalination processes using different techniques are determined by
category as shown in Fig. 4.

Due to a severe continuous drought, the Algerian government has adopted a
huge desalination program to overcome the water deficit. Thirteen seawater
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Fig. 4 The main desalination technologies and processes

desalination projects are operational with a total capacity of 2260 million cubic
meters, that is, 2.26 billion liters per day. A determined program launched by the
government in the last decade aims to deal with the lack of conventional drinking
water resources and meet the domestic needs of more than 20 million Algerians.
Moreover, 75 dams in construction will bring the overall volume of 6 billion m3;
they will be operational by 2025. Seawater desalination capacity in Algeria
increased from 152,500 m*/day in 2006 to 1. 2 Mm?/day in 2011. At the end of
2012, the production capacity was 1.3 Mm?/day, and the total capacity in 2014
reached 2.1 Mm?/day. In Algeria, reverse osmosis technology is the most used for
desalination that represents more than 95% as reported by Fig. 5. The general
location and distribution of water desalination plants in Algeria is provided in
Fig. 6.

Desalination of seawater in Algeria is an ambitious program; it is implemented
through the installation of large seawater desalination plants as El-Magtaa méga
plant near Oran, which is operational since the first semester 2014. It is one of the
largest in the world; it uses reverse osmosis process with a capacity of 500,000 m?/
day for the long-term coverage of needs for drinking water of 5 million people. The
station of Hamma, called to ensure drinking water supply to Algiers, was inaugu-
rated in February 2008, with a production capacity of 200,000 m*/day. Figure 6
shows the different desalination plants implemented in Algeria with their capacity
in cubic meters per day. We observe that the west region has benefited from a strong
desalination capacity in comparison to the center region. The progress of these
plants is presented in Fig. 7. This program concerned several regions, namely,
Sahara, east, and west cities (Table 3 and Fig. 8).

Now, let us present the evolution of the installed capacity of water desalination
in Algeria between 2006 and 2014 as given in Fig. 4 (MacHarg and Truby 2004). It
can be seen that the total production capacity of drinking water increases along
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Fig. 6 Distribution of water desalination plants in Algeria (Remini 2010)

time. The following table provides estimates of the capacity that was installed
between 2005 and 2010 and which will be installed during 2020-2030. Near-future
water needs are estimated according to regions. We note that 16 projects of large
units bring the desalted water volume to 942 m>H for the horizon 2025. The
achievement of these 13 seawater desalination plants with a total capacity of
about 2260,000 m>/day made up for the actual need for water despite different
technical problems encountered at the station due to electricity cuts (Table 4 and
Fig. 9).

In addition to these great stations, the desalination program reveals the presence
of some monobloc stations of small capacity (between 2500 and 7000 m?/day),
some of which have been relocated to provide water to the most affected areas (see
table 4).

The various stations that exist in Algeria are managed by production companies
piloted by the Algerian Energy Company (AEC) which is created by Sonatrach and
Sonelgaz groups. The production of freshwater from desalinated water is sold to the
Algerienne Des Eaux (ADE) that is a public body of industrial and commercial
character. This public body is under the authority of the minister responsible for
water resources that was created in April 2001 year by executive Decree
No. 01-101. We emphasize that desalinated water prices remained constant for
consumers despite the development of desalination plants (Table 5).
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Fig. 7 Capacity of the seawater desalination plants in Algeria

The cost of desalinated water is estimated according to three important elements,
namely, financial expenses, energy cost, driving operation and maintenance costs.
Over the past decade, the cost of desalination declined by half as the raw materials
cost has increased and will continue to increase in the near future. Investment costs
are estimated at 9001000 €/m*/h for reverse osmosis. The cost of desalinating
brackish water is significantly low (0.2-0.3 €/m>) in comparison to seawater which
varies in the range of 0.4-0.6 €/m”’. The desalinated water for large units costs about
two times more than conventional water (Ibarra et al. 2014).

4 Case Study: Seawater Desalination Plant of Fouka

The realization of the seawater desalination plant of Fouka is a part of the national
program of realization of 13 plants. It is the third station established in the wilaya of
Tipaza along with the Bou Ismail station which delivers 5000 m>/day and Oued
Sebt station Gouraya which also delivers 100,000 m3/day. The seawater desalina-
tion plant of Fouka is intended to cover the drinking water needs of the eastern part
of the province of Tipaza and part of the western region of Algiers. It is functional
since 2011, located in the town of Fouka, Douaouda wilaya of Tipaza and
implemented on a surface of 10 ha. This station uses the membrane separation
reverse osmosis technique to desalinate seawater; its daily desalination capacity is
120,000 m*/day.
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Table 3 Progress and localization of seawater desalination stations in Algeria (http://www.mre.
dz/baoff/fichierssPROGRAMME_DESSALEMENT.pdf)

Desalination stations of seawater

DIM (km)
L.<D
Region | Project location mm < ... Progress Investors (SDEM)
West Ouest Arzew/Oran | 37 km Operating Black-Veach
o = 1250 (August 2005) (South Africa)
Souk Tleta/ 157 km Operating (May Hyflux-Malakoff
Tlemcen 250 < @ < 1400 |2011) (Singapore)
Honaine/Tlemcen | 160 km Operating (July Geida
500 < @ < 1200 | 2012 (Spain)
Mostaganem 117 km Operating Inima-Aqualia
200 < ® < 1400 | (September 2011) | (Spain)
Sidi Djelloul/Ain 160 km Operating Geida
Temouchent 250 < @ < 1400 | (December 2009) | (Spain e)
Mactaa/Oran 21 km Works in Hyflux-Malakoff
700 < ® < 1800 | progress (Singapore)
Center | Hamma/Alger 12 km Operating Ge.lonix (USA)
700 < @ <900 (February 2008)
Cap Djinet/ 30 km Operating Inima-Aqualia (Spain)
Boumerdes 900 < ® < 1000 | (August 2012)
Fouka/Tipaza 15 km Operating (July Snc Lavalin-Predisa
350 < @ <900 |2011) (Canada- Spain)
Oued Sebt/Tipaza 127 km SDEM Biwater
200 < d < 1000 | not launched (Angleterre)
Tenes/Chlef 254 km Travaux en cours | Befesa Agua
200 < @ < 1400 (Spain)
East Echatt/Tarf 20 km @ =800 |SDEM -
not launched
Skikda 54 km Operating Geida
400 < @ < 1000 | (March 2009) (Spain)
Total 1164 km

Water produced by the desalination plant will be acquired by Sonatrach, the
Algerian waters (ADE) for 25 years. It is equipped with two pumping stations and
seven tanks with a capacity of 14,000 m?> for a total volume of 60,000 m?> affected
for each wilaya. This hydraulic project will cover the needs of 17 municipalities
with a total population estimated at 476,372 inhabitants distributed between the two
wilayas. The communes supplied with drinking water by this station are Douaouda,
Fouka, Bou Ismail, Ain Tagourait, Hattatba, and Chaiba and also the adjoining
communes of the province of Tipaza, namely, Zéralda, Mahelma, and Ain Benian
Staoueli. This station was carried out by the company “Myah Tipasa” which
represents a consortium consisting of AEC (Algerian Electrical Energy) and the

Canadian “SNC Lavalin.”


http://www.mre.dz/baoff/fichiers/PROGRAMME_DESSALEMENT.pdf
http://www.mre.dz/baoff/fichiers/PROGRAMME_DESSALEMENT.pdf
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Fig. 8 Capacity of the brackish water demineralization plants in Algeria
Table 4 Seawater desalination program (Services de 1’eau en Algerie Faire 2011)
Desalination plants’ proposed capacity, m>/day
Region Number of plants 2005-2010 2020-2030
Nord Ouest 6 1,090,000 1,090,000
Nord Center 6 650,000 740,000
Nord Est 4 150,000 380,000
Total 16 1,890,000 2,210,000
program
Total desalination program in million m3/year 690 807

4.1 Basic Diagram of RO

By definition, reverse osmosis is a membrane separation process in which pure
water passes from the high pressure seawater side of a semipermeable membrane to
the low pressure side of the membrane. It is the most important part of the seawater
desalination system. Following the pretreatment (flocculation, chemical treatment,
and filtering) and supercharging using the high pressure pump, the seawater enters
the membrane and is separated into freshwater that is the permeated water and
concentrated brine under the high pressure effect. After further treatment, the clean
water is pumped to the terminal users from the storage tanks. The clean water goes
to the storage tanks, and after further treatment, water becomes potable. The brine is
evacuated into the sea, then further treatment is provided using an energy recovery
device (Fig. 10).
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Table 5 Monobloc stations of small capacity (Algérienne des eaux. http://www.ade.dz/index.
php/projets/dessalement)

Population to
Province (Wilaya) Town Capacity m*/day be served
Alger Zéralda 5000 33,330
Alger Staoueli 2500 16,660
Alger Ain Benian 5000 33,330
Tlemcen Ghazaouet 5000 33,330
Tipasa Bou Ismail 5000 33,330
Skikda L.BenMhidi 7000 47,000
Tizi Ouzou Tigzirt 2500 16,660
Oran Bou Sfer 5000 33,330
Oran Ain Turk 2 x 2500 33,330
Ain Temouchent Bou Zdjer 5000 33,330
Ain Temouchent Bou Zdjer 5000 33,330
Boumerdes Corso 5000 33,330

4.2 Desalination Production

Now let us present some characteristics and data of Fouka seawater plant that has a
capacity of 120,000 m>/day. It is a private BOO (Build, Own, Operate) contract.
The seawater of Fouka is characterized by an electrical conductivity of 56.6 ms/cm
and a pH = 8.01 at a temperature T = 23.3 °C.

This plant is directly related to the water distribution network of the town. The
aim of the Fouka plant is durable supply of freshwater with high quality to several
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Fig. 10 General diagram of the seawater desalination plant

populations. The table shows the variation of total dissolved solids (TDS) with
temperature of the raw water (seawater of Fouka) during 1 year (Table 6).

Figure 11 shows monthly production of freshwater for 2013 and 2014. The
monthly production increases when the temperature of water to be desalinated is
increased. Indeed, temperature has a significant impact on the production rate. It is
seen that the production achieved the optimal range between July and October for
the 2 years (2013-2014) when the recorded temperature of the raw water varied in
the range 23-24 °C. We note that the minimum production is obtained in December
in the case of 2014. As Fouka is a Mediterranean area, the total dissolved solids
(TDS) in this region is relatively greater within the range 38-39.5 g/l as illustrated
above in Table 6. The variation values of some characteristics such as TDS are very
important. From these parameters the quality of freshwater production and the
desalination cost can be determined. However, the increase of TDS allows operat-
ing the pump for reaching the pressure of 65-70 bar in which this pump HPP
(Italian compagny for pumps’ manufacturing) consumes more energy. Regarding
parameters that can contribute to defining the recovery ratio, seawater has to be
analyzed regularly. The evaluation of monthly production of freshwater with
energy for 2014 is shown in Fig. 12.

Figure 13 shows the obtained data in which the membrane production of Fouka
plant increases and where conversion rate reaches up to a maximum of 46%. The
data relates to a plant that is supplied with an average of 38,000 TDS water. We
note that, when the conversion rate increases the energy consumption rate increases
strongly. It is seen that in the range where the conversion rate of membrane varies
between 44.6 and 45.5% the energy consumption does not exceed the value 4 kWh/
m?, while if the conversion rate exceeds this value a rise of 5% of the energy can be
achieved (from 44.6 to 46%); it corresponds to an increase of energy of about 0.215
kWh/m>. As a result, the reverse osmosis desalination technology requires high
rates of energy and generates brackish water discharges.

In fact, the existence of energy recovery systems decreases power consumption,
and these are efficient for the production of potable water. Actually, renewable
energy can provide a sustainable and alternative solution for reverse osmosis
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Table 6 Monthly Month T (oc)
charac(tieri.sticsz(())lf;he raw 2014 TDS (mg/l) of raw water of raw water
water during January 38.50 16.00
February 38.90 15.60
March 39.10 15.60
April 39.40 16.40
May 39.50 17.90
June 38.85 21.39
July 38.88 23.99
August 38.68 24.04
September 38.61 24.93
October 38.95 23.20
November 38.38 19.51
December 38.37 17.17
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Fig. 11 Monthly production of freshwater for 2013 and 2014

systems that are driven by solar energy. Water desalination technologies operating
with renewable energy for the production of drinking water are considered to be a
sustainable solution to address the deficit of water in rural areas that have no access
to safe drinking water and electrical energy. This principle is currently developed
industrially for water purification and seawater desalination (Fig. 14).
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Fig. 12 Variation of monthly production of freshwater with energy consumption
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5 Conclusions

Seawater desalination technology is used in many regions of North Africa due to
population growth, drought, and water scarcity. Different technologies are devel-
oped, and they demand high power consumption. Reverse osmosis is the most
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suitable process for extracting salt from seawater to meet the increasing water
demand.

In this present work, we assessed the currently available seawater desalination
plants which are implanted in Algeria. We reviewed the water shortage problem in
our country by presenting the main problematic and hydric resources in Algeria.
Several plants of desalination located on Algerian Mediterranean coastal areas
using reverse osmosis technology and their capacity in cubic meters per day are
presented. Case study of seawater desalination plant of Fouka is discussed. Mainly,
we show the monthly production of potable water for 2013 and 2014 and their
variation of energy consumption with time. Seawater desalination requires much
energy and as water demand increases, desalinated water cost increases.
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A Study on Energy and Environmental
Management Techniques Used in Petroleum
Process Industries

A.K. Azad, M.G. Rasul, Rubayat Islam, and S.F. Ahmed

1 Introduction

The energy and environment is one of the major concerns in the present world
nowadays (DOE). The environment is a combination of matters and energies
around us. The coordination among the resources of an organization is called
management. So, environmental management is a broad area of research which is
important for the global environment. Environmental pollution can be defined as
the unfavourable alteration of our surroundings by human actions, through direct or
indirect effects of changes in energy patterns, radiation levels, chemical and
physical constitution of organisms, etc. (Hossain 2009; Azad and Alam 2011).
These changes may affect directly or indirectly the environment (MEF 2007,
Cholakov 2010). The first environmental activities in Bangladesh were taken
soon after the Stockholm conference on human environment. As a follow-up action
to the Stockholm conference, the Bangladesh Government funded, under the aegis
of the department of public health engineering and with a staff level of 27 and after
promulgating the water pollution control ordinance in 1973, a project primarily
aimed at water pollution control. In the subsequent years, various events took place
(Hossain 2009). In 1977, the Environment Pollution Control Board (EPCB) with
16 members ruled by a member of the planning commission and environment
pollution control cell was formed and renamed as Department of Environment in
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1985. The department discharges its responsibilities through a head office and six
divisional offices located in Dhaka, Chittagong, Khulna, Rajshahi (Bogra) and Sylhet
in Bangladesh (DoE 2007, Hossain 2009, DoE 2008). The following policy, acts and
rules facilitate the activities of DoE (Department of Environment) in Bangladesh:
Environment Policy, 1992; Environment Conservation Act, 1995, and subsequent
amendments; Environment Conservation Rules, 1997, with amendments; Environ-
ment Court Act, 2000, and subsequent amendments; Ozone Depleting Substances
Control Rules, 2004; and Noise Control Rules in 2006 (Hossain 2009).

The environment can be polluted in many ways. One of the major sources of
environment pollution is industrial waste water which can be defined as any
physical, biological or chemical change in water quality that adversely affects
living organisms or makes water unsuitable for desired uses. The polluted water
has some signs like bad taste, offensive odour, oil and grease floating on water
surface, etc. (Abdel-Gawad and Abdel-Shafy 2002; EI-Gohary et al. 1987; Ramalho
1977). The waste water sources can be categorized into, namely, point source and
non-point source. The factories, power plant, sewage treatment plants, underground
coal mines, gas processing plants and oil well are classified as point sources.
Non-point sources include runoff from farm fields, feedlots, lawns and gardens,
construction sites, logging areas, roads, streets, parking lots, etc. (Correia et al.
1994). Waste water treatment is very important to save the environment. This
pollution can be managed by applying some treatment techniques such as effluent
treatment plant (ETP). ETP is the most commonly and widely used technique for
industrial waste water treatment. The treatment techniques mainly depend on the
quality of untreated waste water.

This study summarizes the energy and environmental management practices in
natural gas process industries in Bangladesh. Management and treatment system of
the hazardous pollutant like waste water which is more intensive for environmental
pollution is developed in this study. The rational use of energy and its management
system are also reported, and further recommendation is made for energy-efficient
process industries in Bangladesh.

2 Environmental Management

2.1 Pollution Abatement Technique

Waste water treatment system can be categorized as preliminary treatment, primary
or physical treatment, secondary or biological treatment and tertiary or advanced
treatment (Fakhru’l-Razi et al. 2009; Brindle and Stephenson 1996; Knoblock et al.
1994; Kirk et al. 2002; Cummings 1991; Van Loosdrecht et al. 1998; Glaze et al.
1987; Kuba et al. 1997). The primary treatment involves screening; grit removal
and settling give about 30-35% reduction in biological oxygen demand
(Fakhru’l-Razi et al. 2009; Brindle and Stephenson 1996; Parinos et al. 2007;
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Carballa et al. 2005). It can be performed by (a) sedimentation tank, (b) septic tank,
(c) Imhoff tank and (d) dissolved air floatation (DAF). Secondary treatment gener-
ally consists of biological aeration steps in which the dissolved organic matter is
converted into an able settled form and removed as sludge by settling in a secondary
settling tank. This sludge having been previously aerated is referred to as activated
sludge, a part of it is recycled back to the aeration tank and the remaining part is
withdrawn from the system as excess sludge (Brindle and Stephenson 1996;
Kornaros and Lyberatos 2006; Lin et al. 2001). The excess sludge and primary
settled sludge are mixed, thickened and sent to a sludge digester for further
stabilization followed by de-watering. Sometimes primary and secondary treatment
can be accomplished together. Treatment in lagoons and ponds is the best example
of this type of treatment (Svenson et al. 1992; Gurbuz et al. 2009; Legrini et al.
1993; Henze 2002; Scott and Ollis 1995; Fuhs and Chen 1975). The tertiary
treatment is also called as advanced treatment. If more treatment is needed to
achieve the standard of the effluent water, then advanced treatment is required.
The actual steps needed for this treatment depend on the purpose for which the
effluent is to be used for. Tertiary treatment consists of air stripping, the step which
removes ammonia, nitrogen or other gases (Kornaros and Lyberatos 2006;
Knoblock et al. 1994; Owen et al. 1995; Oliveros et al. 1997), nitrification process
(Focrrr and Chang 1975), denitrification process (Focrrr and Chang 1975), chlori-
nation process (Takht Ravanchi et al. 2009), dechlorination process (Focrrr and
Chang 1975), chemical precipitation (Dean et al. 1972), reverse osmosis (Wang
et al. 2005) and ion exchange process (Namasivayam and Ranganathan 1995). A
typical flow diagram for waste water treatment plant is shown in Fig. 1. This
abatement technique can be used in petroleum process industries for their waste
water treatment.

2.2 Oil and Water Separation Technique Used in Petroleum
Industries

Bangladesh is blessed with natural gas and black coal. Raw natural gas contains
about 0.5-2.0% water (Mondal et al. 2013b). This raw gas is processed in gas
processing plant. In this plant, one of the main challenges is to remove water and
higher hydrocarbons from the raw gas. The water which comes out with the raw gas
is called produced or underground waste water (Barbosa et al. 2007; Lettinga 1995).
At the initial stage, a two- or three-phase knockout separator can separate the
produced water from the gas but has some oil component mixed with it (Mondal
etal. 2013a). API separator is one of the most important devices to remove oil from
the waste water (Dobson and Burgess 2007). It is mainly a couple chambered vessel
containing trash trap (including rods), oil retention baffles, flow distributers (verti-
cal rods), oil layer, slotted pipe skimmer, adjustable overflow wire and sludge
sump, chain and flight scraper. The waste water samples were tested for the
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following 14 parameters: dissolved oxygen, biochemical oxygen demand
(at 20 °C), chemical oxygen demand, chloride, ammonia, ammonium, nitrate,
chromium, cadmium, lead, total suspended solid, total dissolved solid, phosphate
and sulphate (Fuhs and Chen 1975; Kornaros and Lyberatos 2006; Lund and Lund
1971). Table 1 shows some standard parameters for industrial effluent and their
discharge limit in three discharge points.

2.3 Study on Industrial Effluents

Produced water or waste water is the largest waste stream generated in oil and gas
industries. It is a mixture of different organic and inorganic compounds, minerals
and hydrocarbons. Due to the increasing volume of waste water all over the world
in the current decade, the outcome and effect of discharging produced water on the
environment has lately become a significant issue of environmental concern. The
study was made on waste water management and treatment for three natural gas
processing industries in Bangladesh. Due to confidentiality, the names of the
industries have been removed and indicated as Industry A, B and C, respectively.
For the study, the effluent compositions were tested which are presented in Table 2.
From the Table, it seems that the waste water contains a significant amount of oil
and grease in petroleum industries. Figure 2 shows the designated process flow
diagram for effluent treatment in petrochemical industries. Produced water is
conventionally treated through different physical, chemical and biological methods.
However, current technologies cannot remove small suspended oil particles and
dissolved elements. Besides, many chemical treatments require high initial running
cost. In onshore facilities, biological pretreatment of oily waste water can be a cost-
effective and environment-friendly method. Table 3 shows the quality of effluent
after treatment.
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Table 1 Standard parameters for industrial effluent

Discharge to

Inland surface Secondary treatment Irrigable
Parameters Unit water plant land
BOD at 20 °C mg/L 50 250 100
COD mg/L 200 400 400
Dissolved oxygen, mg/L 4.5-8 4.5-8 4.5-8
DO
Electric conductivity | pohm/ 1200 1200 1200

cm

Total dissolved solid | mg/L 2100 2100 2100
Oil and grease mg/L 10 20 10
pH mg/L 6-9 6-9 6-9
Suspended solid mg/L 150 500 200

Table 2 Waste water composition in studied industries

Name of the industry
Items Unit A B C
pH - 6.5-8.0 8.5-10.0 8.73-11.5
BOD mg/L 37 26 19
COD mg/L 400 424 378
Electric conductivity pohm/cm - 3.74 2.98
Oil and grease mg/L 20 263 428
Suspended solid (SS) mg/L 180 215 231
NH; (as N) mg/L 150 - 130
Total Kjeldahl nitrogen mg/L 200 - —
Nitrate (NO3-N) mg/L 50 38 46
Phosphate (PO4-P) mg/L 30 45 63
Cyanide, CN mg/L - 0.1 0.3
Colour Pt-Co unit 298 303 305
Turbidity NTU 5.6 6.3 8.6

3 Energy Management

Rationalization of an industrial operation is quite complex for an existing industrial
system. However, in order to save energy, the following time frame measures can
be implemented depending on the size of the investment and their cost-
effectiveness as short-term measure, medium-term measure and long-term mea-
sure. In the case study, processing plants used short-term and medium-term mea-
sures to efficiently run process using existing process facilities. These three terms
are briefly discussed below.
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Fig. 2 Designated process flow diagram for effluent treatment plant in petroleum industries

Table 3 Effluent quality Name of the industry

after treatment Ttems Unit A B C
pH - 6.5-8.0 |7.5 9.2
DO mg/L - 52 2.5
BOD mg/L 30 14 11
COD mg/L 192 101 137
Electric conductivity | pohm/cm | — 1.32 1.75
Oil and grease mg/L 8.9 9.3 10.2
Suspended solid mg/L 97.3 82.1 98.7
NHj; (as N) mg/L 48.2 - 52
Colour Pt-Co - 219 136
Turbidity NTU 34 1.8 0.79

3.1 Short-Term Measures

In the short-term measure, schedule maintenance for energy conservation is needed.
Under this term, no new investment is required except for increased maintenance
task. It only leads to increase labour cost for maintenance. The main objective is to
improve the energy efficiency of the equipment by enforcing better schedule for the
maintenance programme. Using exhaust gas analyser for improving combustion
efficiency in the furnace and power generator can save more than 5% fuel con-
sumption. The associated work is the better adjustment of the inlet air quality to
improve combustion efficiency. Regular cleaning and reduction of pressure drop
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can improve the heat transfer efficiency of the heat exchangers. Proper cooling
system can help to increase the lifetime of the equipment and enable it for proper
functioning (Azad et al. 2015b).

3.2 Medium-Term Measures

Small investment is required in medium-term measures on the energy consumption
network. It’s neither change principal of operation nor general engineering aspect.
The objective is to reduce the consumption of high-quality energy and use
low-quality energy; some changes are done on the existing network with additional
investment. For example, installation of heat recovery unit is done to reheat or
preheat the feedstock. It will reduce heat loss and save fuel consumption of the main
heating source. Inefficient equipment can be replaced by more efficient one with the
small investment. Repair of leakages and proper insulation or re-insulation could
save energy as well as money. Waste reduction and waste recovery for reuse can
increase productivity and save energy.

3.3 Long-Term Measures

Long-term measures require large investments on the interconnections of the
processes. This can be a combination of various measures. Petroleum process
industry requires both heat and power for continuing the process run. By-products
reprocessing unit installation with the large investment will increase multi-products
and will make healthy gross profit as well. Installation of power line to supply
excess power to grid or other associated organization will save excess produced
power for process run. Very large investments on the principle of the process are
also included in this term. Though the finished product is not changed, process itself
is modified or redesigned. Older technologies can be replaced by new and advanced
technologies which are the major contributing factor for lower specific energy
consumption, especially in the case of energy-intensive sector. The case study
plants are not using long-term measure for energy management due to very big
investment and sophisticated process equipment required. This term of measure is
not suitable for the present condition. Energy-efficient and upgrading process
principals will get property for any new installation in the future.

3.4 Rational Use of Energy

The process industries are the more energy- and pollution-intensive sector through-
out the world. To understand the energy scenario of petrochemical process
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Table 4 Types of energy used in case studied petroleum process industries

Process Type of fuel

Raw materials pumping and storing Electricity

Feedstock preheating Heat energy
Heating/furnace running Natural gas

Gas generator used for power generation for process run Natural gas

Product pumping Electricity

Product cooling Electricity

Product testing in laboratory Natural gas and electricity
Others (AC for equipment, fan, lighting, etc.) Electricity

Office, administration and security light Electricity

industries, energy auditing is needed. The main energy consumption is in the form
of heat and power (electricity). The types of energy used by the industry are
presented in Table 4. For petroleum process industries, about 80-85% energy is
consumed by furnace for heating and 15-19% energy consumed by power gener-
ator for process run. The rest of the 1% energy is used in laboratory for property
testing of the finished products. So, energy conservation measures should be
implemented for more energy-intensive processes such as heating furnace and
power generation (Azad et al. 2015a).

The rational use of energy considering energy utilization through the most
suitable and economically viable methods can save energy and environment con-
currently. The better energy management proved to be a better form of energy
conservation, saving as much as 10-30% without capital investments (Rasul 1994;
Mondal et al. 2014). Worrell et al. (Worrell et al. 1994) investigated the energy
consumption by industrial processes and suggested that by applying best practice
technology, potential improvement in energy efficiency on an average 15 + 4% for
oil petrochemical industries, 21 £ 2% for ammonia, 25 + 5% for paper, 13 £ 1%
for cement and 27 4 3% for steel can be achieved (Worrell et al. 1994). Rasul et al.
reviewed the rational use of energy in process industries like textile, steel and
alumina refining, respectively (Rasul 1994; Rasul et al. 2004; Rasheed et al. 2003).
So, energy conservation is important for long-term economic well-being and
security. Utlu and Hepbasli (Utlu and Hepbasli 2007) reviewed the energy effi-
ciency in Turkish industrial sector and reported 90% efficiency increase in energy
use in petroleum refining due to its energy recovery system. The chemical and
petrochemical industries account for 30% of industrial energy use globally (Gielen
and Taylor 2007). A generalized energy distribution of the petroleum process
industries is presented in Fig. 3, and the energy flow diagram of petrochemical
industries is presented in Fig. 4.
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4 Conclusions and Recommendations

The study reviewed the energy and environmental management for petroleum
process industries in Bangladesh. Pollution abatement techniques, main pollutants
and the problems associated with waste water treatment are identified in this study.
Oil-water separator used in petroleum process industries and the standard of
industrial effluents are also outlined. It has been found that high salinity and oil
and grease contents of the influent characteristics have direct influence on the
turbidity of the effluent of petroleum waste water. The effluent characteristics
before and after treatment and the process flow diagram have been analysed. The
rational use of energy with energy flow diagram has been developed and briefly
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discussed. The time frame energy management process is also presented in this
study for petroleum industries in order to save energy. The study found from the
literature that it is possible to save about 15% of energy uses in petroleum process
industries by implementing the proper energy management system. The study
recommended the proper selection of treatment technique which can be used to
remove the oil, grease and salinity from the waste water by secondary treatment. It
is also important to eliminate the heavy metals dissolved as divalent metal oxide as
Fe, Mn, Zn, Ni or Cr in produced water. By considering the above-mentioned
parameters, an effluent treatment plant can be designed to maintain environmental
quality standards (EQS) in waste water treatment for environment-friendly effluent.
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Generating Temperature Maps of a Solar
Receiver for a Domestic Parabolic
Concentrator for Cooking Purposes Under
Algerian Environment

Fatiha Yettou, Boubekeur Azoui, Ali Malek, Narayan Lal Panwar,
and Amor Gama

1 Introduction

When considering thermal applications of solar energy, solar cooking is the best
option and the solar cooker is the most promising appliance. The use of these
cookers provides many advantages, such as fuel economy, greenhouse gases emis-
sion reduction, firewood utilization saving, lower cost, and high durability (Hager
and Morawicki 2013). However, in many parts of the world, especially in devel-
oping countries, wood and fossil fuel-based cooking still predominate with the
highest share in the global energy consumption of the residential sector. This
situation poses some serious ecological problems such as deforestation (Toonen
2009); economical and health problems are also among the consequences of
firewood use.

Algeria lies in the sunny belt of the world (Fig. 1). The insulation time over the
quasi-totality of the national territory exceeds 2000 h annually and can reach 3900 h
in the high plains and Sahara. The daily solar energy obtained on a horizontal
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Fig. 1 Priority areas of the world for the development of solar cooking

surface is 5 kWh/m? over the major part of the national territory, or about
1700 kWh/m?/year for the North and 2263 kWh/m?/year for the South of the
country (Boudghene Stambouli 2011). These are very favorable climatic conditions
for all solar energy applications, especially for residential cooking, considering that
the global Algerian demand for cooking energy is expected to increase greatly with
the increasing population over the coming years and that actual demand is currently
met through the use of natural gas in cities and through forest wood in rural and
isolated areas.

The amount of power produced by solar cookers depends on the amount of
sunlight to which it is exposed. As the sun’s position changes throughout the day,
the solar cookers must be adjusted several times during cooking. For this purpose,
booster mirrors are usually added to box-type solar cookers (BSCs), and single- or
two-axis tracking systems are used by parabolic solar cookers (PSCs). For both
types of cookers, the tracking is difficult, especially when the cooker is loaded (case
of BSCs) and when the manual device is used to rotate the assembly (case of PSCs).
The performance of solar cookers can be optimized when the cookers are oriented
in such a way that the incident sun lights fall onto solar cookers with an incident
angle equal to zero and therefore the total losses in the absorber/focal point are the
least, so as to reduce the high accuracy requirement for tracking and to overcome
the need of standing in the sun, which are the main drawbacks of most solar cookers
(Yettou et al. 2014).

In our recent work (Yettou et al. 2014), the absorber temperature maps of a
box-type solar cooker with inclined aperture area were established. In this work, the
authors attempted to evaluate the thermal efficiency of a paraboloid concentrator
solar cooker in Algerian climatic conditions using a new approach based on optical
simulation of concentrated solar radiation. The estimated temperature maps of the
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concentrator receiver were generated by this study for all Algerian cities and for
several cases. In order to validate the results of simulation experimentally, the
parabolic solar cooker was designed and realized by the authors at Applied
Research Unit on Renewable Energies of Ghardaia (Algeria) for domestic cooking
applications.

2 Solar Cookers: Definition and Types

Solar cookers absorb solar energy and convert it into heat, which is utilized to cook
food. Solar cookers also enable some significant processes, such as pasteurization
and sterilization (Cuce and Cuce 2013). Several types of solar cookers have been
developed and are still being modified by researchers and scientists worldwide. The
available solar cookers can be classified according to different manners, the main
categories are: box type, concentrating type, and indirect type. The most recent
classification was proposed by Yettou et al. in their review (Yettou et al. 2014).

2.1 Box Solar Cookers

A solar box cooker (SBC) consists of an insulated box with a transparent glass
cover and a plate absorber painted black in order to absorb a maximum amount of
sunlight (Cuce and Cuce 2013; Saxena et al. 2011). The box is usually equipped
with a mirror booster to reflect solar radiation into the box. A description of solar
box cooker is shown in Fig. 2. A maximum of four cooking vessels can be placed
inside the box cooker (Khan 2008; Kothari et al. 2008). Using the box type, a
temperature around 100 °C is achieved; this temperature is suitable for cooking by
boiling (Lahkar and Samdarshi 2010). Box-type solar cookers are slow to heat up
but work satisfactorily under conditions in which there is diffuse radiation, con-
vection heat loss caused by wind, intermittent cloud cover, and low ambient
temperature (Funk and Larson 1998; Panwar et al. 2012).
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Many scientists and manufacturers over the world are interested in box solar
cookers (Mirdha and Dhariwal 2008; Anderson et al. 2009; Nahar et al. 1994;
Mullick et al. 1997; Srinivasan Rao 2007). In recent years, researchers highly
focused on developing novel designs of solar cookers. In 2012, Mahavar et al.
(2012) presented the design development and thermal and cooking performance
studies of a novel Single Family Solar Cooker (SFSC) in early 2013, and they
fabricated a Solar Rice Cooker (SRC) (Mahavar et al. 2013). Kumar et al. (2008)
fabricated and tested a multipurpose domestic solar cooker-cum-dryer based on
truncated pyramid geometry, at the Sardar Patel Renewable Energy Research
Institute of India. They also designed and constructed a truncated pyramid
geometry-based multipurpose solar device, which could be used for domestic
cooking as well as for water heating (Kumar et al. 2010). In early 2013, Farooqui
presented an innovative work (Farooqui 2013), which consists of a novel mecha-
nism for one-dimensional tracking of box-type solar cookers.

2.2 Concentrating Solar Cookers

Concentrating-type cookers utilize multifaceted mirrors, Fresnel lenses, or para-
bolic concentrators to attain higher temperatures (up to 200 °C) (Lahkar and
Samdarshi 2010). The most popular is the parabolic solar cooker (Fig. 3), which
consists of a parabolic reflector supported by a stand with a cooking pot placed at
the focal point of the cooker. Concentrating-type cookers are suitable for frying and
food cooking but need frequent adjustment to track the sun’s position. Therefore,
these cookers are usually equipped with sun-following devices. The most recent
work done in this field is the sun tracking system with absorber displacement of
(Gama et al. 2013).

Concentrating-type cookers have attracted more attention, and several concepts
are being brought into reality around the world (Arenas 2007; Sharaf 2002; Sonune
and Philip 2003). Recently, more advanced concentrating-type designs have been
developed, such as the parabolic solar cooker constructed by Al-Soud et al. (2010),
the spherical-type solar cooker with automatic two-axis sun tracking system real-
ized by Abu-Malouh et al. (2011), and the solar cooking stove, which uses a Fresnel
lens for concentration of sunlight, designed and tested in 2011 by (Valmiki et al.
2011). A solar coffee maker was also realized and operated by Sosa-Montemayor
et al. (2009), a solar fryer was designed and developed by Gallagher (2011), a solar
cooker and a water heater were designed and built in 2010 by Badran et al. (2010),
and mostly recently, a new portable solar cooker with PCM-based heat storage was
created by Lecuona et al. (2013).
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Fig. 3 Components of a
parabolic solar cooker
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2.3 Indirect Solar Cookers

The indirect-type solar cookers use a heat-transfer fluid to carry thermal energy
from the point of collection to the cooking vessel(s) (Lahkar and Samdarshi 2010).
This mode of energy collection is useful for indoor cooking applications. One of
such types is the cooker realized by Esen (2004), which uses a vacuum-tube
collector with heat pipes containing different refrigerants, and the cooker
employing flat-plate collectors with the possibility of indoor cooking experimented
by Hussein et al. (2008).

3 Theoretical Study

3.1 Solar Radiation Model

The position of the sun with respect to a horizontal surface is given by the two
coordinates: solar altitude y and solar azimuth y, and is calculated as follows
(Yettou et al. 2009; Hofierka and Suri 2002):

Sin(y,) = Cos(¢) - Cos(8) - Cos(w) + Sin(¢p) - Sin(¥) (1)
Cos(y) = [Cos(6) - Cos(w) zi)ns(f))— Sin(6) - Cos(¢)] @)

where § is the sun declination, w is the hour angle, and ¢ is the geographical latitude
of the location.

The clear-sky normal beam irradiance IN [W/m?”] has been calculated using the
module r.sun of the GRASS GIS platform (Suri and Hofierka 2004; GRASS
Development Team 2009). It computes the solar radiation using the model of the
European Solar Radiation Atlas (Rigollier et al. 2000):
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]N = GO - eXp {—08662 TLK ma 5R(mA)} (3)

in which Gy is the extraterrestrial solar radiation, Jg is the spectrally integrated
optical thickness of the clean dry atmosphere, and m, is the relative optical air
mass. The term —0.8662 Tk is the air mass 2 Linke atmospheric turbidity factor
corrected by Kasten (1996). The web-based solar radiation resource SoDa (SoDa
Service e Knowledge in Solar Radiation, www.soda-is.com/) can be used to
calculate monthly values of T, for any location in the world by entering geograph-
ical coordinates and elevation data (Gama et al. 2010).

For an assessment of normal beam irradiances for overcast conditions, a sun-
shine fraction factor o, is used. A sunshine fraction data for Algerian cities is
available in Capderou’s books (1987).

3.2 Description of the Parabolic Solar Cooker

The realized parabolic solar cooker (SPC) consists of a parabolic reflector
supported by a stand with a cooking pot placed at the focal point of the cooker.
The shape of the cooker is paraboloidal type (Fig. 4) having 0.9 m aperture
diameter. This solar cooker has a steel structure and uses small mirror facets as the
reflector. The reflective area of the solar cooker is 0.72 m>. The focal length of the
cooker is 0.5 m while the focal area of the cooker is 0.10 m>. The concentration
ratio of this cooker is calculated about 24. The reflectivity of the mirror facets is
0.80. The aluminum cooking pot (20 cm in diameter and 10 cm in height) filled with
water and equipped with a black cover was placed at the focus area of the cooker.
Parabolic reflector was assigned a reflectivity of 100%, and its receiver is consid-
ered as a perfect absorber. The solar tracking in this cooker is done manually.

Fig. 4 Schematic of a
parabolic solar cooker with
tracking system
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3.3 Mathematical Equations

According to Duffie and Beckman (1991), the optimal PSC positions can be defined
by two angles: A (surface slope) and y (the surface azimuth angle). For two-axes
tracking, the cooker positions are determined as follows:

1=0, (4)
)(:93 (5)

where 0, is the zenith angle of the sun and 8, is the solar azimuth angle.

It is a great challenge to maintain the position of the SPC focused image on the
focal point at all times; it results in a lower concentration factor and thus needs more
frequent adjustments of the concentrator. Therefore, it is necessary to move the
cooking pot by a distance f from the focal point (Fig. 4) to increase the focused area
and reduce rays path corrections and then to improve the concentration factor.

The mathematical formulas for calculating the distance f are presented below:

_dj2_ D)2

t =
e

(6)

The parametric equation of the parabola is as follows:

1 D?
- . 7
4F 2 )
By inserting Eq. (7) into Eq. (6) and solving the equation, the new focal point
distance from the parabolic vertex is known by calculating the value of f as follows:

(F—d)-d,

f=—"">p

(8)

3.4 Adjustment Tracking Time

It is important to choose the correct tilt angles (y,y) of the parabolic cooker, a minor
error will result in a reduced number of incident rays on the receiver. Figure 5 is a
simplified graphic representation showing the incident rays with a reduced number
of rays to improve readability. The figure demonstrates a simulation of the ray path
of the parabolic solar cooker for all incident rays and reduced number of incident
rays due to a non-normal incidence.

To deduce the optimum adjustment time, the receiver losses were evaluated for
parabolic solar cookers every 5 min. As a starting time, we chose to simulate the
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Fig. 5 Simulation showing the ray path for parabolic solar cooker: (a) when the collector is
oriented directly to sun; (b) when the collector is tilted at an incorrect angle

solar cooker for 1 day at winter solstice from 12:00 (angle of solar incidence equal
to 0) to 12:45 and reported the results every 5 min. The solar flux distribution graphs
are plotted in terms of solar concentrated irradiance (in W/m?).

The parabolic reflector focuses the incident radiation to a point, and the profile of
the concentrated spot for the PSC at noon on 23 December is shown in Fig. 6.
Figure7 reveals the simulated flux distribution results of focused image on the focal
point on 23 December at 12:30.

The concentrated irradiance depends on the losses in the receiver of the solar
cooker. The losses in the receiver change with the sun’s position. Therefore, the
concentrated irradiance changes with the sun’s position. Facing south, the receiver
achieved highest concentrations at noon. However, it offered poor efficiency after
30 min of operation without adjusting as seen in Fig. 7. Therefore, parabolic solar
cookers need adjustments so as to always face the sun, and the titled angles must be
corrected from the initial values.

In our recent paper (Yettou et al. 2013), we explained a new method based on
optical losses to determine the time adjustment for PSC. According to the results, a
time adjustment of 8 min is required for the parabolic solar cooker.

4 Methodology

In order to draw different cooker maps, several steps are necessary (Fig. 8):

* Modeling normal beam solar irradiances for clear and cloudy skies based on sun
position parameters, data for Linke turbidity and sunshine fraction factors using
Matlab language (Matlab/Simulink Tutorial (2010)).
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Fig. 6 The profile of the concentrated spot for the parabolic solar cooker on 23 December at 12:00

» By importing the conception design of parabolic solar cooker from Solid Works
software (SolidWorks Corporation), a simulation of concentrated solar irradi-
ance on a concentrator receiver was done for 48 cities in Algeria by inserting
modeling results as inputs into TracePro software (Lambda Research Corpora-
tion USA (2010)).

» Solar cookers are a direct application of the laws of heat transfer by radiation
(Stephan-Boltzmann law), which states that the flux density emitted or received
by a body is proportional to the fourth power of its temperature. Thus, the next
step is the conversion of the obtained optical results for concentrated irradiance
to thermal values using Stephan-Boltzmann law as follows (Chong et al. 2011):

CnaxR1R2Is = 0T )

where Cax 1S the concentration ratio, it is equal to the concentrated radiation/
incident radiation, R;R, = R is the reflectivity of the glasses, I is the incident solar
radiation in W/m?, o, is the Stefan-Boltzmann constant (5.67 x 10~® W/m? K*), T
is the temperature in °K.
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Fig. 7 The simulated flux distribution results of the parabolic concentrator on the target on
23 December at 12:30
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Fig. 8 Steps to obtain parabolic solar cooker maps based on optical approach

» The above steps are applied to 62 points (including the 48 cities) for several
geographical locations of Algeria to create a compatible matrix format for Surfer
Golden Software (Surfer User’s guide). The Golden Software Surfer Inc. soft-
ware is a universal tool path contours, surfaces, and 3D cartographic represen-
tations. It also allows to interpolate between two adjacent points with high
accuracy. Reading the matrix file XYZ by the Surfer software offers the possi-
bility to project the obtained results on illustrative and analyzable maps. So, maps
of solar irradiance, concentrated solar radiation, and temperatures are obtained.
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5 Optical Simulation, Experimental Work, and Validation

For each city (Lat, Long, Alt) in Algeria, an optical simulation of concentrated solar
irradiance on a concentrator receiver was done. Figures 9a—d represent the results of
simulation, by TracePro software, of concentrated irradiance on the absorber area
for clear and cloudy days in December and June months, respectively.

By applying the Stefan-Boltzmann formula for thermal conversion of optical
values, the following results were obtained for pot water temperatures in December
month at Ghardaia city: 92.6 °C for clear sky and 84.3 °C for cloudy sky. By
comparing the theoretical results with experimental data measured at Ghardaia

(a) PSC in December, (b) PSC in December,
clear day cloudy day

00 80 60 40 20 0 20 40 £0 B0 100

i

Wim? 100 B0 B0 40 20 0 20 40 B0 B0 100

31 3G

n
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(c) PSC in June, (d) PSC in June,
clear day cloudy day
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Fig. 9 Results of the simulation for the concentrated irradiance on the focal area of the PSC in
Ghardaia sites. (a) PSC in December, clear day, (b) PSC in December, cloudy day (¢) PSC in June,
clear day (d) PSC in June, cloudy day
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Fig. 10 Practical results of the temperature profile for the PSC’s focal area with solar radiation,
measured on the Ghardaia site for one of the tests carried out in December

(Fig. 10), it was found that the values are in good agreement with an acceptable
average error of +3 °C. Under direct sun exposition, the cooker water temperatures
achieved 95 °C for clear sky and 82 °C for overcast sky conditions, just afternoon,
the ambient temperatures were 19 °C and 17 °C, respectively.

6 Mapping Results

To generate various maps (direct normal radiation, concentrated radiation, temper-
ature receivers), we applied the approach detailed above, namely mathematical
modeling, optical simulation, and data conversion, for the entire Algerian territory.
For this, and in order to cover most of the country’s area, we chose 62 points
including 48 cities with different geographic coordinates (Lat, Lon, Alt) original of
Google Earth Service.

6.1 Solar Radiation and Concentrated Radiation Maps

Figures 11 and 12 show the map of mean values of Linke turbidity factor used for
calculating direct normal irradiance on the parabolic receiver, for clear sky in
winter and summer seasons, respectively. Mapping in Figs. 13 and 14 represents
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Fig. 11 Mapping of Linke turbidity factor mean values for December month in Algeria

the instantaneous incident irradiances for December and June months obtained
from our Matlab program. We also present, in Figs. 15 and 16, the maps of sunshine
fraction for all Algerian cities used for calculating the solar irradiance incident on
the cooker receiver in cloudy skies.

Figures 17, 18, 19, and 20 represent the mapping of the obtained results for
concentrated irradiances on the receiver for clear skies in winter and summer
months and for cloudy skies in winter and summer months, respectively.

We can easily notice, from these cards, the important quantity of concentrated
solar radiation incident on the cooker receiver in summer season compared to
winter. This remark is also valuable for cloudy days, especially in the south of
the country. The amount of average concentrated irradiance at the receiver of the
cooker is estimated as 2676 W/m? for a typical day of June month at noon (Fig. 20)
and as 1393 W/m? for a typical day of December month (Fig. 19). These quantities
are significantly increased for clear skies with 4104 W/m? average value in summer
(Fig. 18) and 2240 W/m? in winter (Fig. 17), and this is mainly due to the significant
amount of direct normal solar radiation received throughout the Algerian territory
during the year. The average value of direct normal irradiance in June month at
noon is estimated at 877 W/m? (Fig. 14), and an average value in the month of
December is estimated as 867 W/m> (Fig. 13).
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Fig. 16 Mapping of sunshine fraction mean values for June month in Algeria

6.2 Cooker Receiver Temperature Maps

Figures 21 and 22 show the mapping of temperatures attained by the cooker
receiver obtained for winter and summer months under clear sky in Algeria,
respectively. The receiver temperatures for winter and summer months under
overcast conditions are also presented in Figs. 23 and 24.

According to the iso-temperature map distributions, it is clear that the solar
cooker can be used in all Algerian territories in clear sky summer season (Fig. 22)
with temperatures exceeding 110 °C. For the winter season, the use duration of the
cooker is reduced from the southern to the northern cities (Fig. 21) depending on the
amount of solar radiations. The recorded temperatures are between 62.7 and
68.4 °C for sites with latitude greater than 36 °N and between 70.2 and 86.2 °C
for sites with latitude 34° < ¢ < 36 °N, the estimated temperatures are above 93 °C
for South of the country.

The use of the solar cooker under overcast conditions became inefficient in
North and height plains regions (Fig. 23) due to low temperatures (below 80 °C).
However, the cooker is exploitable in most of the areas of the country during
summer season almost under cloudy sky; temperatures are estimated between
81.3 and 90.7 °C in the north and between 94.6 and 167.7 °C in the south (Fig. 24).
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Fig. 17 Obtained map for concentrated solar irradiance on PSC’s receiver for typical winter
season clear days

7 Conclusion

A new approach was employed to generate temperature maps of a solar receiver for
a domestic parabolic concentrator used for cooking purposes. A model was devel-
oped to calculate solar irradiance for 48 cities in Algeria; an optical simulation of
concentrated solar radiation was applied to each location. The simulation results are
converted to temperature values based on Stefan-Boltzmann law. The hourly
temperature maps produced can predict the cooker efficiency under Algerian
climatic conditions for clear and cloudy skies. Nevertheless, solar cooking remains
a reality that allows healthy cooking of food with energy savings and respect for the
environment.



248 F. Yettou et al.

LON

Fig. 18 Obtained map for concentrated solar irradiance on PSC’s receiver for typical summer
season clear days
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Fig. 19 Obtained map for concentrated solar irradiance on PSC’s receiver for typical winter
season cloud days
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Fig. 20 Obtained map for concentrated solar irradiance on PSC’s receiver for typical summer
season cloud days
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Fig. 21 Receiver temperature maps of parabolic solar cooker for Algerian clear sky as obtained
by the proposed approach for typical winter season
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Fig. 22 Receiver temperature maps of parabolic solar cooker for Algerian clear sky for typical
summer season
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Fig. 23 Receiver temperature maps of parabolic solar cooker for Algerian cloudy sky as obtained
by the proposed approach for typical winter season
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Fig. 24 Receiver temperature maps of parabolic solar cooker for Algerian cloud sky for typical
summer season
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Experimental Investigations on the Effects
of Low Compression Ratio in a Direct
Injection Diesel Engine

M. Vivegananth, K. Ashwin Kanna, and A. Ramesh

1 Introduction

Diesel engines are based on the concept of compression ignition. They rely mainly
on the high temperature achieved during the compression stroke for autoignition of
the injected diesel. So, higher the compression ratio, better is the cold starting
ability. However, high compression ratios lead to many disadvantages like bulky
and heavy engine components, high friction, low rated engine speed, and high NO,
and soot emission levels. On account of these conflicting requirements, optimiza-
tion of the compression ratio is one of the major challenges often faced by
designers, Gardner and Henein (1988). In order to achieve maximum benefit at
all engine operating conditions, variable compression ratio operation in diesel
engines has been explored. However, the complexity of this method makes it
impractical for production engines.

At present, considerable research is being carried out in order to achieve very
low NO, and soot emissions. In diesel engines, reducing the compression ratio is
one of the promising ways to meet these stringent demands. While reducing the
compression ratio, the in-cylinder gas temperature decreases, which in turn reduces
the thermal nitric oxide (NO) formation. It also increases the ignition delay, hence
leading to better fuel-air mixing and thus more fuel burns in the premixed phase of
combustion which leads to low smoke. Beatrice et al. (2008) and MacMillan et al.
(2012) showed that soot/NO, trade-off was improved in low compression ratio
diesel engines. On the other hand, due to incomplete combustion, a significant
increase in CO, HC emission, and fuel consumption was also observed. The
injection timing can be advanced in a low compression ratio engine, because of
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its low peak cylinder pressure when compared to the conventional engines. Hence,
the drop in thermal efficiency in a low compression ratio engine can be addressed.
Cursente et al. (2008) reported a 12% increase in brake power at 4000 rpm by
changing the compression ratio from 18:1 to 14:1, because of advanced fuel
injection timing in which the combustion center occurred close to TDC.

Another major issue in operating a low compression ratio diesel engine at high
loads is combustion noise. At high loads the drop in cylinder air temperature during
fuel evaporation was observed to be considerable, and it increased the ignition
delay period which led to high combustion rates. Suh (2011) showed that for the
same peak pressure, the heat release rate could be reduced by about 47% with two
pilot injections, when compared to the single injection at a compression ratio of
15.3:1.

Though researchers are trying to lower compression ratios to about 14:1, poor cold
starting ability and warm-up stability are issues that are to be solved. Diesel engine
cold start problems include long cranking time, combustion instabilities, and high
emissions. Figure 1 shows the various parameters that can affect the starting of a
diesel engine. One of the main challenges in cold starting is to understand the various
thermodynamic processes during engine cranking. Liu et al. (2003) used a thermo-
dynamic simulation model to study the key parameters that affect the cranking time
and combustion instability during idling. They found that accumulated fuel in the
combustion chamber during misfiring cycles has a major impact on engine cold
starting. Further, cranking speed should be at an optimum level for effective cold
starting, because lower speed causes high heat transfer and blowby losses, whereas
time available for evaporation is reduced in case of higher cranking speeds.

Henein et al. (1992) and Han et al. (2001) investigated combustion instabilities
during cold starting and found that misfiring is not random but is repeatable. The
engine may often skip one or two cycles during starting because the vaporized fuel
quantity is not sufficient, due to the slow evaporation rate and the net energy
produced from combustion in one cycle not being capable of overcoming the
frictional/inertial losses.

Pressure and Temperature Activation Energy Fuel vapour concentration

Causes: Causes: Causes:

1. Compression ratio 1. Cetane number 1. Injection quantity

2. Engine speed 2. Spray behaviour and fuel

3. Ambient temperature accumulation

4. Injection pattern 3. Combustion chamber
design

Fig. 1 List of critical parameters affecting the engine starting
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Zahdeh (1990) found that the peak compression temperature was decreased by
254 °C, when the ambient temperature was reduced from +20 to —20 °C. So, cold
starting becomes much more challenging in a low compression ratio diesel engine
at very low ambient conditions. Pacaud et al. (2008), improved the cold starting
ability of a low compression ratio diesel engine with the aid of a glow plug and by
the use of multiple pulse fuel injection techniques. They found that the pilot
injection of diesel promoted the cold flame combustion reaction which in turn
reduces the ignition delay. However, the pre-glowing duration (time required for
the glow plug tip to reach 800 °C) will increase drastically at low ambient
temperatures and, hence, leads to long cranking time. In order to improve warm-
up stability, additional methods to trap hot exhaust gases were needed. Peng et al.
(2008) found that recirculating fuel-rich exhaust gases back into the cylinder
through the intake manifold reduced ignition delay and improved combustion
stability. Added advantage of recirculating exhaust gases is the reduction of HC
emission (white smoke) during engine warm-up.

In order to implement suitable cold starting strategies, a proper understanding of
the transient behavior of an engine during starting is essential. Thus, this work is
aimed at understanding the advantages in performance and emissions and also the
challenges in cold starting a low compression ratio diesel engine.

Nomenclature

CR Compression ratio (—)

NO Nitric oxide (ppm)

HC Hydrocarbon (ppm)

CO Carbon monoxide (% volume)
BMEP Brake mean effective pressure (bar)
IMEP Indicated mean effective pressure (bar)
TDC Top dead center (TDC)

degCA Degree crank angle (degree)

P Cylinder pressure (bar)

% Displacement volume (m3)

n Polytropic constant (—)

(0] Heat release rate (J/degCA)

SOI Start of injection

2 Experimental Facility

The schematic arrangement of the experimental setup is shown in Fig. 2. A 0.55 L
single cylinder diesel engine was used for this experimental study. Detailed spec-
ifications of the engine are provided in Table 1. The geometric compression ratio
was modified from 16.5:1 (as in the production engine) to 15:1 and 14:1 progres-
sively by increasing the volume of the piston bowl and also maintaining its shape
similar to the original as shown in Fig. 3. Hereafter, these compression ratios will be
referred to as CR16.5, CR15, and CR14, respectively. The engine was coupled to an
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1
[ Engine Base
1. Roots Air flow meter 4. Engine 7. Eddy current Dynamometer 10. Piezo electric Transducer 13, AVL Di-Gas analyser
2. Airsurge tank 5. Diesel injector 11. Coolant Temperature 14. AVL smoke meter
3. Inlet air temg 6. Fuel bal 9. Crank angle encoder 12. Exhaust gas temy 15. Data acquisiti
system

Fig. 2 Schematic layout for the single cylinder diesel engine experimental setup

Table 1 Engine specifications

Engine type

Single cylinder, water cooled, diesel engine

Bore x stroke

80 x 110 mm

Displacement volume 553 CC
Compression ratio 16.5, 15 and 14
Connecting rod length 231 mm

Max. torque and power

23.5 Nm at 1500 rpm
3.7 kW at 1500 rpm

Fuel injection system

Mechanical (NOP = 220 bar)

Fig. 3 Piston bowl profile
for three compression ratio
configuration

CR16.5~ |
CR15~/,
CR14-Y

7

eddy current dynamometer for loading and to maintain its speed. The airflow rate to
the engine was measured using a positive displacement-type airflow meter (make,
Dresser, model, Roots Series B3). Fuel consumed by the engine was measured
directly on the mass basis. Exhaust gas emissions (HC, CO, and NO) were mea-
sured using a NDIR-based (AVL Di-gas 444) portable analyzer, while an AVL
415S smoke meter was used for smoke measurements. K-type thermocouples were
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used to measure the intake air and exhaust gas temperatures. A resistance temper-
ature detector was used to measure the outlet temperature of the coolant.

In-cylinder pressure was measured using a flush-mounted piezoelectric pressure
transducer (make, Kistler, model, 6043A60) along with a charge amplifier. An
optical encoder was used to determine the position of the crankshaft. A high-speed
data acquisition system (NI data acquisition card 6070E) with in-house developed
software was used to record the in-cylinder pressure on the crank angle basis. An
average of 100 consecutive cycles of cylinder pressure data was used for the
calculation of heat release rate. The heat release rate was determined through a
first law analysis of the cylinder pressure data as given below:

o, n v 1 _dP
dd n—1 do + n—1 do

()

Engine was maintained in the required ambient temperature through cold air and
coolant conditioning systems. Engine cooling was achieved by circulating chilled
water in to the engine coolant jacket. Cold air was supplied through a refrigeration
system mounted on the engine intake. Intake air temperature was controlled by
adjusting the refrigerant temperature in the evaporator coil of the air conditioner.
The engine was also equipped with a starter motor and a 12 V cranker (rectifier
which converts 220 V AC to 12 V DC) for starting. To maintain constant cranking
condition and to ensure repeatability during starting, the cranker was used instead
of a battery. Another in-house developed data acquisition software was used for
acquiring the instantaneous cylinder pressure and engine speed data of first
100 cycles at 1° intervals during engine starting. Starting was considered to be
successful if the engine fired and accelerated to the idle speed. As mentioned
earlier, engine cranking time will vary for different compression ratios and different
ambient temperatures, so it was necessary to control the starter motor in order to
disengage it once the engine operation became stable. A control system was
developed using a microcontroller for this application. This system measures the
engine speed and disengages the starter motor when it crosses the set threshold; at
this condition it was considered that the engine attains stability and has started
accelerating steadily toward the idling speed. The start ability experiments were
performed in the following order: First, the data acquisition was started; then it
triggers the starter motor control system to crank the engine; this control system
disengages the starter motor if the engine crosses the threshold speed of 700 rpm.

3 Results and Discussions

Experiments were initilally conducted at different compression ratios under differ-
ent constant injection timings, while the load (brake mean effective pressure —
BMEP) was varied. Parameters like brake thermal efficiency, cylinder pressure,
heat release rate, and emissions were obtained under steady operating conditions.
These are reported and discussed to evaluate the influence of compression ratio.
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Subsequently experiments were conducted to evaluate the startability under differ-
ent ambient temperatures that were simulated as explained earlier.

3.1 NO and Smoke Emissions

Figure 4 indicates the variation of NO emissions under different BMEPs at three
compression ratios with a static injection timing of 23°bTDC. The nitric oxide
(NO) emission decreased with a reduction in the compression ratio. This was
mainly due to the low peak in-cylinder temperatures reached after combustion
which were influenced by the lower charge temperatures at the end of compression
stroke with reduced compression ratios. At BMEPs lower than 3 bar, reduction in
NO levels was significant with respect to reduction in compression ratios. However,
at higher BMEPs, NO levels were higher in case of CR14 than CR15 due to the
higher rate of combustion. This is explained in detail later with heat release rate
data. Figure 5 shows that smoke levels get reduced with a reduction in the

Fig. 4 Variation of nitric 900
oxide emissions with load 800 | —=CR16.5_80I23bTDC

700 | ——CR15_soi23bTDC

600 { ——CR14_S0I23bTDC

o

2 3
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g
o

Fig. 5 Variation of smoke
emissions with load —=-CR16.5_SOI23bTDC
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compression ratio. This is due to increase in the premixed phase of diesel combus-
tion, i.e., with a reduction in the compression ratio, the ignition delay is longer and
majority of injected diesel is burnt in the premixed combustion phase. The higher
ignition delay in the case of low compression ratios thus leads to improved fuel-air
mixing. However, the lower charge temperatures at low compression ratios will
also affect fuel vaporization and mixing under these conditions.

3.2 Combustion Characteristics

Brake thermal efficiencies at the three compression ratios were almost similar as
shown in Fig. 6. At higher BMEPs (85% and 100% load), a marginal drop in
efficiency of about 1% was observed with CR14. Figure 7 shows the variation in
peak cylinder pressure with load for various compression ratios. It was observed
that for same BMEP the peak cylinder pressure in low compression ratio engines is

Fig. 6 Variation of brake 35
thermal efficiency with load
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reduced. This reduced in-cylinder pressure leaves scope for improving the brake
thermal efficiency by advancing the fuel injection timing and also by reducing
engine friction through reduction in the size and weight of other engine
components.

The variation of heat release rate at fixed BMEPs of 5.3 bar and 2.4 bar under a
constant static injection timing of 23°bTDC is depicted in Figs. 8 and 9. It is
observed that combustion gets retarded as the compression ratio is reduced. This
is because of the low cylinder pressure and temperature during the compression
stroke. At high BMEPs (>4 bar), the combustion rate is high in CR15 and CR14
because of the high ignition delay caused due to the drop in cylinder temperature
during fuel evaporation. This leads to high local temperatures inside the cylinder
during combustion which in turn results in high NO emissions and high combustion
noise. At low BMEPs (refer to Fig. 9), the start of combustion gets retarded

Fig. 8 Effect of reducing 130
compression ratio on heat Full load
release rate (HRR) at 5.3 bar 110 4 BMEP - 5.3 bar
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(ignition delay is increased) in CR14 and CR15 because of low in-cylinder pressure
and temperature. However, the peak heat release rate is lower at lower compression
ratios because of the low temperatures in the cylinder that affect mixture prepara-
tion during the ignition delay period. This leads to low NO and smoke but affects
effective expansion of the combusted gases.

3.3 Cold Starting

The effect of lowering the ambient temperature on engine startability was evaluated
in subsequent experiments. Startability of the engine at two compression ratios,
namely, CR14 and CR16.5, was evaluated at 10 °C, 15 °C, 20 °C, and 28 °C.
Figures 10 and 11 show the instantaneous engine speed and cylinder pressure plots
for the first 30 cycles during engine cranking and starting. At the highest intake
temperature of 28 °C, there was no difference in startability between the two
compression ratios as seen in Fig. 10. Combustion occurred right from the first
cycle which is inferred from the cylinder pressure plot. The engine started accel-
erating right from the first cycle and reached the governor-controlled idle speed
after 25 cycles. The initial peak pressures were higher with CR16.5 as compared to
CR14. Cylinder pressure plot shown in Fig. 10 is at the starting condition.During
starting, the fuel injection pump of this engine injects more fuel than at full load.
Hence, this leads to high cylinder pressures (Pmax) during starting.

At the intake temperature of 10 °C (Fig. 11), the engine with compression ratio
of 16.5 (CR16.5) fired in all cycles from the beginning, and this shows that the
engine startability did not deteriorate while reducing the ambient temperature from
28 to 10 °C. However, in the case of CR14, the engine misfired in the first 6 cycles,
and the first firing occurred only at the seventh cycle because of the fuel accumu-
lated during the previous cycles.

Combustion instabilities were there till the first 20 cycles. The engine fired in
every other cycle or every third cycle till it attained stability. After the twentieth
cycle, the engine was stable and accelerated steadily because of the reduced heat
transfer and blowby losses at high engine speeds and slightly warm engine walls.
For CR14 at ambient temperature of 10 °C, the engine took 36 cycles to reach the
governor-controlled idle speed of 1500 rpm.

In order to determine whether the misfiring cycles that occurred in between the
firing cycles are due to irregularities in injection or actual lack of combustion, heat
release rates were obtained for the fired and misfired cycles and also for a cycle
where the fuel injection was completely absent. This is seen in Fig. 12. We see that
in the fired cycle, the heat release rate (HRR) shows a sharp positive peak. It also
shows a negative portion after fuel injection as indicated in Fig. 12. This is due to
vaporization of the fuel accumulated before ignition. This negative portion is not
seen in the cycle where fuel injection is not present. In the misfiring cycle, we see
that the negative HRR portion is present, but the positive HRR portion is absent
indicating that fuel was injected but combustion was not initiated in the misfired
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Fig. 11 Engine startability
trials at 10 °C ambient
temperature
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Fig. 12 Rate of heat
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cycle. Hence, some of the cycles even after a firing cycle misfire under cold start
conditions in the case of CR 14. This could be because during cold start the
concentration of fuel vapor is insufficient for ignition. Hence, repeated injection
of fuel in consecutive cycles that misfire raises the vapor concentration and aids
ignition in a following cycle. It is seen that the sequence of firing and misfiring
cycles is not entirely random. Such observations have also been reported in
literature [Henein (1992)]. It may also be noted that the heat release shows only
premixed combustion. This also indicates that only the fuel that is vaporized
participates in combustion during the initial cycles of cold starting.

The severe IMEP fluctuations seen at starting in CR14 at 10 °C are indicated in
Fig. 13.

Figure 14 shows how the starting delay (number of cycles to reach idling speed)
of the engine increases with reduced ambient temperatures. It is evident that even
below ambient temperatures of 15 °C, reduction in the compression ratio signifi-
cantly affects startability. This will also have a significant influence on emissions
during starting.
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Fig. 14 Start delay for 40
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4 Conclusions

(a) Reducing the compression ratio in the diesel engine reduces the nitric oxide
(NO) emissions at all load conditions by reducing the peak in-cylinder temper-
ature. Particularly significant reductions are seen at lower loads (BMEP < 3 bar)
where the combustion rate is minimum. At a BMEP of 1.6 bar, the reduction in
NO with CR14 and CR15 was 49% and 30%, respectively, as compared to
CR16.5. Smoke at all load conditions is also reduced at low compression ratios
due to longer ignition delay. At a BMEP of 1.6 bar, the reduction in smoke with
CR14 and CR15 was 62% and 55%, respectively, as compared to CR16.5.

(b) Brake thermal efficiency was not significantly affected with reduction in com-
pression ratio.

(c) Starting delay of the engine with CR14 was increased at reduced ambient
temperatures, because of misfiring (combustion failure) during the intial cycles
when the engine is cold.

(d) During cold starting only the fuel that is vaporized participates in combustion
and the remaining gets accumulated in the bowl. Repeated injection of fuel in
consecutive misfiring cycles raises the fuel vapor concentration and aids com-
bustion in the following cycle.
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Control of Cement Slurry Formulation
for an Oil Well in a Critical Geological Layer

Soumia Bechar and Djamal Zerrouki

1 Introduction

Cementing is an essential operation during construction of an oil or gas well
(Choolaei et al. 2012). The quality of cement in a casing plays a vital role during
drilling and has a serious impact on secondary cementing, stimulation operation,
and protection of casing against corrosion (Backe et al. 1997; Ershadi et al. 2011).
The oil and gas industry has worked for a long time to respond to the challenge of
ensuring the protection of the environment. However, the exploitation of oil and gas
reserves has not always been without secondary ecological effects. However, in all
cases, environmental impacts can be avoided, minimized, or mitigated (Ershadi
et al. 2011). During construction of an oil or gas well, oil well cementing is the
process of placing cement slurry in the annulus space between the well casing and
the geological formations surrounding the well bore, from the injection horizon to
the surface. This procedure is used for providing zonal isolation of different
subterranean formations in order to prevent the exchange of gas or fluids among
different geological formations, as well as for protecting oil-producing zones from
corrosion and collapse. Oil well cementing is less tolerant of errors than conven-
tional cementing works, and long-term performance of the oil well cement slurries
is of great concern (Le Saout et al. 2006). In this way, cementing of oil wells
requires new materials that provide long-term stability in critical conditions.
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Fig. 1 A typical well
profile in the Hassi 18 5/8”
Messaoud field
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The protective characteristics of oil well cements can be controlled by the addition
of a specific additive (Bensted 1996). The main challenge in the Hassi Hessaoud
field is zonal isolation for the Lias Dolomitic (L.D2), called Horizon B. This high
pressure zone is located at a depth that varies from 2400 to 2700 m with a thickness
of about 30-60 m (Figs. 1, 2, and 3). The zone is characterized by a high pore
pressure gradient up to 2.25SG (Bouras et al. 2007). The difficulty is in keeping a
hydrostatic column to check pore pressure, but this hydrostatic pressure must be
below the pressure of the fracturing formation. Poor quality and bed placing of the
cement slurry in the annulus space lead to the need for remedial cementing and will
increase the time and cost of the cement job (Nelson 1990). The cost for workover
operations on wells in production can easily reach US$40,000 /day; for example,
for the MD-174 well, 24 days were spent on repairing casing corrosion, as casing
corroded at 2614 m in front of the LD2 formation (Bouras et al. 2007). As provided
in the severe downhole severities, the control of formulation properties is crucial for
obtaining a good cement bond to protect the casing from corrosive fluids.
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Fig. 3 Lithology example of a typical case (Hassi Messaoud field)

2 Background Information

275

The collection of temperature data takes account of the recording at the bottom. The
bottom hole static temperature (BHST) of this well has been estimated to be 120 °C,
and the bottom hole circulating (BHCT) temperature is predicted to be 88 °C.
The temperature gradient is 2.73 °C/100 m.
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Ta:)letlk AnfalYSisﬂi’f the Ions Chloride calcic waters
water taken from the
geological layer Horizon B HCO; (gl) 1.37
LD2) Cl™ (g/L) 2520
Sos~ " (g/L) 0
Ca™ (g/L) 1160
Mg™ (g/L) 10
Ba™ (g/L) 0
Na* 63.3
K* (g/L) 9.24
PH 6
Density a 25 °C 1.28
Depth (m) 2400-2800

The water in the geological formation that causes the dilution of cement slurry
during its introduction was sampled and analyzed and the results are shown in
Table 1.

3 Experiments

3.1 Reagents

Portland cement is used a lot in oil well cementing operations, and is a very
important link in the process of oil well construction (Garnier et al. 2007; Neuville
2008; Shenglai et al. 2014). The cement powder used in this study is class “G” HSR
cement according to the American Petroleum Institute (API) standards (API 2002).
It was obtained from Dyckerhoff and the phase composition of class G cement is
presented in Table 2. The cement powder was blended in dry with silica fume (35 %
by weight of cement). The particle size (100-mesh) and crystalline nature of the
silica (98 % of SiO, or greater), as well as the addition of the mineral pozzolanic
admixture can affect the properties of cement slurry both in a fresh and in a
hardened state (Lohtia and Joshi 1996; Plassais 2003). It extends the mechanical
integrity of the cement over the life of the well and prevents cement strength
retrogression, which would otherwise lead to severe well integrity problems in
abnormal conditions. We used hematite powder to provide stable rheology values
due to the kit’s better suspending properties; it increases cement slurry density to
maximize well control under high well pressures (Johnston et al. 1992). Sodium
chloride (NaCl) 37.2 % by weight of water (bwow) was dissolved to obtain a salt-
saturated water for mixing in order to minimize the deference potential of the
interstitial solution and the exterior environment to avoid the dissolution of the
salt form forming a slurry and thus to avoid a resulting hydrostatic imbalance. Other
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Table 2 Composition of C3S (wt. %) 53.7

class G cement C2S (wt. %) 26.46
C3A (wt. %) 2.8
C4AF (wt. %) 12
SO; 2.0
MgO 0.7
Free lime 0.4

classic additives such as antifoam agents, dispersants, retarders, anti-gel agents, and
fluid loss control are also used in the admixture of cement slurry.

3.2 Material

The cement slurries were prepared in the laboratory according to the API guidelines
with the following standard mixing procedures described in API RP 10B-2: First,
NaCl was dissolved in water for 15 min, after that an anti-gel agent was added to the
water mix with an antifoam agent, dispersant, fluid loss control, retarder, and
hematite powder. Thereafter it was transferred into the cup of the warring blender.
Then, the cement was added within 15 s to the aqueous solution and mixed using
two speeds, 4000 and 1200 RPM (API 2002).

At first the cement slurry was poured into a slurry container for the
preconditioning process. After achieving the desired conditions, the slurry was
stirred for about 20 min, and then it was immediately poured into a viscometer
cup. Throughout this time the slurry was stirred in order to prevent it from
remaining static. The first reading was taken 10 s after continuous rotation at the
lowest rotating speed. After that, the remaining readings were taken in ascending
order, following continuous rotation of 10 s at each speed. After reading each speed,
in order to continue the reading process, the speed was immediately shifted to the
next considered speed. The rheological measurements were reported (R3, R6,
R100, R200, and R300), and at the end gel at 10 s and gel at 10 min were also
measured. These tests were carried out according to API specification 10A standard
(API 2002) using the Fann 35 device.

3.2.1 Thickening Time

The apparatus for measuring the thickening time consists of a pressurized
consistometer, which has a rotating cylindrical slurry container, equipped with a
stationary paddle assembly. At first the slurry was loaded into a slurry container and
was placed in a pressure vessel. The temperature and pressure of the cement slurry
were increased according to the appropriate specification schedule. The thickening
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Table 3 Fann 35 data RMP
300 92
200 75
100 50
6 22
3 20

time was recorded as the passed time between the first application of temperature
and pressure to the pressurized consistometer and the time at which a consistency of
100 Bc was reached (the Bearden unit of consistency (Bc) is the measure of the
consistency of a cement slurry). Finally, the maximum consistency between 15 and
30 min of the stirring period was reported (API 2002).

3.2.2 Compressive Strength

By measuring the variation of the speed of an acoustic signal, the ultrasonic cement
analyzer provides a continuous method for determining the compressive strength as
a function of time (API 2002). See Table 3.

4 Results and Discussion
4.1 Rheological Parameters

The density of the slurry was calculated at 2.24 SG and checked after mixing using
the Halliburton densimeter. We were obliged to readjust the concentration of
dispersant and anti-gel agent to acquire normative values.

* Viscosity and yield value:
Vp = (R300) — (R100t) *1.5 (Centipoise)
Pv=67.5Cp
Yv = lecture 300 t/min—Vp (en 1bf/ IOOftz)
Yv = 27.5 Ibf/100ft>

¢ Gel strength
10 s: 10 s: 20 (Ibf/100 ft%)
10 min: 10 min: 50 (Ibf/100ft®)
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4.2 Fluid Loss and Free Water

FL: 66 cc/30 min @ 1000 psi
FW: 0% cc

4.3 Thickening Time

The pumpability of the cement slurry is the crucial parameter for concretization of
the cementing operation. A multitude of tests have been carried out in order to
obtain a suitable thickening time (pumpabilty time), which was at 05 h but it is
strongly recommended to have enough thickening time for a safety margin (Fig. 4).

4.4 Compressive Strength

o Ultrasonic cement analyser: The transit time from the slurry is inversely pro-
portional to the compressive strength. This formulation has developed good
mechanical resistance (1500 PSI) (Fig. 5).

20 30 40 50 60
Time{HH:MM)

Fig. 4 Variation in consistency according to time
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Fig. 5 Compressive strength and transition time (recorded by UCA)

e By Crushing Cube after curing for 36 h in a curing chamber at BSHT (Fig. 6)

Compressive Strength = force/Area
5447/4(inch) = 1361 (Psi)

The hardened cement has developed an adequate compressive strength.

5 Conclusion

The correct introduction of the cement slurry between the drilled hole and the
casing in place is important to provide good control of rheological properties. The
important in this is the correct use of additives and the precise prediction of
pumpability time, which are crucial factors for the success of the cementation job
and sustainability of the hardened sheath, as well as the longevity of the well and
reliability of production. This paper presents an initiative study for understanding
the behavior of weighting cement slurry under several constraints in downhole
conditions. Many perspectives are shown in this study to begin to work on improv-
ing the sustainability and strength of the cement-hardened face in the complexity of
the geology in the Hassi Messaoud field.
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Fig. 6 Chart showing the destructive test of compressive strength
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Recovery of Farm Waste After Methanization
by Evaporation on Inclined Plate

Hiba Zouaghi, Souad Harmand, and Sadok Ben Jabrallah

1 Introduction

Wastes present problem to the entire population because of the nuisance it causes.
In rural communities, it is rather animal waste, which causes a big problem
(pollution of soil, rivers, water table, etc.). However, these releases have a product
rich in nutrients and fertilizers (Granier and Texier 1993). On this basis, several
farmers choose recovery of such wastes by anaerobic digestion. The development
of biogas plants not only reduces agricultural emissions by converting biomass but
also produces thermal energy. This thermal energy can have other uses.

After anaerobic digestion, it leads to the production of two types of energy. One
is related to the production of electricity and the other is reused in methanation
process. However, the disadvantage is that the digestate, after anaerobic digestion,
causes problems on many levels. It has high water content (up to 97%), particularly
pig manure. That is why storage or reuse is required. This product is the material
remaining residue at the end of the process. It has excellent agronomic value and
can be used as a fertilizer (Latimier et al., 1996; Levasseur 1998).

The field of waste recovery appeared since a long time, especially in regard to
farm waste, because of organic matter and fertilizers. Drying presents an important
process for the management of farm waste, as it reduces the mass and volume of the

H. Zouaghi ()
National Engineering School of Monastir, Avenue Ibn El Jazzar, Monastir 5019, Tunisia
e-mail: hibazouaghi@yahoo.fr

S. Harmand
University of Lille Nord, UVHC, LAMIH UMR CNRS 8201, Mont Houy, Valenciennes
Cedex 09, 59300, France

S.B. Jabrallah
Sciences Faculty of Bizerte, Zarzouna, Bizerte 7021, Tunisia

© Springer International Publishing AG, part of Springer Nature 2018 283
F. Aloui, 1. Dincer (eds.), Exergy for A Better Environment and Improved

Sustainability 2, Green Energy and Technology,

https://doi.org/10.1007/978-3-319-62575-1_20


mailto:hibazouaghi@yahoo.fr

284 H. Zouaghi et al.

product and therefore cost of storage, workforce, and transportation. It is a method
based on evaporation. This process, which is a change of vapor—liquid phase, can be
achieved by exposure to air. But, it can be intensified by the use of solar energy.
This is one of the most practical methods of preserving the quality of agricultural
products and of recycling waste and effluents. Studies on drying after anaerobic
digestate are rare. However, other waste streams drying exist.

Drying process can reduce the weight and volume of the product and therefore
cost of storage, handling, and transportation. Solar drying plant of sewage sludge
treatment was built as a tunnel-type greenhouse with a ceiling height of 2.5 m in
Turkey (Salihoglu et al., 2006). It has been completely covered by two walls, with a
thickness of 10 mm of transparent polycarbonate with light transmitting sheet of
80%. Solar dryer was constructed with the principle of increasing the difference
between vapor pressure of sludge compared to interior and relative vapor pressure
to obtain an effective drying. Lei et al., (2009) developed a greenhouse solar dryer
in China for drying sludge from wastewater treatment. The greenhouse is made of
glass. Its inner lower surface is painted black in order to increase the absorption of
solar radiation. A high stack of 180 cm was placed on top of the greenhouse.
Samples of fresh sludge were obtained from wastewater treatment plant located in
Shanghai. Before drying, the humidity is 5.16 kg/kg dry and dried at 0.78 kg/kg dry.
It was rolled to 25 mm in thickness in a plate made from 0.1 mm steel mesh and a
surface area of 0.22 m x 0.36 m. The drying process lasts 125 h in summer
and about 550 h in winter with a nonregular decrease in moisture content
(Bennamoun, 2011).

Tannery effluent, ejected into the environment, pollutes terrestrial and aquatic
organisms in and around tanneries and evaporates over long periods. Drying may be
accomplished by allowing the effluent to flow on an inclined plane solar sensor.
While the liquid flows over the collector, it is heated by solar energy that helps
increase the evaporation rate. In tannery, water effluent evaporation and recovery of
salt is a method that uses solar energy available in abundance (Mani et al., 1993,
1994; Srithar et al., 2003a, 2003b, 2006), driers having sensor solar plates, and a
spray system to increase evaporation flow. In the case of plate sensor, effluent flows
over the manifold. Therefore, the effluent temperature at the exposure area with air
increases, which increases the rate of evaporation.

This work is about drying of pig digestate after undergoing anaerobic digestion
and phase separation by centrifugation. The treated effluent has a solid content of
2.3%. In this context, an inclined stainless steel plate, 2 m long, 1 m wide, and
inclined by 30°, has been put in place. The device is without a glass cover, and tests
were carried out in a laboratory using a 6000-W solar simulator. This device is
designed to be placed on barn roofs.

This study is divided into two parts. In the first part, evaporation tests were
conducted by varying the inlet temperature of the effluent. The second part
focuses on the comparison between the experimental and calculated results by
solving equations of heat and mass balances on plate and film.
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Nomenclature

Cp Heat capacity (J/kg.°C)

e Thickness (mm)

h Convection coefficient (W/m2.°C)
1 Radiated flux (W/m?)

L Plate length (m)

Lv Latent heat of vaporization (J/kg)
m Flow (m3/s)

Pr Prandtl number

S Area (m?)

T Temperature (°C)

X Horizontal axis (m)

Y Vertical axis (m)

Greek letters

a Absorptivity p: viscosity (Pa.s)

e Emissivity v kinematic viscosity (m?/s)
¢ Transmissivity o: Boltzmann constant
A Thermal conductivity (W/m.°C)
Superscripts

* par unit width

Subscripts

ev Evaporated in: initial

ext,out Outside int: inside

f Fluid

P Plate

pair Between plate and air

of Between plate and film

2 Effluent Characteristics

A thermo-physical characterization of the effluent is performed to determine
thermal conductivity “A,” heat capacity “Cp,” and dynamic viscosity “p”; the
effluent is the liquid phase of pig manure that has already undergone methanation
and phase separation by centrifugation.

Analyses were performed on three samples (Eq, E;, and E,) having different
concentrations. The sample E, is the liquid effluent having a concentration of Cy
and a dry matter content of 2.3%. The sample E; was prepared by evaporation of E,
so as to lose one third of its initial volume. As for E,, evaporated volume is about
two thirds of E. The characteristics of each sample are shown in Table 1.

The thermal conductivity measurements use a device called FP2C. This is a
thermal conductivity meter which is based on hot wire method for measuring the
overall thermal conductivity of a material from the evolution of temperature
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Table 1 Characteristics of

les t ) Sample name Ey E; E,
sampies fo anatyze Concentration Co C, = 15C, C, = 3C,
Density (g/l) 960 900 850
Tal:ile % Iher;nal ) Sample E, E,; E, Water
conCuetivity of sampres T=30°C 0.593 0.560 0.598 0598
T=60°C 0.700 0.805 0.713 0.651
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measured by a thermocouple placed near a resistive wire. The values of thermal
conductivity A are expressed in W/m.K. We were able to determine thermal
conductivities of samples for 30 and 60 ° C (Table 2).

Knowing that the measurement accuracy is 5%, and by referring to Table 2, we
see that thermal conductivity does not depend on the concentration of the samples
but depends on its temperature. When temperature is about 30 °C, it is 0.584 W/m.
K almost equal to that of the water of 0.598 W/m.K. At 60 ° C, 1 = 0.739 W/m.K,
whereas Ayqer = 0.651 W/m.K (Brau 2006).

Measurements of dynamic viscosity use a rheometer DHR III having TA
Instrument mark. The measurements are performed at atmospheric pressure for
three temperatures (20 °C, 45 °C, and 70 °C). Each test was performed twice on
different samples to assess the reproducibility.

Before starting measurements, each sample is deposited on the bottom plate and
spread with a top plate. Excess product is removed with a spatula. The gap is then
adjusted and the temperature of the sample conditioned to be measured with an
accuracy of 0.5 °C.

The flowing curve of different samples is obtained using a measuring method
based on a constant shear rate. The values of shear stress and viscosity are noted as
soon as the flow is established. Results are given with an accuracy of 10%,
considering geometric imperfections and rheometer accuracy (Fig. 1).



Recovery of Farm Waste After Methanization by Evaporation on Inclined Plate 287

Fig. 2 Heat capacity 45
function of temperature for Xi L A e e o e 2 2 D B
~ L]
each sample o*
35 a —=—E,
1 ! o
L] ) 1
O 3.0 & A—E,
) —w— Water
3 25
z
g 20
(=%
8
= 154
o
T 104
05
-2 @ -8 E-E-E- 8 8- -
00 T T T T T T T T T T T
20 30 40 50 60 70

Temperature (°C)

The influence of temperature on viscosity of each sample is shown. If temper-
ature increases, viscosity decreases for different shear rates. However, this influ-
ence is less depending on sample, well-marked for Eq and E; (especially between
20 °C and 45 °C), and less important for E,. Viscosity of sample E is the closest to
that of water (Brau 2006).

As for the measures of the heat capacity, they are made with the DSC Mettler
Toledo DSC1. This device uses the differential scanning calorimetry (DSC), which
measures the change in enthalpy in sample using a standard sapphire.

This method uses the following experimental conditions:

» Temperature stabilizing at 20 °C for 5 min, heating from 20 to 70 °C (20 °C/min)
« Stabilization at 70 °C for 5 min
¢ Continuous wipe neutral gas (nitrogen) to 50 ml/min

The analysis results show that for samples E, and E,, heat capacity is constant
over the temperature range of 20-67.5 °C. It is an average of 0.166 J/g.°C for E, and
0.16 Jg.°C for E,. For E,, the heat capacity varies depending on the temperature.
It is from 3.23 J/g.°C to T = 20 °C. It comes down to 2.91 J/g.°C to 22.5 °C
and gradually increases. A slight increase is observed for temperatures between
30 and 67.5 °C, and it is on average 4.08 J/g.°C. Results are shown in Fig. 2.

3 Experimental Facility

This process consists of flowing the aqueous liquid effluent on an inclined plate
subject to solar flux. The purpose is to produce solid fertilizer from aqueous liquid
waste, such as anaerobic digestate. The system should be inexpensive to purchase
and should consume as little energy as possible as it is for farmers who make liquid
methane.
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This device is an evaporator composed of a stainless steel plate with a tilt angle
of 30°. This plate is 2 m long and 1 m wide. The liquid is injected from the top of the
plate with an injection nozzle. Fluid flows along the plate and is recovered in a
gutter (Fig. 3).

The steel plate is not covered with glass wool. It is heated using a 6000-W solar
simulator. The solar simulator is placed parallel to the evaporator at a distance of
2 m such that the flow will be focused on the upper part of the plate and there will be
a flux density similar to that of the sun.

Thermocouples are fixed to the stainless steel plate, as shown in Fig. 4. The
thermocouples are positioned into three rows of nine lines. The first line of
thermocouples is approximately 20 cm from the top and 15 cm from the edge.
Thermocouples are spaced at a distance of 20 cm. K-type thermocouples were used
and had a margin of error of £2.5 ° C.

Once steady state was achieved, the liquid was injected from the top of the plate
using a pump that feeds the dispense manifold. The input flow measurement was
performed by weighing the liquid before and after injection for a predetermined
time before the start of the solar simulator.
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The evaporated flow was measured when the simulator was powered and after
stabilization of the temperature. The measurement was achieved by weighing the
liquid at the output of the plate over a given time.

4 Numerical Scheme

Before circulating the liquid film, the plate was exposed to radiation simulator and
its back was isolated (no heat loss). Based on the sum of the incoming flux that
equals the amount of outgoing flux, the heat balance on the plate can then be
written:

aply — e,,a(T4 T;‘“) — hestpa(Tp — Tair) =0 (1)

The natural convection coefficient in steady state is a function of temperature of
the plate and that of air (Chen et al. 1986; Huetz et al., 1981):

b2
hext.pa = 0.225(T)) — Tair) (2)
Heat balance becomes
4 9
aply — (T ) 0.225(T, — Ta) " =0 (3)

Once the plate temperature is stabilized, the liquid is circulated (Fig. 5).
Heat balance on film can be written:

aptrlo + epay0T} — ,6Ty — hingpr (T — Ty) = 0 (4)
Fig. 5 Balance on liquid T,: Gas temperature
film T;: Film temperature
1o % T,: Plate temperature
e, : Film thickness
I: Plate thickness

% % I,: Solar flux
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The forced convection coefficient is a function of the thickness of the water film.
In steady state, for an inclined plate of 30°, the forced convection coefficient
between the effluent and the plate takes the following form:

A tn | 1
B pr = | 0.332.2pr" 4 [T | — (5)
L v |.\/er

As regards the liquid film, the mass balance is (Bouchekima et al. 2001)

. Tr(x
m (x)Cp J;J—(x) + arlo + agtsp,lo + hingpr (Tp(x) — T(x)) + apepaT;

= (7;1 (x) —m (X + dx))Lv =+ hint’fair (Tf — Tuir) + 8f0T;1

+m (x+ dx)pr (6)

where S, =dx.L and
r;lev:rhinfrhout (7)

The film thickness along the plate is variable and depends on the evaporated
flow. Assuming the volume is constant, the film thickness is defined by:

m (x)

er(x) = ¢7(0). (8)

Min

The equations are solved using the programming language MATLAB. Solving
equations is performed one by one, as the number of equations is less than the
number of unknowns. Once the temperature along the plate is determined from
eq. (3), it is known and entered as data in (4). Knowing 7,(0) and T(0), we can
determine the convection coefficient. Thus, eq. (6) is solved at initial status. Using
the equation (7) the film thickness can be derived to estimate x, and the same
approach can be followed to solve (4) and (6).

5 Results and Discussions

The cartography of the flux on plate is shown in Fig. 6. We chose the same points as
thermocouples (three columns of nine lines). The solar flux is measured by a
pyranometer with accuracy £4—10 pV/W, /m>.

The maximum flux is at ¥ = 0.45 m according to the different positions X, X5,
and X5. It is 805 W/m? at Y = 0.45 m for position X,. The minimum flux is 111 W/m?
for Y = 1.85 m for position X;. The mean flux along the plate is approximately
424 W/m”.
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The shape of this curve can be explained by the position of simulator in which
the plate is exposed. Therefore, the flux is not distributed evenly; only the upper part
of the plate is exposed to radiation. Simulator radiates this partly explains the fall of
the stream up to 116 W/m>.

By solving eq. (1), we were able to compare the temperature of plate in different
experimental and calculated positions. Results are shown in Fig. 7.

Results indicate that following columns X;, X, and X3, curves representing
temperature of plate after have the same shape. It is maximum at ¥ = 0.45 m and
decreases along plate. This can be explained by the solar flux which is focused on
the top plate when it reaches 805 W/m?.

From eq. (1), the temperature of plate depends on radiation flux and temperature
of the air. The flux is not uniformly distributed on the plate, whose upper portion
only is exposed to radiation. This explains the drop in temperature of the plate from
Y = 1.45 m. This curve has the same shape as the distribution curve of flux along the
plate. Then, the temperature of the plate is strongly dependent of radiated flux.

The slight variation of the calculated and measured plate temperature may
depend on several factors such as laboratory temperature and temperature of the
air between the plate and the simulator.

The liquid flows over the plate. By varying the inlet temperature of the effluent,
the temperature of the effluent on the plate varies as shown in Fig. 8, according
to eq. (4).

The temperature of the effluent is important on top of the plate, at ¥ = 0.45 m; it
starts to decrease until stable at the bottom of the plate. When the liquid inlet
temperature is 40 °C, the fluid reaches a maximum temperature of 69 °C at
Y = 0.45 m and for X, = 0.475 m. Then its temperature decreases to 38 °C at
Y = 1.85 m and for X,.

In each case, the film temperature is maximal for X,. This can be explained by
the distribution of flux, which is maximum at the top of the plate. Moreover, from
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Fig. 7 Evolution of plate temperature

€q. (4), the variation in T, causes the variation of Ty This implies that fluid
temperature curve along the plate has the same shape as that of the plate. The fall
of fluid temperature is due to the low temperature of the plate as it is not exposed to
the rays of the simulator.

On the top, the temperature of the plate is higher than that of the fluid. The fluid
is heated by the plate. Its temperature increases and becomes close to that of the
plate. In the bottom of the plate, the effluent cools because its temperature is higher
than the plate temperature.

We compared the inlet and outlet liquid temperatures, results are shown in
Fig. 9:

When the liquid is preheated at 20 and 30 °C, its outlet temperature is higher
than that of the input. It is respectively 24 and 34 °C experimentally and 23 and
31 °C calculated. Hot liquid having a temperature around 35 °C is cooled on the
bottom of the plate. The difference between the plate and fluid temperatures is low.
However if the liquid is preheated at 40 and 50 °C, the difference of the temperature
between the plate and the fluid is large, which explains the temperature drop of the
latter in the outlet. As for the maximum difference between the measured and the
calculated results, it is 10%.
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Fig. 8 Film temperature along the plate

Fig. 9 Outlet temperatures
of fluid

—a— Calculated results
—a— Experimental results

Outlet temperature of fluld (°C)

35 40
Inlet temperature fo fiuid (°C)



294 H. Zouaghi et al.
(11 coX
THO)=18°C —.— THO)=30°C —
21 - 2 2 oz R,
/ \ X —h— X,
AN
LR —l_\\, co
- ‘?""“l*_ o \;-.... ~——
2 oors N £ sl \\
- = ] \.\'
= \ 3
-] o \ 00 o
: \ |
0.008 coesd §
o d T T T T T T T T T foe i T T T T T T T T T
[-X-) -] oa . o 1.0 12 i 14 ) 0 L-X-} c. o4 o8 cs 19 1 1.4 15 ] 20
¥im} ¥im)
o3 = - o8I0
0= 40'c r—y T [0)=50"C -y
0.028 - /' e oess / —a—x,
. X, . —ax
!/\ /A\
220 - ', 1 R,
T | o
- 2 i ——
5’- 0.015 / \=___ﬁ 5‘ ce1sd %E
& { ~~ ‘E T
sowd f o010
/ !
0.008 - : QoS- :I \"‘§=.‘
00 T T T T T T T T T L T T T T LN T T T ",
a0 04 o8 a8 1.0 3 1.8 18 5 28 L1 o2 = s 1 1.8 12 14 16 13 20
¥(m) Ym)
Fig. 10 Variation of local evaporated flow along the plate
Fig. 11 Comparison o0
between calculated and el —=— Cakulated results
experimental : —4— Experm ental resuin
evaporated flow o184
0.14
0124
-A - — —
; 0.10 - ————— -
2 ]
0.08 -
E 4 ] - —a
0.06
004
0.02
c"’ L] L L] L] L] L L]
15 0 8 % 38 4 a5 s 55

inketemperaure of fuld ("C)

Evaporated local flow is maximum when the liquid temperature is high. It
gradually decreases. It is low in the bottom of the plate because the fluid temper-
ature is low (Fig. 10).

Experimentally, we measured the total throughput evaporated. Theoretically, it
is determined by integrating the local flow evaporated. We obtained results

presented in Fig. 11
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Fig. 12 Variation of film thickness along the plate

When the liquid is preheated at tempera