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Preface

It has been shown that the quality of life for people remaining in their own homes is
generally better than for those who are institutionalised. Moreover, the cost for
institutional care can be much higher than the cost of care for a patient at home. To
balance this situation, efforts must be made to move the services and care available
in institutions to the home environment. Thus, society poses new challenges,
demanding systems that overcome this issue.

Personal assistants (PAs) are a relatively new concept, advancing the Cognitive
Orthotics concept, which is only focused on direct assistance to people with cog-
nitive or physical disabilities. The aim is to expand the Cognitive Orthotics area to
include complex platforms that include sensors, actuators, monitoring abilities and
decision processes.

PA domain contains technologies such as cognitive assistants, multi-agent sys-
tems, robotics and applications (such as e-health and e-learning), among others.
Essentially, PA is focused on people and their disabilities, providing tools that best
fit them using personalisation methods. They have been typically developed to
perceive the intrinsic mechanisms of human cognition such as reasoning, learning,
memorising, acting and adapting; to discover the thought process leading to each
decision; and to build systems that can emulate those thought processes and make
decisions or suggestions.

PA can range from a medication reminder to a messaging system that connects
its users with their relatives. New developments like the Internet of Things and the
increasing amount of computing power that hand-held devices have allowed the
development of environments that were until now unavailable through embedded
systems. Therefore, there are a lot of implementation options open for development
on this area. This book is intended to provide an overview of the research being
carried out in the interdisciplinary area of personal assistants and cognitively
inspired systems.

The contents of the book were divided into the following parts: Introduction,
Reasoning, Health, Personalisation, Robotics, Ethic and Social Issues.

The Introduction presents an overview of the area and the projects that constitute
it. The Reasoning presents the knowledge processes that affect PA. The Health
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presents application of PA in health environments. The Personalisation presents
solutions that are directly related to how the PA can adjust to the users. The
Robotics presents application of PA through robotic systems. And finally, the Ethic
and Social Issues present the legal perspective of how the PA affects the society.

This book counts with international contributions, from countries such as
Argentina, Republic of Colombia, Russia, Spain, Portugal, the USA, which provide
different perspectives elated to their own culture, being composed by 12 chapters.

In closing we would like to thank the reviewers who helped to increase the
excellency of this book.

Braga, Portugal Angelo Costa
Valencia, Spain Vicente Julian
Braga, Portugal Paulo Novais
May 2017
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Chapter 1
A Survey of Cognitive Assistants

Angelo Costa, Paulo Novais and Vicente Julian

Abstract Cognitive Assistants is a subset area of Personal Assistants focused on

ubiquitous and pervasive platforms and services. They are aimed at elderly people’s

needs, habits, and emotions by being dynamic, adaptive, sensitive, and responsive.

These advances make cognitive assistants a true candidate of being used in real

scenarios and help elderly people at home and outside environments. This survey

will discuss the cognitive assistants’ emergence in order to provide a list of new

projects being developed on this area. We summarize and enumerate the state-of-

the-art projects. Moreover, we discuss how technology support the elderly affected

by physical or mental disabilities or chronic diseases.

1.1 Introduction

The term Personal Assistants (PA) is originated from the Ambient Assisted Living

(AAL) area that encompasses the advances in the ICT area that are focused in provid-

ing direct care on activities of daily living and related tasks. The AAL area focuses in

technologies that provide healthcare, assistance and rehabilitation to elderly or dis-

abled people (with cognitive and physical impairments), promoting independent liv-

ing, active aging and aging in place. Therefore, the need for the distinction is required

due to the fact that not all PA technologies belong to AAL and vice-versa. Recently

PA have gained traction and there are several projects with interesting results.
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The need for projects on these areas comes from the increasing numbers of elderly

people that need technological solutions on their daily lives [38]. Most of the elderly

are fragile and need assistance to perform certain tasks. While most try to overcome

these issues however they can and at great physical and psychological cost, some

are unable to perform those tasks at all. Moreover, population aged 65 or older is

projected to increase from an estimated 520 million in 2010 to nearly 1.5 billion in

2050 [38]. With the growth of elderly population comes the increase of mental and

physical diseases like Alzheimer, dementia and mobility problems.

Population Reference Bureau [27] states that about 20 million North Americans

assist elderly people performing daily activities, and that 70% need constant care.

Monetarily speaking, in 2010 the spending in care of people with dementia ascended

to 604 billion dollars, and with the increase of population its expected the increase of

costs [38]. The health-care costs dedicated to dementia patients is estimated to be in

the UK roughly £26 billion a year [26]. Two-thirds (£17.4 billion) is paid by people

with dementia and their families, either in unpaid care or in private social care. Thus

it is expected that the continuous increase of the elderly population will produce an

economical disadvantage to their families and society.

One way to address this issues is with the use of technological devices that are able

to help and simplify the execution of daily tasks. Low cost health-care systems can

be built to diminish the burden of the caregivers with minimal transitional periods

and with a high level of usability. Technological devices can help to break social and

physical barriers that elderly people and caregivers have and enable independent

living with a high rate of success.

Governments have already observed that these advances can be very advanta-

geous. The European Union has and keeps promoting and funding projects on this

area [14] through several calls to action.

Also, there is the European Innovation Partnership on Active and Healthy Aging

(EIP AHA) that is constituted by several actors that work in conjunction to propose

new ideas and pursuit technological developments directed to the elderly population;

it aims to continually increase the levels of the elderly health condition by 2020 [15].

In terms of policies and protocols, there are some projects that tackle those issues

through compilation of information on existing services and private and public ini-

tiatives, and conduction of representative surveys within the elderly population.

The AALIANCE project [33] built a guideline for development and research in

the AAL area, as well as some policies that should be implemented at the European

level. It is clear that there is a great interest in the PA and AAL area, where state of

the art advances are currently being produced.

This work aims to provide an overview of the cognitive assistants inside the PA

area, focusing on technologies and approaches for aging population in home envi-

ronments. More specifically, we will present the concept and usage of cognitive

assistants, which are constituted by platforms, services and tools that help the users

overcome their cognitive disabilities through discreet and ubiquitous devices.

This chapter is structured as follows: Sect. 1.2 presents the cognitive assistants

projects and their setting in the PA area; Sect. 1.3 presents the conclusions.
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1.2 Cognitive Assistants

Cognitive Assistants (CA) are well integrated in the PA area and constitute a larger

portion of that area. The CA have as social goal the production of tools that help

people with cognitive disabilities to perform activities of daily living. Therefore,

most of the advances produced on this area are software platforms, as the target

users do not have any motor disability or only have mild motor disabilities caused

by their psychological impairment.

Projects on this area seem to move towards a unified system that is able to inter-

connect to external services and create an extended technological environment [20].

This environment will be greater that the sum of the parts due to the possibility of

data and sensor fusion, thus making available complex information that otherwise

was unavailable. As a toy example, and for easy envisioning, we can take two sen-

sors that when not unified could bring a lot of problems that are the smoke and flood

detection; if there is a fire the sprinklers will be activated, the flood sensor will be

activated and stop the sprinklers thus allowing the fire to spread; this process would

be in cycle until one of the sensors stopped working. Therefore, with this example

we can observe that interconnected systems can build interesting information when

working together.

The following projects are a display of what is being developed currently concep-

tually and architecturally. They are a small sample that serve the goal of presenting

a heterogeneity representation of solutions within the CA area.

1.2.1 DayGuide

The DayGuide project [3] aims to provide reminders associated to locations and

guidance, a social platform for share and organization of tasks, through a mobile

phone.

It is designed to be used by elderly people suffering from mild cognitive impair-

ment (MCI) in an aging at home perspective. This project is fairly new and shows

signs of being on an initial development phase, as showed by the interface on Fig. 1.1.

In terms of operation, the authors present the following toy example: “When
the person with dementia opens the entrance door, s/he receives specific reminders
depending on time of the day, outside weather conditions and diary”. The reminders

Fig. 1.1 DayGuide

expected interface
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are expected to be presented visually and well as aurally. Furthermore, their partner-

ship has the ability to tap to an care-center environment with 60 persons that can be

used for tests and validation.

1.2.2 Active@Home

The Active@Home project [1], which is very recent and currently does not present

large developments, focuses on active people and how to maintain them active.

Their approach is to promote game-based exercises designed for elderly people that

engages them through dance and Tai Chi activities. The main goal is to avoid falls by

keeping the elderly physically and cognitively exercised, improving their balance.

The technological implementation uses televisions (or large display devices) to

show animated virtual characters performing the exercises, and capture the exercise

execution by the viewers through wearable sensors. The information of the sensors

will help to determine if there is an decay of the physical condition and if there is

any undetected health problem. In terms of cognitive assistance, this project helps

to detect cognitive illnesses and uses physical exercises to juggle their memory and

remember previously done activities.

1.2.3 CoME

The CoME project [2], is a platform for monitoring and interacting with elderly

people. The platform counts with wearable sensors to constantly monitor the elderly

people and smartphones to visually interact with them and to receive self-reports

from them. Moreover, the smartphone will be used to show tutorials about how to

perform certain activities and be used by the caretakers to localize and receive health

reports from their care-receivers.

In Fig. 1.2 is showed the architecture of the project. We can observe a complex CA

platform that includes all the actors and several services that are aimed at maintaining

and improving the cognitive status of the system actors. The platform is intended to

be deployed at each elderly home, connecting them to a central service that provides

information to the formal and informal caretakers, thus promoting the aging in place

concept. Therefore, the platform also pushes the idea that it helps the caretakers by

relieving them of the burden and stress of the constant supervision.

In terms of technological solutions, Fig. 1.2 shows that it is a typical client-server

structure with a high volume of communications between them. It is not specified if

there will be any local processing system for the wearables data or the smartphone

data.
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Fig. 1.2 CoME architecture

1.2.4 DALIA

The DALIA project [9, 39] is an wrapper for the ANNE virtual assistant, providing

ANNE with the abilities of linear integration with external services and a service-

oriented architecture. ANNE is a virtual assistant in the shape of a human-looking

avatar endowed with speech and face recognition and speech capabilities.

The combined platforms result in an platform-independent virtual assistant,

showed in Fig. 1.3, that has the following abilities:

∙ Easy communication with family and friends through the virtual assistant;

∙ Appointments calendar and automatic reminders;

∙ Documenting events and keeping memories;

∙ Emergency call and fall detection;

∙ Localisation of lost items;

∙ Health status monitoring and motivation for physical or mental activity tasks.

1.2.5 EDLAH2

The EDLAH2 project [4] aims to use gamification procedures on elderly people

resorting to tablet technology. By showing appellative visual interfaces, as showed in
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Fig. 1.3 DALIA architecture

Fig. 1.4 EDLAH2 visual interfaces

Fig. 1.4, it helps elderly people to have a smooth interaction with normally difficult

technology.

Being the evolution of the EDLAH project [7], it uses gamification to tap into the

basic desires and needs of the user impulses, promoting status and achievements.

The objective is to be as appealing as possible and to have a greater incentive to

be used, engaging elderly people into the use of new technologies, as seen in Fig. 1.4.

Moreover, it may improve the mental health, physical health, social integration, and

self-esteem. It will be employed positive reinforcement suggestions and messages,

that cater to the user progress and imply further usage of the applications and tablet.

In terms of gamification the execution process will give awards gained by using

other services, e.g. web browsing, games, visualizing photos, and those points will be

put in a leader board constituted by a closed set of friends, or the general community,

or just personal classification (if one wishes not to be compared).

This PA may be considered as active, as it requires direct interaction from the

users for it to work and influence them. Nacke et al. [22] refer that casual and contin-

uous gaming among elderly people using digital devices show a noticeable increase
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in cognitive development and physical development. Thus this project is an assistant

in terms of assisting the cognition health of its users.

1.2.6 iGenda

The iGenda project [10–13] is a cognitive assistant that focuses on elderly people and

their caregivers through management of daily events and activities. The idea behind

this project is to use technology to tackle the issues of forgetting activities and by

remembering them to the elderly, they shuffle through their memories, thus exercis-

ing their cognition. Furthermore, the iGenda promotes playful activities (physical

and psychological) that enable the elderly to have an active aging.

The iGenda works in two fronts: active aging and aging at home. By taking into

account the users’ profile and their health issues, the iGenda plans the appropriate

activities to each user, being them more outgoing or more homely.

The idea behind using events and activities is supported by several studies that

defend using activities and social interaction help to maintain the cognition levels

and help stopping the Alzheimer’s advance [5, 6, 16, 19, 25, 28–30, 34–37].

The iGenda also is designed to the caregivers, allowing them to manage the activ-

ities, schedule new activities or visualise the elderly vital signs (when a wearable

device is used). Therefore, it decreases the caregivers’ stress coming from the con-

stant care-receiver monitoring and allowing them to monitor several people at the

same time.

In terms of operation, the iGenda runs on smartphones or devices with web

browsers and is transparent to the users, only warning them when there is an criti-

cal interaction required or if the system detects that the users are not performing the

activity that was planned at that time.

The iGenda is implemented over multi-agent platforms that are modular and eas-

ily scalable. An overview of the architecture is showed in Fig. 1.5.

Currently the iGenda developments are in the emotion detection area and the per-

suasive area. The goal is to gather unbiased information from the users emotional

state and how they respond to certain activities suggestions, and to justify using nat-

ural language and human concepts the reason why one activity was suggested over

others through persuasion processes.

1.2.7 M3W

The M3W project [23, 24] aim is to develop a mental wellness tool for self-usage

to measure and visualise mental changes and tendencies, and to give indications,

alarms or reports This tool is directed to the elderly and their relatives, friends, and

physicians.
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Fig. 1.5 iGenda architecture

The goal is to create an personal health record through historic values and show

the positive or negative progression of the health condition.

To evaluate the users, this project uses cognitive games that are designed directly

to improve the cognition of the users following the works of [8, 21, 31]. They

improve the attention, executive functions (decision making, mental flexibility, plan-

ning, and problem solving), memory (visual memory, spatial memory, and working

memory), and language. The architecture of execution can be seen in Fig. 1.6.

Like the EDLAH2 project, this CA requires direct interaction from the users,

being in the paradigm of assisting through interaction.

1.2.8 MyGuardian

The MyGuardian project [18, 32] aims to use technology to facilitate the elderly

mobility, keeping their autonomy and dignity. The generated tool helps the users

and caregivers by guiding the elderly and reporting situations of confusion or risk to

the caretakers. The caretakers have the additional feature of coordinating the daily

tasks step-by-step. To this, the interfaces are simple and easy to understand, as seen

in Fig. 1.7.
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Fig. 1.6 M3W architecture

Fig. 1.7 MyGuardian mobile interfaces
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This project is built with different visual interfaces to different users, each one

specific to their role and needs, they are:

∙ Senior: a mobile application for trading information and capturing data. The

elderly are able to communicate with their caregivers by voice and automated

messages, having a panic button for emergency situations. The data captured by a

wearable device is sent to the server for further processing;

∙ Caregiver: a mobile application for caregivers that allows communication with the

elderly, tasks coordination, and emergency situations;

∙ Call-center: a web portal for professional caregivers to support the elderly and

their informal caregivers;

∙ Senior Coordination Service: the server service that dynamically distributes care

tasks and responsibilities between volunteer caregivers and professional care-

givers.

In terms of cognition, the application helps the elderly to remember where they

should be next, jogging their memory at the same time. Moreover, the application is

intended to be used lightly and with minimal interaction, as it is constantly monitor-

ing the users, and only in specific cases it should be used by the elderly.

1.2.9 PersonAAL

The PersonAAL project [17] consists of a software platform that monitors the behav-

ior of the elderly through sensors systems and adaptively displays information and

health-related suggestions on various devices at home through intuitive user inter-

faces.

The environment explores model-based structures, thus they may have the ability

of predicting some actions and adapt to changing contexts. This project is inserted

in the concept of aging in place, in the sense that the available technological ele-

ments empower the elderly to perform activities of daily living without the need of

additional help.

Technologically the project boasts the ability of being able to use several differ-

ent platforms to interact with the users, e.g. PC, TV, and smartphone, and differ-

ent mediums according to the users likes, e.g. video, animation, voice, and gesture.

One example can be seen in Fig. 1.8. The users will be discretely monitored through

sensor systems, and in certain cases, monitored actively with wearable sensors that

specifically monitor health points.

In terms of usage, although the interaction with the user is very much active,

requiring response from the users, it is mainly transparent to the users until required

by them.
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Fig. 1.8 PersonAAL

example application

1.3 Conclusion

This work presents the state of the art of the CA area through some very recent

projects, here the oldest one is 6 years old. The CA showed touch an array of different

social areas and show that there is still a lot of issues to resolve. The complexity of the

human being way of think and act is very complex and there is still no way to translate

them to computer systems, and the current developments of these translations efforts

resolve into long term and very complex projects. From this work we may observe

that only to emulate basic aspects of activities scheduling and daily tasks execution

takes a lot of effort.

We believe that we are witnessing a new dawn in terms of personal and cogni-

tive assistants, with ever increasing projects and tools. These are areas that are now

being extended due to the society high demand of products directed to the elderly.

What we foresee is the adoption of these tools by young adults as they become more

heterogeneous and features diverse.

The Personal Assistants area is ample and several projects fit on it due to the scope

and versatility of the theme. The application area is mostly composed by reasoning,

health, personalization and robotics, ethic and social issues projects. The reasoning
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area deals with high-level implementations of PA. In this area are projects that are

very domain specific but essential to the development of PA. Although they may not

be considered fully fledged PA projects, they can contribute to other projects, like

voice recognition, among others. The health domain consists in projects that aim

to assist people with complicated medical issues that are unable to perform certain

tasks and need an specific assistant that provides help in directly or indirectly per-

form those tasks. The personalization consists in projects that aim to enhance the

users senses using technological resources (e.g. augmented reality, active informa-

tion, audio guidance, etc.) or in PA that adjust to the users’ profile and adapt them-

selves to provide an immersive experience. The robotics domain consists in projects

that aim to use robots (mostly humanoids) to provide direct assistance to the users.

One goal is to show a human presence and interact physically with users. Another

aim is to increase the ability to understand the environment and the users and their

needs. Finally, there is the area of ethic and social issues that does not present any

application projects per se, but deal with societal issues like the ethical ramifications

of total and constant monitoring and the society position over sensible topics.
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Chapter 2
Argumentation-Based Personal Assistants
for Ambient Assisted Living

Stella Heras, Javier Palanca and Carlos Iván Chesñevar

Abstract Personal assistants may help the elderly population to live independently

and improve their welfare in ambient assisted living environments. However,

although there are current proposals already developed both in academic and com-

mercial domains, these systems are still far from being established on the daily lives

of the general population. Argumentation technologies can help to deal with open

challenges in this domain. In this chapter, we explore the connection between the

related areas of argumentation, recommendation, decision-making and persuasion,

and we review related work that can play an important role on the development of

the next generation of personal assistants for ambient assisted living.

2.1 Introduction

Nowadays, many studies claim that Time is people’s most valuable asset [33]. Con-

sequently, Personal Assistants (PAs), which are able to assist people in many tasks

and save them time, have recently gained much success. However, the concept that

most people have about a PA has deeply changed over time. While in the 20th cen-

tury PAs were seen as that secretary or administrative staff that all the businessmen

or celebrities had, if today we ask someone if they know any PA, it is very likely that

they will answer Siri,1 Cortana2
or Google Now.

3
The conception of time has also

1
http://www.apple.com/ios/siri.

2
https://www.microsoft.com/en-us/windows/cortana.

3
https://www.google.com/search/about.
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undergone an arguably slight change. The enormous technological advances of the

last decades have gone hand in hand with a progressive aging of the population, and

an unprecedented availability of information. Nowadays, people do not have time to

learn how to take advantage of the enormous possibilities that technologies and the

big volumes of data available on the Internet may offer them. Furthermore, they not

only want to have more time, they want more quality time, and this means welfare in

terms of health and happiness.

So here is where these new and intelligent software PAs can play their crucial role.

They could act on people’s behalf (taking care of us or our relatives, helping us in our

duties, checking our agenda, etc.), and all this in the most efficient way and with the

highest quality. Paradoxically, their level of acceptance by the general population is

still very low. Although many have PAs in their mobile devices, for instance, they do

not feel them as really necessary. As pointed out in [15], PAs reductionist architecture

may be the cause for their slow establishment in our daily lives. They are still no more

than ‘an interface to a collection of discrete and effectively independent underlying
functionalities’, but this ‘does not add up to intelligence’. Technologies for personal

assistance are still in their infancy and there is a huge room for new approaches and

cross-fertilization from other related research areas.

In this chapter, we will focus on the specific domain of PAs for Ambient Assisted

Living (AAL). AAL deals with the application of ICT-based solutions for aging

well, one of the main pillars of the European Commission roadmap.
4

By 2060, 1

in 3 Europeans will be over 65 and the ratio of working people to the ‘inactive’

others will be shifting from 4 to 1 today to 2 to 1 [17]. This imminent aging of the

population will entail a series of problems that must be addressed from this very

moment. Among them, the combination of socialization problems, physical and/or

psychological limitations, and the need of specific care raises important challenges

for PAs in AAL.

On the one hand, PAs may help the elderly population to live independently and

improve their welfare. These technological devices can bring together the elderlies’

relatives or friends to make the elderly person feel accompanied. Also, they can man-

age and track elderlies’ activities, show them reminders to take pills, warn caregivers

when they are nor feeling well or need help, etc. However, elders did not grown in

the current technological age and most have no experience with PAs. Notwithstand-

ing, most show some interest in operating new devices and in learning new things,

although they have a general distrust towards computers when they have not been

taught to use them [1]. The issue with the current PAs is that they are not truly

designed for the elderly, and most will abandon such applications if they are not

forced to use them.

To achieve the ultimate goal that the elders actually use PAs in their daily lives,

they need to build a relationship of trust between them and the application. Unfortu-

nately, people tend to trust the information that is presented by digital systems even

if it is not true or it is incomplete, and when people realize that they were tricked

by the system, they stop using it [35]. It is crucial that PAs present truthful infor-

4
http://www.aal-europe.eu/.

http://www.aal-europe.eu/
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mation, in an understandable and simple way, personalized and appealing for their

users. A growing body of work in artificial intelligence has been devoted to deal

with research challenges in this domain, and the argumentation research community

has also echoed this trend [34]. However, this is still a novel research area with few

contributions to date. In this chapter, we review recent advances on computational

argumentation in this domain and discuss how these approaches can be successfully

applied to overcome research challenges for PAs in AAL settings.

Concretely, the usual operation of a PA in AAL can be seen as a reasoning process

with several steps, as depicted in Fig. 2.1. First, the system receives input from differ-

ent sources of information, like environmental context registered by the PA’s sensors

(e.g. weather conditions, localization), the user model (e.g. objectives, preferences,
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personality, physical conditions, social context), and other possible general knowl-

edge about the domain (e.g. clinical guidelines). Then, it processes these data and

generates an advice or recommendation depending on the PA’s purpose. Finally, the

recommendation is provided to the user. Different styles of human-computer inter-

action can be followed. For instance, the system may automatically make a decision

for the user and directly perform an action on her behalf (e.g. schedule an activity).

Other less intrusive approach may be to generate an alert (e.g. a reminder, a warn-

ing) that tries to persuade the user to do something, but leaving the final decision of

performing it or not at her will. Also, an alternative may also be to allow the user

to interact with the system throughout the reasoning process, just to provide more

information or to allow her to correct the PA’s reasoning (make the PA scrutable).

In this process, argumentation can be applied at different steps and with different

purposes. On the one hand, argumentation can be used at the very first steps of the

process to make decisions and generate recommendations. Therefore, in Sect. 2.2

we will focus on how argumentation can be used by PAs to promote users’ health by

helping in decision-making and recommending the best practices or activities in view

of the users’ goals, preferences, context (environmental, physical, social), etc. Once

a list of candidate activities or potential decisions are selected, in Sect. 2.3 we will

discuss the role of argumentation to generate persuasive arguments to support them.

Here argumentation can pursue different goals. It can be used to filter the list of rec-

ommendations and argue in favor or against the provision of a particular advise (i.e.

use argumentation as an internal reasoning process for the PA to select the potentially

more persuasive recommendation). Alternatively, argumentation can be also used to

interact with the user with the aim of persuading her to accept the recommendation

once it has been proposed (i.e. use argumentation to promote user’s understanding

of the systems decisions, or user’s behavior change). Finally, in Sect. 2.4 we provide

a summary on the work reviewed and identify open issues in this domain.

2.2 Decision-Making and Recommendation

In a general setting, decision-making is a process of identifying and choosing alterna-

tives based on the values and preferences of the decision-maker. When many possible

choices are available, the decision making space can become extremely complex to

explore under limited resources (time, money, etc.). That is when recommendations
(or suggestions) provide an alternative to reduce such a search space and analyze

possible decisions.

Recommender systems [8, 32, 45] are aimed at helping users to deal with the

problem of information overload by facilitating access to relevant items. They attempt

to generate a model of the user’s tasks and apply diverse heuristics to anticipate what

information may be of interest to the user. In fact, PAs for AAL can be seen as a par-

ticular instance of such systems, expanding the user’s natural capabilities by acting

as intelligence or memory augmentation mechanisms, tending to minimize the user’s
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cognitive effort (something valuable for human beings in general, and in particular

for elderly people).

Recommender systems technologies usually operate by creating a model of the

users’ preferences or tasks with the purpose of facilitating access to items that the

user might find useful. In this respect, many of such systems attempt to anticipate the

user’s need, providing assistance proactively. In order to come up with recommenda-

tions or suggestions, conventional recommender systems rely on similarity measures

between users or contents, computed on the basis of methods coming either from the

information retrieval or from the machine learning community.

Two main techniques have been used to compute recommendations: content
based and collaborative filtering. Content-based recommenders rely on the premise

that user’s preferences tend to persist through time, using machine-learning tech-

niques to generate a profile of the user based on ratings she provided in the past.

Collaborative filtering recommenders, on the other hand, are based on the assump-

tion that users’ preferences are correlated, keeping a pool of users’ profiles, so that

when decisions are to be made in the context of the active user, she can be presented

with items which strongly correlate with other items from similar users in the past.

An important deficiency of recommendation technologies in general is their lim-

ited ability to qualitatively exploit data, giving rise to a number of issues:

∙ Exposing underlying assumptions and providing rationally compelling arguments:

while recommendations may be simple pointers or hints in many situations, it is

easy to come up with scenarios in which the user may need further evidence before

taking a course of action (e.g. “take a nap after lunch” is a recommendation which

is might not be very helpful if not complemented with “since you’re over 60 years

old and you have high blood presure.”).

∙ Dealing with the defeasible nature of users’ preferences: modeling the dynamics

of user preferences can help to keep a PA for AAL properly up-to-date, without

disregarding decisions made by the user in the past.

∙ Approaching trust and trustworthiness: Recommendation technologies are

increasingly gaining importance in commercial applications, including PAs. How-

ever, most existing systems simply focus on tracking a customers interests and

make suggestions for the future without a contextualized justification. As a result

the user is unable to evaluate the reasons that led the system to present certain

recommendations.

Argumentation [47] provides a natural approach to model the problems discussed

before. The research community in this steadily growing discipline in Artificial Intel-

ligence has consolidated itself in the last twenty years, providing interesting contri-

butions in different areas such as multiagent systems [3], social networks [23, 25],

machine learning [9], and intelligent decision making [18], among many others.

Given a potentially inconsistent knowledge base, an argument is a collection of

facts and rules that provide a rational support to reach some conclusion or claim.

An argument can be attacked by other counterarguments, which can be attacked

on their turn. This results in a graph-like structure from which different arguments
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Table 2.1 Running example
(1) If you need to take pill A, then call pharmacy X
(2) If a pharmacy is closed, you cannot get pills there

(3) If you need to take pill B, then call pharmacy Y
(4) If it is Saturday, pharmacy X is closed

(5) Today is Saturday

(6) You need to take pill A
(7) You need to take pill B

may be considered to prevail (so-called warranted arguments), according to different

argumentation semantics. Argumentation frameworks may include different addi-

tional features such as knowledge capabilities for representing uncertainty, prefer-

ence orderings among arguments, as well as other notions such as provenance and

audience [47].

For the sake of example, for the case of a PA for AAL we could have the over-

simplified knowledge base associated with medicines to be taken by some elderly

person shown in Table 2.1:

This toy example shows that this PA can obtain an argument for calling pharmacy

Y (from items 3 and 7), whereas the argument for calling pharmacy X (based on

items 6 and 1) is defeated by another argument obtained from items 4 and 5. Hence,

contacting pharmacy X should be aborted.

Traditional expert systems [20] rely on if-then rules in order to draw conclusions,

but lack of the ability to perform commonsense reasoning in the presence of con-

tradictory or potentially inconsistent information (as in the case of the knowledge

base given in Table 2.1). As pointed out in a seminal work by McCarthy [38], this

lack makes them brittle. By this is meant that they are difficult to expand beyond the

scope originally contemplated by their designers, and they usually do not recognize

their own limitations. Argumentation is intended to overcome such limitations, as

it is based on defeasible rules, which provide tentative reasons to arrive to conclu-

sions (thus, the rule ‘If you need to take pill A, then call pharmacy X.’ should be

understood as a tentative rule, which may be subject to the presence of exceptions).

Argumentation deals with contradictory information by allowing the emergence of

different conflicting arguments (as it usually happens in human reasoning processes),

and deciding which arguments are ultimately to be accepted based on a particular

semantics.

Figure 2.2 summarizes the different aspects of argument-based reasoning [4].

Starting with a knowledge base containing potentially inconsistent information, we

are able to infer different, potentially inconsistent arguments A1, A2, . . . , An (depicted

traditionally as triangles) which account as tentative proofs to reach conclusions q1,

q2, . . . , qn, respectively (Fig. 2.2b). Conflicts among arguments may arise; some argu-

ments will defeat other arguments (Fig. 2.2c), based on some preference criterion

on arguments. In order to determine which arguments ultimately prevail, there are
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different argumentation semantics which allow to determine which arguments are

considered to be warranted. For example, according togrounded skeptical semantics
(Fig. 2.2d) an argument is ultimately accepted (labeled as IN) if it has no arguments

defeating it (e.g. arguments A4, A5 and A6), or if all the arguments that attack it are

defeated by other arguments which are IN (e.g. as the case for argument A1). Other-

wise, the argument is labeled as OUT (not accepted).

PAs for AAL can benefit from argument-based decision making in many respects.

Argumentation theory provides a sound framework for decision making under uncer-

tainty and potentially incomplete information. For the case of PAs, arguments can

provide support for different pieces of information, which can be categorized accord-

ing to their epistimic status (this approach was first introduced in ARGUENET [7], an

argument-based web search engine). Argumentation can be also integrated with dif-

ferent formalisms for handling uncertainty (e.g. using possibilistic logic or probabili-

ties), which may also contribute to a richer model for decision making. Furthermore,

as explained before, argumentation provides a natural way of tracing the underlying

reasoning process carried out to make a decision (instead of adopting a black-box

approach, as in many current PAs systems).

Research in argumentation has provided interesting advances which might be

helpful for enhancing qualitative reasoning capabilities in PAs for AAL. In [29]

an argumentation-based approach to aggregate clinical evidence is proposed. These

evidence come from multiple sources, such as randomized clinical trials, systematic

reviews, meta-analyses, network analyses, etc., and arguments are used to combine

them and decide which treatment outperforms the others or which are equal (can

be applied indistinctly). In [46], the authors show how an argumentation-based rea-

soning service can be used in in a PA for travel services, based on a BDI agent

implemented with a Jadex platform. The travel assistant agent illustrates how BDI

and argumentation approaches can be effectively integrated in a working system

developed with freely available technologies. In [34], the authors discuss engineer-

ing aspects for an agent-based AAL system for the home environment using argu-

mentation for decision making. The special requirements of the proposed system are



26 S. Heras et al.

to provide a platform with cost-effective specialized assisted living services for the

elderly people having cognitive problems, aiming at improving the quality of their

home life, extending its duration and at the same time reinforcing social network-

ing. The proposed architecture is based on an agent platform with PA agents that

can service users with more than one type of health problems. In a similar direction,

the approach presented in [39] focuses on AAL systems employed to monitor the

ongoing situations of elderly people living independently. Such situations are repre-

sented here as contexts inferred by multiple software agents out of the data gathered

from sensors within a home. These sensors provide an incomplete and potentially

inconsistent picture of the world. The solution provided in the paper is based on a

multi-agent system where each agent is able to support its understanding of the con-

text through arguments. These arguments can then be compared against each other to

determine which agent provides the most reliable interpretation of the reality under

observation.

Clearly, an appropriate integration of context-adaptable criteria is very important

in order to get a PA for AAL working properly. Following the previous example, the

recommendations to be provided associated with pills and medicines are subject to

different context issues: if the pills are to be taken in the night, some kind of backlight

might be needed in the PA device in order to facilitate an easier reading of messages

for an elderly person, whereas in daylight the backlight is not required. Similarly, if

the person is moving to a different city, the PA’s GPS system should provide new

context information in order not to look for pharmacies X and Y , and search for

alternatives instead. Recent research has led to integrating context-adaptable selec-

tion criteria with argument-based reasoning mechanisms. In [51], the authors present

an approach that expands the capabilities of existing argumentation-based recom-

mender systems.The proposal is based on specifying how to select and use the most

appropriate argument comparison criterion based on the selection on the users pref-

erences, giving the possibility of programming by the use of conditional expressions,

which argument preference criterion has to be used in each particular situation.

Combining argumentation with trust has received particular attention from the

research community in the last years, particularly in connection with reasoning under

uncertainty. In [48] the auhors present the design and analysis of a user study which

was intended to evaluate the effectiveness of ArgTrust –a decision making tool based

in formal argumentation, where the user can assign trust values to evidence– in a

collaborative human-agent decision-making task. Empirical results show that users

interactions with ArgTrust helped them consider their decisions more carefully than

without using the software tool. In [2] an argument-based system is presented that

allows an agent to reason about its own beliefs and information received from other

sources. An agent’s beliefs are of two kinds: beliefs about the environment (e.g. “the

window is closed”) and beliefs about trusting sources (e,g, agent i trusts agent j). Six

basic forms of trust are discussed in the paper, including as well the notion of graded

trust (agent i trusts agent j to a certain extent). When attempting to persuade an

agent to believe (or disbelieve) an argument, it can be advantageous for the persuader

to have a model of the persuadee. In [28] the author introduces a two-dimensional

model that accounts for the uncertainty of belief by a persuadee and for the confi-
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dence in that uncertainty evaluation. This gives a better modeling for what the user

believes/disbelieves as outcomes, and the confidence value is the degree to which

the user does indeed hold those outcomes. The framework is also extended with a

modelling of the risk of disengagement by the persuadee.

2.3 Computational Persuasion

Persuasion is a human activity that involves a party attempting to influence a per-

son’s beliefs, attitudes, intentions, motivations, or behaviors. From its origins on the

ancient Greek philosophy persuasion and argumentation theories are intertwined.

Aristotle’s Rhetoric [19] describes the modes of persuasion furnished by the spoken

word as of three types: ethos –when persuasion is achieved by the speaker’s personal

authority or credibility; pathos –when persuasion comes through the hearers, when

the speech appeals to to the audience’s emotions; and logos –when persuasion comes

through the speech itself when the truth (or apparent truth) is proven by means of

persuasive arguments. Therefore, argumentation can be used as a persuasion device.

On the other way round, persuasion is considered as one of the arts included in the

interdisciplinary field of argumentation theory, where it has been one of the most

studied types of argumentation dialogues [52].

Nowadays, with the advent of artificial intelligence and the exponential growth

of the digital data available on the Internet, many theories of human behavior and

thinking have been applied to develop advanced information and telecommunication

technologies that represent, interact with and advise humans. Among them, persua-

sion technologies are an interdisciplinary field of research that focuses on the design

and development of interactive technologies that can create, maintain or change the

thinking and human behavior using persuasion techniques.

Interestingly, although argumentation has a long history of successful applica-

tions that provide computational models of persuasion in many domains [41, 42, 49],

it does not play a remarkable role in the current persuasion technologies. As pointed

out in [26], most current persuasion technologies designed to produce behavioral

changes in humans are based on the following approaches:

∙ Combining questionnaires to find out information about users;

∙ Providing information to motivate behavior change in users;

∙ Using computer games that allow users to explore different scenarios with respect

to their behavior;

∙ Providing applications that allow users to record their behavior;

∙ Providing applications that display messages to encourage users to continue with

the improvement of their behavior.

In these systems, the arguments favoring behavior change are just assumed or

implicitly provided. The generation and explicit representation of arguments and

counter-arguments that can persuade specific people in specific situations is not taken

into account. However, both on persuasion in the real world and on applications that
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promote behavior change, the generation and explicit representation of convincing

arguments and arguments against the arguments of other users is crucial. There-

fore, persuasion technologies should include computational models of argument that

allow:

∙ Generating and managing arguments and counter-arguments explicitly;

∙ Creating dialogue protocols controlling the exchange of persuasive arguments

between the parties involved; and

∙ Creating persuasion strategies that make use of a model of the persuadee to select

the potentially most effective arguments for each individual at a specific time of

the dialogue.

Following with the running example provided in Table 2.1, if the user wants to

know the reasons behind the decision of the PA to contact pharmacy Y , the system

could generate the following textual argument to provide an explanation:

(A) “You need to take pill B, so you should call pharmacy Y” (from items 3 and 7).

In this way, the PA would be able to appeal the user’s logical reasoning and per-

suade her by proving that its decisions are based on truthful facts (as an instance of

the logos mode of persuasion). Furthermore, the PA could also include an interface

to interact with the user following a persuasion dialogue protocol. Thus, the user

could query the PA for taking pill A, and the PA could generate a textual argument

to explain to the user the reasons why it cannot advise this.

(B) “You cannot call pharmacy X to take pill A, since today is Saturday and it is closed”

(from items 1–2, and 4–6).

In addition, depending on the user’s profile and preferences, the PA may follow

a particular persuasion strategy. For instance, if the PA’s model of the persuadee

defines her as a pragmatic person who prefers quick and short action recommenda-

tions, the PA may only show argument A to explain its line of reasoning. Instead, if

the PA considers the user to be a rational person, it may also show argument B to

expose all reasons for calling pharmacy Y and not X.

Currently, the research community has acknowledged the lack of formal argumen-

tation approaches in persuasion technologies and new projects
5

and initiatives have

been started to deal with this challenge. On the specific domain of AAL, persuasive

PAs can provide understandable justifications for medical diagnosis and health-care

recommendations, motivating users’ engagement and behavior change. These justi-

fications can come from different sources of knowledge (e.g. scientific texts and clin-

ical practice guidelines [22], randomized controlled trials [30], previous experiences

formatted as clinical cases [16], etc.). In the literature, we can find an ambiguous use

of the terms ‘justification’, and ‘argument’. The general term ‘justification’ is used to

denote any element that supports the decisions of a system (a PA in our application

domain). A justification can be a text, an inspection on the data used by the system

to derive a conclusion, a set of rules, etc. Here, we use the term argument to denote

5
Framework for Computational Persuasion Project: http://www.computationalpersuasion.com/.

http://www.computationalpersuasion.com/.
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the formal representation of the justification for each suggestion or decision (as it is

understood by argumentation theory). Thus, arguments are made up of a conclusion

and a set of elements that support them, which are typically facts and rules, cases,

or schemes, depending on the argumentation formalism used to develop the system.

Several well-known concepts of the argumentation theory have been adopted

by the AI community to manage persuasion dialogues in computational systems.

Among them, the theory of argumentation schemes has been widely applied. Argu-

mentation schemes represent stereotyped patterns of common reasoning whose

instantiation provides an alleged justification for the conclusion drawn from the

scheme. The arguments inferred from argumentation schemes adopt the form of a

set of general rules by which, given a set of premises, a conclusion can be derived.

Different authors have proposed several sets of argumentation schemes, but the work

of Walton [53], who presented a set of 25 different argumentation schemes, has been

the most used by its simplicity and the fact that his schemes have associated a set

of critical questions. If instantiated, these questions can represent potential attacks

to the conclusion drawn from the scheme. Therefore, if the opponent asks a critical

question, the argument that supports this argumentation scheme remains temporally

rebutted until the question is conveniently answered. This characteristic of Walton’s

argumentation schemes makes them very suitable to reflect reasoning patterns that

the system can follow to bring about conclusions and, what is more important, to

devise ways of attacking any other alternative conclusions.

In [12], authors presented a persuasive module that has been integrated in a cogni-

tive assistant framework, the iGenda framework [11]. The proposed persuasive mod-

ule tried to improve user engagement by generating arguments that allow the system

to select such health-care activities that best suit to the users’ profile. These argu-

ments were based on previous similar cases stored in a case-base, which provided a

justification based on the information of the clinical guidelines used to select a spe-

cific action. This PA implements a value-based argumentation framework that allows

it to automatically schedule the most persuasive activities for each user (those with a

higher amount of warranted arguments that support them) by following a case-based

reasoning approach. This work covers both recommendation and persuasion areas,

but actually persuasion is viewed as an internal process that simulates the interaction

between the system and the user.

In a subsequent work [13], authors extended their PA with a new argumentation

resource that consists on a set of argumentation schemes that capture the way of

reasoning that physicians and caregivers follow to recommend activities to patients.

Thus, they provide a way to generate more elaborated arguments (e.g. based on anal-

ogy, on the opinion of an expert, or on popular practice) and to determine the relation

among arguments (e.g. specifying clearly how an argument can receive attacks). Fol-

lowing a similar approach, although not based on Walton’s argumentation schemes,

biomedical argumentation schemes are presented as logical programs to be able to

automatically mining arguments from clinical guidelines in [22].

The role of argumentation schemes to represent fallacious reasoning in public

health was analyzed in [14]. Also, in [5], the author presented ongoing research on

testing the effectiveness and usability of argumentation schemes to improve the per-
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suasion power of doctors. The purpose of this system was to enhance elderly diabetes

patient’s self-management abilities in chronic care. However, those works focus on

formal argumentation and linguistics, and do not apply their findings in a compu-

tational system. Despite that, they tested argumentation theories with real people in

AAL domains, and hence, pave the way for implementing such theories in persuasion

technologies developed in PAs.

In addition to argumentation schemes, further work has investigated the general

role of argumentation theory to persuade people in the context of medical diagno-

sis and health care. In [21], authors presented a theory of informal argumentation
to promote behavior change, focused on the audience’s perception of the argument

rather than on the soundness of the argument itself. This theory was implemented in

a system called Daphne, which uses dialectical argumentation for providing healthy

nutrition education. In [36], Portia, a dialogue system that includes an argumentation

module to persuade users to adopt healthy-eating habits, was presented. This system

explored different types of argumentation strategies that combine rational arguments

and emotional arguments that appeal to the users’ expected emotions. Finally, in

[24], authors presented an assistive technology that recommends daily activities to

its users. The system follows a non-intrusive approach that tracks and monitors indi-

viduals’ activities and generates recommendations supported by arguments that try

to persuade the user towards healthier life styles (e.g. eat healthy, socializing, and

maintaining good physical conditions). One of the most interesting contributions of

this work is how arguments are translated into pseudo-natural language sentences in

order to encourage and give positive feedback to the users.

Although not specifically called PAs after their authors, all these works proposed

computational systems that help their users to improve their welfare to some extent

by persuading them to change their behavior. Therefore, despite still being reduction-

ist (interfaces to a collection of independent functionalities), they establish a solid

background for the application of argumentation-based persuasion technologies in

AAL domains.

2.4 Conclusion and Open Issues

Despite not many work in argumentation is specifically devoted to develop PAs in

AAL, there is a clear link between these areas. Furthermore, recommendation and

persuasion are key functionalities that PAs must have to interact naturally with their

users and provide really useful support services to them. In this chapter, we have

explored the connection among those technologies and reviewed related work that

can play an important role for the development of the next generation of PAs in AAL.

As a summary of our review, Table 2.2 shows how these related work
6

compare

in terms of their main research topic, application domain, argumentation formalism,

6
For the sake of clarity, we have only included in Table 2.2 those reviewed works whose main

objective is to provide any type of assistance to their users in an AAL-related domain.
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objective of the argumentation process, architecture, and HCI style (i.e. how argu-

ments and information are presented to the user).

As shown in the table, there is a great variability among the argumentation for-

malism used by the related work, but all have in common their focus on argument

generation and evaluation. Hence, argumentation is mainly used to provide a per-

sonalized support to users by making decisions or recommendations that suit their

profile and objectives, or by generating personalized justifications aimed at convinc-

ing them to change their behavior. This establishes a good background to cope with

one of the open challenges of PAs; the provision of personalized assistance to users.

Notwithstanding, PAs still have many challenges to overcome in order to declare

their success in all of their application domains [10]:

1. To get a real agency: they must be able to recognize users’ goals, act proactively

and collaborate with other people and PAs to accomplish them, and engage in

conversations;

2. To provide a personalized assistance: they must fit the users’ profiles and prefer-

ences, interact with their family and social context, solve potential conflicts, take

into account their emotional estates; and

3. To deal with trust, privacy, security and ethical issues.

Adding up to the provision of personalized assistance, argumentation protocols

and argumentation strategies can also elicit actual proactive behavior and natural

interaction between PAs and their users. Argumentation research has provided many

formal argumentation protocols [37] whose adaptation to AAL domains may pro-

vide a formal way to model different types of human-like dialogues between PAs

and users. An important open issue here would be to go beyond the usual approach

of argumentation systems to assume ‘asymmetric dialogues’, which simulate users

rather than directly interacting with them. This approach is commonly followed due

to the difficulties of computational systems to understand the natural language of the

user. However, work on computational models of natural argument [43] and contri-

butions on the newly research topic of argument mining [6] provide tools to cope

with this challenge. Furthermore, they can also pave the way for improving HCI

interfaces, which currently are usually based on the presentation of basic textual

pre-compiled messages to the user.

Similarly, recent research on argumentation theory to investigate persuasion

strategies in dialogues can advance the current state of the art on PAs and allow

them to actually achieve changes in the behavior of their users [27, 44]. Proposals

on this area have to pay particular attention on the evaluation of their actual persua-

sive power and their ability to maintain these behavior changes over time [40].

Finally, interacting with people entails big challenges to build people’s trust on

the PA and to preserve people’s privacy and security. These issues have also been

investigated on computational argumentation, and contributions in this domain may

inspire new approaches to deal with similar challenges in the PAs for AAL domain.

For instance, arguments can be used to justify trust values and support the reputation

of a specific PA [50].
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Chapter 3
Kidney Care—A Personal Assistant
Assessment

Bia Martins, Joao Rei, Miguel Braga, Antonio Abelha,
Henrique Vicente, Joao Neves and Jose Neves

Abstract A cognitive disability is a medical condition that, despite all techno-
logical progress, still does not have a cure, i.e., there are cases where the physician
may use medication, but the only purpose is to decrease the progression of the
disease, not its cure. This is the case in many situations, and in particular in kidney
illnesses, which have a dominant impact on a person well being, i.e., the assistance
to an individual to whom was diagnosed cognitive disabilities is essential, where
the location of the individual is not decisive or important. Hence, the presence of a
Personal Assistance Service can become a cornerstone in achieving independence
and quality of life. Therefore, the objective of this work is to present an intelligent
system aimed at an endless individuals monitoring and alerting system, based on a
Logical Programming approach to Knowledge Representation and Reasoning, and
centre on RapidMiner, a software platform that provides an integrated environment
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for machine learning, predictive analysis or application development and deploy-
ment. It undergoes a Case Based approach to computing that tracks patient’s per-
formance, learn and deliver content when it is needed, and assures that patient’s key
information is changed into the indispensable ongoing knowledge.

Keywords Personal Assistants Artificial Intelligence Intelligent Systems ⋅ Logic
Programming ⋅ Knowledge Representation and Reasoning ⋅ Case Based
Reasoning

3.1 Introduction

Kidneys play an important role in the human organism, once are involved in a wide
variety of processes in the human body. Clinical assessment of this organ’s function
is common in routine medical practice and essential for assessing overall health and,
more specifically, for detecting, evaluating and monitoring acute and chronic dis-
eases. Indeed, in healthcare there has been a growing interest and investment in
various forms of constant individuals monitoring. The increasing of average life
expectation and, consequently, the costs in healthcare due to the population in
general, and the elderly in particular, are the motivation for this investment. There
are several ways to evaluate kidney function, but the Glomerular Filtration Rate
(GFR) is considered the best overall index of kidney function in health and disease.
GFR measures the clearance of a substance that is freely filtered through the kidney’s
glomerular capillary wall in a certain period of time. Although this is considered the
greatest method to assess kidney function, it is not easy to measure GFR in clinical
practice, once its rate is estimated from equations using serum creatinine, age, race,
gender or body size [1, 2]. On the other hand, creatinine fulfils almost all the
requirements for a perfect filtration marker, once it is not a protein bound, it is freely
filtered and not metabolized by the kidney, and it is physiologically inert. If one’s
kidney is not functioning properly, an increased level of creatinine may accumulate
in one’s blood. A serum creatinine test measures the level of creatinine in the blood
and provides an estimate of how well the kidney filter (glomerular filtration rate).
These reasons explain why is creatinine often considered the main substance to
calculate GFR. Knowing both its values in the blood and urine, it is possible to
calculate the creatinine clearance and, as a consequence, to evaluate a patient’s
kidney function. However, creatinine concentration in the blood is not, by itself,
enough to predict kidney’s state, once it varies according characteristics of the
patient, namely age, body mass index and gender. For example, for both men and
women, normal values of creatinine clearance tend to be lower for older people [3].

Therefore, all the information available is relevant in order to monitor a patient’s
kidney function. This is the main reason for one’s approach to handle the problem,
i.e., through Case Based Reasoning (CBR) it is possible to classify new unlabelled
cases using past cases’ knowledge. Indeed, one of the major catalysts for change is
going to be Artificial Intelligence (AI), where CBR is assumed to be one of the most
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promising AI based techniques to mature intelligent grounded decision support
systems [4, 5]. AI in healthcare and medicine may organize the patient routes,
optimize treatment plans and also provide physicians with literally all the infor-
mation they need to make a good decision.

3.2 Knowledge Representation and Reasoning

In specific judgments the available data, information or knowledge is not always
exact in the sense that it can be estimated values, probabilistic measures, or degrees
of uncertainty. Furthermore, knowledge and belief are generally incomplete,
self-contradictory, or even error sensitive, being desirable to use formal tools to deal
with the problems that arise from the use of these types of information [6, 7].
Indeed, many approaches to Knowledge Representation and Reasoning have been
proposed using the Logic Programming (LP) epitome, namely in the area of Model
Theory [8, 9] and Proof Theory [6, 7]. In the present work the proof theoretical
approach is followed in terms of an extension to LP. An Extended Logic Program is
a finite set of clauses as shown in Program 3.1:

The first clause of Program 3.1 stand for predicate’s closure, “,” denotes “logical
and”, while “?” is a domain atom denoting “falsity”. The “pi, qj, and p” are classical
ground literals, i.e., either positive atoms or atoms preceded by the classical
negation sign “¬” [6]. Indeed, “¬” stands for a “strong declaration” that speaks for
itself, and “not” denotes “negation-by-failure”, or in other words, a flop in proving
a given statement, once it was not declared explicitly. Every program is also
associated with a set of “abducibles” [8, 9], given here in the form of “exceptions”

Program 3.1 An example of
a generic Extended Logic
Program
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to the extensions of the predicates that make the overall program, i.e., clauses of the
form:

exceptionp1 , . . . , exceptionpj 0≤ j≤ kð Þ, being k an integer ð1Þ

that stands for data, information or knowledge that cannot be ruled out. On the other
hand, clauses of the type:

? p1, . . . , pn, not q1, . . . , not qmð Þ n,m≥ 0ð Þ ð2Þ

also named invariants or restrictions, allow one to set the context under which the
universe of discourse has to be understood. The term “scoringvalue” stands for the
relative weight of the extension of a specific “predicate” with respect to the
extensions of the peers ones that make the inclusive or global program.

3.2.1 Quantitative Knowledge

In order to set the proposed approach to knowledge representation, two metrics will
be set, namely the Quality-of-Information (QoI) of a logic program that will be
understood as a mathematical function that will return a truth-value ranging
between 0 and 1 [10, 11], once it is fed with the extension of a given predicate, i.e.,
QoIi = 1 when the information is known (positive) or false (negative) and QoIi = 0
if the information is unknown. For situations where the extensions of the predicates
that make the program also include abducible sets, its terms (or clauses) present a
QoIi ϵ]0, 1[, in the form:

QoIi =1 ̸Card ð3Þ

if the abducible set for predicates i and j satisfy the invariant:

? exceptionpi ; exceptionpj
� �

, ¬ exceptionpi ; exceptionpj
� �� � ð4Þ

where “;” denotes the logical or and Card stands for set cardinality, being i ≠ j and
i, j ≥ 1. Conversely, if there is no constraint on the possible combinations among
the abducible clauses, the clauses cardinality (K) will be given by
CCard
1 +⋯+CCard

Card , being the QoI acknowledged as:

QoIi1≤ i≤Card =1 ̸CCard
1 ,⋯, 1 ̸CCard

Card ð5Þ

where CCard
Card is a card-combination subset, with Card elements. For example,

consider the logic program depicted in Program 3.2:
In Program 3.2 ⊥ denotes a null value of the type unknown. It is now possible to

split the abducible or exception set into the admissible clauses or terms and evaluate
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their QoIs. A pictorial view of this process, in general terms, is given below as a pie
chart (Fig. 3.1).

However, a term’s QoI also depends on their attribute’s QoI. In order to evaluate
this metric, look to Fig. 3.2, where the segment with bounds 0 and 1 stands for
every attribute domain, i.e., all the attributes range in the interval [0, 1]. [A, B]
denotes the range where the unknown attributes values for a given predicate may
occur. Therefore, the QoI of each attribute’s clause is calculated using:

QoIattributei =1− A−Bk k ð6Þ

where ||A–B|| stands for the modulus of the arithmetic difference between A and
B. Thus, in Fig. 3.3 is showed the QoI’s values for the abducible set for predicatei.

Under this setting, a new evaluation factor has to be considered, which will be
denoted as DoC, that stands for one’s confidence that the argument values or
attributes of the terms that make the extension of a given predicate, having into
consideration their domains, fit into a given interval [12]. The DoC is evaluated as
shown in Fig. 3.4 and computed using DoC=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−Δl2

p
, where Δl stands for the

argument interval length, which was set in the interval [0, 1]. Thus, the universe of
discourse is engendered according to the information presented in the extensions of
such predicates, according to productions of the type:

predicatei − ⋃
1≤ j≤m

clausej Ax1 ,Bx1ð Þ QoIx1 ,DoCx1ð Þð Þ,⋯ð

⋯, Axn ,Bxnð Þ QoIxm ,DoCxmð Þð ÞÞ: :QoIj: :DoCj

ð7Þ

Program 3.2 An Extended Logic Program with three attributes x, y and z
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where ∪ , m and (Axj, Bxj) stand for, respectively, for set union, the cardinality of
predicatei extension and the extremes of the interval where attribute attributei may,
in principle, be situated.

Fig. 3.1 QoI’s values for the abducible set for predicatei with (a) and without (b) constraints on
the possible combinations among the abducible clauses

0 1A B
Fig. 3.2 Setting the QoIs of
each attribute’s clause
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(a)

(b)

Fig. 3.3 QoI’s values for the abducible set for predicatei with (a) and without (b) constraints on
the possible combinations among the abducible clauses. ∑n

i=1 QoIi × pið Þ ̸n denotes the QoI’s
average of the attributes of each clause (or term) that sets the extension of the predicate under
analysis. n and pi stand for, respectively, for the attribute’s cardinality and the relative weight of
attribute pi with respect to its peers, being ∑n

i=1 pi =1

Fig. 3.4 Evaluation of the
attributes’ Degree of
Confidence
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3.2.2 Qualitative Knowledge

In present study both qualitative and quantitative data are present. Aiming at the
quantification of the qualitative part and in order to make easy the understanding of
the process, it will be presented in a graphical form. Taking as an example a set of
n issues regarding a particular subject, where there are k possible choices (e.g.,
absence, low, …, high and very high), an unitary area circle, split into n slices, was
itemized. The marks in the axis correspond to each of the possible options. Thus, if
the answer to issue 1 is high the area correspondent is k− 1ð Þ ̸ k × nð Þ (Fig. 3.5a).
Assuming that in the issue 2 are chosen the alternatives high and very high, the
correspondent area ranges between k− 1ð Þ ̸ k × nð Þ, 1 ̸n½ � (Fig. 3.5b). Finally, in

Fig. 3.5 A view of the qualitative data/information/knowledge processing
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issue n if no alternative is ticked, all the hypotheses should be considered and the
area varies in the interval 0, 1 ̸n½ � (Fig. 3.5c). The total area is the sum of the partial
ones (Fig. 3.5d).

In some cases, similar responses to different issues have opposing impact in the
subject in consideration. For example, the assessment of healthy lifestyle includes
issues like physical exercise practices and smoking status. The response high to the
former issue has a positive contribution for healthy lifestyle, while the same
response to smoking status has a negative one. Thus, the contribution of the items
with negative impact on the subject in analysis is set as 1 ̸n minus the corre-
spondent area, i.e., 1 ̸n− k− 1ð Þ ̸ k × nð Þð Þ=1 ̸ k × nð Þ for issue 1, 0, 1 ̸ k × nð Þ½ � for
issue 2 and 0, 1 ̸n½ � for issue 3.

3.3 A Case Based Approach to Problem Solving

The Case Based (CB) methodology for problem solving presents a whole different
approach when compared to others. Indeed, it stands for an act of finding and
justifying a solution to a given problem based on the consideration of similar past
ones, by reprocessing and/or adapting its information or knowledge [4, 5]. In CB
the cases are stored in a Case Base, and those cases that are similar (or close) to a
new one are used in the problem solving process. The typical CB cycle presents the
mechanism that should be followed, where the former stage entails an initial
description of the problem. The new case is defined and it is used to retrieve one or
more cases from the CB. On the other hand, despite promising results, current CB
systems are neither complete nor adaptable enough for all domains. In fact, there are
circumstances where the user can not choose the method (s) of similarity (s) and is
required to follow a predefined (s), even if they do not meet their needs. Moreover,
in real problems, access to all necessary information is not always possible, since
existing CB systems have limitations related to the ability to deal explicitly with
unknown, incomplete or even contradictory information. Neves et al. [13, 14]
induced a different CB cycle (Fig. 3.6), which takes into account the case’s QoI and
DoC metrics. It also contemplates a case optimization process, when the retrieved
cases do not meet the terms under which a given problem has to be handled (e.g.,
the expected DoC on a forecast has not been reached) [13, 14]. Here, the opti-
mization process may use Artificial Neural Networks [15], Particle Swarm Opti-
mization [16] or Genetic Algorithms [7], generating a set of new cases that will be
used in the problem solving process and are conform to the invariant:

⋂n
i=1 Bi,Eið Þ≠∅ ð8Þ

It states that the intersection of the attribute’s values ranges for cases’ set that
make the Case Base or their optimized counterparts (Bi) (being n its cardinality),
and the ones that were object of a process of optimization (Ei), cannot be empty,
i.e., then need to overlap in a certain degree.
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There are examples in the literature on the use of CBR as a methodology for
problem solving in medicine. Diverse connoisseurs have examined more than thirty
CBR systems/projects [17, 18], revealing that CBR has been widely employed in the
medical field, including diagnosis, therapeutics or management. Therefore, and in
order to apply this technique to Personal Assistants it was mandatory to reduce
processing time to find similar cases and to bypass adaptation issues. The former
question was accomplished as a consequence of the way information is represented
(see Sect. 3.2, above). The latter was obtained through the use of soft computing
approaches in the manner just mentioned above. It should also be stated that when
listing a case, quantitative information may be intermingled with qualitative one,
which may be of type unknown, incomplete or even self-contradictory, a funda-
mental limitation in classical CBR.

3.4 System’s Architecture

An intelligent Personal Assistant stands for a software agent that may act to the
service of people or other agents, working on a base of inputs either from users,
awareness of a given location, or from online sources, i.e., a technology that is

Fig. 3.6 The updated view of the CB cycle proposed by Neves et al. [13, 14]

46 B. Martins et al.



enabled and may be understood as a blend of mobile devices, Application Pro-
gramming Interfaces (APIs), or mobile apps. Examples of tasks in the health sector
may include schedule and personal management or kidney or heart rate assessment,
just to name a few [19]. On the other hand, existing tools for monitoring are mostly
available as web applications, a reason why the service architecture being used is
the one shown below, which was preferred for being light-weight, easy to access
and scalable (Fig. 3.7).

The web services were developed in Java with the Java API for RESTful Web
Services (JAX-RS) (Oracle 2014). The data is sent over the HTML POST method
when the health care professional submit the patient features on the monitoring
App. The response, from RapidMiner [20], is returned on a JSON format. A custom
implementation in the logic programming language PROLOG, with the same
purpose, was also developed and tested. It makes up a mobile ad hoc network,
consisting of mobile nodes that use wireless interfaces to send packet data. The
nodes act as both routers and hosts, forwarding packets to other nodes as well as run
user applications. Indeed, network functions such as routing, address allocation,
authentication, and authorization where designed to cope with a dynamic and
volatile network topology.

3.5 Case Study

With the objective of developing a predictive model to evaluate the patient’s renal
function, a database was established based on the medical records of patients from a
major health institution in the north of Portugal. In this study 273 cases were
considered with an age average of 57.8 years, ranging from 34 to 95 years old. The
gender distribution was 41.9 and 58.1% for male and female, respectively.

Fig. 3.7 The System’s Architecture [19, 21]
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3.5.1 Data Processing

After collecting the data it is possible to construct a given knowledge database in
terms of the extensions of the relationships illustrated in Fig. 3.8, which represent a
situation in which information should be managed in order to assess the patient`s
renal state. For instance, in the Kidney Function Evaluation table the Renal
Biomarkers are unknown for patient 1, which is depicted by the symbol ⊥, while
the Healthy Life Styles ranges in the interval [0.25, 0.42].

In Renal Biomarker Table 0 (zero) and 1 (one) denote, respectively, normal and
high values. The Obesity column in Secondary Risk Factors table is populated with
0 (zero), 1 (one) or 2 (two) according to patient’ Body Mass Index (BMI). Thus, 0
(zero) denotes BMI < 25; 1 (one) stands for a BMI ranging in interval [25, 30[; and
2 (two) denotes a BMI ≥ 30. The remaining columns of Secondary Risk Factors
and the Primary Risk Factors tables are populated with 0 (zero), 1 (one) denoting,
respectively, absence and presence. To set the information present in the Healthy
Lifestyle table, the procedures described above were followed.

In Gender column of the Kidney Function Evaluation Table 0 (zero) and 1
(one) stand, respectively, for female and male, while in Family Story column
denote, respectively, no and yes. The values presented in the Renal Biomarkers
(RB), Primary Risk Factors (PRF) and Secondary Risk Factors (SRF) columns are
the sum of the correspondent tables, ranging between [0, 4], [0, 2] and [0, 7],
respectively.

Applying the algorithm presented in [12] to the table or relation’s fields that
make the knowledge base for kidney function evaluation (Fig. 3.8), and looking to

Fig. 3.8 A fragment of the knowledge base aiming the evaluation of kidney function
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the DoCs values obtained as described before, it is possible to set the arguments of
the predicate evaluation_of_kidney_function (evalkf) referred to below, whose
extensions denote the objective function regarding the problem under analyse:

evalkf :Age,Gender,FamilyStory,RenalBiomarkers,PrimaryRisk

Factors, SecondaryRiskFactors,HealthyLifeStyle → 0, 1f g ð9Þ

where 0 (zero) and 1 (one) denote, respectively, the truth values false and true.
The algorithm presented in [12] encompasses different phases. In the former one

the clauses or terms that make extension of the predicate under study are estab-
lished. In the subsequent stage the arguments of each clause are set as continuous
intervals. In a third step the boundaries of the attributes intervals are set in the
interval [0, 1], according to the expression Y −Yminð Þ ̸ Ymax − Yminð Þ, where the Ys
stand for themselves. Finally, the DoC is evaluated.

As an example considers the Program 3.3, regarding a term (patient) that pre-
sents the feature vector Age = 57, Gender = 0, FamilyStory = ⊥, RenalBiomarkers = 1,
PrimaryRisk Factors = 1, Secondary RiskFactors = [0, 2], HealthyLifeStyle = [0, 0.33], one
may obtain:

3.5.2 The CBR Approach to Computing

The framework presented previously shows how the information comes together. In
this section, a soft computing approach was set to model the universe of discourse,
where the computational part is based on a CB approach to processing. Contrasting
with other problem solving methodologies (e.g., Decision Trees or Artificial Neural
Networks), in CBR relatively little work is done offline [22]. Undeniably, in almost
all the situations the work is performed at query time. The main difference between
the new method [13, 14] and the typical CB one [4, 5] relies on the fact that not only
all the cases have their arguments set in the interval [0, 1], but it also caters for the
handling of incomplete, unknown, or even self-contradictory data or knowledge.
Thus, the Case Base is given in terms of the following pattern:

Case= <Rawdata,Normalizeddata,Descriptiondata >f g ð10Þ

When confronted with a new case, the system is able to retrieve all cases that
meet such a structure and optimize such a population, having in consideration that
the cases retrieved from the Case-base must satisfy the invariant present in Eq. (8),
in order to ensure that the intersection of the attributes range in the cases that make
the Case Base repository or their optimized counterparts, and the equals in the new
case cannot be empty. Having this in mind, the algorithm presented above is
applied to a new case, that presents feature vector Age = 75, Gender = 1, FamilyStory
= 0, RenalBiomarkers = ⊥, PrimaryRiskFactors = [0, 1], SecondaryRiskFactors = 2,
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Program 3.3 An Extended Logic Program in order to evaluate the DoC of a term that presents
the feature vector Age = 57, Gender = 0, FamilyStory = ⊥, RenalBiomarkers = 1, PrimaryRiskFactors = 1,
Secondary RiskFactors = [0, 2], HealthyLifeStyle = [0, 0.33]
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HealthyLifeStyle = [0, 0.5]. Then, the computational process may be continued, with
the outcome:

evalkfnew case 0.67, 0.67ð Þ 1, 1ð Þð Þ,⋯, 0, 0.5ð Þ 1, 0.87ð Þð Þð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
attribute′s values ranges once normalized and

respective QoI and DoC values

: : 1: : 0.82 ð11Þ

Now, the new case may be portrayed on the Cartesian plane in terms of its QoI
and DoC, and by using clustering methods [23] it is feasible to identify the cluster
(s) that intermingle with the new one. The new case is compared with every
retrieved case from the cluster using a similarity function sim, given in terms of the
average of the modulus of the arithmetic difference between the arguments of each
case of the selected cluster and those of the new case. Thus, one may have:

retrievedcase1 0.70, 0.70ð Þ 1, 1ð Þð Þ,⋯, 0.5, 0.75ð Þ 1, 0.97ð Þð ÞÞðð
: : 1: : 0.83

⋮
retrievedcase63 0.63, 0.63ð Þ 1, 1ð Þð Þ,⋯, 0.33, 0.5ð Þ 1, 0.98ð Þð Þð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

normalized cases that make the retrieved cluster
: : 1: : 0.84

ð12Þ

Program 3.3 (continued)
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Assuming that every attribute has equal weight, for the sake of presentation, the
dis(imilarity) between newcase and the retrievedcase1, i.e., newcase⟶1, may be
computed as follows:

disDoCnew case→ 1 =
1− 1k k+⋯+ 0.87− 0.97k k

7
= 0.09 ð13Þ

Thus, the sim(ilarity) for simDoC
new case→ 1 is set as 1 – 0.09 = 0.91. Regarding QoI

the procedure is similar, returning simQoI
new case→ 1 = 1. Thus, one may have:

simQoI,DoC
new case→ 1 = 1 × 0.91= 0.91 ð14Þ

i.e., the product of two measurements is a new type of measurement. For instance,
multiplying the lengths of the two sides of a rectangle gives its area, which is the
subject of dimensional analysis. In this work the mentioned outcome gives the
overall similarity between the new case and the retrieved ones. These procedures
should be applied to the remaining cases of the retrieved clusters in order to obtain
the most similar ones, which may stand for the possible solutions to the problem.
This approach allows users to define the most appropriate similarity methods to
address the problem (i.e., it gives the user the possibility to narrow the number of
selected cases with the increase of the similarity threshold).

The proposed model was tested on a real data set with 273 examples. Thus, the
dataset was divided in exclusive subsets through the ten-folds cross validation [24].
In the implementation of the respective dividing procedures, ten executions were
performed for each one of them. Table 3.1 presents the coincidence matrix of the
CB model, where the values presented denote the average of 25 (twenty five)
experiments. A perusal to Table 3.1 shows that the model accuracy was 89.4% (i.e.,
244 instances correctly classified in 273). Thus, the predictions made by the CB
model are satisfactory, attaining accuracies close to 90%. The sensitivity and
specificity of the model were 89.6 and 89.2%, while Positive and Negative Pre-
dictive Values were 84.1 and 93.1%, denoting that the model exhibits a good
performance in the evaluation of kidney function.

3.6 Conclusion

The main contribution of this work is a monitoring system for kidney assessment.
Its distinguishing features are a balance between the number of necessary inputs
and monitoring performance, being mobile-friendly, and featuring an online

Table 3.1 The coincidence
matrix for CB model

Target Predictive
True (1) False (0)

True (1) 95 11
False (0) 18 149
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learning component that enables the automatic recalculation and evolution of the
monitoring process upon the addition of new cases. Indeed, this article focus on a
new approach to problem solving in the area of Personal Assistants, where through
the use of CBR it is conceivable to classify new unlabeled cases based on a
repository of past ones. Being built not only on quantitative and qualitative
information or knowledge, and taking into consideration unknown, incomplete, or
self-contradictory information or knowledge, provides an unprecedented base for
personal healthcare care assistants. It also provides a learning doorway for those
who assist persons with physical incapacities, enabling them not only to live
self-sufficiently in the society, but also providing a means of measuring its effec-
tiveness, and even creating tailored stuff. These results make it easier to perform
because of the use of RapidMiner, which adapts not only the entire ETL (Extract,
Transform, and Load) process, but also provides procedures for data mining and
machine learning, including preprocessing and data visualization, predictive anal-
ysis and statistics, and unfolding.

Future work will not only consider the development of predictive models to
allow the patient to obtain an estimate of the evolution of their health status, but
also analyze the complexity and the high cost of building the CBs that make
difficult, if not impossible, to evaluate a CBR system, especially a
knowledge-intensive one.
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Chapter 4
Visual Working Memory Training
of the Elderly in VIRTRAEL Personalized
Assistant

Miguel J. Hornos, Sandra Rute-Pérez, Carlos Rodríguez-Domínguez,
María Luisa Rodríguez-Almendros, María José Rodríguez-Fórtiz
and Alfonso Caracuel

Abstract Personal assistants using emerging technologies are showing a great
potential to provide an important impact in different aspects of daily human life
currently and during the near future. They are usually intended to help people with
especial needs. The one presented in this chapter, called VIRTRAEL, is especially
designed to assess, stimulate and train several cognitive skills that experience a
decline as people age, reason why its target public is the elderly, as well as the
therapists who treat them. VIRTRAEL is made up of different types of exercises,
each of them specifically designed to evaluate and stimulate a different cognitive
function. After presenting an overview of our tool, we focus on one of its exercises,
the one devoted to the classification and memorization of images, which is intended
to train the visual working memory. We also present a configuration tool that allows
the therapists to customize and adapt each exercise to the preferences and needs of a
given user. Moreover, we show some results of a pilot study carried out with a
sample of elderly people.

4.1 Introduction

The use of emerging technologies to develop personal assistants to help elderly
people to improve their quality of life at diverse ambits of daily life is a duty of our
society nowadays. This will contribute not only to help the elderly to lead a more
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independent and satisfying life but also to save a significant amount of economic
costs (in health, mobility, social inclusion, etc.) to governments and institutions.

One of these ambits of application would be the one related to cognitive func-
tions. As is known, many older people usually suffer some degree of decline in their
cognitive skills, which involves different symptoms, such as a reduction in problem
solving capacity, less ability to reason and to maintain the attention focus, and
forgetfulness, to mention only a few. Several studies [12, 30, 34] have demonstrated
that an adequate cognitive stimulation helps to decrease the rate of both age-related
intellectual decay and cognitive decline.

Moreover, emerging technologies can help to provide new training opportunities
developed as exercises and tests implemented as serious games [4, 11, 18, 24, 37] to
delay the decline in certain cognitive, sensory-motor, social, and even emotional
functions that people suffer as they age.

One of the cognitive abilities that can be trained using technologies is the
classification and memorization of images, task that aims to train the Visual
Working Memory (VWM) ability. This cognitive skill is responsible for the pro-
cessing and maintenance of the visual information necessary to solve problems in a
short time [23]. It is mainly supported by the Visuospatial Sketchpad, a component
of the most accepted Working Memory Model [1]. The Visuospatial Sketchpad
maintains the visual objects and their spatial position for a short time. This main-
tenance of the visual information is really important because allows the Working
Memory to operate independently of the direct stimulation of the retina [19]. Daily,
we use this ability to face many of our activities, such as mental calculations to
check if we have enough money when buying at the supermarket, information
retaining that we perceive through the sight to understand it when reading a book,
or even interpretation and remembering of traffic signs once they have passed when
driving.

VWM is one of the main cognitive functions in the performance of activities of
daily living. From the small amount of information processed in the VWM we can
represent in a stable way and understand the visuospatial environment and the
world [19]. This ability allows us to perform complex activities that require keeping
irrelevant information out of our thoughts and actions [13]. Processing information
in the VWM allows us to plan and guide our behaviour in a wide variety of
situations [19], such as tracking traffic signals when driving, the colour and shape of
the medication we just took [22], or our movement in a room when the light
suddenly goes out [15].

VWM deteriorates with aging, dementia or Alzheimer’s disease. A VWM
dysfunction may be a key factor in the widespread deterioration of other cognitive
functions that depend on it [13]. A specific deterioration of the VWM has been seen
in asymptomatic individuals but with early-onset Alzheimer’s disease [22]. This
deficit implies the loss of the capacity to represent objects as an integrated whole,
and consequently the impaired performance of daily activities. However, cognitive
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interventions produce changes in the cerebral activation of healthy elderly people
and with dementia, provoking a neural plasticity that facilitates learning [36]. Daily
intellectual training with tasks such as puzzle solving has beneficial effects on the
working memory of older people. These effects are greater when the training
environment demands a higher concentration [20]. Also, computerized cognitive
training improves visual memory, even in people at high risk of cognitive
impairment [5].

In this paper, we firstly present an overview of a web-based system that we have
developed, called VIRTRAEL (VIRtual TRAining for the ELderly). It has been
specially designed to both assess and stimulate the elderly users’ cognitive skills by
means of a series of exercises and tests implemented as serious games. Some of
these exercises are implemented as 2D serious games [17, 28, 29] and other ones as
3D serious games [27]. All of them encourage a greater user engagement and
motivation and each of them are devoted to train at least one of these cognitive
functions: memory, attention, planning and reasoning. Users, not only the elderly
but also their therapists and carers, can access to VIRTRAEL platform using a
personal computer, a laptop or a tablet.

Elderly people have difficulties to use technologies, and more specifically elders
with cognitive impairments. For this reason, VIRTRAEL has been designed taking
into account several usability guidelines oriented to elderly people, including the
one corresponding to W3C.1 Besides, its usability has been tested by a group of
users in a pilot study [29]. As VIRTRAEL can be executed in a computer or in a
mobile device, such as a tablet, the users interact with it using a mouse (in the first
case) or their fingers on the touch screen (in the second case). Older people usually
prefer this last form of interaction because it is more direct and intuitive and makes
them easier the use of the application.

VIRTRAEL, as a personal assistant, guides the users through the cognitive
training process, evaluates user responses, provides feedback, and makes decisions
to adapt the difficulty levels of the exercises and personalize them. Adaptation rules
are defined by the therapists so that an intelligent system uses them to fit the
exercises to each user at run-time.

Among all the exercises included in VIRTRAEL, we focus on the one dedicated
to train the classification and memorization of images. In the design and imple-
mentation of the exercises, we have taken into account all the theoretical aspects
described by the psychologists integrated in the development team.

The rest of the chapter is organized as follows: Sect. 4.2 revises some related
tools, analysing their main characteristics and comparing our tool with respect to
them. Section 4.3 gives an overview of VIRTRAEL, describing it and presenting
some of the exercises or games that it includes. Section 4.4 presents the exercise
devoted to classification and memorization of images, as well as some results of a

1https://www.w3.org/WAI/older-users/developing.html.
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pilot study that we have carried out with a sample of elderly people performing such
exercise, and a configuration tool that allows personalizing the exercise. Finally,
Sect. 4.5 outlines the conclusions and future work.

4.2 Related Work

Currently, there is an increase in the number of computer-based applications that
are marketed as sound scientific tools to improve the cognitive functions of older
adults, but there are few systematic studies [35]. VIRTRAEL has been compared to
four widely used programs for cognitive stimulation: REHACOM, COGMED,
COGNIFIT, and GRADIOR. There are some similarities between all programs,
such as a certain degree of customization and the reporting of user performance and
progress. However, there are specific differences between VIRTRAEL and these
programs about visual memory training. Below we summarize some of the features
of the programs and of the differences found.

REHACOM.2 The program makes a log of the execution of the user, provides
feedback and automatically adjusts the level of difficulty to the user progress. It
allows the therapist to perform the individualization of exercises through images for
each user and the adjustment of parameters such as training and reaction time, or the
type of encouragement and feedback. It includes training in visual memory along
with other cognitive components, but it does not include the teaching of any
memorization strategy, such as the categorization one. REHACOM was developed
for rehabilitation after brain injury due to stroke, multiple sclerosis or trauma [6].
We only found one study [16] with REHACOM in the elderly (30 healthy people
aged between 65 and 80). Half of the sample was allocated to a REHACOM
training group while the other half was allocated to a physical training
group. Results showed significant improvements in both groups but there were no
differences with them. Consequently, studies with larger samples are needed.

COGMED.3 Monitoring and feedback of this tool have to be done by a certified
Coach. There are adjusted difficulties levels based on the user performance but the
exercises cannot be personalized. The program is focused on the improvement of
the working memory and includes training in VWM. It does not allow the use of
categorization as a learning and memory strategy. Hyer et al. [10] performed the
first study to use COGMED with older adults with MCI. In this study, the partic-
ipants improved in working memory but they did not report transfer effects for tasks
dissimilar enough from the trained tasks. A review [33] showed a lack of research
about COGMED with people older than 60. Just one study included people older

2http://www.rehacom.us/index.php/aboutrehacom.
3http://www.cogmed.com/.
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than 50 years, but also children younger than 10 years. Therefore, there is a limi-
tation for extracting sound conclusions.

COGNIFIT.4 Therapists can customize sessions but not exercises. This tool
makes a record of the results of the exercises and adjusts the training according to
the user performance. It includes VWM tasks but no training in memorization
strategies. Eighteen older participants showed verbal (non-visual) WM improve-
ment after an online training with COGNIFIT [8]. Studies with larger samples are
also needed.

GRADIOR.5 Professionals can design interventions personalized and adapted to
the level of performance and the needs of each person. It includes training tasks in
visual attention but no strategies are taught or trained for improving VWM. To the
best of our knowledge, there is a lack of sound scientific evidences about GRA-
DIOR effectiveness.

The main advantage of VIRTRAEL compared to the programs analyzed is the
inclusion of training in categorization as a memorization strategy. The other pro-
grams analyzed simply use massive presentation of images and users are not taught
to use any strategy to learn or remember them.

We have also found other two important general differences. One of them is that
only VIRTRAEL includes a character (selected by the user from a set of characters)
that will be in charge of providing the instructions and feedback to the user. The
other important difference is that VIRTRAEL is open-source and free.

4.3 VIRTRAEL Description

VIRTRAEL6 (VIRtual TRAining for the ELderly) is a web-based system specially
intended for cognitive assessment and stimulation of elderly people. The idea is that
its end users (i.e. older people, considered as patients) can carry out a series of
exercises from anywhere with Internet connection to train certain cognitive skills
with the aim of improving them or at least maintaining them. At the same time,
VIRTRAEL allows a therapist to configure and supervise the activities carried out
by his/her patients within the platform. In addition, it allows the communication
among people using the application, and is prepared to provide adaptation and
collaboration mechanisms [26]. To carry out all this, VIRTRAEL includes three
key tools:

Communication tool. The idea is to use this tool to avoid or at least decrease the
sense of isolation that older people often have, by encouraging the communication
and even the collaboration with other users. To do this, it provides a forum to
exchange messages among people involved in the cognitive evaluation and

4https://www.cognifit.com.
5http://www.ides.es/gradior.
6http://www.everyware.es/webs/virtrael/.
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stimulation process, as well as a chat to allow real-time collaboration between end
users and their therapists. As a result, we will get the user engagement with the
application.

Configuration tool. This tool is intended to be used by either the administrator
or the therapists to assign elderly users (patients) to the corresponding therapist, as
well as carers to a given elder user. It also allows the therapists to supervise which
exercises are being carried out by their patients and consult what results they are
getting at real time. Taking into account this information, the therapists can choose
which exercises are more adequate to be carried out by each of their patients at a
given moment, and their best execution order, as well as configure them more
accurately. Thus, for example, a therapist who is monitoring one of his/her patients
can decide, depending on the user’s degree of success in the exercise that is car-
rying out, whether the next exercise planned for such user should be performed or
skipped. Moreover, this tool can be considered as an authoring tool, because it
allows creating personalized exercises based on the one included in VIRTRAEL.
Hence, a therapist can customize a given exercise for a specific user using this tool.
This last aspect of this tool will be addressed in Sect. 4.2.

Cognitive evaluation and stimulation tool. It can be considered the main tool
of VIRTRAEL, and includes 18 different exercises distributed in 15 predefined
work sessions. The first two sessions and the last two ones are respectively devoted
to assess the cognitive skills of the user before and after the stimulation sessions,
which are the rest ones, where the mentioned exercises are carried out to train such
cognitive abilities. Each exercise has been designed to either evaluate or stimulate
(depending on the session where it is executed) one or more of the following
cognitive functions: memory, attention, reasoning and planning. As a general rule, a
character presents the appropriate instructions to the user at the beginning of each
exercise, telling him/her what must do in it. After reading them, the user should act
accordingly to complete the exercise. Thus, for example, the user must select one or
more elements from a set of (textual or graphical) items in some cases, while s/he
must write the corresponding element in other cases, to mention only a few of the
possible actions to be carried out in the different exercises. The following figures
show screenshots of some of the exercises included in this tool: the one presented in
Fig. 4.1 is intended to stimulate attention, the one in Fig. 4.2 corresponds to an
exercise to train reasoning, the ones in Fig. 4.3 are related to an exercise devoted to
work planning, while the ones in Fig. 4.4 correspond to an exercise designed to
mainly stimulate visuospatial attention, and more specifically its modalities of
divided, alternating and selective attention, but also to secondarily train categorical
reasoning.

The character used in VIRTRAEL behaves as an intelligent virtual assistant [21]
that acts as a mediator between the user and the application. It interacts with the
user through a textual interface. Sound has not been added because the incom-
patibility and the lack of support for some of the more common web browsers. In
our case, the “intelligence” of this character is shown in two ways: (1) orienting the
user to repeat an exercise or trial again if his/her results are not good, and
(2) adapting its response when congratulating or communicating bad results to the
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user, encouraging him/her to do it better next time. The users who participated in
the VIRTRAEL pilot study confirm us that they felt accompanied and encouraged
by this character, because they had someone to pay attention to and be accountable
to, as indicated by Borini et al. [2]. Moreover, we have checked that the existence of
this character to interact with is a way to facilitate older people to focus their
attention on different key moments, such as realizing the beginning of a new
exercise or understanding instructions.

While the user is performing an exercise, the values of several variables (such as
playtime, number of failures, hits and omissions, etc.) are registered to evaluate

Fig. 4.1 Exercise on balloons in movement, especially designed to train attention

Fig. 4.2 Exercise on semantic series, designed to train reasoning
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Fig. 4.3 Exercise on purchase of several gifts with a certain budget, designed to train planning:
The upper screenshot shows the different shops, while the bottom one shows the items available in
the shop selected by the user
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his/her degree of success. In addition, these values are taken into account to adapt
not only the difficulty level of the exercise but also its user interface at run time, i.e.
while the user is carrying out the exercise. In VIRTRAEL architecture, there is a
separation between the model and the view. In fact, there are several views and
interface components per each exercise. They are used depending on the device and
web browser in which the corresponding exercise is being executed, so that the user

Fig. 4.4 Exercise to put messy objects in the right place and collect the coins lying on the floor,
designed to train visuospatial attention and categorical reasoning: The upper screenshot shows the
corridor that gives access to the different rooms of the house, while the bottom one presents one of
these rooms (the living room in this case) once the user has entered in it, showing the items that
can be moved surrounded by a rectangle with dashed line
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interface adapts at run time. Besides, we have considered a responsive design in
order to make the exercises look good in devices with screens of different size (this
allows resizing, hiding, shrinking, enlarging, or moving the contents when it is
necessary).

Each exercise has an estimated time in which it has to be solved or carried out. If
the user does not answer or act as expected, the exercise asks the user to try it again.
The session is automatically closed when the user does not interact with the
application during a specific time interval, which depends on the exercise in
question.

Many of the exercises included in this last tool of VIRTRAEL are based on the
ones we developed previously for PESCO (acronym of the Spanish expression
Programa de EStimulación COgnitiva ‒ Cognitive Stimulation Program) [17, 29],
which is a tool intended to be locally run in Linux computers. Thus, in some sense,
VIRTRAEL provides the web-based version of such exercises.

In addition, this tool of VIRTRAEL includes several new exercises that have
been implemented as serious 3D games [27] using virtual reality techniques. Fig-
ure 4.5 presents a couple of screenshots showing two different scenarios included in
one of such exercises. The objective of these exercises is to stimulate and train a
wide range of skills within the mentioned cognitive functions (i.e. memory,
attention, reasoning and planning) using realistic virtual scenarios based on activ-
ities of daily living (ADL). Thus, the upper scenario in Fig. 4.5 serves to train
memory (the user has to remember where s/he wants to go), and planning (how to
get to the wanted place, using a map and the orientation in open spaces, as well as
respecting the traffic rules), while the lower scenario is aimed at training attention
and planning (by looking for and locating the objects that are to be bought from the
shopping list previously made) as well as reasoning (when making the payment at
the supermarket cash register). This type of exercises, which makes elder users
understand better what to do and feel more motivated, facilitates the transfer of the
gaming experience to real life similar situations, as indicated in previous studies [3,
14], where it is demonstrated that the ecological validity of computer-assisted
training facilitates the transfer of cognitive improvements to the performing of ADL
in real life contexts.

VIRTRAEL has been developed as a web platform because web standards
provide portability. Thus, anyone with a device that can run a web browser and
from anywhere with connexion to Internet can access and use our platform. This
technology also allows simultaneously creating and running different instances of
one or more exercises. And this makes possible that a series of users can use the
services provided by VIRTRAEL at the same time, from different geographical
locations and with a much lower (temporary and economic) cost than if the same
exercises had to be performed in the therapist’s consultation. All of it thanks to
patients can perform them at their own home or whatever other place with access to
Internet where they are. This avoids the temporary and/or economic costs of having
to go to the consultation, the time in the waiting room of the consultation, etc.
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In addition, VIRTRAEL allows the therapists to be more efficient performing their
work and thus to be able to attend to a greater number of patients, irrespective of
where these reside.

Moreover, as other of our aims is providing a program of exercises that can be
performed by elderly people without the constant support of a therapist, a series of
proactive adaptations have been incorporated into the platform. Consequently,
these adaptations have to be carried out at run-time, and they should be done in a
twofold sense, because it is necessary to adapt: (1) the user interface, due to the
diversity of features that the different devices used by the users to access to the

Fig. 4.5 Two scenarios of a 3D game included in VIRTRAEL: The upper one corresponds to a
street, showing a map in the right upper corner, while the lower one presents shelves with items
inside a supermarket
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platform can have; and (2) the contents and structure of the exercises, according to
the level of difficulty selected and the skills shown by the user while performing the
exercise.

To carry out both types of adaptation, we have designed an on-the-fly decision-
making mechanismwhich has been internally implemented by means of a rule-based
system [9], consisting of a series of “if <predicate>, then <action/s>” rules. Each of
them is triggered when its corresponding predicate is satisfied. A predicate can make
reference to the cognitive skills, personal information, daily habits and hobbies (or
any other information considered of interest in the future) stored in the user profile, as
well as to the results of partially performing an exercise, the type of exercise, the
number of trials performed, the kind of device used by the user, etc. Some examples
of actions to be executed when the predicate of a rule is satisfied could be: modifying
the value assigned to one or more variables of the exercise (e.g. the total possible
choices as answer to a question, the amount of on-screen elements or the number of
steps) in order to increase or decrease its level of difficulty and/or change its work-
flow, as well as adjusting some of its presentation features (e.g. interaction mode,
fonts, colours, and/or widgets to be used). The execution of the action/s associated to
a rule implies the update of the exercise instance that the user is performing to include
the new properties in it. Thus, for instance, if a user is not able to complete an exercise
after several attempts, then a simplified exercise (e.g. with fewer elements) and/or a
tutorial on how to carry out the exercise could be shown to the user just after the
execution of the corresponding rule.

Before finish this section, we should mention that two previous studies with a
representative sample of elderly users have been carried out [29]. In the first study
participated forty-three elderly people (65% women) with a mean age of 74 years
(SD = 10.9). Just 35% of them had previously used a computer. As some results
showed that there was room for usability improvements, several changes had been
made motivated by such results. Others results showed that the tasks included in the
cognitive test module demonstrated its concurrent validity with traditional cognitive
evaluation tests. In the second study, seventy older people were allocated in an
experimental and a control group for determinate efficacy of the cognitive training
with VIRTRAEL. Results showed that the stimulation exercises were effective for
improving attention, verbal working memory and planning skills in the elderly.

4.4 Classification and Memorization of Images Exercise

The Classification and Memorization of Images exercise does not use a massed
presentation of stimuli as a memory improvement strategy. Unlike other
computer-based exercises, what is asked to older people is not to memorize the
images but rather to classify them into categories. Categorization is our ability to
group stimuli into categories that indicate semantic relationships between stimuli
[7]. This ability is innate and very adaptive, since for example it helps us to detect
and avoid potentially dangerous objects and situations [32]. This skill can be
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improved throughout life but from the age of 60 there is a gradual decrease in
performance in object categorization, especially in incongruent contexts. This
decrease could impair the recognition of objects in daily visual tasks and envi-
ronments [25]. Training with classification tasks has shown effectiveness in
improving visual memory. For example, training in categorization strategies for
memorization tasks improved visual memory, as opposed to movement discrimi-
nation strategies [31].

This exercise also trains object discrimination. The target images are displayed
together with distractors that belong or not to the same category of the image that
users have previously visualized. Older people should decide and indicate for each
stimulus (target or distractor) whether or not it was among those who were shown in
the initial phase. In order to have an adequate performance in this recognition task,
the visual information of the previously categorized objects must be kept active in
the VWM [7].

The exercise has two phases. The first one shows four categories of objects and
asks the user to select images of objects from a set of images in the screen and to
classify them accordingly (see Fig. 4.6). Some examples of categories are fruits,
meals, parts of the body, sports, tools, transports or professions. Categories and
objects are randomly selected in each execution to present different elements
belonging to a diverse range of domains, thus preventing exercise from being boring.

The user has to select an object from above and move it to a cell into a category
from below. The proposal of this exercise is showing the users that the objects can
be classified in order to help their mind to memorize them easily. Besides, this
provides more hints during the recovering process from the memory, being a very
useful strategy of memorization.

Fig. 4.6 Classification phase of the Classification and Memorization of Images exercise
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When the user has finished the exercise, VIRTRAEL registers the time used in
performing it, and the number of fails, successes and omissions (i.e. objects without
classification). If these values are optimal, the user is considered as “prepared” and
can continue with the second phase of the exercise. In other case, the first phase of
the exercise should be repeated again. The psychologists integrated in our devel-
opment team know the optimal values and VIRTRAEL has been programmed
according to them. Thus, for example, in order to progress to a higher level, the
face-to-face general rule of traditional cognitive training has been applied. In fact,
to reach the next level of difficulty, it is necessary to achieve at least 80% of the total
score at the current level.

There is a character acting as an assistant that describes the exercise and explains
step by step what the user has to do and how to interact with the application to solve
the exercises. The assistant also informs the user about his/her successes and fails to
provide him/her a feedback, and encourage the user to continue.

The second phase of the exercise consists of a maximum of eight trials to train
memory. Each one shows images of objects that have to be memorized during a
specific time. The number of images and time in each trial vary taking into account
the performance of the user and his/her results (see Fig. 4.7). As before, the psy-
chologists integrated in our development team have decided when and how each
trial takes into account the previous user interaction results. As shown in Fig. 4.7,
there are differences between trials according the previous hits and fails of the user.
Thus, the left screenshot in such figure, which corresponds to trial 7 out of a total of
8 (as indicated in the text at the bottom), presents an array of 16 images to be
memorized in 60 s (the capture was done in the ninth second of them, as indicated
in the counter that is shown to the user above the array), while the right screenshot,
corresponding to the last test (8/8), presents a matrix of 20 images to be memorized
in 75 s.

Fig. 4.7 Memorization phase of the Classification and Memorization of Images exercise
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After memorizing the objects in each trial, the user has to select only the objects
that have been memorized by him/her from a set of images shown in the screen (see
Fig. 4.8). If the user applies the classification strategy previously mentioned to
memorize them, it will be easier.

The assistant guides the user through the trials, and also provides him/her
feedback just after the execution of each trial, by informing the user his/her results,
as shown in Fig. 4.9.

Fig. 4.8 Images selected by the user (highlighted with a thicker border in blue)

Fig. 4.9 Feedback on the performance of each trial provided by the assistant
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4.4.1 Pilot Study

A pilot study has been conducted to determine the effectiveness of the Classification
and Memorization of Images exercise for improving the visual working memory in
the elderly. Participants without dementia were recruited from community computer
centers. One hundred and seventy nine people over 65 years performed the exercise
three times, with an interval of 2 weeks between each training session. Twenty of
the users performed the exercise alone at home and the rest were divided into
groups of 15-20 people with a tutor in a classroom. The tutor only had to help some
users with technical problems in the computer, since none of them had problems to
understand the instructions of the character about the exercises and the steps to
follow to carry them out.

Mean duration of each exercise was 8 min with a standard deviation of 2.9 min.
The minimum and the maximum time for each trial were established at 1 and
30 min respectively. Participants performed the exercise in groups of 8 people, but
they were asked to do it in an independent way. For each session, participants must
read the instructions and demonstration provided by the character before starting the
exercise. A psychologist supervised all sessions for checking that participants
followed the rules and did not use any help, such as pen and paper.

A Student’s t-test for related samples was applied to determine if there was any
improvement in visual working memory between the first (Time 1) and the last
session (Time 2). Mean (and Standard Deviation) of images correctly recorded was
109,64 (60,77) at Time 1 and 128,48 (65,53) at Time 2. Normality assumption of
both samples was checked with the Kolmogorov-Smirnov test. Results showed that
there was a statistically significant improvement in the number of correctly mem-
orized images between the first and third training sessions [t= -3.642; p<0.001].
Our hypothesis for this great improvement was that users learnt that applying the
trained categorization strategy allows them to discriminate between target and
distractors in an easy way. This finding has implication for Daily Live Activities,
because there are many opportunities to apply categorization in real contexts (such
as supermarket, multiple errands, etc.).

4.4.2 Personalization of the Exercise

The configuration tool of VIRTRAEL allows designing and managing the exer-
cises. The therapists can customize and adapt the exercises to properly adjust them
to the needs or preferences of different users. They can select a type of exercise and
determine some of its features and contents.

Although the configuration tool allows personalize some of the exercises
included in VIRTRAEL, this section is focused on the exercise described above,
called Classification and Memorization of Images. In this exercise, the therapist can
customize the following elements:
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• Categories management:

– Add a category: The therapist creates a new category name.
– Modify a category: The therapist can modify the name of a category.
– Delete a category: The category is eliminated from the set of categories.

• Objects management (see Fig. 4.10):

– Add an object to a category: The therapist has to provide an object name and
an associated image.

– Modify an object of a category: The therapist can modify the name and the
image associated to the selected object of a category.

– Delete an object of a category: The category is eliminated from the corre-
sponding category.

• Characteristics of the second phase of the exercise (see Fig. 4.11):

– Number of trials.
– Memorization time for each trial.
– Maximum trial time (to select the memorized objects).
– Position of the objects in screen. It can be fixed or random.
– Number of objects of each category that are displayed in each trial.

In order to adapt the exercise to the previous user performance, the therapist can
determine a set of rules of adaptation that are used at run-time to change the
difficulty level of the exercises. There are rules of adaptation in each phase.

Fig. 4.10 Management of objects in a selected category
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• First Phase: It allows determining whether the user can start or not with the
second phase depending the required time to complete the exercise, as well as
the number of failures, hits and omissions.

• Second Phase: The characteristics of the exercise depend on the performance of
the user on the previous trials. If the user carries out one trial correctly, the
difficulty level of the exercise is increased, and it is decreased in the other case.
The difficulty level is defined by the number of trials, the number of categories
and objects in each category for each trial, the memorization time available in
each trial and the maximum time to finalize each trial.

4.5 Conclusions and Future Work

Information and communications technologies can be used to train cognitive skills
such as Visual Working Memory (VWM). We have presented the exercise named
“Classification and Memorization of Images”, designed to train VWM and strate-
gies of categorization of images. This exercise is part of a personal assistant called
VIRTRAEL developed to help elderly people improve or maintain certain cognitive
skills related to the functions of memory, attention, planning and reasoning. The
personal assistant also allows the adaptation and personalization of the exercise
taking into account each user performance, preferences and needs. VIRTRAEL is
open-source and has been developed by a multidisciplinary team made up of
psychologists, physicians and software engineers. The Classification and
Memorization of Images exercise has been tested with elderly people, who have
obtained significant improvements in the cognitive skill corresponding to VWM.

VIRTRAEL is going to be translated to other languages because now it is only
available in Spanish. We also have to complete the personalization tool to allow the
customization of all the exercises included in the platform presented.

Fig. 4.11 Edition of exercise characteristics to customize it
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Chapter 5
Personal Robot Assistants for Elderly Care:
An Overview

Ester Martinez-Martin and Angel P. del Pobil

Abstract The world’s population is ageing and, with that, new social issues arise,

especially in terms of healthcare and daily activities. Despite the preference for

human professional healthcare, the new socio-economic situation and the decrease

in care personnel make necessary to give support to the process of caregiving. In

this context, Robotics can be considered as a solution since it can provide healthcare

support, help in performing daily tasks, and/or increase the feeling of autonomony

and self management. This paper is an overview of the existing robotic technologies

for elderly care, analysing their benefits for the elderly.

5.1 Introduction

A social analysis reveals a clear tendency to ageing population (see Fig. 5.1). This

fact may impact on several socio-economic issues such as the sustainability of fam-

ilies, the economic growth, or the ability of states and communities to provide

resources for older citizens [1]. But, probably, one of the most important social

deficits is the change in family structure since it leads to leave elderly people, who

see their capability to look after themselves weakened, with fewer options for care.

As a consequence, most elderly people end in nursing homes that, despite being a

good alternative, it is not their desire. Actually, older people prefer to be in their own

homes, even if that means living alone [2]. However, some factors coming from age-

ing like limited mobility, make this independent life become an impossible dream.

In this context, Robotics can play a main role since it may overcome the arisen

challenges such as healthcare, assistance in case of emergency, or treatment compli-

ance [3]. Nevertheless, as pointed out by Diaz et al. [4], despite the well-recognized

potential benefit of using Robotics in providing physical assistance, the elderly will

not use them just because they need them. In fact, attitudes towards robots in elderly
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Fig. 5.1 World population by age group: 2015 to 2050 Source U.S. Census Bureau, 2013; Inter-

national data base

care are systematically sceptical. So, the acceptance of this technology depends on

the proper understanding of the elders (and their caregivers) expectancies with regard

to care and assistance, especially in the case of robotic solutions supporting social

behaviour. Therefore, the key to success is to be perceived as compatible with elderly

life-style, acceptable by their relatives and caregivers and respectful with the image

of how they want their homes to be.

Thus, one of the first issues to be solved is to determine what role these robots play

in people’s everyday lives. On this regard, one of the early research in this area was

presented by Dautenhahn et al. [5]. This user-centred study revealed that the majority

of people want the robot to be an assistant, while the role of machine/appliance was

the second preferred option. Finally, the less popular choice was having a robot as a

servant. Going a step further, Huber et al. [6] identified social roles for a domestic

care robot enabling independent living by means of a robot-stimulus-free approach.

In this way, an assistive robot could be provided with basic traits while also adapting

to the individual needs of its owner over time. From these needs and preferences,

one can derive concrete robot behaviours for the most interesting basic behaviours

and role adaptation behaviours.

Another important issue is what the system is for. So, two different categories can

be defined in terms of assistive robots for elderly [7]:

1. Rehabilitation robots: these robots are focused on physical assistive technology

(e.g. artificial limbs [8–10], lifting and walking robots, robotic beds [11, 12],

smart wheelchairs [13, 14], active orthoses and exoskeletons [15–19]) and are

not primarily communicative (is not meant to be perceived as a social entity)

2. Assistive social robots: these robots can be perceived as social entities that com-

municate with their users.
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This paper takes a walk around different robotic solutions intended to care for the
elderly, that is, the technology covering from home chores to interactive cognitive

training and companionship. In addition, this technology is discussed based on the

elderly needs and requirements. Note that, despite its great importance in mobility

rehabilitation tasks and the wide research in this area, rehabilitation robots are not

covered in this paper since it does not integrate any social skill (even not communi-

cation in some cases).

5.2 Assistive Social Robots

Assistive social robotics refers to a research area defined as the intersection of assis-

tive robotics, aimed at aiding human users through interactions with robots, and

socially interactive robotics, intended to socially engage human users through inter-

actions with robots [20].

This research can be used to improve the quality of life of people with age-related

health issues by being provided with the capabilities necessary to support them in

their daily living activities and cognitive tasks. In this context, two different types of

robot can be identified:

∙ Companion robots: aimed to enhance health and psychological well-being of

elderly users by providing companionship

∙ Service robots: designed to perform daily tasks and support basic activities and

mobility.

5.2.1 Companion Robots

One of the first efforts and more commonly-used functions of assistive social robots

for the elderly focused on robots in the role of a companion. Mainly, a companion

robot could be defined as a type of assistant robot which goal is to proactively assist

elderly in everyday tasks, reduce stress and depression, enhance social interaction

and elicite emotional responses.

In this regard, pet-like robots can help in assisted therapy and activity since

they provide psychological, physiological and social effects. Basically, these robots

behave actively, physically interacting with their users and stimulating their affec-

tion. The most widely used robotic pet is PARO (Personal Assistant RObot) [21], a

seal robot developed especially for therapy. In fact, as shown in Fig. 5.2, PARO looks

like a baby of harp seal, which has white fur and, beneath it, tactile, vision, audition

and posture sensors allow it to perceive the human interaction. This vast set of sen-

sors provides PARO with the capabilities of sensing a user’s touch, recognizing a

limited amount of speech, expressing a small set of vocal utterances and moving its

head and front flippers, giving the illusion that it responds to its environment and to
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Fig. 5.2 The robot Seal

PARO (2011)

Fig. 5.3 NeCoRo

the interactions with it such as petting or talking. So, this robot has been used at sev-

eral facilities for the elderly and at pediatric hospitals by resulting in an improvement

of their users’s mood as well as in an increase of their activity and communication

with each other and their caregivers [22, 23]. In addition, a recent study reveals that

the caregivers themselves feel positive emotions towards their PARO, highlighting

the instrumental and intrinsic value of using PARO in nursing homes [24].

Another well-known pet robot is NeCoRo, a cat-like robot developed by Omron

Corporation (see Fig. 5.3). This robot was created for improving person’s quality of

life. With that purpose, the design of NeCoRo allows it to express emotions (e.g. sat-

isfaction, surprise, anger or hatred) and appropriately respond to individual’s emo-

tions and movements. As shown by Nakashima et al. in their study in an elderly-care

facility [25], NeCoRo helps the residents improve the communication among the

elderly and makes the environment become calmer, easier, gentler and more com-

fortable.
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Fig. 5.4 Unazuki Kabochan

(Nodding Kabochan) [29]

As an alternative to zoomorphic robots, robotic dolls can be also used as a com-

panion robots because of their therapeutic gains [26, 27]. For instance, Yamamoto

et al. [28] presented Wonder, a wombat-like robot aimed at delivering daily infor-

mation to an elderly from a distant place such as local government office or welfare

institution, as well as monitoring the elderly.

PIP Co., Ltd., Osaka, and WiZ Co., Ltd., Tokyo, developed Unazuki Kabochan

(also known as Nodding Kabochan), a cognitive aid robot capable of talking, singing,

and slightly moving as a response to its owner’s touch and spoken words [29]. This

cartoon-like platform, depicted in Fig. 5.4, helps the elderly improve their cognitive

functions thanks to its communication skills [30].

On its behalf, Babyloid is a baby-type robot designed for being taken care of an

elderly person requiring nursing care [31]. In this case, as depicted in Fig. 5.5, its

appearance is especially designed to be perceived as able to do nothing so that the

user is provided with a social role: caring for a “baby”. In this task, Babyloid helps

its carers by expressing its emotions, moods and other feelings on its face and voice.

An evaluation of the Babyloid experience in a nursing home for elderly revealed a

high acceptance among the patients, opening the door to develop Babyloid-centred

therapies for helping the elderly attain motivation.

With the same purpose, other robot systems have been developed to overcome

the people loneliness and their stress. For example, the H2020 MARIO project is

aimed at developing a companion robot built upon the Kompai R&D Robot. Its main

goal is to address the difficult challenges of loneliness, isolation and dementia in

older people [32]. A study about its acceptability among people with dementia and

healthcare staff, revealed a variety of factors that influences its acceptance such as its

friendly face, the knowledge of people’s likes and dislikes, its utility, and the ability to

connect people to their families and friends [33]. These results set the guidelines for
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Fig. 5.5 The Babyloid robot

Fig. 5.6 The Zora robot (left) and the ZoraBot Pepper (right) Source http://zorarobotics.be/index.

php/en/

technologists to ensure that the MARIO robot integrates the functionalities covering

the people’s needs and making it more likely to be acceptable.

ZORA (Zorg (Health), Ouderen (Elderly person), Revalidatie (Rehabilitation),

Animatie (Animation)) [34] proposed two commercial robotic solutions. On the one

hand, it offers the Zora Robot, which is a healthcare application built on a NAO Robot

Platform [35] helping elderly with interactive therapeutic and recreational activities

(see Fig. 5.6). These humanoid assistants were initially introduced to several Flemish

nursing homes on a trial basis, although they will be introduced in U.S. nursing

facilities and retirement communities thanks to a recent agreement with ChartaCares.

On the other hand, the Zorabot Pepper is a healthcare application on a Pepper

Robot Platform [35]. This robot can welcome patients when they visit a healthcare

facility or a hospital, as well as visit them in their rooms to ask how they are and ask

for help to nurses if necessary.

http://zorarobotics.be/index.php/en/
http://zorarobotics.be/index.php/en/
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Fig. 5.7 BUDDY, a

companion robot [36]

Fig. 5.8 AIDO, a home

robot

Another commercial solution developed by Blue Frog Robotics is BUDDY [36].

This friendly companion robot is depicted in Fig. 5.7. Mainly, BUDDY increases the

care of elderly by providing companionship and assistance in their daily activities

by means of, for instance, reminding medication, appointments, deliveries and/or

upcoming events. In addition, BUDDY can detect falls and unusual inactivity. A

recent study of the use of BUDDY, conducted by the Media Effects Research Lab-

oratory, College of Communications at Penn State, concluded that elderly people

welcome the notion of robots when it means physical support, information, enter-

tainment and interactional skills.

In terms of interaction, a similar system is Aido from InGen Dynamics [37]

(Fig. 5.8). Although this system has not been designed for elderly people, it can help

them improve their lifestyle helping them with the household chores, handling their

schedule or keeping their house monitored and safe.

A different point of view is to use entertainment to fight against loneliness. A

clear example are the Manzai robots that, as shown in Fig. 5.9, are composed of two

robots emulating the two performers of the Manzai, a traditional Japanese comedy.

So, firstly, the user enters a keyword so that the system creates and performs a manzai

script from web news articles and manzai techniques [38, 39].
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Fig. 5.9 Manzai robots.

Left: ii-1, Ai-chan. Right:
ii-2, Gonta Source Umetani

et al. [39]

5.2.2 Service Robots

Service robots can be defined as assistive devices designed to support people living

independently by assisting with mobility, completing household tasks, and monitor-

ing health and safety. These are more complex systems because they must adapt to

the user’s living conditions, what results in being able to safely operate in human-

centered environments, interact with people, and assist them in their daily activities.

A high number of service robots has been developed in the last years. For instance,

InTouch Health [40] has developed the RP-7 robot, a medical platform remotely

operated by a doctor. This mobile platform (Fig. 5.10) can take a patient’s pulse,

scan vital signs, take pictures and even read case notes. All this data is sent to the

tele-doctor who can advice medical staff on potentially life-saving actions. However,

despite its utility in hospitals, it is not a viable personal assistant for elderly living

alone.

Focusing on assistance at home, a mobile robotic assistant is Pearl [41]. Basically,

this robot has two main functions:

∙ Remind elderly people their daily activities such as eating, drinking, taking medi-

cine or using the bathroom. For that, the system is flexible and adaptive, making

reminder decision according to the user actions.

∙ Help elderly people navigate their environments. Thus, Pearl detects people using

map differencing: the robot learns a map, and people are detected by significant

deviations from the map. This function is particularly important for assistive living

facilities.

In the context of smart domestic environments, the RoboCare project started in

2002 [42]. So, its main goal was to build a distributed multi-agent system which

provides assistance services for elderly users at home. For that, a combination of

software, mobile robots, fixed intelligent sensors and humans is proposed to provide

assistance to elderly people were used [43, 44].
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Fig. 5.10 The RP-7 robot

With the purpose of providing a system with more functionalities to assist people

in their homes, the University of Massachusetts built uBot-5 as a result of its project

ASSIST [45]. This small wheeled robot was designed to make user’s life easy, to

assist them and to notify external caregiver in case of unconsciousness [46].

Another attempt comes from Fraunhofer IPA, who has been developed four gen-

erations of Care-O-Bot. The first prototype, Care-O-Bot I was an autonomous mobile

platform aimed at communicating with or guiding people. So, its first task was per-

formed in the Museum für Kommunikation Berlin where it was in charge of commu-

nicating to and interacting with the visitors, autonomously moving around them [47].

Going a step further, the second generation was provided with a manipulator arm,

adding the functionality of handling typical objects in a home environment [48].

Later, the third Care-O-Bot generation was launched [49]. In this case, the robot

was equipped with a tray to carry objects and safely exchange them with the users.

The last prototype, the Care-O-Bot 4, is a friendly, likeable robot with a modular

designed that allows it to be configured according to a particular application sce-

nario (e.g. healthcare institutions (Fig. 5.11), hotels or restaurants) [50].

On their behalf, the German research project SERROGA (SERvice RObotics for

Gesundheits (Health) Assistance) was aimed at developing robot-based health assis-

tance services for older such that they can remain living in their own homes for as
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Fig. 5.11 Care-O-Bot Source http://www.Care-O-Bot-4.de/

Fig. 5.12 The robot Max
developed in the project

SERROGA Source https://

www.tu-ilmenau.de/de/

neurob/research/robots/

tweety-max/

long as possible [51] (Fig. 5.12). As the robot would be cohabitating with the user, an

adaptation to the user’s needs and preferences was required. As a result, several robot

skills (person detection and tracking, fallen person detection, haptic user interface,

pulse rate monitoring, exercise monitoring, self-localization, navigation, 3D obstacle

detection) as well as behaviours and services (user searching and following, docking

and charging, touch-based motion control, dialog manager, GUI, motion exercises)

were developed and tested in private senior apartments. The results highlighted that

a personal robot assistant has high potential to be accepted by older people as both

a useful health assistant and a meaningful social companion.

Similarly, the EU supported project HOBBIT [52] which is intended to develop

a socially assistive robot that allows elderly people to feel safe and to stay longer

in their homes (Fig. 5.13). Therefore, its main goals are fall prevention measures

http://www.Care-O-Bot-4.de/
https://www.tu-ilmenau.de/de/neurob/research/robots/tweety-max/
https://www.tu-ilmenau.de/de/neurob/research/robots/tweety-max/
https://www.tu-ilmenau.de/de/neurob/research/robots/tweety-max/
https://www.tu-ilmenau.de/de/neurob/research/robots/tweety-max/
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Fig. 5.13 The Hobbit robot in three robot tasks: bring an object, pick-up an object from the floor,

and detect an emergency situation [52]

(e.g. searching and bringing objects, transporting small items, keeping floors clutter-

free, and reminders) as well as emergency detection and handle, while balancing user

needs, acceptance and technical performance with a reasonable level of affordabil-

ity [53]. For that, the concept of Mutual Care was introduced such that the robot

learns the user habits and preferences in order to adapt its communications and

behaviours to them and, at the same time, the user adapts to the robot’s intellectual

and physical capabilites.

As pointed out by Lammer et al. [54], the use of HOBBIT robot resulted in a

high independency of the elderly in care facilities. In addition, a long-term field trial

in real private homes of the HOBBIT robot, revealed that users highly appreciated

the functions of picking up objects from the floor, transporting objects, emergency

recognition, fitness program, and giving reminders [55]. Concerning its usability,

despite the intuitive robot handle, the errors in the robot actions led users to frus-

tration. In addition, commands from voice or gesture did not work satisfactorily and

processing speed of the whole system was criticized as being too slow. In summary,

the HOBBIT usability was negatively influenced by a lack of robustness. Never-

theless, users believed that a market ready version of the robot would be vital for

supporting people who are more fragile and more socially isolated.

Along these lines, IBM has recently announced its collaboration with Rice Uni-

versity in the creation of the prototype IBM Multi-purpose Eldercare Robot Assistant

(IBM MERA) [56]. The main idea of this research is to combine real-time data gen-

erated by ambient sensors with cognitive computing such that the robot could learn

about its resident and take better care decisions. In addition, IBM MERA is pro-

vided with cameras to read facial expressions and detect falls, sensors to measure

elderly heart and breath rates as well as to continuously monitor the resident, and

Watson-powered speech recognition ([57]) to know when to call for help.
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5.3 Conclusions

World demographic trends reveal an ageing population. This fact results in an

increasing need of providing the elderly with the proper care and support in sev-

eral aspects of their daily life. As a primary goal of elderly is to age in their own

homes and the care personnel is limited, assistive technologies are arisen to assist

elderly at home, even when they suffer any physical or cognitive disability. In this

sense, robots can play a main role since they have the potential to support all the

physical, perceptual, and cognitive aspects required in elderly care. However, the

key to their success does not only lie in their funcionality, but in their ability to adapt

to the user’s living conditions and their sociability. As a consequence, several efforts

are made to become these robots in a life partner more than just machines.

Along these lines, this paper overviewed state-of-the-art robotic solutions for

helping and aiding the elderly in their daily activities such as taking medication,

activity scheduling, rehabilitation or asking for assistance in case of emergency. As

some studies reported, these developed robotic technologies make easier to live alone

for longer time. However, there are still open issues to be overcome, especially in

terms of social skills and appearance. Therefore, despite the great advance in the

area, there is still a long way to go before leaving our elderly under the care of a

robotic system.
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Chapter 6
Personalized Visual Recognition
via Wearables: A First Step Toward
Personal Perception Enhancement

Hosub Lee, Cameron Upright, Steven Eliuk and Alfred Kobsa

Abstract During the last few years, deep learning has led to an astonishing
advancement in visual recognition. Computers now reach near-human accuracy in
visually recognizing characters, physical objects and human faces. This will cer-
tainly allow us to build more intelligent personal assistants that can help users better
understand their surrounding environments. However, most visual recognition
systems have been designed for user-independent recognition (e.g., Google reverse
image search), and not for an individual user. We believe this practice is restricting
the technology from helping people who have individual needs. For example, a
person with memory problems may want to have a computer that accurately rec-
ognizes a few close friends, rather than hundreds of celebrities. To address this
issue, we propose a novel wearable system that enables users to create their own
visual recognition system with minimal effort. A client running on Google Glass
collects images of objects a user is interested in, and sends them to the server with a
request for a specific machine learning task: training or classification. The server
performs deep learning according to the request and returns the result to Glass.
Regarding the training task, our system not only aims to build deep learning models
with user generated image data, but also to update the models whenever new data is
added by the user. Experiments show that our system is able to train the custom
deep learning models in an efficient manner, in terms of the required amount of
computing power and training data. Based on the customized deep learning model,
the system classifies an image into one of 10 different user-defined categories with
97% accuracy.
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6.1 Introduction

With recent technological advances in wearable computing, users are more likely to
collect information about their surroundings. For instance, users could directly
capture images of objects through a smart glass rather than a smartphone. Google
Glass is a representative wearable that can translate this scenario into reality. Since
the camera functionality of Google Glass is always ready to be activated instan-
taneously by the user’s command, it is reasonable to assume that more image data
representing users’ personal interests could be collected. Consequently, there are
more chances to build a user-tailored visual recognition system by utilizing those
collected images as training data.

Recently, deep learning has been making a breakthrough in diverse computer
vision and pattern recognition problems [12, 16]. Deep learning is a machine
learning technique that attempts to extract high-level concepts from data via a
complex model composed of hierarchical processing units. The trained deep
learning model then utilizes the extracted concepts in making predictions on new
data. Deep convolutional neural networks (CNNs), a commonly used type of net-
work, have been widely used in the computer vision community [25]. CNNs are
biologically-inspired variants of artificial neural networks, which mimic how the
human brain perceives images. These networks consist of multiple layers of filters
which hierarchically process segments of the input image. Pooling layers are often
added to reduce dimensionality and add translational invariance. Finally, multiple
fully connected layers may be used to combine the spatial features and produce a
final classification. Specifically, outputs of convolutions in the lower layers are used
to represent the primitive element that forms the image (e.g., edge). Then, these
representations are integrated in the higher layers to express more abstract concepts
(e.g., shape) of the image. With this architecture, we can train the whole network
through the standard backpropagation algorithm by using the labeled images as
training data. Recent studies proved that CNN-based image classifiers have reached
near-human levels on diverse visual recognition tasks [1, 11, 17, 19].

These technological advances can potentially benefit people. However, most
deep learning applications thus far have been designed and developed for the
general population, not for an individual who has a special need. Imagine that there
is a professor who gives a lecture to 300 students. This professor might want to
wear Google Glass displaying the names of students during the lecture because it is
difficult to memorize all their names. People with visual impairments may want to
have Google Glass proatively inform them about the presence of nearby friends.
Those with cognitive impairment (e.g., dementia) could use a Google Glass capable
of recognizing their personal belongings. This would help when they have memory
problems. To realize all of these scenarios, each individual user needs to have a
custom machine learning model trained on her/his own image data (i.e., a per-
sonalized machine learning model), and utilize the model for recognizing an input
image. In this regard, we have defined two main requirements for constructing
personalized machine learning models. First, a user should be able to easily collect
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images with appropriate labels in everyday life. Second, the system should be able
to not only train a machine learning model with user generated image data, but
update the model whenever the user provides the system with new classes of data.

With these requirements in mind, we developed a novel wearable system that
enables users to create their own CNNs without any difficulties. To begin with, our
system adopts the first generation of Google Glass for collecting image data rep-
resenting users’ personal interests. By using our Google Glass application named
DeepEye, a user can take images of an object of interest and apply whatever label
they want. DeepEye then transmits these labeled images to a GPU-equipped Linux
server to train the CNN. In general, training deep learning models like a CNN from
scratch uses a considerable amount of time on modern GPUs and requires very
large volumes of training data. To make the training process more practical, we
devised a new training mechanism named chained finetuning. This mechanism was
designed to train a new CNN by utilizing the previously trained CNN as a starting
point. Experimental results show that chained finetuning allows us to train the CNN
while requiring less computational power and training data, compared to conven-
tional training approaches. Most importantly, chained finetuning is effective for
expanding the expressive power (i.e., the number of classifiable categories) of the
CNN whenever the user collects images of new object classes. DeepEye can also
run as an image classifier: if the user asks it to recognize an object from an image, it
will show a classification result produced by the server. The server thereby utilizes
the CNN trained specifically for the user. Our system showed about 97% accuracy
in classifying an image taken by Google Glass into one of 10 user-defined
categories.

In summary, the contributions of our work to the field of personal assistants are
the following:

• We built a novel wearable system which lets users create their own deep
learning-based visual recognition systems without any expertise;

• We proposed a simple, but efficient mechanism for training personalized deep
learning models with user-generated image data (chained finetuning); and

• We showed the feasibility of the proposed system including chained finetuning
through several visual recognition experiments.

6.2 Related Work

In the late 1990s, there were several attempts to build visual recognition systems
into early versions of wearable computers. Steve Mann designed and prototyped a
wearable personal device that could take pictures and recognize human faces in it
[14]. This wearable device was also equipped with a small head-mounted display to
give textual information to users. The author stated that the system could act as a
visual perception enhancer because it could provide users with real-time feedback
on what they were viewing. Even though this prototype was cumbersome to wear
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(e.g., a set of communication units were attached to the user’s body), it is con-
sidered as a pioneering example of wearable visual recognition systems. Thad
Starner et al. proposed a system that recognizes the user’s current behavior by
analyzing video data [21]. The system utilized a hat-mounted camera to collect
video streams, and then classified each single frame into pre-defined categories
using a probabilistic object recognition technique. By using the results of object
recognition, the authors trained a hidden Markov model (HMM) to identify three
different tasks performed by the user. They also developed a visual recognition
system capable of recognizing sentence-level American Sign Language selected
from a 40-word lexicon [22]. They collected input video streams from both a
desktop computer and from a wearable computer (namely the same device as in
[21]). The experimental results showed that the system could recognize the given
sign language subset with up to 98% accuracy. Finally, Antonio Torralba et al. also
proposed a wearable system that accurately identified 24 different of object types in
a given image [23]. First, the authors adopted an HMM approach to recognize the
current location of the user. Next, they utilized the location information as a con-
textual cue for detecting objects from an image, based on Bayesian inference.
A helmet-mounted webcam was used to collect training image data under realistic
conditions in which the user walked freely around the environment.

All of the mentioned works provide useful insight and practical advice for
developing visual recognition systems for wearable computers. However, this topic
has not been actively studied anymore after the early 2000s. This is probably
because there were no commercial camera-equipped wearables available, leading to
less opportunities for research in both academia and industry. However, with the
advent of Google Glass, this situation may change. For instance, researchers at
Fraunhofer developed emotion recognition software for Google Glass [3]. Based on
their proprietary machine learning framework SHORE, the system detects people’s
faces in an image taken by Google Glass, and determines their emotional states by
analyzing facial expressions. Similarly, researchers in the field of affective com-
puting connected Google Glass with custom-made smile detection software to
provide users with a real-time visualization of smiling faces of people around them
[4]. Thomas Way et al. designed a Google Glass application named ELEPHANT
for retrieving meta information about the context (e.g., activity information) in
which a picture was taken [24]. They anticipated that ELEPHANT could help
people with memory impairment because it can provide contextual information
when they have difficulty remembering a specific object. The authors consider
using traditional machine learning algorithms such as logistic regression, support
vector machines (SVMs) or Naïve Bayes to retrieve context information from an
image.

Recently, researchers are trying to apply deep learning methods to wearable
computers to achieve more accuracy in visual recognition systems. Recently,
several companies demonstrated image classification with Google Glass [5, 18]. In
order to recognize objects in an image captured by Google Glass, both utilized
pre-trained deep neural networks which are deployed in their cloud. Since these
works have not been published as yet, we do not know the details of their systems.
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However, it seems clear that they are focused on the classification of an input image
using pre-trained deep learning models, rather than on training a deep learning
model for an individual user.

6.3 Personalized Visual Recognition System
via Google Glass

In this section, we discuss the design and implementation of our system in detail.
We first describe an overall system architecture including software/hardware
specifications, and then explain the functional details of the system.

6.3.1 System Architecture

Our system is designed as a client-server model (Fig. 6.1). As a client, Google
Glass collects images when instructed by the user, and sends them to the server with
a specific task type (training or classification). The server then carries out the
requested task and returns the results back to Glass. The server was designed to
continuously train (or update) the CNN using the proposed training mechanism
whenever new image data is collected by Glass. When the server completes the
training task, it replaces the preexisting CNN with the newly trained one that
considers the most recent images. Overall, Google Glass acts as an image collector
and interface which is visible to the end user. The server performs machine learning
tasks in the background, such as classifying images when needed and training new
models when an object is added. We chose this architecture because Google Glass
has limited computing power. To the best of our knowledge, Glass’s dual-core CPU
(OMAP4430) and 2 GB main memory are not sufficient to execute backpropaga-
tion for training CNNs.

Google Glass
ML model

Server

Classification request

Classification result

What is this?

This is “Jessica” Training request (w/ new data)

Update ML model
(w/ new data)

Training
Classification

Fig. 6.1 System architecture
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6.3.2 Client

We developed a Google Glass application (Glassware) named DeepEye, following
the Ongoing Task design pattern proposed by Google. The Ongoing Task pattern is
commonly used for building a basic Glassware that enables users to control their
Google Glass [2]. We wrote a function for DeepEye that takes a photo periodically
upon the user’s command. DeepEye sends these image data and messages to the
server through Java socket communication over the Wi-Fi network. We used
official Google libraries such as the Android 4.4.2 (API 19) SDK and the Glass
Development Kit Preview in developing DeepEye.

6.3.3 Server

The main purpose of the server is to quickly train deep learning models with
reasonable prediction accuracy. In order to achieve this, we built a Java server on a
Linux workstation equipped with a modern GPU (NVIDIA GeForce GTX 970). We
then deployed an open source deep learning framework named Caffe [9] on the
server. Currently, Caffe is one of the fastest CNN implementations available. If the
server receives a request for a specific task from DeepEye, it executes a corre-
sponding Caffe command (e.g., train a CNN or classify an image with a CNN)
through its python interface, and returns the result.

6.3.4 Workflow

As discussed earlier, DeepEye has two main tasks: training and classification. Here,
we describe each task step by step. When DeepEye is started, a user is asked to
choose between two tasks via the Google Glass touch pad (Fig. 6.2a).

6.3.5 Training

For the training task, the user enters the name of the target object (i.e., its label)
through Google Voice Input (Fig. 6.2b). The user can try again if the result of the
speech recognition was incorrect. When the user confirms the label, DeepEye
begins to take a photo of the object every five seconds, and transmits it with a
message representing the current task (_train) to the server. This process is repeated
as long as DeepEye receives an ACK message from the server and the user has not
explicitly terminated the training task (Fig. 6.2c). The server will use the transferred
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image data for training a deep learning model via our proposed training mechanism
which we call ‘chained finetuning’.

As discussed, training deep learning models from scratch is very expensive and
time-consuming. For example, training a CNN on the ImageNet dataset which
contains 1.2 million images with 1,000 categories can take several weeks on a
single GPU or hours/days in a distributed setting [11]. For these reasons, it is more
common to retrain an already fully trained model on a new dataset to repurpose a
preexisting model for different tasks [10]. For instance, after the initial retraining,
we can immediately exploit the pre-trained CNN’s well-learned parameters repre-
senting generic visual features like edges. Then, we can focus on updating values of
parameters aimed at extracting more object-specific (high-level) features related to
our own image data. This approach is known as finetuning, one kind of transfer
learning algorithm. Finetuning is widely used to avoid expensive training efforts in
diverse machine learning tasks [15].

Chained finetuning, the extended version of finetuning, was designed to train a
new deep learning model on ad hoc additional training data. The main idea of
chained finetuning is simple. To train a new model (here, CNN) for a new task, it
iteratively retrains the pre-trained CNN on a newly created dataset. Suppose that
there exists a CNN trained to classify an image into three user-defined categories A,
B and C (CNN_ABC). If a user adds a new category D with the corresponding
image data, chained finetuning then constructs a new model (CNN_ABCD) on new
training data while using the old model (CNN_ABC) as a starting point. More
specifically, we define a new CNN by adopting an underlying network architecture

(a) Initial screen (b) Train – labelling

(c) Train – data collecting (d) Classification

Fig. 6.2 Screenshots of DeepEye
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of the pre-trained CNN, but change its classification layer to have a correct number
of outputs based on the given task (e.g., 4 output nodes for CNN_ABCD). Next, we
can initialize parameters (weights) of the new CNN with that of the pre-trained
CNN, and then progressively update the weights of the new CNN through the
backpropagation algorithm on a new dataset. This process can be continued in a
series whenever new types of training data became available.

Chained finetuning begins if there are at least two user-defined categories with a
sufficient amount of training data. Through repeated experiments, we determined
the threshold for sufficient training data as 100 images per class. The process also
checks whether there are any ongoing CNN training processes on the system. If
training is already in progress, it will not try to train a new model until the ongoing
process has ended. Otherwise, if this is the first finetuning attempt, it trains a new
model by using the pre-trained CNN named BVLC Reference CaffeNet (CaffeNet)
[9]. We utilized CaffeNet as a base model because it is a publicly available
pre-trained CNN that has a reasonable prediction performance on a 1,000-class
object recognition task (ImageNet challenge) [11]. In any later finetuning, it trains a
new model by finetuning the CNN pre-trained in the previous finetuning stage.
When a finetuning process has finished, the previously trained CNN is replaced
with the newly trained CNN.

6.4 Classification

Classification is relatively simple. When users choose the classification task, they
take a picture of the object by clicking the Google Glass touch pad. Similar to the
training task, DeepEye sends the image to the server, but with a different message
(_classify). Next, the server uses the latest trained CNN to execute the Caffe
classification command on the image. If no error occurs, the server sends the
classification result (with probability) back to DeepEye. If DeepEye receives the
result from the server, it displays them to the user through Google Glass’s heads-up
display (Fig. 6.2d).

6.5 Experiment 1: Person Identification

6.5.1 Overview

To validate the effectiveness of the chained finetuning mechanism, we designed and
conducted a series of person identification experiments. At first, we finetuned
CaffeNet so that it could identify 20 different people, rather than 1,000 different
objects from a set of images. The intention was to confirm that finetuning is an
effective approach for constructing a custom deep learning model for a new task.
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This was important because a single finetuning step is the basic building block for
chained finetuning. Second, we finetuned the previously trained CNN while adding
images of a new person to the training data (i.e., chained finetuning), and evaluated
the predictive power of the CNN trained in each single finetuning stage. As a result,
we trained a custom CNN so that it could classify five different people. While
finetuning CNNs, we tried to update the weights of the classification layer faster
than that of the underlying (low-level) layers. This is because low-level layers of
CNNs are supposed to extract more generic visual features (e.g., edges), and
therefore they likely do not change much when presented with new data. Higher
layers, in contrast, represent more class-specific characteristics (e.g., shapes) and
thus need major updating with new data. Finally, we compared chained finetuning
with the original finetuning approach to decide which is better for training per-
sonalized deep learning models.

6.5.2 Training Data

To gather training data, we randomly downloaded photos of 20 celebrities via
Google Image Search. Using a simple shell script, we collected a maximum of 100
images for each person. We excluded some duplicate or corrupt images, and hence
the number of images per class (person) was not the same (see Table 6.1). We
cropped faces from original images using the OpenCV library to better gauge how
well the trained CNNs identify different faces. We also augmented training data by
creating additional image transformations using ImageMagick’s ‘convert’ tool.
Specifically, we created four variations of each original image through 90, 180 and
270° rotation and mirroring. We included this step to alleviate potential overfitting
problems as much as possible by providing more training data without extra
labelling cost (data augmentation [7, 11]). In total, our training data included 6,220
images. To measure training and test errors of the trained CNNs, we shuffled the
training data and put 20% aside as a test data set.

6.5.3 Finetuning for 20-Class Person Identification

We finetuned CaffeNet for identifying 20 different face photos. By using all images
described in Table 6.1 as training data, we updated all the weights in CaffeNet via
backpropagation, with a maximum of 5,000 iterations. The training curves depicted
in Fig. 6.3 show that the finetuned CaffeNet started to converge around the 1,000th
iteration. In our training/test data set, we could not observe any serious overfitting
as both training and test error show a similar pattern during the entire training
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process. For 40 consecutive tests on the 20% test data set, its average prediction
accuracy was about 0.98 and its loss (error) was about 0.05. We therefore conclude
that finetuning is effective for transforming a preexisting deep learning model into
the new model that performs a different task.

Table 6.1 Person identification—training data

No Label Number of imagesa Characteristics (s)

1 Jessica Alba 68 (340) Female, 30
2 Kate Upton 54 (270) Female, 20
3 Scarlett Johansson 67 (335) Female, 30
4 Emma Watson 73 (365) Female, 20
5 Jennifer Lawrence 60 (300) Female, 20
6 Arnold Schwarzenegger 49 (245) Male, 60
7 Johnny Depp 63 (315) Male, 50
8 Bill Gates 59 (295) Male, 60
9 Kristen Stewart 80 (400) Female, 20
10 Leonardo Dicaprio 81 (405) Male, 40
11 Lionel Messi 55 (275) Male, 20
12 Manny Pacquiao 51 (255) Male, 30
13 Matt Damon 74 (370) Male, 40
14 Michael Jackson 47 (235) Male, 50
15 Sandra Bullock 75 (375) Female, 50
16 Eminem 39 (195) Male, 40
17 Steve Jobs 55 (275) Male, 50
18 Tiger Woods 58 (290) Male, 40
19 Tom Cruise 74 (370) Male, 50
20 Will Smith 62 (310) Male, 40
aThe number in parentheses indicates the number of augmented training images

Fig. 6.3 20-Class ‘Person’
identification—training
curves
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6.5.4 Chained Finetuning for 5-Class Person Identification

The goal of this experiment was to train a new CNN that identifies 5 different
people through chained finetuning. The experiment was conducted in the following
steps. First, we finetuned CaffeNet on training images of class 1-3 so as to identify 3
different faces, and used it as a base model for chained finetuning. Next, we
continued to finetune the previously trained CNN whenever a new data class was
added. Two additional classes of image data were added in turn to the previous
training data (class ‘new-1’ and ‘new-2’ in Table 6.2). There are 1,625 images in
the training data. We shuffled and split them into 80% training and 20% test data.

Since we noticed in the previous experiment that the finetuned network con-
verged around the 1,000th iteration, we decided to stop our individual finetuning at
this point. Table 6.3 summarizes the prediction performance of the chain-finetuned
CNNs (CF_CNN) on the 20% test data set. Similar to the previous experiment, the
test accuracy of the finally trained CNN was nearly perfect (99%). In addition, all
CNNs trained through the chained finetuning mechanism also showed promising
test accuracies. Figure 6.4 displays training curves for the finetuned model,
CF_CNN (5). As with the previous experiment, no serious overfitting on the
training/test data sets was observed.

6.5.5 Comparison Between Finetuning and Chained
Finetuning

One possible approach to cope with an ad hoc addition of a new data class is to train
a new CNN using CaffeNet as a fixed base model whenever new data is added,

Table 6.2 5-Class ‘Person’ identification—training data

No Label Number of images Characteristics (s)

1 Jessica Alba 68 (340) Female, 30
2 Kate Upton 54 (270) Female, 20
3 Scarlett Johansson 67 (335) Female, 30
new-1 Alexandra Daddario 70 (350) Female, 30
new-2 Amanda Seyfried 66 (330) Female, 30

Table 6.3 5-Class ‘Person’ identification—test accuracy

Finetuned model (Number of
Classes)

Base model (Number of
Classes)

Test accuracy
(Loss)

CF_CNN (3) CaffeNet (1,000) 0.9885 (0.0427)
CF_CNN (4) CF_CNN (3) 0.9956 (0.0278)

CF_CNN (5) CF_CNN (4) 0.9969 (0.0134)

6 Personalized Visual Recognition via Wearables … 105



which is the original finetuning approach. To compare this approach with chained
finetuning, we used original finetuning in training a CNN on training data used in
the previous experiment (finetuned CNN; F_CNN). Then, we compared its pre-
diction power with the CNN trained through chained finetuning (chain-finetuned
CNN; CF_CNN). To gauge the models’ prediction power more objectively, we
collected an additional set of 50 images per each class. These images were
downloaded from a different source (Bing image search) and never used in the
training process. We used them as a validation data set for this experiment.

As shown in Fig. 6.5, the chain-finetuned CNN starts to converge about 30%
earlier (after 200 iterations) than the finetuned CNN (after 700 iterations). This was
expected, since chained finetuning takes advantage of what was already learned
from the previous step. On both the test and validation data sets, the chain-finetuned
CNN outperformed the finetuned CNN (see Fig. 6.6 and Table 6.4). However, we
also noticed that the performance on validation data (validation accuracy) was
lower than the test accuracy in both cases. This implies that the trained CNNs might
be excessively fitted to the training data, thus having difficulties to predict outcomes
for previously unseen data. We suspect that the unbalanced distribution of training
data is one possible reason for this overfitting problem. There were 400 training
images for class 9, but 195 images for class 16 (see Table 6.1). The model may not
have been sufficiently trained for identifying class 16. For the following experi-
ments, we tried to assign an equal amount of training data to each individual class to
prevent overfitting as much as possible.

Fig. 6.4 5-Class ‘Person’
identification—training
curves

Fig. 6.5 5-Class ‘Person’
identification—finetuning
versus chained finetuning
(Training Error)
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6.6 Experiment 2: Object Recognition

6.6.1 Overview

In this experiment, we aimed to evaluate the predictive power of chain-finetuned
CNNs in a real-world scenario. To this end, we trained a CNN so that it can
recognize 10 different types of objects from images taken by Google Glass. The
ultimate aim of such a system would be to help people with memory problems to
remember and recognize their personal belongings.

6.6.2 Training and Validation Data

To begin with, we chose 10 personal objects (small toy, badge, baseball cap, key,
eyeglasses, pouch, food container, lotion, watch, wallet) of a member of our
research team, and collected images using DeepEye and the server. To minimize the
risk of overfitting, we collected the exact same amount of training data for each
class, namely 100 original with 400 automatically augmented images. We also
collected 30 additional images per each class as validation data. To differentiate
these from the original training data, we deliberately varied the photographing
conditions such as lighting, angle and background (see Fig. 6.7). Both training and
validation images were taken by a single participant in a standard office setting.
Even though Google Glass is equipped with a 5MP camera capable of taking 2,560
by 1,888 resolution JPG images with a file size of about 2 megabytes, we collected

Fig. 6.6 5-Class ‘Person’
identification—finetuning
versus chained finetuning
(Test Accuracy)

Table 6.4 5-Class ‘Person’ identification—test and validation accuracy

Finetuned model (Number of Classes) Test accuracy (Loss) Validation accuracy (Loss)

F_CNN (5) 0.9656 (0.0893) 0.844 (0.7122)
CF_CNN (5) 0.9969 (0.0134) 0.88 (0.6967)
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reduced-size versions of the images (1296 by 972 pixels) to avoid any network
delays between DeepEye and the server.

6.6.3 Chained Finetuning for 10-Class Object Recognition

Regarding chained finetuning, we used the same procedures and settings as for the
5-class person identification experiment described above. The training curves in
Fig. 6.8 show that the finetuned CNN starts to rapidly converge at around 100
iterations. Compared to all previous person identification experiments, this one had
near-perfect test accuracy, probably because the classification task was easier. The
objects used in this experiment had vastly different shapes and appearances (e.g.,
cap vs. wallet), so that the model could identify them with high confidence. In
contrast, the differences between faces of the same gender and age are subtle (e.g.,
class 4: Emma Watson and class 9: Kristen Stewart in Table 6.1). This could have
led to some confusion telling them apart.

(a) Sample Image for Training (cap) (b) Sample Image for Validation (cap)

Fig. 6.7 10-Class ‘Object’ recognition—training and validation data

Fig. 6.8 10-Class ‘Object’
recognition—training curves
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Table 6.5 summarizes the measured prediction power of all chain-finetuned
CNNs on the validation data set. For up to 7 different objects, the trained CNNs
showed a near-perfect performance in recognizing objects without serious overfit-
ting concerns. However, the validation accuracy was slightly diminished, as the
number of object classes increased from 8 to 9. It may be improved if we collect
additional training images of the objects, and train a new CNN at the next fine-
tuning stage. The validation accuracy of the final trained CNN was 97%, with a loss
of 0.116. It took approximately 7 min to train this model on our GPU platform.

6.7 Discussion and Future Work

We demonstrated the feasibility of our proposed visual recognition system that uses
Google Glass. Yet, it still has some issues that need to be overcome before
widespread use.

Google Glass emits a lot of heat when it continuously utilizes the camera
function. According to [13], a single camera usage heats Google Glass 28 °C above
the surrounding temperature. In the worst case (video chatting), Google Glass’s
surface temperature increased up to 50 °C within 13.3 min. Because Google Glass
is in direct contact with the skin, the heated surface may lead to discomfort and
potentially even health risks for users. Therefore, users may have trouble collecting
at once a large volume of images (more than 100) via Google Glass. The authors
also measured the energy consumption of Google Glass for various tasks. To take a
single photo, Google Glass consumes 2,927 mW for 3.3 s. Considering its battery
capacity, users can take fewer than 800 images on a single charge. Like the heat
problem, this may prevent users from taking sufficiently many images to build their
own deep learning models. We expect Google to fix these issues in the next
generation of Google Glass.

At this moment, there exists no large-scale image dataset collected from wear-
able computers such as Google Glass. Therefore, we generated the custom dataset
using DeepEye in our experiments, and utilized it for testing the proposed training

Table 6.5 10-Class ‘Object’ recognition—validation accuracy

Finetuned model (Number of
Classes)

Base model (Number of
Classes)

Validation accuracy
(Loss)

CF_CNN (3) CaffeNet (1,000) 0.99 (0.0212)
CF_CNN (4) CF_CNN (3) 0.99 (0.1819)
CF_CNN (5) CF_CNN (4) 0.99 (0.0555)
CF_CNN (6) CF_CNN (5) 0.99 (0.0462)
CF_CNN (7) CF_CNN (6) 0.99 (0.0454)
CF_CNN (8) CF_CNN (7) 0.96 (0.2696)
CF_CNN (9) CF_CNN (8) 0.94 (0.2319)
CF_CNN (10) CF_CNN (9) 0.97 (0.116)
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mechanism. To thoroughly verify its effectiveness, we should investigate whether
our mechanism also works well for more complex image classification problems
(e.g., 100-class object recognition). Thus, we are considering distributing DeepEye
to a group of Google Glass users, and to collect abundant image data from their
everyday lives. Furthermore, we need to tackle any potential overfitting problems in
training personalized deep learning models. For this, we applied a neural network
regularization technique named dropout [20] to DeepEye’s training mechanism.
Dropout forces neural networks to learn several independent representations of
identical input-output pairs, by randomly disabling some neurons (nodes) in a given
layer. For all experiments described above, we used a fixed dropout rate of 0.7 for
fully-connected layers. Therefore, it is worth investigating the optimum dropout
rate for training more complex models through chained finetuning.

While often overlooked, privacy is an important concern [6, 8]. For the person
identification task, users need to take photos of people around them (mostly, friends
and acquaintances). We assumed that they would ask them for their permission
before taking a photo. However, there are no user interfaces or mechanisms in our
system advising them to do that. The system may invade privacy if it collects
photos of people without their consent. To find the best way to prevent possible
privacy invasions, we need to collect users’ opinions on, and/or reactions against
the system. Also, it is necessary to prevent unauthorized access to user-generated
image data and the trained models, as they may reflect a user’s very personal
behavior and interests.

Finally, we believe that even users who are not tech-savvy should have little
difficulty using our system because they are only asked to perform a few simple
operations via Google Glass (e.g., image labelling through Google Voice Input).
However, we need to verify the usability of the system with target users who have
special needs. To explain, we need to qualitatively and quantitatively assess the
usability of the system to people with memory or visual impairment, possibly
including their caregivers. Their feedback may allow us to improve our user
interface, so that our system will work in a more user-friendly way. Additionally, a
longitudinal study might need to be conducted to verify whether our system can
have a positive influence on their lives and medical conditions.

6.8 Conclusion

In this paper, we designed and implemented a novel wearable system which builds
personalized deep learning models for recognizing objects of interest to a user. To
the best of our knowledge, this is the first attempt to train deep learning models for
personalized visual recognition, via camera-equipped wearable computers like
Google Glass. The proposed system works as a client-server model: Google Glass
(client) collects images from a user’s everyday life and sends them to a
GPU-equipped Linux server. The server then trains a deep convolutional neural
network (CNN) on the user-specific image data. To efficiently update the
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pre-trained network on newly-added images, we proposed a simple training
mechanism called chained finetuning. As a variant of conventional finetuning, it is
effective in terms of prediction power and training efforts in continuously training
(or updating) a personalized deep learning model. In a custom 10-class object
recognition task, our system took 7 min to train a personalized CNN on our GPU
platform, and showed a 97% classification accuracy without serious overfitting.
Considering the training time and the model’s prediction power, we believe our
system can become a feasible intelligent personal assistant. Future work will mainly
focus on the testing of the proposed system with more users and harder tasks. It will
also include privacy impact assessments and a verification of its effectiveness in
improving users’ cognitive abilities.
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Chapter 7
Intelligent Personal Assistant
for Educational Material
Recommendation Based on CBR

Néstor Darío Duque Méndez, Paula Andrea Rodríguez Marín
and Demetrio Arturo Ovalle Carranza

Abstract Personal assistants are focused on helping users with various tasks in the
daily management, as they anticipate their needs and learn with their interaction. An
intelligent personal assistant is a software agent that can perform actions requested
by a user and can access to information from remote sources, based on requirements
or user profile. Moreover, intelligence personal assistants can be considered as a
special case of recommendation systems since they are used in web searches. Thus,
the personal assistant interacts and represents users to choose relevant items
according to their needs and preferences. This work proposes an intelligent personal
assistant aimed to support users for selecting educational material from learning
objects repositories. In this regard, a recommendation system was implemented
based on the artificial intelligence technique known as CBR. The possibility of
taking advantage of previous results of students with similar characteristics allows
to improve the relevance of the materials for each particular student. The results of
the functional tests are satisfactory.
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7.1 Introduction

The objective and the role of a personal assistant can be varied, such as to help to
the user with daily management, scheduling of meetings, correspondence,
answering messages, etc. They born with the need of the users to find the infor-
mation among the growing and complex sources of information. They can be seen
as an information agent that differs from others because of their interaction with
users and their information of a dynamic nature [1].

An intelligent personal assistant can be seen as a recommendation system that
interacts with the user to learn and continuously modify the user’s profile, the
wizard can also represent the preferences and choose which items should be rele-
vant to the user. In the area of education, the personal assistant supports the student
through the suggestion of educational resources that fit or adapt their characteristics,
this is the general objective of the recommendation systems.

Personal assistants can be considered as adaptive intelligent agents that are able
to adapt themselves and can be applied to learning personal assistants on the Web
[2]. Adaptive information agent systems employ learning techniques to adapt to one
or all of the following: users, agents, and the environment. Examples include
personal assistants for information searches on the Web or collaborating informa-
tion agents that adapt themselves as a system in changing environments [3].

Likewise, a Recommendation Systems (RS) is defined as a piece of software that
facilitates users to discern more relevant and interesting learning information [4].
RS are a tool aims at providing users with useful information results searched and
recovered according to their needs, making predictions about matching them to
their preferences and delivering those items that could be closer than expected [5].
In the educational application, the descriptive metadata of the educational resources
is used, to make recommendations that are adapted to the preferences and needs of
the students [6]. The students need to know that there are others learning models
and compare if the personal model that they use is the best. In addition, a learning
style is a description of a process, or of preferences. Any inventory that encourages
a learner to think about the way that he or she learns is a useful step towards
understanding and hence improving, learning [7]. Besides, is necessary that stu-
dents “learn to learn” and teachers should recognize the individual differences of
their students to customize their education. A student’s learning style is how they
process information [8].

Customization in the virtual environment from student recognition is part of the
original expectations in the use of Information and Communication Technologies
(ICT) in educational systems.

Artificial intelligence techniques offer great potential and good results. The state
of the art shows that there is a wider application of these techniques in various
stages of the educational process and with favorable results [3]. The approach
proposed in this paper is based on Case-Based Reasoning (CBR), which stems from
the idea of applying similar solutions to similar problems and applies these prin-
ciples for obtaining successful resources for students with equivalent features. CBR
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technique has been used successfully in different works to support the educational
processes [9].

For the use of the technique is need defining the variables that compound one
case, your weighing, and the objective feature; the measuring method of the sim-
ilarity and the strategies for each phase of application of the technique. Aamodt says
that, as for AI in general, there are no universal CBR methods suitable for every
domain of application. The challenge in CBR is elsewhere to come up with methods
that are suited for problem-solving and learning in particular subject domains and
for particular application environments [10].

The research that supports this work tries to solve the initial question of how to
design and construct a personal intelligent assistant for LO recommendation, of
which appears an emergent question about the technique of artificial intelligence
that fulfilled the end and was simple enough for its easy implementation and
execution with modeling requirements. The evaluation of alternatives and the
experience in [11] previous allowed to conclude that CBR is adequate to the
proposed objective.

The methodology for designing an intelligent personal assistant, which allows
making recommendations of educational resources using CBR, requires first
determining the elements in the student profile and the metadata of the learning
object (construction of the cases). Second, define the metrics for the recovery of the
most similar cases (compare with the new problem), and finally, determine the
update of the case base (add new case).

In this paper, we propose a model that was validated with a case study that
shows that it is possible to deliver adapted learning objects using a personal
assistant for CBR based recommendation. It also allowed the conclusion that the
implementation of CBR is promising and shows its possibilities in such type of
problems, and the mechanism used to solve the problem of non-existing cases
allowed obtaining new cases dynamically, while always delivering LO to students
according to their profile and the metadata of these resources, constituting a support
in teaching and learning processes.

The rest of the paper is organized as follows: Sect. 7.2 is a conceptual revision,
Sect. 7.3 reviews related work in the area about the personal assistant, CBR, and
learning object recommendation. An overview of our intelligent personal assistant
for the educational material recommendation based on CBR is presented in
Sect. 7.4. Section 7.5 explains the model implementation. Finally, Sect. 7.6 sum-
marizes the contributions of the paper and proposes future work.

7.2 Preliminaries

In this section, we present the main concepts related to an intelligent personal
assistant for the educational materials recommendation, using the artificial intelli-
gence technique: case-based reasoning.
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7.2.1 Learning Objects (LO), Learning Objects Repositories
and Repository Federation

Learning Objects (LO): They are digital entities that can be used for learning,
education or training, usually delivered via the Internet and designed to be used and
reused in multiple educational settings [12]. In general terms, an LO can have any
type of content, with different formats for students to learn about the issues in
question.

The Learning Objects are a digital material with different granularity, which can
be used for educational purposes based on an intentionality defined implicitly or
explicitly by educational objectives and they contain metadata that allows its
description and retrieval, which facilitates its reuse and adaptation to different
environments [13]. For example, a learning object can be a slide show of a specific
topic, so it can be an image or a video. Anything that helps the student learn a
subject in a virtual environment.

The increase of available digital information, ubiquitous networks, and advances
in technology have allowed access to thousands of educational resources and the
development of resources to support the teaching-learning processes, it is there that
the objects of learning as entities Digital resources that have metadata that describes
these resources and allows them to search and access. Several metadata manage-
ment standards have been proposed, including IEEE-LOM, Dublin-Core, and
OBAA, which focus on specifying resource information [13].

Learning Object Repositories allow the organization of these digital resources
oriented to education, facilitating their search and retrieval. In addition, they allow
the storage, search, and recovery of multiple LO, increasing the possibility of reuse
in multiple educational contexts. There are different types of repositories according
to the way in which they store the resources and their respective metadata, but in
general, all are oriented to facilitate access to educational materials making a great
contribution in the teaching-learning processes [13].

The number of Learning Object Repositories that are being built to support
teaching-learning processes is increasing, but it is necessary to provide users with
effective ways to search for LO, saving time and resources required to search each
repository independently. In response to this arise the Learning Object Repository
Federations, providing a single point of access to users and a greater possibility of
tools and services [13].

7.2.2 Case-Based Reasoning (CBR)

Case-Based Reasoning (CBR) is a technique of Artificial Intelligence that tries to
reach the solution to new problems in a similar way as humans do, using the
experience gained so far in similar events to make decisions in future similar cases
[14].
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CBR solves new problems by adapting similar solutions that were used to solve
old problems to new problems. Cases are used in CBR as a mechanism of repre-
sentation. A case describes one particular diagnostic situation and records several
features and their specific values occurred in that situation [15].

A case is composed of three elements: The description of the problem, which
may be formed by several characteristics with different weights; the solution
applied, which corresponds to the response given by the system; and the solution
result, which indicates whether this was appropriate or not after application [16].

Conceptually CBR is commonly described by the CBR-cycle made up of four
actions: retrieve, reuse, revise and retain. Retrieval is the action of finding and
returning cases similar to the one under analysis. Reusing is the action of adapting
the solution retrieved so that it adapts to the new problem. Revision is the action of
assessing the solution in terms of the current case, evaluating its effectiveness, and
possibly reformulating it based on knowledge of the domain. This happens when
the user does not agree with the solution and asks for a new case, defining which
input features are relevant and what the correct fault and time to fault should be for
this new case. Retention is the action of storing a newly recognized the case in
memory, for future use [15]. Figure 7.1 shows the phases for the application of the
CBR technique.

Fig. 7.1 Representation of the CBR technique phases [18]
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Case-Based Reasoning Systems (CBR) requires a solid building process and a
good evaluation of the case memory. Building processes mainly focus on defining
(1) how the cases (instances) are stored in the case memory, (2) a retrieval strategy
to obtain the most similar cases from the case memory and (3) how the solution is
built from this knowledge [17].

In summary, CBR systems provide new solutions by the analogy of past design
situations, based on an adaptation of the previously selected solutions [18].

7.2.3 Recommender Systems

Recommender Systems (RS) aims to provide users with search results close to their
needs, making predictions of their preferences and delivering those items that could
be closer than expected [5, 19]. In the context of LO, Educational Recommender
Systems (ERS) deliver educational materials closer to learning needs, characteris-
tics, and preferences for students. ERS aim to support learning/teaching process.

There are several techniques of RS as follows [20, 21]:

• Content—based ERS:

In this kind of system, the recommendations are made based on the user’s profile
created from the content analysis of the LOs that the user has already evaluated in
the past. The content-based systems use “item by item” algorithms generated
through the association of correlation rules among those items.

• Collaborative ERS:

These systems hold promise in education not only for their purposes of helping
learners and educators to find useful resources, but also as a means of bringing
together people with similar interests and beliefs, and possibly as an aid to the
learning process itself.

In this case, the recommendations are based on the similarity degree among
users. To achieve a good collaborative recommendation system that means that
provides qualified recommendations, it is necessary to use good collaborative fil-
tering algorithms aiming at suggesting new items or predicting the utility of a
certain item for a particular user based on the choices of other similar users.

• Knowledge- based ERS:

The knowledge-based recommendation systems attempt to suggest LOs based
on inferences about a user’s needs and preferences. Knowledge-based approaches
are distinguished in that they have functional knowledge: they have knowledge
about how a particular item meets a particular user need, and can, therefore, reason
about the relationship between a need and a possible recommendation. In addition,
these systems are based on the user’s browsing history and his/her previous LO
elections.
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• Hybrid Recommender Systems:

The hybrid approach seeks to combine the techniques ERS in order to complete
their best features and thus make better recommendations. The proposed hybrid
filtering approach transparently creates and maintains user’s preferences.

To construct a hybrid recommendation system, you must have at least two
techniques to be combined, Burke describes the following different methods [22]:

Weighted: The score of different recommendation components are combined
numerically.
Switching: The system chooses among recommendation components and applies
the selected one.
Mixed: Recommendations from different recommenders are presented together.
Cascade: Recommenders are given strict priority, with the lower priority ones
breaking ties in the scoring of the higher ones.
Feature combination: Features derived, from different knowledge sources, are
combined together and given to a single recommendation algorithm.
Feature augmentation: One recommendation technique is used to compute a feature
or set of features, which is then part of the input to the next technique.
Meta-level: One recommendation technique is applied and produces some sort of
model, which is then the input used by the next technique

7.2.4 Student Profile

For a RS deliver tailored results they need profiles that store the information and the
preferences of each user [23]. The student profile stores information about the
learner, its characteristics, and preferences. To handle a user profile can be used to
support a student or a teacher in the LO selection according to its personal char-
acteristics and preferences [24].

Some research presents the learning style as the most important feature for the
delivery of educational resources [8, 25]. The learning style can be defined as the
preferred strategies for capturing new information and how to use it in its envi-
ronment. There are different models to represent a student’s learning style.

7.3 Related Works

There are currently, related to the intelligent personal assistant, other research work
on educational material recommendation, and the other hand some works related to
the use of CBR to support educational customized processes are presented.
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In [1] proposed to use intelligent agents that help users find information tailored
to their tastes and preferences. These agents perform some filtering, selection and
ordering tasks to present the information to the user who requires it.

In [2], they investigated a model and design for an intelligent agent system,
which helps the user in a user-friendly fashion. This intelligent agent system was
modeled in two different applications: the intelligent agent system for pattern
classification and the intelligent agent system for bank asset management modeling.

Salehi et al., use genetic algorithms and realize two processes of recommen-
dation, the first of them is the explicit characteristics represented in a matrix of
preferences of the student. The second recommendation is implicit weights to
educational resources that are considered as chromosomes in the genetic algorithm
to optimize them based on historical values [26].

The authors deliver educational materials adapted to the user profile, combining
several types of filtering with the available information about objects and users. The
first method pre-selects the learning objects repository, using a search based on
metadata, then those objects passed by other filtering processes to obtain a final list
which will be which best suits the user in this work combines several filter criteria:
based on content, collaborative activity, and demographics [27].

Klusch [28], presents information agents as a special class of software agents,
among which are personal assistants who help users in the acquisition and man-
agement of information, serve to assist the user by adapting dynamically to changes
in user preferences [28].

In [29] the study of personalized recommendation systems with CBR involves
four interrelated aspects: the representation and the organization of the personalized
recommendation on case-based reasoning, construction and maintenance of mul-
tiple cases library of personalized recommendation, judging of the similarity of
personalized recommendation case and methods of retrieval, and the combination
of personalized recommendation of Case-based reasoning.

In [9] is shown PeCoS-CBR, the tool based on CBR for modeling and imple-
mentation of systems for generating customized courses. Determining the structure
of the Cases, the way in which recovery, adaptation, evaluation and disposal in the
Case Base are made, was successful and allowed delivering educational material to
students individually.

Da Rocha, Pereira dos Santos Jr., and Michelle presented a learning environment
to support teaching using neural networks and CBR. The neural networks distribute
the amounts of multimedia objects in the presentation of material and the role of
CBR is adapting the interface according to the user’s level of knowledge and is
employed to select the most appropriate materials for the students, based on their
profile (new case) and the characteristics of other learners (initial case-base). The
similarity measure used was the nearest neighbor. They conclude that the adaptation
occurs with the use of CBR, allowing learning improvement [30].

In [31], a model which integrates the case-based reasoning paradigm and the
Intelligent Teaching-Learning Systems is proposed, the model favors the design of
these systems by users not necessarily experts in the informatics field, taking into
account the ease of use of the technique and naturalness of the case-based approach.

120 N.D. Duque Méndez et al.



They show the feasibility of using a technique for the student model the reasoning
based on the cases, in place of the other existing alternatives. Based on that
case-based systems seem to be useful in all kinds of situations, have great versatility
in student modeling and are a powerful tool for making inferences.

The author in [31] state that the adoption of educational agents and Artificial
Intelligence can offer new answers to the needs of each student and provide a more
effective collaboration on virtual learning environments. The learning experience of
each student can be adapted to other students with the same characteristics. The
article poses the approach of case-based reasoning for learning systems based on
Adaptive Web used to adapt the contents of e-learning and their contexts according
to the student’s learning style and individual needs.

In [32] is affirmed that CBR, as a learning model, search to accumulate expe-
riences with a succession of real cases and to properly index these experiences for
later retrieval and the power of the reasoning activities through the access to old
cases provides a potential instructional practice in problem-solving. The proposed
CBR process emphasizes the performance of analogical reasoning and the feedback
of evaluation in order for a case-based reasoner to learn its lessons while adding a
new experiential episode of success or failure to its memory.

Smyth says that case-based recommender’s implement a particular style of
content-based recommendation that is very well suited to many item recommen-
dation scenarios. They rely on items being represented in a structured way using a
well-defined set of features and feature values. Case-based recommenders borrow
heavily from the core concepts of retrieval and similarity in case-based reasoning.
Items are represented as cases and recommendations are generated by retrieving
those cases that are most similar to a user’s query or profile [33].

Previous paragraphs allows concluding that applying CBR to problems of rec-
ommendation in educational systems involves conceptualizing, designing and
implementing a multi-stage model: definition and store of the relevant character-
istics of learners for customization purposes; feature or item type an offer in terms
of CBR; definition of techniques or algorithms for recovery of the Cases that are
closest to the present ones; selection of cases to be applied; review and adaptation
of the proposed solution and storage of the new solution as part of a new case.

This work is differentiated by the incorporation into a personal intelligent
assistant, as a recommendation system. This proposal aims to show the possibilities
that are opened with the use of personal assistants to recommend educational
resources.

7.4 Proposed Model

The intelligent personal assistant for the educational material recommendation
based on CBR has the aim deliver learning objects adapted to the user profile. The
proposed model consists of three principal components: the first one is the user
profile, they store main characteristics and preferences of the student; the second
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one is the Intelligence personal assistant for recommended learning objects, this
assistant is the core the proposal and is based in CBR and apply the phases for
delivered adapted educational materials; and the last one component is the repos-
itory federation, this store the learning objects (resource and their metadata), for
making the recommendation process.

The proposed model is generic and therefore can be applied to a different
context, Fig. 7.2 presents the proposed model. The Fig. 7.3, present the process
execute for the personal assistance.

7.4.1 CBR Stages in Intelligent Personal Assistant
to Recommend Educational Resources

Initially, the case structure and weighting of the characteristics are defined. The
features are educational level, learning style, language preference, format prefer-
ence and interactivity level preference. In order to give different relevance to the
features, weights are assigned and taken to account when calculating the overall
similarity between the cases. The weights are assigned according to the experience
in previous work of the research group and in addition, they are assigned by the
relevance that each feature has for the work, as follows: level education (0.3),
learning style (0.3), language preference (0.2), format preference (0.05) and inter-
activity level preference (0.15).

Fig. 7.2 Proposed model
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Later the ordered phases are executed.
Retrieval: The first thing that is done at this stage is to identify the characteristics

of the student (Case Problem). After defining the problem, we proceed with the
search task in the Case Base, calculating the level of similarity, where are identified
those cases that have a level of similarity greater than 80%. The retrieval algorithm
is selected from the K-nearest neighbors, where the case is retrieved considering the
largest sum of the weights of each of the characteristics matching the new case.

For the calculation of the similarity of the predictive features associated with the
interactivity level preference, the Euclidean distance is used, where a smaller value
represents a greater similarity between the analyzed values. For the other charac-
teristics, the Boolean metric is applied, identifying whether or not the case matches
with the case analyzed. For the calculation the global similarity previously the
results are normalized.

After obtaining the global similarity between the case in analysis and the record
in Case Base, the most similar is identified, that is, the one with a higher overall
similarity value. If the level of similarity is equal to several these are selected. From
the selection of one of the cases, the corresponding Learning Object is identified,
which will be the educational material to be delivered to the student.

Reuse: After the identification of the most similar cases and the selection of one
of these cases, the solution, in this case, can be used directly as a solution to the new
problem. Therefore, the LO that had been given to a student with a similar profile to
that of the current student is presented to the latter.

The adaptation task is run on the CBR systems when modifications to the
solution are necessary so that it can be applied to the new case. To make the
recommendation, the solution is specifically an LO to cover the user preferences, so
that an initial change is not necessary, implying that the adaptation process is done
in the next stage when the case is discussed and it is determined whether the
proposed solution was adequate or not.

Fig. 7.3 Recommender personal assistants process
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Revise: This step is performed after applying the solution of the problem and it
consists in the evaluation positive/negative of the resource by the user. These results
will serve as indicators to determine whether there was a success or failure for each
case.

Retain: In this last stage, the system stores a new case in the Case Base con-
sidering the features of the Student Profile and the selected Learning Object.

At this stage, we proceed to identify whether the input data have any difference
regarding the case retrieved. Depending on this, when there are differences, the
input case is incorporated into the Case Base indicating whether or not it was a
successful case, and being available for selection in the process of the recom-
mendation of another student. If the input data are identical, it is only proceeded to
update the indicator of success/failure with the value set in the previous stage.

For this case, we have 5 predictive features:

• Level education: refers to the student’s level of education
• Learning style: the way the student learns
• Language preference: language of preference of learning objects
• Format preference: format of preference of learning objects
• Interactivity level preference: Preference for interaction with the system

The output features or objectives features are:

• id_LO: identification of the recommended object
• Successes/Failures: this characteristic has the information of the successes and

failures that the LO has had. Students can evaluate objects on a scale of 1 to 5,
where 1 is not liked/served and 5 is liked/served. The successes are taken as the
qualification 4 and 5, and the failures are the evaluations 1 and 2.

7.5 Experiments and Results

Taking the proposed model for learning objects recommendation supported by
CBR and taking into account the different elements described, a prototype was
built, which allowed verifying the validity of the proposal. The development was
done with the PHP programming language and the PostgreSQL database manager.

In the system, the student can register; the registration page asks the student for
explicit information such as personal data (name), academic data (learning style,
level education) and preferences (language, format, interactivity)

The student-users have the options of My Profile, where they can view and
modify their personal data, preferences and learning style.

The system delivers to the student a list of recommended LOs from similar
cases. The recommendation process starts from the search criteria that can be
expressed by keywords.

Below, Table 7.1 shows some the Case Base after a series of interactions of the
students, with a total of 153.
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The experiment was performed using the LOs stored in FROAC (http://froac.
manizales.unal.edu.co), the Colombian Federation of LORs. Initial searches were
performed with Spanish words in order to select the LOs that would initially enter
to the recommendation process. In addition, students of Computer/Management
Information Systems were selected to use the personal assistant to recommender
system, register his/her user profile, and to rank the relevance of the recommen-
dation results.

7.5.1 Study Case

For the study case, we selected a user with these characteristics. Level education:
phd, learning style: Visual, language preference: Spanish, format preference: pdf,
and interactivity level preference: 2.

The personal assistant performs the verification process to find the similarity of
the cases and make the recommendation. Table 7.2 presents the cases and similarity
values for this specific user.

The best learning objects or this user are 14, 36, 51, 56, and 63. However, the
active user has already rated objects 36, 51 and 63, the result of the recommen-
dation, are the objects with the identifiers: 14, and 56. In Fig. 7.4, we show the
interface with the LO recommended. In this interface, the title and description of the
LO is presented with the access link; in addition, it presents the number of users
similar to those who liked the object (success) and the number of users they did not
like the object (failures), this with the aim that the student makes the decision to
access it or not.

From this, it is appreciated that the recommendation coincides with LO that in
the past were interesting for the user. In the future, it is expected to test with more
users and to be able to determine metrics of system visualization.

In the end, we can conclude that the platform includes the proposed model and
manages to deliver adaptive learning objects over the student profile. The initial
proposal, which aimed at the possibility of using the CBR technique for behavior to
intelligence personal assistant, shows its great potential.
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7.6 Conclusions

In this chapter, we propose and demonstrate the possibility of using the CBR
technique in the intelligent personal assistant for recommender learning objects,
with the aim deliver only adapted materials, and to take advantage of existing cases,
shows its great potential. Among the advantages offered by this approach, from the
view point of obtaining results for the recommendation and compared with those
reported in the prior state of the art, is that our system not requires the explicit rules,
not require a complex algorithm, while achieving similar results in using learning
objects.

An important factor for this approach to be finalized and reflected in benefits for
students is the existence of different educational resources. This work is a sign that
it is possible to apply Artificial Intelligence Techniques, particularly in CBR, for the
modeling and implementation of recommender systems.

Defining components consistent with the adaptation strategy, that is to say
determining the structure of the cases, the way of retrieval, adaptation, evaluation
and final storage in the case-base was successful and allowed delivering educational
material to students individually.

A rapid satisfaction test was carried out with several users (students of computer
systems administration) who were given the recommended objects with the pro-
posed system, and the majority stated that the results were of interest and that the
system delivered relevant materials for your search.

This intelligent personal assistant automatically learns from the evaluations of
the users because in the attribute success and failure the assistant stores the
qualification.

Fig. 7.4 Interface delivering
adaptive learning objects
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As future work, we are aiming at exploring and incorporating relevant evidence,
with real users, and to make evaluations about the learning objects impact. In
addition, improve performance and response time.
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Chapter 8
Characterize a Human-Robot Interaction:
Robot Personal Assistance

Dalila Durães, Javier Bajo and Paulo Novais

Abstract In the last years, the development of robots is entering a new stage where

the focus is placed on interaction with people in their daily environments. With the

improvement of more and more complex robots to be used in rehabilitation, heath

care, service or other applications, robot-human interaction is a rapidly growing area

of research. This chapter explores the topic of human-robot interaction. Finally, we

presented a proposed framework design that will operate with a person. The system

considers the person attitudes level while interact with. The goal is to propose an

architecture that monitoring person attitudes in real scenario, and detect patterns of

behavior in different occasions. The robot will interact with a person and its training

a decision support system that in a real scenario that provide the robot to makes

interactions with a person.

8.1 Introduction

The Websters Dictionary defines a robot in three different ways and one of the defini-

tions is “any machine or mechanical device that operates automatically with human-

like skill” [1]. Through popular interpretations, these definitions already draw asso-

ciations between a robot and man.

During the last century robots have operated around humans within industrial and

scientific setting. And in the last years, their presence within the home and general
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society becomes ever more common. Frequently robots are used in environments

that are inaccessible or unsafe for human beings. Robotic operations include, for

example, planetary exploration, search and rescue, activities that impose menacing

levels of workload on human operators, and actions requiring complex tactical skills

and information integration [20, 27].

The interaction between humans and robots come into physical contact under a

variety of circumstances. In the last years, the development of robots is entering a

new stage where the focus is placed on interaction with people in their daily environ-

ments. The concept of communication with robots has rapidly emerged. The robotics

communication will act as a peer providing mental, communicational, and physical

support. Such interactive tasks are very importance for allowing robots taking part

in human society where many robots have already been applied to various fields in

daily environments.

The human-robot interaction is the interdisciplinary study of dynamics interac-

tions between humans and robots. From the point of view of researchers human-robot

interactions include a variety of fields, like engineering, computer science, social

sciences, and humanities. However, they research subjects are very different: in the

field of engineering, the research of study are electrical, mechanical, industrial, and

design; in the field of computer sciences, are human-computer interaction, artificial

intelligence, robotics, natural language understanding, and computer vision; in the

field of social sciences, are psychology, cognitive science, communications, anthro-

pology, and human factor; and in the field of humanities, are ethics and philosophy

[13].

From the increasing number of research in this field, it is convenient to distinguish

some concepts: such human-robot interaction, social robots, and personal assistance.

This chapter deals with the issue of human-robot interaction in personal assistance,

with the aim of proving robot, which helps people in their working routines. This

chapter is organized as follows. In the next Section the theoretical foundations where

scientific literature is reviewed. Section 8.3 contains the proposed design, and finally

in Sect. 8.4, discussions and conclusions of this work are presented.

8.2 Theoretical Foundations

Normally, the field of human-robot interaction (HRI) investigate: the development

of new techniques for knowledge transfer from human to robot; designing effective

tools for human control of a robot; anticipating of the growing presence of robots

within general society; and human friendly interface for a robot control.

The goal of HRI is to create teams of humans and robots that are efficient and

effective and take advantage of the skills of each team member. An important target

of HRI is to increase the number of robotic platforms that can be management by

users. For that its necessary have a knowledge of: type of interactions between robots

and humans; information that humans and robots need to access, in order to have

desirables interchanges; and software architecture that its necessary to accommodate

these needs [30].
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Table 8.1 A schema of

robotics for anthropic

domains: main issues and

superposition for HRI

Domain Issues

Design Lightweight

Compliance

Control Safety

Performance

Sensors On-line fusion

Dependability

Biomimetic Interface

Human metrics

Software Open architecture

Dependability

Planning Real time

Consistency

Another target that is keys to the successful of introduction of robots into human

environments are safety and dependability. In the field of physical assistance to

humans, robots should reduce fatigue and stress; increase human capabilities in terms

of force, speed, and precision; and understanding for a correct task execution [10].

In Table 8.1 is presented the fundamentals anthropic domains and the main issues

concepts of robotics for anthropic domains for HRI. For each interaction domain

humans and robot must have some issues that are important defined. These fun-

damental domains are design, control, sensors, biomimetic, software and planning.

When its planning a HRI interaction, all aspects of design, control, sensors, bio-

mimetic, and software must be considered. Also when the design domain occur, its

necessary to considered the planning, the sensors that will be implemented, how

the control will be proceed, the biomimetic and the software that will be used. Also

when the domain control, software, sensors, and biomimetic will be implemented,

its necessary to considered all the other domains. All these domains must be consid-

ered together in a HRI, because they are all related with each other. Finally, when its

talked about sensors we talked about sensors, actuators, and mechanics, control, and

software architectures.

In terms of issues, the fundamental issues are safety, dependability, reliability,

failure recovery, and performance. In order to connected all this domains there is

a need for pathways connecting crucial components and leading to technological

solutions to applications, while fulfilling the viability requirements [10].

In case of robots its necessary considered the design of the mechanism, sensors,

actuators, and control architecture in the special perspective for the interaction with

humans. In case of humans being its necessary considered control of the mechanism,

especially safety and performance, the ways that the interaction occurs in order to

following the same metric, and planning. Moreover different roles of interaction with

robot are possible, since different people interact in different ways with the same

robot, and the robot in turns reacts differently base on its perception of the world.
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The interface design is crucial to let the human be aware of the robot possibilities

and to provide her/him with a natural way to keep the robot under control at every

time.

8.2.1 Social Robots

Dantenhahn and Billard proposed the following definition about social robots:

“Social robots are embodied agents that are part of a heterogeneous group: a society

of robots or humans. They are able to recognize each other and engage in social inter-

actions, they possess histories (perceive and interpret the world in term of their own

experience), and they explicitly communicate with and learn from each other” [9].

In a social robot its important defines some concepts like autonomy, imitation,

and privacy.

Autonomy can speed up applications for HRI by not requiring human input, and

by providing rich and stimulating interactions. However, autonomy can also lead to

undesirable behavior. When a robot has to perform a desired task in a given situation,

it is favorable that the constructing system designed has a degree of autonomy. When

we talked about sociable robots, its necessary that they have autonomous control

in order to interact with humans depending of the situations. Usually, autonomous

robots are designed to operate as autonomously and remotely as possible from

humans, often performing tasks in dangerous and hostile environments. Other appli-

cations such as supplying hospital meals or vacuuming floors bring autonomous

robots into environments shared with humans. Although, HRI in these tasks still

minimal.

Imitation occurs when robot intended to imitate the human being. However, neg-

ative correlation between the robots physical realism and its effectiveness in HRI can

happen when physical similarity that attempts in imitation of human-like appearance

and behavior could cause discord.

Privacy is a question that is presented when the presence of a robot inherently

affects a users sense of privacy [21]. Because of its synthetic nature, a robot is per-

ceived as less of a privacy invasion than a person, especially in potentially embar-

rassing situations.

Social robot can be interpreted as the interface between man and technology.

However its considered socially interaction robots that exhibit the following charac-

teristics: express and/or perceive emotions; communicate with high-level dialogue;

learn/recognize models of other agents; establish/maintain social relationships; use

natural cues (gaze, gestures, etc.); exhibit distinctive personality and character; and

may learn/develop social competencies. This type of robots can be used for variety

purposes: as educational tools, as therapeutics aids, or as toys.

In social interaction robots can operate as an assistants, peers, or partner, which

imply that they needs to have a certain degree of flexibility and adaptability, in order

to interact with humans. Robots that are socially interactive can have different forms

and functions, ranging from robots whose only purpose is to have a single task to
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robots that have a collection of tasks [6]. It is the use of social acceptable interaction

between robots and humans that helps break down the barrier between the digital

information space and the human being. These interactions may characterize the

first stages where people stop perceiving machines as simply tools.

Social robots interactions are important in a wide range of domains. One example

is the interaction where robots need to exhibit peer-to-peer interaction skills. In this

case its necessary that robot solve specific tasks and interact socially with humans.

If we consider the situation where robot accompanies elderly care at home. In this

case the robot may improve skills in order to maintain the elderly people interest. In

these situations it may be desirable for a robot that he develops its interactions skills

over the time.

The degree of social robot interaction is accomplished through a progressive and

adaptive process. Its possible to considerer a minimum requirement for social robots

interactions, which is the ability to adapt to social situations and understanding and

communicate with.

8.2.2 Personal Assistance

In the last years, especially in domestic, entertainment, and health care a new range

of application domains has emerged where robots can interact and cooperate with

humans as a partner or as a peer.

Humans learn through a range of techniques including observation, imitation,

instruction, and simulation [14].

An individual interacts with his social environment to acquire new competencies.

With social robots its necessary that they learning with the environment that they

interact. The problem of learning is that the robot needs to distinguish the correct

actions and state in order to create new policy that enables a robot to select an action

based upon its current world state. Additionally, because of differences in sensing

and perception, robot may have very different views of the world. Thus, learning

is often essential for improving communication, facilitating interaction, and sharing

knowledge [23]. The way that the robot might learn can be very different. When its

addressed to robot-robot work, their communication can be the “leader following”

[8, 19], inter-personal communication [3, 5, 31], imitation [4, 15], and multi-robot

formations [25].

In case of HRI there exits some approach to learning. One is to create sequences of

known behaviors in order to match human models [24]. Another is to match obser-

vations to known behavioral such as motor primitives [11, 12]. Finally, the most

common is imitation.

An intelligent personal assistant is an application or a robot that uses inputs such

as users voice, vision (images), and contextual information to provide assistance by

answering questions in natural language, making recommendations, and performing

actions.
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Fig. 8.1 Categorization of assistive robots for elderly

Nowadays, platforms with ambient intelligent and robotics are developing quickly

and the results are products that have the potential to play an important role in

assisting the elderly [28]. In health-care its required to have robust information with

respect to their effects, which is necessary to used technology in an effective and

efficient way.

In elderly care, personal assistant can have two types of robots: rehabilitation

robots or social robots, which in Fig. 8.1 are presented these two types of robots.

The first type of robots its can use physical assistive technology that is not pri-

marily communicative and isn’t destined to seem as a social entity. Examples of this

type of technology are exoskeleton [22], artificial limbs, and smart wheelchairs [16].

The second type of robots concerns systems that can be perceived as social entities

that communicate with the user. Examples of this type of robots are service type and

companion type.

The service type robots are robots that are used as assistive devices. The social

functions of such service type robots exist mostly to facilitate interfacing with the

robot. There functionalities are related to the maintenance of independent living

by supporting basic activities and mobility. The basics functionalities are eating,

bathing, toileting and get dressed. The functionalities related with mobility include

navigation and provide household maintenance, monitoring of those who need con-

tinuous attention and preserving safety [2].

Companion type robot is study in the companionship that a robot might provide.

The main functionalities of these robots are to enhance healthiness and psychological

pleasure of elderly users by providing companionship. Social functions implemented

in companion robots are principally aimed at growing well-being and psychological

happiness.

Nevertheless, there are robots that have the two functions: they can be companion

robots as well service robot.
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8.2.2.1 Personalization

There is not a single accepted definition about the meaning of personalization. So

we can define personalization in very different ways:

∙ As a system with methods that incorporate technology in order to differ from

resources and processes, based on each learners skills, interests, and needs and

learning profile in order to accelerate and deepen learning [17, 32].

∙ Personalized service mentions to any behavior happening in a service interaction

intended to individuate customer and service experience [33].

∙ Personalization is the ability to supply services and actions that can responds to the

users requirements and goals based on deep knowledge about personal preferences

and behavioral obtained through client monitoring [29].

∙ Personalization is the result of intimate relationship and knowledge about a user.

When a relationship with a user increases the level of personalization can also

increase. Personalization is intended to facilitate a process of interactions between

the robots and the users.

A robot that remembers and recognizes its past interactions with users might give

them the feeling of getting special attention and personal recognition when they meet

the robot again. The feeling of being treated as special is one of the reasons why users

build relationships [18].

Recommendation systems are a main point of research in relation to personaliza-

tion, and different variables are used to control the recommendations: learning styles,

performance, learners activities, browsing behaviors, learners interests or social con-

nections among others. This type of systems can better predict and anticipate the

needs of users, and act more efficiently in response to their behavior [35].

8.3 The Proposed Design

In our western population there is a growing necessity for new technologies that can

assist and care the elderly in their daily lives routines. There are two reasons for this.

First, people prefer more and more to live in their own homes as long as possible

instead of being institutionalized in sheltered homes, or nursery homes when prob-

lems related to ageing appear. Second, it is expected that western countries will face

a tremendous shortage on staff and qualified healthcare personnel in the near future

[26].

The quality of life for people remaining in their own homes is generally better than

for those who are institutionalized. Furthermore, the cost for institutional care can

be much higher than the cost of care for a patient at home. To balance this situation,

efforts must be made to move the services and care available in institutions to the

home environment.
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Fig. 8.2 General model for

a personal assistant to elderly

or persons with mobility

impairments

However, human nature created persons that are individual and personal charac-

teristics. Elderly people and people with mobility impairments have individual needs

and specific characteristics that a companion would have to adapt to.

For this reason its proposed to develop a personalized robot that can serve as

companion and that can adapt to the needs and interaction styles of elderly or those

with mobility impairments that they are interact with. Such robot will be personal-

ized, which individually reflects the needs and requirement of the social environment

where the robot is operating in.

In Fig. 8.2 and Table 8.2 its presented a general preview model for a personal

assistant to elderly or person with mobility impairments.

In the first phase its necessary to have extensive user studies need, as well as

appearances influence peoples attitudes, opinions and preferences towards robots. Its

also required knowing the tasks that the robot is supposed to perform, the physical

environment that the robot is operating in, as well as the social environment.

In the second phase its the socialization essay. Based on the generic knowledge

acquire in phase one, a first prototype of the robot can be tested and redefined in

controlled environmental conditions, in order to determine the default settings. In

this phase, basic behavioral patterns for the robot are defined and personality will be

formed. The information about personality profiles as well as requirements and con-

straints derived from the tasks or environment that the robot is supposed to perform

are also defined.

Finally, in phase three the robot will be personalized. In this phase personality

profile and other information that can be acquire about people and environment that

the robot interact will be adjust on robot behavior repertoire. Once the robot is place

in home he will interact with person that it is supposed to live with. The robot needs

to adjust their default settings and learn from their experience.
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Table 8.2 Model for tasks to

be carried out in each phase

of HRI

Phase Task to be carried out

Acquiring background

knowledge

Defining tasks to robot perform

Knowing physical environment

Knowing social environment

Defining user profiles

Socialization essay Defining a prototype of the robot

Defining basic behaviors patterns

Defining reactiveness /autonomous

robot

Personalization Adjustment robot behavior

Interactions histories

Learning from experience

Adaption on social learning

Related to the social behavior that influences the HRI various parameters need

to be identified in HRI studies. Examples of these parameters are interaction dis-

tance, seeking attention, reactiveness/autonomy, and expression of intentionality. All

of these parameters might be different and depends on the environment and the pro-

file of the user that the robot will interact.

As a result of this process even two robots with the same structured and initial

defining settings, will over the time develop individualized settings creating a unique

personality. Such robot will have to be able to manage with changes in relationship

with elderly people and persons with mobility impairments.

Figure 8.3 depicts the process through which the system operates; it is possible to

observe the different classifications of information in order to allow, in the end, the

management of HRI.

8.3.1 Dynamic HRI Monitoring Architecture

The robot must have a platform that allows moving in every direction. Consequently

the robot should be omnidirectional, with three wheels. The wheels are placed at

120 between them. The robot should be used a Arduino microcontroller and be con-

structed with a several separate modules in order to be easily changed, which makes

it possible to changed robot functions quickly and safely. The height of the robot

will be around 60 cm, which is the ideal height for the robot to interact with people

sitting on a chair or lying on a bed. When the battery drops below 10%, the robot

will autonomously move to the doc-station, where it will charge.

A survey will collect information about the most common needs of the person.

This module, upon converting the sensory information into useful data, allows for a

contextualized analysis of the operational data of the persons actions and this frame-
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Fig. 8.3 Dynamic interface architecture for HRI

work performs this contextualized analysis. Then, the persons profile is updated with

new data, and the robot acts in order to the feedback from this module. The system is

developed to acquire data from normal working compiles information from persons

activities.

The proposed framework includes not only the complete acquisition and classifi-

cation of the data, but also an interaction level that will support the human-based or

autonomous decision-making mechanisms that are now being implemented.

The Sensing Events are charged for capturing information describing the behav-

ioral patterns of the persons, and receiving data from context environment. This layer

encodes each event with the corresponding necessary information. These data are

further processed, stored and then used to calculate the values of the behavioral per-

son.

The Data Processing layer is responsible to process the data received from the

Sensor layer in order to be evaluate those data according to the metrics presented.

Its important that in this process some values should be filtered to eliminate possible

negative effects on the analysis. The system receives this information in real-time and

calculates, at regular intervals, their position and the interaction that must occurred.

The Classification layer is where the indicators are interpreted for example: inter-

preting data from the interaction indicators and to build the meta data that will sup-
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port decision-making. When the system has an enough large dataset that allows mak-

ing classifications with precision, it will classify the inputs received into different

interaction levels in real-time. This layer has access to the current and historical

state of the group from a global perspective, but can also refer to each person.

For that, this layer uses the machine learning mechanisms. After the classification,

the Enhancing User Behavior Profile layer is responsible for providing access to the

lower layer. The Database Behavior Profile is also a very important aspect to have

control off. This possibility allows to analyses within longer time frames. This layer,

whose function detect persons mood preserving those information (actual and past)

in the mood database. This information will be used by another sub-module, the

affective adaptive agent, to provide relevant information to the platform and to the

mentioned personalization module.

Finally at the top, the Interaction layer includes the mechanisms to build intuitive

actions, language and visual representations that make the robot interact with a per-

son. At this point, the system can start to be used by the people involved, especially

a supervisor who can better adapt and personalize his strategies. The actual persons

mood information is used in the Interaction layer, and can be used to personalize

actions according to the specific person.

8.4 Discussions and Conclusions

In this chapter its presented a framework for a social robot in order to act as a per-

son, and more especially for personal assistance for elderly people and people with

mobility impairments. This robot will possess individual and social learning skills,

which make it unique.

Predicting preferences of elderly and persons with mobility impairments and pro-

viding the personalized robots based on persons preferences are important issues.

However, the research for offering robot personalized considering the persons pref-

erence on context-aware computing is a relatively insufficient research field.

Nevertheless the robots are developed and deployed for the purpose of solving

social problems, however its impact on the lives of the elderly and people with

mobility impairments, there are social and ethical implications associated with the

deployment of the robots. The advantages associated with the use of social robots in

healthcare settings are largely dependent on the process of personalization, in order

to facilitate the human-robot relationships [7].

Although, the ability for robots to interact with people and to control from these

interactions to perform tasks better, to promote their self-maintenance, and to learn

in an environment as complex as that of humans is of tremendous pragmatic and

functional importance for the robot.

Suitable personalization is necessary to meet peoples needs and to ensure that

robots could function independently to respond to people and unfamiliar situations.

But it also raises ethical and social concerns, such as the tension between personal-

ization, safety, and privacy [34].
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When designing process of personalization, collection of personal data is nec-

essary for the social robot to be personalized to meet the purpose for which it was

designed.

For the point of view of robots, they not only have to carry out their tasks, but

also have to survive in the human environment. From the robots perspective, the real

world is complex, unpredictable, partially knowable, and continually changing. The

capability of robots to adapt and learn in such an environment is essential.

This research suggests the basic direction for provision of the personalized ser-

vices of robot and utilization of context history. Additionally, this research can be the

basic direction of design and the guidelines of development for personalized robots.

However, the prototype was not implemented according to the proposed framework.

Also, the protection of personal information or privacy needs to be considered.
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Chapter 9
Collaboration Between a Physical Robot
and a Virtual Human Through a Unified
Platform for Personal Assistance
to Humans

S.M. Mizanoor Rahman

Abstract Two human-like intelligent artificial characters (agents) of heteroge-
neous realities (a humanoid robot and a virtual human) are developed with similar
intelligence and functionalities. Operations of the characters are integrated through
a unified platform. The characters are separately deployed in a homely environment
to provide personal assistance to a physically disabled human in finding a missing
household object. Human’s trust in the characters as well as bilateral trust between
the characters for the collaboration are separately modeled, and real-time trust
measurement methods are developed. A collaboration scheme between the char-
acters based on the bilateral trust is developed. A comprehensive evaluation scheme
is developed to evaluate the performance of the characters in assisting the human.
The performance levels of the individual characters and their collaboration toward
providing personal assistance to the human are compared. The results show that the
individual characters and their collaboration can assist the disabled human suc-
cessfully, but with varying capabilities. For example, the collaboration partly out-
performs the individual characters, and the physical character (robot) partly
outperforms the virtual character. The results are novel that broaden the horizon of
humanoid robots and virtual humans and open a new paradigm of collaboration
between physical (robot) and virtual (virtual human) characters. The results are
useful to develop artificial characters of heterogeneous realities and their social
collaborations to provide personal assistance to disabled humans in their daily
living that may improve the quality of life and produce positive economic and
societal impacts.
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9.1 Introduction

A Personal Assistant (PA) is an agent capable of assisting humans performing tasks
in their workplaces and daily activities [1, 2]. Personal assistants may be used for
accessing information from databases autonomously to guide humans through
different tasks and deploying learning mechanisms to acquire new information on
human user’s performance [2]. Currently, personalization is gaining more and more
attention and priority [3]. However, the state-of-the-art personal assistants in most
cases are software-generated special applications [1, 3]. Intelligent mobile personal
agents such as mobile humanoid robots that can co-exist with humans in physical
environment and assist humans in their daily living are very rare [3]. It is assumed
that the use of humanoid robots as personal assistants to humans in homely envi-
ronment has not still reached its maturity due to lack of required intelligence,
autonomy, functionalities, human-friendly interaction abilities, alignment with
practical application scenarios, etc. It is assumed that home-based settings may be
less expensive and more readily accessible to humans over institutional settings.
The state-of-the-art robots as personal assistants are also neither so personalized nor
very much suitable for home-based daily assistance [4–8]. In addition, the
state-of-the-art humanoid robots are not sufficiently enriched with ambient intelli-
gence [9]. They are also not so natural, human-like, and cheap [10]. The robots are
not enriched with adequate softwares, and the used technologies are not so
advanced. For example, the emerging technologies such as agent ecology [9],
cyber-physical system [11] and IoT [2] are not sufficiently integrated with robotics
technologies, and the robots also do not possess advanced learning and adapting
capabilities [12].

On the other hand, virtual humans are software-generated human-like animated
artificial agents [13]. Present applications of virtual humans include various tasks
such as serving as virtual patient, tutor, student, trainee, advertiser, and so forth
[13–15].There are increasing contributions of virtual humans toward anatomy
education, psychotherapy and biological and biomedical research [16, 17]. How-
ever, it appears that virtual humans could not come beyond their virtual environ-
ments, i.e. their applications are limited to the virtual world, and their interactions
with their real-world human counterparts are still limited [18]. It is believed that the
scope of their contributions could be augmented if they could be used to assist
humans or cooperate with humans to perform real-world tasks [19]. The virtual
humans may be enriched with various real-world functions and attributes for
interactions with their human counterparts such as they may exhibit human-like
intelligence, motions, actions, emotions, gestures and expressions, communicate
and interact with humans, memorize facts and retrieve according to dynamic
contexts, and demonstrate reasoning and decision-making abilities based on their
perceptions [20]. The virtual humans may be less costly and less affected by
environmental disturbances and constraints compared to robots, which may make
them suitable as low-cost personal assistants in homely environments [21, 22].
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However, such real-world assistance of virtual humans to humans is still not a
priority.

A robot and a virtual human have a lot in common in their objectives and
performance. Robots and virtual humans may separately assist humans and also
collaborate with each other to assist humans performing various real-world tasks
[18, 19]. Networked and bi-laterally communicating robots and virtual humans
cooperating in a coordinated and goal-oriented way may assist humans in better
ways than an individual robot or a virtual human [18, 19]. Dynamic collaboration
between robots and virtual humans seems to be superior to the augmented reality
for robots where a robot may follow its virtual counterpart, but dynamic bidirec-
tional collaboration between them is limited [23]. A comprehensive framework is
necessary to stage real-world collaboration between a robot and a virtual human.
However, investigations on collaborations between robots and virtual humans have
not received much attention yet except a few preliminary initiatives that are in
concept design phases, and no real agents and cooperation methods have been
proposed to justify the effectiveness of such initiatives [24, 25]. Again, a common
platform may be helpful to implement the real-world collaboration between a robot
and a virtual human, e.g. it may reduce the volume of software development and
ease the animation. However, suitable framework for collaboration between a robot
and a virtual human and an initiative to develop a common platform between them
have not received much importance.

Well-defined comprehensive evaluation schemes are necessary to evaluate the
performance of the assistant agents, which may increase their social acceptance and
impacts [26, 27]. However, suitable evaluation schemes for personal assistant
agents are also not available. Human’s trust in personal assistants and trust of one
assistant agent in another agent are mandatory for any assistive task for humans
[28]. Human trust in collaborating robots has been studied enormously [29], but
human trust in collaborating virtual humans as well as trust between two artificial
agents of heterogeneous realities (e.g., robot’s trust in virtual human and virtual
human’s trust in robot) have not been studied yet. The trust in each other may be
used to plan their role and autonomy in their collaboration. Appropriate compu-
tational models of trust are necessary to measure the real-time trust of human in
robot and virtual human and the trust between the robot and the virtual human for
their collaboration. However, such trust modeling and real-time trust measurement
methods have not been proposed yet. On the other hand, mixed-initiative is the case
where the turns of leaderships in collaboration are negotiated between participating
agents rather than solely determined by a single agent [30]. It is assumed that
mixed-initiatives between a robot and a virtual human may make their collaboration
more participatory, intuitive and natural, which may enhance their individual
contribution to the collaboration toward assistance to humans. Bilateral trust status
between a robot and a virtual human may trigger their taking turn in the
mixed-initiative collaboration. However, bilateral trust-triggered mixed-initiatives
in collaboration between a robot and a virtual human for assistance to humans has
not been investigated yet.
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Being motivated by the above facts and figures, the objective of this chapter is
determined as to develop an intelligent physical agent (a robot) and a virtual human
as personal assistants to disabled humans in their homely environment. The agents
assist the humans individually and collaboratively being unified through a common
platform. The assisted human’s trust in the assistant agents as well as trust between
the artificial assistant agents are modeled and measured. Individual assistance and
assistance through trust-based collaboration are evaluated and compared.

Organization of the chapter is as follows: Sect. 9.2 highlights the related works.
Section 9.3 presents the development of the personal assistant robot and the virtual
human. Section 9.4 presents the unified platform to integrate the operations of the
robot and the virtual human. Section 9.5 demonstrates home-based settings to assist
disabled persons in their daily living by the robot, the virtual human and their
bilateral trust-based collaboration. Section 9.6 illustrates the modeling and mea-
surement of human trust in robot and virtual human and bilateral trust between the
robot and the virtual human. Section 9.7 introduces the evaluation scheme to
evaluate the assistance of the robot, virtual human and their collaboration to the
disabled humans. Section 9.8 presents the experimental evaluation of the quality of
the assistance of the robot, virtual human and their collaboration to the disabled
humans. Section 9.9 discusses the limitations of the presented methods and results.
Section 9.10 draws conclusions and shows the future directions of the research.
Then, the acknowledgement and the references are presented.

9.2 Related Works

Different types of personal assistants have been developed with different objectives
in recent years. Chen and Barthes proposed a memory mechanism for personal
assistants in order to enhance agent intelligence while working with the user or
other agents [1]. Santos, Rodrigues, Casal, Saleem and Denisov proposed the
integration of personal assistants into ubiquitous computing environments in an
Internet of Things (IoT) context considering many different factors such as
heterogeneity of objects and diversity of communication protocols and enabling
technologies [2]. Homayounvala, Aghvami and Groves proposed personal assistant
agents to observe user behavior and make mobile services more valuable for users
by making them easier to use and more adaptive [3]. Jones, Moulin, Barthes, Lenne,
Kendira and Gidel proposed voice-controlled personal assistant agents to be
implemented to provide unique interactions within a multi-surface environment
[31]. Wahaishi and Aburukba presented an agent-based personal assistant archi-
tecture that provides an innovative approach to automate the exam scheduling
processes allocating different proctors and exam rooms [32]. Sugawara, Manabe
and Fujita proposed a concept of a mobile symbiotic interaction between a user and
a personal assistant to watch over the particular user using sensors deployed in a
ubiquitous environment [33].
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Czibula, Guran, Czibula and Cojocar proposed a personal assistant agent that
learns by supervision to assist users in performing specific tasks [34]. Wong,
Aghvami and Wolak developed context-aware personal assistant agent-based sys-
tems and concepts to provide computing environments [35]. Bush, Irvine and
Dunlop proposed a user-centric system that aims to hide complexity from the user
incorporating concepts of the personal distributed environment [36]. Blake dis-
cussed the rationale for a personal learning assistant agent customized for business
processes [37]. Ma, Feng, Yang and Wu proposed an agent-based personal article
citation assistant [38]. Nack, Roor, Karg, Kirsch, Birth, Leibe and Strassberger
proposed a personal assistant to provide mobility models for travels and trans-
portation [39]. Jalaliniya and Pederson proposed wearable personal assistants for
surgeons in healthcare [40], etc.

Sansen, Torres, Chollet, Glackin, Delacretaz, Boudy, Badii and Schlogl proposed
a personal assistant vocal humanoid robot with verbal and non-verbal communication
capabilities that can provide care to dependent persons at home [41]. Koubaa, Sriti,
Javed, Alajlan, Qureshi, Ellouze and Mahmoud proposed the design of an assistive
mobile robot to support people in their everyday activities in office and home
environments [4]. Qiu, Ji, Noyvirt, Soroka, Setchi, Pham, Xu, Shivarov, Pigini,
Arbeiter, Weisshardt, Graf, Mast, Blasi, Facal, Rooker, Lopez, Li, Liu, Kronreif
and Smrz proposed personal assistant robots that are robust [5]. Mishra, Makula,
Kumar, Karan and Mittal proposed a voice-controlled personal assistant robot for
applications at homes, hospitals and industries [6]. Luria, Hoffman, Megidish,
Zuckerman and Park proposed a personal assistant robot for use at homes [7].
Webster, Dixon, Fisher, Salem, Saunders, Koay, Dautenhahn and Saez-Pons pro-
posed a high-level planner/scheduler for the care-o-bot, an autonomous personal
robotic assistant [8], etc. In addition, Arafa and Mamdani [21], and Matsuyama,
Bhardwaj, Zhao, Romero, Akoju andCassell [22] proposed virtual personal assistants
though these are still not robust to provide assistance to humans at homes.

9.3 Development of the Personal Assistant Robot
and the Virtual Human

The hardware components, software packages, control/operation methodologies
and communication technologies for the humanoid robot and the virtual human are
determined, and the agents are developed using these facilities with appropriate
functions and intelligence so that the agents are able to perform as personal
assistants to humans for the selected task. Development of the agents is described
below.
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9.3.1 Development of the Humanoid Robot

A NAO humanoid robot (http://www.aldebaran-robotics.com/en/) as shown in Fig.
9.1a is properly developed and used as an intelligent personal assistant to disabled
humans. For this purpose, the application programming interfaces (APIs) for var-
ious functions such as wave hand, stand up, sit down, shake hand, walk, point at
something, grab and release an object, speech (text to speech), look at a position,
etc. are developed. The APIs for the functions and the control softwares are
archived in a robot control server. The robot is also made able to perceive the
environment through sensors (e.g., vision cameras), make decision based on
adaptive rules and stored information, and react by talking, moving or showing
emotions. Thus, the functions along with sensory information make the robot
intelligent and skillful for assisting the human in the context of a selected repre-
sentative task.

9.3.2 Development of the Virtual Human

A virtual human is developed as shown in Fig. 9.1b using the Smartbody system
(http://smartbody.ict.usc.edu/) for its animation and control. The virtual human
model is developed based on the joints and skeleton requirements of the smartbody,
and it is exported to the 3D Autodesk Maya system (http://www.autodesk.com/).
The specifications of the virtual human’s physical configuration follow biomimetics
approach [10], i.e., the hand movement and locomotion speed, trajectories for
gestures, body dimensions, joint angles, etc. are determined being inspired by these
for humans. The Ogre system (http://www.ogre3d.org/) is used for graphical

Fig. 9.1 The intelligent personal assistant agents, a a humanoid robot, b a virtual human
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rendering. APIs for various functions such as action, locomotion, recognition,
gesture, expression, etc. are developed and archived in the control server for the
virtual human. The functions include various gestures (e.g., turn head, look at a
position), text to speech conversion, gaze, object manipulation, locomotion (walk to
a position), different facial expressions (emotions), actions, etc. The virtual human
is then displayed in a screen as shown in Fig. 9.1b.

9.4 The Unified Platform to Integrate the Operations
of the Robot and the Virtual Human

A common communication platform is developed to integrate the virtual human and
the humanoid robot, and then installed in a computer system as shown in Fig. 9.2.
The common platform works in such a way that animation of each function for the
robot or the virtual human can be commanded from a common client, which is
networked with the control server through a Thrift interface [42]. A remote pro-
cedural call (RPC) library is used to handle the communication between the
command script and the control server [43]. RPC is modular and flexible, and it
relies on a server/client relation allowing inter-process communication, which is the
motivation behind using the RPC. Thrift is preferred over robot operating system
(ROS) because the ROS runs only on Linux/CORBA, and it is complex [44].
Instead, Thrift is reliable, it supports cross-platform/cross-language, and provides
good performance. The virtual human control server is connected to a display
window within the computer and the virtual human is also displayed in an external
display screen. The humanoid robot control server is connected to the physical
robot using appropriate wireless network. This novel unified platform is named as
“Common Communication Platform (CCP)” for heterogeneous agents. The com-
mon platform can be used to operate agents of heterogeneous realities such as a
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(APIs for 
robot 

functions)
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Communication 

Network

Thrift
Network 

In computer

Physical robot
Virtual human 
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a screen

Fig. 9.2 The unified/common communication platform (CCP) for the virtual human and the
humanoid robot
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physical robot and a virtual human specifying the agent’s name (e.g., robot or
virtual human) during the function call.

The APIs for functions for the virtual human and the robot are developed in such
a way that the functions are kept as similar as possible so that the same functions
result in similar behaviors in the agents within the mechanical and physical limits of
the hardware for each function. For example, “look at something” is a function, and
if it is called for the virtual human, it will show a posture looking at something in
the virtual environment. Similarly, if this function is called for the robot, it will
show a similar posture of looking at something at the physical environment. It is
expected that the unified platform may help the agents to be integrated and col-
laborate with each other to perform personal assistance to humans easily.

9.5 Home-Based Settings to Assist Disabled Persons
in Daily Living by the Robot, the Virtual Human
and Their Collaboration

Three home-based representative settings to assist disabled persons in their daily
living for a particular task were developed as follows:

i. An intelligent humanoid robot assists a disabled person in his/her daily living
activities as shown in Fig. 9.3a.

ii. An intelligent virtual human assists a disabled person in his/her daily living
activities as shown in Fig. 9.3b.

iii. The robot and the virtual human collaborate with each other to assist a dis-
abled person in his/her daily living activities as shown in Fig. 9.3c.

9.5.1 The Intelligent Robot Assists the Human

As Fig. 9.3a shows, 10 rectangular paper boxes (black appearance) are kept in a
room, 5 boxes are put in the left side (on a table), and the remaining 5 boxes are put
in the right side (on the sofas). A small object (say, a coffee mug) is hidden (by the
experimenter) inside any of the 10 boxes. An intelligent robot and a human stand
facing each other in the room. Let us assume that the human is physically disabled
and has limited mobility. It is also assumed that the disabled human needs the
coffee mug, but the current location of the mug is unknown to him/her and he/she
expects that the robot will find out the mug for him/her so that he/she can get the
mug quickly and easily despite his/her limited mobility. This is the way how the
robot serves the human as his/her personal assistant.

The experimenter hides the object inside any of the 10 boxes and inputs the
information of the position coordinates of the object/box (e.g., Or = x, y, z½ �T in
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Fig. 9.3d) to the computer system. The robot uses the Kinect camera to recognize
the head of the human. Thus, the robot understands the human’s presence and
his/her intent to receive service from the robot to find out the hidden/missing object
(mug). The robot at first shows some gestures such as it stands straight, looks at the
human standing in front of it based on head tracking, shows gaze/attention at the
human, etc. Then, it shows some emotional expressions such as smiles at the
human, and uses verbal expressions (speech), e.g. the robot tells, “hi human! I will
help you find out the object, follow me”. The robot inherits the actual position
coordinate information of the target object/box in the real-world, e.g. Or = x, y, z½ �T
from the computer system. Based on this information, the robot turns its face to-
ward the correct location of the box containing the object, moves (walks) toward
the target box, stops near the target box and points at the box. Then, the robot based
on pre-stored information uses additional verbal instructions to clarify the position
of the hidden object to the human. For example, the robot tells, “hi human, the
object is inside that box, the box containing the object is lying on a sofa closer to
the screen, it is on top of another box”, and so forth. In fact, the robot cannot open
the box due to limitation of its skills. Hence, the human follows the instructions of

Fig. 9.3 a The intelligent robot assists the human, b the intelligent virtual human assists the
human, c collaboration between the robot and the virtual human to assist the human, d an example
of mapping between the pointing (fingertip) position of the virtual human in the virtual
environment and the corresponding position of a targeted box in the physical environment
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the robot, moves toward the pointed box slowly using his/her limited mobility,
opens the pointed box and checks whether the object exists inside the box.

9.5.2 The Intelligent Virtual Human Assists the Human

As Fig. 9.3b shows, the virtual human follows similar procedures as the robot uses
to assist the human. The virtual human appears in the screen, shows similar gestures
as the robot shows such as stands straight, looks at the human standing in front of
her based on head tracking, shows gaze/attention at the human, etc. Then, she
shows some emotional expressions (e.g., smiles at the human), and also uses some
verbal expressions/speech, e.g. the virtual human tells, “hi human! I will help you
find out the hidden object, follow me”. The virtual human inherits the correct
position information of the target object/box in the real-world, e.g. Or = x, y, z½ �T as
shown in Fig. 9.3d from the computer system. Based on this information, the
virtual human turns her face toward the correct location of the box containing the
object, moves (walks) toward the target box (within the screen), and uses the
pre-specified position and posture of her fingertip (e.g., Ov = x1, y1, z1½ �T as
Fig. 9.3d shows) in the virtual environment appropriate for pointing the real-world
target box. Then, the virtual human based on pre-stored information uses additional
verbal instructions to clarify the position of the object to the human. For example,
the virtual human tells, “hi human, the object is inside that box, the box containing
the object is lying on a sofa closer to the screen, it is on top of another box”, and so
forth.

The virtual human cannot open the box as it cannot come outside the screen.
Hence, the human based on the virtual human’s instructions moves slowly toward
the target box, opens the pointed box on behalf of the virtual human and checks
whether the object exists inside the box. In the future, more allied technologies may
be available as peripheral devices of the virtual human that may be used to open the
box with the discretion of the virtual human.

9.5.3 Collaboration Between the Robot and the Virtual
Human to Assist the Human

To find out the hidden object through the collaboration between the artificial agents
(virtual human and humanoid robot), one agent (either the robot or the virtual
human) acts as the master and another agent acts as the follower. Let us consider the
case first when the virtual human acts as the master and the robot acts as the
follower. Then, the opposite may be considered.
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9.5.3.1 The Virtual Human Is the Master and the Robot Is
the Follower

As Fig. 9.3c shows, during the collaboration, the virtual human appears in the
screen, shows some gestures (e.g., stands straight, looks at the robot standing in
front of her based on head tracking, shows gaze/attention at the robot), shows some
emotional expressions (e.g., smiles at the robot) and also uses some verbal
expressions (speech), e.g. the virtual human tells, “hi robot! I will help you find out
the hidden object, follow me”. Being the master, the virtual human inherits the
position information of the target box in the real-world, e.g. Or = x, y, z½ �T as in
Fig. 9.3d from the computer system. Based on this information, the virtual human
turns her face toward the correct location of the box containing the object, moves
(walks) toward the target box, and uses the pre-specified position and posture of her
fingertip (e.g., Ov = x1, y1, z1½ �T) in the virtual environment appropriate for pointing
the real-world target box as shown in Fig. 9.3d. Then, the virtual human based on
pre-stored information uses verbal instructions to clarify the position of the object to
the robot, e.g. the virtual human tells, “hi robot, the object is inside that box, the
box containing the object is lying on a sofa closer to the screen, it is on top of
another box”, and so forth.

Then, the follower agent (robot) tries to identify the correct location of the box
based on the instructions it receives from the master agent (virtual human). The
virtual human’s fingertip position in the virtual environment is shared to the robot
through the computer system, which helps the robot determine the corresponding
position of the target box in the real-world space based on the preplanned mapping
(Fig. 9.3d). Once the target position is determined, the robot uses some verbal
expressions such as it tells, “hi virtual human! thank you for instructing the location
of the object, now I may try to find it”. Then, the robot shows some gestures such as
turns its face toward the target position, walks to near the target, stops walking,
looks at the target position (box), points at the box and tells, “I have found the box
where the object may exist, thank you virtual human for your help”. In fact, the
robot cannot open the box due to limitation of its skills. Hence, the human slowly
moves to the pointed box, opens the box and checks whether the object exists inside
that box.

9.5.3.2 The Robot Is the Master and the Virtual Human Is
the Follower

Similar story happens if the robot is the master and the virtual human is the
follower. At the beginning, the robot uses similar gestures and verbal expressions as
the virtual human uses during its role as the master agent. Being the master, the
robot inherits the position information of the target box in the real-world, e.g.
Or = x, y, z½ �T as in Fig. 9.3d. Then, the robot moves to near the target position and
points at the target box. An Inertial Measurement Unit (IMU) attached onto the
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fingers of the robot hand measures the position of the fingertip, which is then passed
to the virtual human through the computer system. Then, the corresponding fin-
gertip position of the virtual human is determined based on the preplanned mapping
(Fig. 9.3d), which is the target position for the virtual human. Then, the virtual
human follows the instructions of the robot in the similar way as the robot (as a
follower) follows the instructions of the virtual human, moves toward the target
position (within the screen), points from the virtual world at the target box in the
physical world as illustrated in Fig. 9.3d, and then tells, “hi robot! I have found the
box, the box is that one where the object may exist”. The virtual human cannot
open the box as it cannot come outside the screen. Hence, the human moves to the
box that was pointed jointly by the robot and the virtual human, opens the pointed
box and checks whether the object exists inside that box.

Remark 1: Here, the robot and the virtual human’s gestural, emotional and verbal
expressions are used to mimic human-human interactions to just make the col-
laboration more natural.
Remark 2: The human may himself/herself find out the hidden (missing) object
instead of receiving supports from the virtual human and the robot. However, let us
consider the following cases where the proposed assistance may be necessary:

i. The human has no knowledge of the correct location of the hidden object.
ii. The human is disabled with limited mobility or busy and thus wants to get the

object searched out by the agents or through their collaboration (assisted
living). In this case, the human still needs to move to pick the object, but
limited movement may be sufficient to get the object as the human knows the
correct location of the object through the assistance of the agents. The human
may not need to move at all if the artificial agents are enough capable to open
the box and carry the object to the immobile human, which is not feasible now
but may be feasible in the near future.

iii. The human may be partly cognitively disabled and hence cannot use his/her
intelligence to process visual and cognitive information to determine the
search path, and the human may have problem in memory.

iv. The human actually does not need to command the robot or the virtual human
to start searching the object. Instead, the robot or the virtual human can
understand the human’s intent through head recognition (recognition of
presence) based on ambient information (visual information through the
Kinect). This is suitable for cognitively disabled humans who even cannot
express their needs or cannot command someone to receive help.

Remark 3: One agent (either the virtual human or the robot) may find out the object
alone without collaborating with another one. However, let us consider the fol-
lowing cases where such collaboration may be necessary:

i. One agent has no knowledge about the correct location of the hidden object.
ii. One agent who has knowledge about the object is not physically present in the

site, and thus appears through telepresence to help another local agent to find
out the object.
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iii. One agent is less intelligent, but more physically skillful to find out the object,
and the vice versa.

iv. As both agents are artificial with limited skills, intelligence and capabilities,
collaboration between them may benefit each other with complementary
attributes, intelligence and skills, which may ease the task and enhance the
reliability of the assistance provided to the human.

9.5.4 Strategy of Determining the Master and the Follower
Agent

Whether the virtual human or the robot should act as the master agent depends on the
bilateral trust between them. The collaboration scheme including the switching of
master (leader)-follower role based on the bilateral trust is given in Fig. 9.4, where
TVH2HR prior trialð Þ is the virtual human’s trust in the robot in immediate prior trial (a
run), and THR2VH prior trialð Þ is the robot’s trust in the virtual human in that
immediate prior trial. Usually, the master takes the initiative to find out the hidden
object, and hence the initiatives also switch between the agents depending on their
bilateral trust. Thus, the collaboration may be considered as a mixed-initiative col-
laboration [30] triggered by bilateral trust between the artificial agents.

Fig. 9.4 The collaboration scheme and the switching of master (leader)-follower role based on the
bilateral trust of the robot and the virtual human
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9.6 Modeling and Measurement of Human Trust in Robot
and Virtual Human and Bilateral Trust Between
Robot and Virtual Human

Modeling and measurement of trust is an enabling step to implement the proposed
collaboration between the robot and the virtual human explained in Sect. 9.5.3. The
switch of their roles in taking initiatives as proposed in Sect. 9.5.4 is also based on
the bilateral trust between them. In order to support the proposed collaboration, the
trust modeling and measurement methods are presented below.

9.6.1 Trust Modeling

Trust is actually a perceptual issue and the human has actual feeling of trust in an
artificial agent or in another human. A computational model of human’s trust in the
robot or in the virtual human is proposed here. Though trust of one agent in another
agent may depend on many factors, in Lee and Moray’s study [45], a time-series
model based only on performance and faults of automation (artificial agent) was
used to compute human’s (biological agent) trust in automation. A general com-
putational model of human trust in robot/virtual human may be expressed in (9.1),
where, Ta(trial) is human’s trust in agent (robot/virtual human) for a trial, Gi are
real-valued constants relevant to the specific human-agent system where
i=0, 1, 2, 3, 4, and np is random noise perturbation (if any). It may be an ordinary
deterministic regression model and an error-based learning algorithm, but here it is
treated as the computed trust of the assisted human in robot or in virtual human.
Here, Ta(prior trial) and np trialð Þ in (9.1) may be ignored.

Ta trialð Þ=G0Ta prior trialð Þ+G1Agent Performance trialð Þ
+G2Agent Performance prior trialð Þ
+G3Agent Fault Status trialð Þ
+G4Agent Fault Status prior trialð Þ+ np trialð Þ

ð9:1Þ

It is impossible to generate similar feelings of trust of an artificial agent in
another artificial agent (e.g., a robot’s trust in the virtual human). Nevertheless, the
idea in Lee and Moray’s study may be extended to derive the computational model
of an artificial agent’s trust (e.g., virtual human’s trust) in another artificial agent
(e.g., robot) as in (9.2) and (9.3). In (9.2)–(9.3), TVH2HR trialð Þ is virtual human’s
trust in robot, THR2VH trialð Þ is robot’s trust in virtual human, PHR trialð Þ is the
reward score for performance status of the humanoid robot, FHR trialð Þ is the reward
score for fault status of the humanoid robot (reward for making less or no fault),
PVH trialð Þ is the reward score for performance status of the virtual human,
FVH trialð Þ is the reward score for fault status of the virtual human, and np1 trialð Þ
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and np2 trialð Þ are the noise and perturbation in a trial, and Ai and Bi are the
real-valued constants i=1, 2, 3, 4ð Þ that depend on the specific tasks and agents.
Here, np1 trialð Þ and np2 trialð Þ may be ignored.

TVH2HR trialð Þ=A1PHR trialð Þ+A2PHR prior trialð Þ+A3FHR trialð Þ+A4FHR prior trialð Þ
+ np1 trialð Þ

ð9:2Þ

THR2VHðtrialÞ=B1PVHðtrialÞ+B2PVHðprior trialÞ+B3FVHðtrialÞ+B4FVHðprior trialÞ
+ np2ðtrialÞ

ð9:3Þ

9.6.2 Trust Measurement

In order to measure Ta for a trial, the assisted human uses a five-point Likert scale to
rate his/her evaluation of the agent performance and the agent’s fault status for a
trial. The Likert scale is shown in Fig. 9.5. The agent performance is expressed in a
few criteria such as the agent’s speed (efficiency) in assisting the human finding the
object. The agent fault status is expressed in term of the agent’s accuracy in
pointing the box containing the object. For example, the human responds the fol-
lowing two questions separately using the Likert scale:

i. How was the performance of the agent in assisting you in finding the object?
ii. How was the fault avoiding ability or the accuracy of the agent in assisting you

in finding the object?

For real-time measurements of TVH2HR trialð Þ and THR2VH trialð Þ, real-time mea-
surements of performance and fault status of the robot and the virtual human are
necessary. Movement speed of the robot from its initial position to the target
position is considered as a criterion of robot performance, and the deviation of the
actual position pointed by the robot fingertip from the target position is considered
as a criterion of robot fault. Ideally, the robot speed and the target position of the
fingertip are fixed (set by computer program), and thus there should have no
deviation. However, external disturbances (e.g., friction between floor surface and
robot feet during walking, resistance of air, etc.) and change in robot stiffness due to
heat generated by the actuating motors may be the reasons behind the potential

Very High (5)High (4)Low (3)Very low (2)Extremely low (1)

Fig. 9.5 Likert scale to measure human’s trust in the agent for an assistance trial
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deviations in robot path trajectory and speed, which may cause the deviations
between the actual and the target pointing positions. An IMU attached onto robot’s
hand fingers can be used to measure its actual fingertip position when it points at the
target box. An IMU set over robot’s foot may measure its walking speed. Let Vrm is
the measured (actual) absolute walking speed of the robot, Vrs is the set (desired)
absolute speed for the robot, drs is the absolute shortest distance between the target
position (position of the target box) and the actual position of the robot fingertip
when it points at the box. The target position for a box is considered as the center of
the top view of the box if it is not stacked with another box. The center of the front
side (facing the robot) of the box is the target position for the box if the box is
stacked with other boxes. δ is a small magnitude of threshold determined based on
particular application. PHR trialð Þ and FHR trialð Þ may be objectively msured at
real-time using (9.4)–(9.5).

PHR trialð Þ=

1.00, if Vrm≈Vrs

0.75, if Vrs >Vrm ≥ 0.75Vrs

0.50, if 0.75Vrs >Vrm ≥ 0.5Vrs

0.25, if 0.5Vrs >Vrm ≥ 0.25Vrs

0.00, if Vrm <0.25Vrs

8>>>><
>>>>:

ð9:4Þ

FHR trialð Þ=
1, if drs≈0
0.5, if drs ≤ δ
0.0, otherwise

8<
: ð9:5Þ

Similarly, the movement speed and deviation of the actually pointed position
from the target pointing position of the virtual human are considered as its per-
formance and fault criterion respectively. Same as the robot, the speed and the
target pointing position of the virtual human are ideally fixed, but the communi-
cation delay between the client and the control server, disturbances, software errors
and system instabilities may reduce the speed of the virtual human. All these
including other uncertainties such as calibration (mapping) errors, unnoticed dis-
placement of the screen or the box, etc. may cause deviation in virtual human’s
pointed position from target position. If Vvhm is the actual absolute speed of the
virtual human (obtained through the computer system for the virtual human), Vvhs is
the absolute speed set for the virtual human, dvhs is the absolute shortest distance
between the target (set) position for the fingertip in the virtual environment
appropriate for pointing the corresponding real-world box (e.g., Ov in Fig. 9.3d)
and the actual position of the virtual human’s fingertip in the virtual environment
(obtained through computer system), then PVHðtrial) and FVH trialð Þ may be mea-
sured at real-time following (9.6)-(9.7), where σ is a small magnitude of threshold
determined based on the particular application.
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PVH trialð Þ=

1.00, if Vvhm≈Vvhs

0.75, if Vvhs >Vvhm ≥ 0.75Vvhs

0.50, if 0.75Vvhs >Vvhm ≥ 0.5Vvhs

0.25, if 0.5Vvhs >Vvhm ≥ 0.25Vvhs

0.00, if Vvhm <0.25Vvhs

8>>>><
>>>>:

ð9:6Þ

FVH trialð Þ=
1, if dvhs≈0
0.5, if dvhs ≤ σ
0.0, otherwise

8<
: ð9:7Þ

Note 1: δ and σ need to be adjusted as the chance of the robot being affected by
external disturbances is higher than that of the virtual human. One approach is to
consider δ≫ σ, which may help compare the faults between the agents on similar
extent.

Note 2: PVH and PHR are between 0 (least performance) and 1 (maximum per-
formance), and FVH and FHR are between 0 (there is some fault) and 1 (there is no
fault). In fact, PVH and PHR mean the reward for showing good performance, and
FVH and FHR mean the reward for making no or less fault. These values may be
normalized between 1 and 5 to make the computed trust values (TVH2HR and
THR2VHÞ comparable with the human’s assessed trust values obtained using the
Likert scale.

Note 3: The trust models may be verified using model verification tools [29], but
the models are validated here using experimental evaluation results, as follows.

9.7 Evaluation Scheme to Evaluate the Assistance
of the Robot, Virtual Human and Their Collaboration
to the Disabled Human

The quality of assistance of the robot, virtual human and their collaboration to
disabled humans is expressed in three categories as follows: (i) interaction quality
between the human and the robot, the virtual human and their collaboration,
(ii) overall task performance, and (iii) human’s overall likeability of the assistance.

Interaction quality between the human and the robot, the virtual human and their
collaboration is evaluated using two sub-categories of criteria: (a) attributes of the
assistant agent, (b) effectiveness of interactions between the human and the agents.
The attributes of the agent are evaluated based on the following terms: (i) level of
anthropomorphism of the agent, (ii) level of agent embodiment, (iii) quality of
verbal and facial expressions, gestures, actions and instructions of the agent, and
(iv) level of stability of the agent. The effectiveness of interactions between the
human and the agent is evaluated based on the following terms: (i) cooperation
level, (ii) level of engagement between the human and the agent, (iii) naturalness
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(similarity with human-human interactions) in the interactions, (iv) prospect/po-
tential of long term companionship between the human and the agent, and (v) sit-
uation awareness of the assisted human. The attributes and the effectiveness of
interactions are subjectively evaluated by the assisted human using the Likert scale
shown in Fig. 9.5.

The task performance is evaluated objectively following two criteria: (i) effi-
ciency, and (ii) success rate in finding the hidden object. The efficiency and success
rate are measured following (9.8) and (9.9) respectively. In (9.8), Tt is the targeted
time to complete the search task for a trial, and TA is the actual time for the task. In
(9.9), ntf is the total number of collaboration trails where the human could not
obtain the hidden object based on the instructions received from the agents or from
the collaboration of the two agents, and nt is the total number of trails.

Efficiency ηð Þ= Tt
TA

� �
×100% ð9:8Þ

Success rate λð Þ= 1−
ntf
nt

� �
×100% ð9:9Þ

Human’s likeability of the assistance received from the individual agents and
their collaboration is expressed through the levels of human’s (i) satisfaction in the
assistance, (ii) own trust in the agent/collaboration, and (iii) dependability in the
service. These criteria are assessed by the human using the Likert scale in Fig. 9.5.

9.8 Experimental Evaluation of the Quality
of the Assistance of the Robot, the Virtual Human
and Their Collaboration to the Disabled Human

9.8.1 Recruitment of Subjects

Thirty (30) human subjects (engineering students, males 26, females 4, mean age
25.67 years with variance 3.58 years) were recruited to participate in the experi-
ment. All the subjects reported to be physically and mentally healthy. The study
was approved by the concerned ethical committee.

9.8.2 Experimental Objectives

The objectives of the experiment were to evaluate the quality of the assistance
provided to disabled humans in finding the object by the robot, the virtual human
and their collaboration following the evaluation scheme introduced in Sect. 9.7.
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9.8.3 Hypotheses

It was hypothesized that-

i. Hypothesis I: The virtual human and the robot operated through the common
platform based on similar functions (APIs) would show similar satisfactory
behaviors and performance in assisting the humans.

ii. Hypothesis II: More human-like attributes of the artificial assistant agents
would be perceived better by the assisted humans and would result in better
interaction quality and assisted human’s likeability.

iii. Hypothesis III: Collaboration between assistant agents would result in better
perceived attributes, performance and assisted human’s likeability than that
resulted in for individual assistant agents (robot or virtual human).

9.8.4 Experimental Procedures

At first, a few practice trials for assisting the humans by the robot, the virtual human
and their collaboration as shown in Figs. 9.3a-c respectively were implemented.
The information on agent performance and faults for the assistant robot and the
virtual human and their collaboration obtained during the practice sessions were
used to compute the constants Gi, Ai and Bi of the trust models in (9.1)–(9.3)
respectively following the Autoregressive Moving Average Model (ARMAV) [29],
as given in Table 9.1. The necessary thresholds to compute the trust were also
decided (Table 9.1).

Then, the experiment sessions started. During the experiment sessions, the robot
assisted a human subject finding out the missing household object as depicted in
Fig. 9.3a, which is named as “robot assists” assistance protocol. Then, the human
subject evaluated the interaction quality and his/her likeability of the assistance
following the evaluation scheme (Sect. 9.7). The human subject also evaluated the
agent performance and agent fault status subjectively. The experimenter evaluated
the task performance following the evaluation scheme. The evaluation data were
recorded properly. Then, the subject was replaced by another subject, and in this
way the 30 recruited subjects completed 30 trials separately.

Table 9.1 Values of the
constants for trust
computation

Constant Value Constant Value Constant Value

G1 0.4902 A1 0.513 B1 0.487
G2 0.050 A2 0.052 B2 0.061
G3 0.4201 A3 0.396 B3 0.403
G4 0.0397 A4 0.039 B4 0.049

δ 0.005 σ 0.001
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In the similar way, the 30 subjects participated separately in the cases when the
virtual human as in Fig. 9.3b assisted the human in finding out the missing object
(named as “virtual human assists” assistance protocol), and their collaboration as in
Fig. 9.3c assisted the humans in finding out the missing object (named as “col-
laboration assists” assistance protocol). Similar experimental procedures as utilized
for the case when the robot assisted the human in Fig. 9.3a were utilized for the
cases when the virtual human and the collaboration assisted the human. The same
30 subjects participated in three experiment protocols. However, the protocols were
randomized and the object was randomly hidden in different boxes that removed or
reduced the learning effects of the subjects.

9.8.5 Experimental Results

Figure 9.6 shows that the attributes of the robot as a personal assistant were per-
ceived better by the assisted humans than those of the virtual human as a personal
assistant to the human. It is assumed that human-like 3-dimensional physical
existence of the robot generated better perceptions of its overall attributes in the
human than in its virtual counterpart, which justifies hypothesis II. The results also
show that the attributes perceived by the assisted human were better for the col-
laboration of two agents than for the individual agents. It might happen because the
human perceived the attributes of both physical and virtual agents during the col-
laborative assistance together, which might generate a better perception of the agent
attributes than the attributes the human perceived when individual agents assisted
the human. The results thus justify hypothesis III. Analysis of Variances (ANO-
VAs) showed that variations in attribute scores between subjects for each attribute
criterion for the three assistance protocols were statistically nonsignificant (e.g., for
level of agent anthropomorphism, F29, 58 = 1.44, p>0.05.), which indicate the
generality of the results. However, variations in attribute scores among the three
assistance protocols were statistically significant (F2, 58 = 23.19, p<0.05), which
statistically prove that the subjects perceived the attributes of the artificial agents for
different assistance protocols differently. However, there were slight different
results for the stability. The stability of the robot was lower than that of the virtual
human probably due to the reasons that the robot was affected by the disturbances
such as floor roughness, motor temperature, obstacles, air resistance, etc., but the
virtual human was not so affected by those disturbances. The robot stability
improved when the assistance was provided by the collaboration, but it was still
lower than that when the assistance was provided by the virtual human. It might
happen because the comparatively less stable robot was involved in the collabo-
ration with the comparatively more stable virtual human, which might reduce the
resultant stability of their collaboration. Nevertheless, the attributes of both artificial
agents and their collaboration were perceived as satisfactory according to the scale
in Fig. 9.5 by the assisted humans. The results thus justify the effectiveness of
generating human-like satisfactory attributes in artificial agents of heterogeneous
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realities operated through a unified platform for the real-world task performed
individually or in collaboration for assistance to humans. The results thus justify
hypothesis I.

Figure 9.7 shows that the effectiveness of interaction of the robot as a personal
assistant was rated higher by the assisted humans than that of the virtual human as a
personal assistant to the humans. It is assumed that human-like 3-dimensional
physical existence of the robot helped produce better interactions over its virtual
counterpart, which justifies hypothesis II. The results also show that the effec-
tiveness of interaction perceived by the assisted humans were better for the col-
laboration of the agents than that for the individual agents. It might happen because
the human received the assistance of both the physical and virtual agents during the
collaborative assistance together that might generate a better interaction environ-
ment than the interactions the human experienced when individual artificial agents
assisted the human. The results thus justify hypothesis III. The interaction results
were also in line with the perceived attributes. ANOVAs showed that variations in
interaction scores between subjects for each interaction criterion for the three
assistance protocols were statistically nonsignificant (e.g., for level of cooperation,
F29, 58 = 1.39, p>0.05), which indicate the generality of the results. However,
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variations in interaction scores among the three assistance protocols were statisti-
cally significant (F2, 58 = 22.78, p<0.05.), which prove that the effectiveness of
interactions between the human and the individual artificial agents and their col-
laboration was different. Nevertheless, effectiveness of interaction for the three
independent assistance protocols were evaluated by the human as satisfactory
according to the scale in Fig. 9.5. The results thus justify the generation of satis-
factory interactions between human and artificial agents of heterogeneous realities
operated through a unified platform for real-world task performed by the agents
individually or in collaboration. The results also justify hypothesis I.

Figure 9.8 shows the computed values of human’s trust in robot and virtual
human, robot’s trust in virtual human and virtual human’s trust in robot for different
trials. The results show that the trust of the human on the artificial agents and the
trust between the artificial agents were high (at least 4 out of 5 or 80% and above),
which indicate that the human was willing to receive assistance from the artificial
agents, and the assistance of one artificial agent toward another artificial agent was
also rational and practical for the selected collaboration task. The high trust on the
artificial agents also proved the ability of the artificial agents to produce high
performance and avoid faults during assisting the human individually or collabo-
ratively [28]. The results thus justify the effectiveness of generating similar and
satisfactory skills and capabilities in the artificial agents of heterogeneous realities
for a real-world common task through a common platform, and also justify
hypothesis I. The results show that human’s trust in the virtual human was higher
than that in the robot even though the attributes of the robot perceived by the human
(Fig. 9.6) and the effectiveness of interaction (Fig. 9.7) were better for the robot
than that for the virtual human. It might happen due to comparatively slower motion
and less accuracy in motion and action of the robot caused by the disturbances of
the physical world than comparatively faster and more accurate motion and action
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of the virtual human in the virtual environment that was less affected by external
disturbances. The results also show that the robot’s trust in the virtual human was
higher than the virtual human’s trust in the robot for 27 trials out of 30 trials (i.e., in
90% cases). It indicates that the virtual human served as the master agent and the
robot served as the follower agent in 90% trials under the protocol when the
artificial agents assisted the human collaboratively. Again, in the remaining 10%
trials, the role of the agents as master and follower as well as their turns in taking
initiatives were switched based on the bilateral trust values according to the col-
laboration scheme (Fig. 9.4). The results thus also prove the effectiveness of the
mixed-initiatives in the collaboration of two artificial agents of heterogeneous
realities for personal assistance to humans [30]. The results also show that the
assisted human’s trust was the highest when the virtual human assisted the human.
The trust then decreased when the robot assisted the human, and the trust further
decreased when their collaboration assisted the human. It was also compatible with
the results that the robot’s trust in the virtual human was higher than the virtual
human’s trust in the robot.

Figure 9.9 shows that the efficiency was the highest when the virtual human
assisted the human. The efficiency dropped when the robot assisted the human. The
efficiency further dropped when their collaboration assisted the human. The results
were in line with the computed trust levels in Fig. 9.8. It might happen due to
comparatively slower motion and action of the robot caused by the disturbances of
the physical world (floor roughness, motor temperature, obstacles, air resistance,
etc.) than comparatively faster motion and action of the virtual human in the virtual
environment, which was less affected by external disturbances. The efficiency
slightly dropped and became less uniform for the protocol when the assistance was
provided by the collaboration because the comparatively less efficient robot was
involved in the collaboration with comparatively more efficient virtual human,
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which reduced the resultant efficiency of the collaboration. Nevertheless, levels of
efficiency for the three independent assistance protocols were satisfactory (above
80%).

Figure 9.10 shows that despite having slight differences in perceived attributes,
effectiveness in interactions, trust levels and efficiencies, the assistance was 100%
successful for all assistance protocols. The results thus justify the effectiveness of
generating efficient and successful interactions between human and artificial agents
of heterogeneous realities for real-world task performed by the agents individually
or in collaboration operated through the common platform.

Figure 9.11 shows the likeability of the humans for the assistance they received
from the artificial agents and their collaboration for the selected task. The results
show that the assisted humans were satisfied with the assistance and thus their own
trust toward the agents and their collaboration was also high. High level satisfaction
and trust of the assisted humans indicate their interest and willingness to receive the
assistance and show their dependency on the assistance provided by the agents in
three independent protocols. The results show that the likeability was higher when
the robot assisted the human than when the virtual human assisted. The likeability
dropped when the virtual human assisted the human even though the virtual human
had better efficiency and trustworthiness over the robot. Better attributes and
interactions with the human due to having 3-dimensional physical existence of the
robot might be the reason of more likeability of the robot over its virtual coun-
terpart. Again, humans liked the assistance provided by the collaboration of the
assistant agents more than that provided by the individual agents. ANOVAs showed
that variations in likeability scores between subjects for each likeability criterion for
the three assistance protocols were statistically nonsignificant (e.g., for satisfaction,
F29, 58 = 1.33, p>0.05), which indicate the generality of the results. However,
variations in likeability scores among the three assistance protocols were statisti-
cally significant (F2, 58 = 21.54, p<0.05), which proved that the likeability of the
human for the assistance provided by the individual agents and their collaboration
was different. The results also show that the subjectively assessed trust values
(Fig. 9.11) were similar as the computed trust values (Fig. 9.8), which validate the
effectiveness of the computed trust models and the real-time trust measurement
methods.
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The above results generally show that, being a physical agent, the robot had
better attributes and interaction quality than the virtual human, but the robot’s lower
stability and vulnerability to disturbances compared to its virtual counterpart might
reduce its performance, accuracy, efficiency, and trustworthiness, which reduced its
role in taking initiatives in the mixed-initiative collaboration. Despite having slight
differences in attributes, interaction quality, stability, performance, accuracy and
efficiency among the robot, the virtual human and their collaboration, the fact is that
the real-world assistance to the humans by the artificial agents and their collabo-
ration through a common platform was successful. All the three adopted hypotheses
were justified and were proved to be true. The results thus pave the way to applying
the artificial agents of heterogeneous realities for various purposes such as assisted
living, social companionships for old and lonely people, personal assistance, etc.

9.9 Limitations of the Methods and the Results

• The activities of the virtual human and the robot were pre-planned and thus
limited. For example, the agents performed their actions to assist the human and
each other only in pre-planned ways for objects hidden only in a few locations
(10 locations). It is assumed that the intelligence and capabilities of the agents
may be enhanced so that they are more robust to assist or collaborate in many
ways for objects hidden in any arbitrary location within the specified space.

• The real-time measurement of bilateral trust between the agents seemed to be
less robust due to limitations in sensor arrangement. More ambient and other
sensing methods may make the real-time measurement of the bilateral trust more
robust, repeatable and reproducible.
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Despite having above limitations, it is assumed that being an initial effort toward
a very big emerging technology, the deployment of the robot, the virtual human and
their real-time collaboration through a unified platform of agents of heterogeneous
realities for assisting humans at home settings was successful.

9.10 Conclusions and Future Works

Two artificial agents of heterogeneous realities (a physical robot and a virtual
human) were developed with a set of similar skills, intelligence and capabilities, and
were integrated through a common platform to perform individually and collabo-
ratively a real-world common task (searching for a missing object) in a homely
environment as an assistance to disabled humans. Models for human’s trust in the
agents and bilateral trust models between the agents were derived and a trust-based
collaboration scheme between the agents was developed. The levels of assistance of
the individual robot, the virtual human and their collaboration were evaluated
experimentally using a comprehensive evaluation scheme. The results show that the
collaboration between the agents partly outperformed the individual agents in
assisting the humans, and the physical agent (robot) partly outperformed the virtual
agents in assisting humans in real-world home-settings. However, all three proto-
cols (robot as an assistant, virtual human as an assistant, and their collaboration as
an assistant) were satisfactory to assist the humans in the real-world settings. The
major novelties and contributions of the proposed emerging technologies are:
(i) intelligence, autonomy and capabilities of the virtual human and the robot were
enhanced, (ii) the virtual human was empowered to perform beyond the virtual
environment, (iii) a common platform was demonstrated as an emerging technology
to operate agents of heterogeneous realities, (iv) human’s trust in agents and
bilateral trust models between artificial agents were derived and real-time mea-
surement of bilateral trust was proposed to establish trust in artificial agents of
heterogeneous realities, and (v) a comprehensive scheme was proposed to evaluate
the interactions between the agents of heterogeneous realities for their assistance to
disabled humans. The evaluation results justified the effectiveness of the proposed
approaches of the emerging technologies. The results may be useful to develop
advanced emerging technologies such as adaptive social ecologies and
cyber-physical-social systems (CPSSs) using smart agents of heterogeneous reali-
ties with ambient intelligence for personal assistance in assisted living, social
companionships, smart homes, etc.

In the future, agent intelligence will be enhanced to make the collaboration
feasible for objects placed in any location in the space. Novel controls will be used
to control the collaboration within desired specifications. The measurements of
bilateral trust in real-time and the trust-based collaboration will be made more
reliable, repeatable and reproducible using more appropriate sensing technologies.
Personal assistance to humans will be provided in the context of more practical
daily activities.
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Chapter 10
Emotion Detection and Regulation
from Personal Assistant Robot
in Smart Environment

José Carlos Castillo, Álvaro Castro-González, Fernándo Alonso-Martín,
Antonio Fernández-Caballero and Miguel Ángel Salichs

Abstract This paper introduces a proposal for integrating personal assistant robots

with social capacities in smart environments. The personal robot will be a fundamen-

tal element for the detection and healthy regulation of the affect of the environment’s

inhabitants. A full description of the main features of the proposed personal assis-

tant robot are introduced. Also, the multi-modal emotion detection and emotion reg-

ulation modules are fully described. Machine learning techniques are employed for

emotion recognition from voice and images and both outputs are merged to achieve

the detected emotion.

10.1 Introduction

Smart environments evolve from ubiquitous computing following the idea of “a

physical world that is richly and invisibly interwoven with sensors, actuators, dis-

plays, and computational elements, embedded seamlessly in the everyday objects

of our lives, and connected through a continuous network” [1]. Smart environments

are composed of several heterogeneous sensors placed throughout the environment,

thus providing great amounts of data. Scalable and flexible platforms integrate such

devices and provide applications with the necessary interfaces to interoperate with

the information coming from the available resources. The main goal of a smart envi-

ronment is using this information to achieve a more comfortable life for its inhabi-

tants.

Some recent previous works of our research teams hold the objective to achieve

emotion detection and regulation in smart environments through the incorporation of
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several sensing and actuation technologies. The ultimate aim is to maintain a healthy

affective state of the subject. In our opinion, the inclusion of a robotic platform

in such smart environments opens new possibilities for perceiving the inhabitant’s

emotional state and properly acting on his/her mood. In particular, social robots and

humans tend to establish affective bonds that could be exploited in a smart environ-

ment. Therefore, these robotic platforms are not only a mere set of mobile sensors

and actuators as robot companions but also a way to offer easy and amiable interac-

tion between humans and the smart environment.

This paper introduces a proposal to incorporate a personal assistant robot with

social skills into a smart environment for the sake of complementing intelligent affec-

tive detection and regulation strategies. According to the European Commission,

“personal assistant robots would be able to learn new skills and tasks in an active

open-ended way and to grow in constant interaction and co-operation with humans”

[2]. Here, it is our intention to establish the foundations for designing social personal

assistant robots as an outstanding part to enhance the capabilities of smart environ-

ments.

The rest of the proposal is described next. Section 10.2 introduces the description

of the proposed personal assistant robot. This section shows the main features that

the social robot has to build-in, that is, it has to be mobile, it has to wear ears and

eyes, and it has to incorporate expressive capabilities. Afterwards, in order to achieve

affective detection, Sect. 10.3 describes the main features of the multi-modal emotion

detection module included in the social robot. Emotion detection is done in this pro-

posal through applying machine learning techniques to both voice and video streams,

analysing the sensory data separately and then merging both outcomes. Next, the pro-

posed affective regulation module is described in Sect. 10.4. Lastly, our conclusions

are summarised in Sect. 10.5.

10.2 The Personal Assistant Robot

As described before, in previous works we have been designing smart environments

endowed with perception and action capabilities to detect and regulate the user’s

emotional state [3, 6]. However, this approach presents several drawbacks and limi-

tations. Firstly, the environment has to be altered resulting in high economic cost of

installation and maintenance. Besides, the installed devices/sensors are usually per-

ceived by the user as moderately to very intrusive; and therefore the smart system

could be rejected. Finally, the location of the sensors is static. Thus, the monitoring

elements are located far from the user (walls or ceiling) most of the time, lowering

the quality of the data captured.

The use of a social robot mitigates these problems. Social robots are intended

to interact with people following established behavioural norms [7]. These robots

coexist in daily environments (e.g. homes, schools, hospitals or museums) helping

humans to perform particular tasks, assisting patients with their therapies, or just

accompanying people. This kind of activities requires the robot appearance to be
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appealing and friendly, unlike traditional industrial robots for instance. Consequently

social robots need to be carefully designed. Traditionally, these robots present an

external look similar to animals (dog robot [8], cat robot [9], a seal robot [10]),

cartoons (big eyes, or round shapes), or even a mix of both, such us the little, furry

DragonBot [11].

A social robot’s friendly appearance will for sure help to be accepted by the users

and emotional bonds, similar to those existing with a pet or a friend, will arise. The

inclusion of head, face and arms in the robot benefits perception of a living entity

or an animal. In addition, all sensors are located on board, avoiding the need of a

physical set-up and the modification of the environment. Moreover, this implies that

the robot is able to move around the environment to approach the user, or to move to

another room. Therefore, its is mandatory that the social robot integrates a mobile

platform. Most of the human-robot interactions with social robots are usually con-

ducted is short distances (around few meters), similar to human-human interactions.

This proximity between the user and the robot ensures the acquisition of a high qual-

ity data from the embarked sensors.

Another important aspect is the robot’s size. This will depend on the users it is

intended to interact with. In usual daily living environments, the robot would live

with adults who are able to easily communicate with the robot in a natural manner.

A small robot would cause users to bend when communicating, and a big robot could

be overwhelming. In consequence, considering the average height of adult men and

women, we believe that the robot’s height should range between 1.5 and 1.7m.

In the next subsections, the required hardware (sensors and actuators) that are

needed by the robotic platform to successfully operate in a smart environment is

described.

10.2.1 A Mobile Social Robot

As already stated, the social robot needs to autonomously move around to approach,

follow, or search for users. To date, the most reliable technology to achieve this func-

tionality is a mobile platform based on wheels. In order to allow a safe navigation,

the robot needs a map of the environment for detecting obstacles and calculating the

trajectory from one point to another. These tasks require that the robot gets data to

build the map and perform obstacle detection.

A clever combination is to install a 2D LIDAR in the base and a 3D depth cam-

era. The LIDAR device provides accurate data to build the map and to navigate.

Nevertheless, it only provides 2D data that could be insufficient to detect obstacles

like a table or a stretcher. This type of barriers are easily detected by a 3D camera,

like the well-known RGB-D Kinect sensor. The merged data from these two types of

devices, together with the precise control of the motorised wheels, results in a safe

and reliable navigation of our mobile platform.
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10.2.2 A Social Robot with Ears and Eyes

Based on previous works (e.g. [12, 13]), we want to use a mobile, social robot as a

smart sensor to estimate the user’s emotional state or mood. We will use two sources

of information mainly, the user’s voice and image. This is why our social robot needs

“ears” and “eyes”.

In order to detect users utterance, we suggest to endow the robot with an array

of directional microphones that provide high quality sound, even if the source is not

very close, but at the cost of a narrow operational angle. This is why we need a ring

of micros around the robot. As an extra benefit, the ring of microphones allows the

localisation of the audio source, which results very interesting during human-robot

interaction.

In the audio domain, the emotional content of the signal can provide helpful infor-

mation to asses the user’s state—for instance, the tone of voice of a person about to

cry is completely different to a happy person’s one. In relation with the robot’s “eyes”,

the user’s face is analysed to assess the current emotion [16, 17].

10.2.3 A Social Robot with Expressive Capabilities

In this paper, our intention is to present a system that combines a smart environment

with a social robot to modify the user’s emotional state. Therefore, the robot needs

to have expressive capabilities to impact on the user’s affective state. The way the

robot moves could affect the user’s perception of the robot. In case the robot moves

with abrupt movements, the robot could be perceived as dangerous and the user

would feel agitated. On the contrary, if the robot performs soft, smooth movements,

it could contribute to calm the user.

Many social robots are endowed with screens (for example in the eyes, the face, or

the body [14, 15]). The dominant colour displayed on the screens can change accord-

ing to the desired effect on the user, as described later on in the section dedicated

to emotion regulation. Also the multimedia content shown can help to communicate

an emotion: high-valence and low-arousal images similar to those labelled in the

International Affective Picture System database [18] help to calm down a person,

or emoticons help to perceive the robot’s artificial emotional state (like smiling or

sad faces). Similarly to the intention followed with screens, some recent robots are

endowed with a projector to display images on the environment. Due to the impact

of the projections on the surroundings, this sounds like a promising method to guide

the user’s mood. Besides, colour LEDs can be placed in different parts of the robot,

e.g. chicks, mouth, or base. The colour displayed in these elements would depend on

the user requirements.

Finally, other crucial robotic elements capable of altering the human mood are

non-verbal sounds. Different sounds full of emotional content can be synthesized

or reproduced by the robot. Most of these elements, both sensors and actuators, are
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Fig. 10.1 Maggie (left) and

MBot (right), the mobile

social robots from the

Robotics Lab at Universidad

Carlos III de Madrid

present in the social robots from the Robotics Lab at Carlos III University of Madrid

(Fig. 10.1). Additionally, these robots are a good example of mobile platforms with

a friendly external appearance and an appropriate size.

10.3 The Multi-modal Emotion Detection Module

The emotion detection module combines analysis in two different domains. On the

one hand, it uses voice analysis techniques to assess emotions in the user’s speech.

Computer vision complement the audio-based approach by adding face detection

and recognition capabilities that are also able to detect emotions in video sequences.

Finally, a bayesian decision rule is in charge of merging the outputs from both analy-

ses, generating a unique result. The combination of both approaches is described in

Fig. 10.2.

In the figure, GEVA is the component in charge of emotion detection through

voice analysis while GEFA is in charge of emotion detection through video (facial

expressions) analysis. Therefore, the input to GEVA is the user’s voice, where fea-

tures are extracted and a couple of classifiers obtain one of the basic emotions “neu-

tral”, “happiness”, “sadness” and “surprise”. Complementary, GEFA uses a couple

of tools (as described in Sect. 10.3.2) to obtain the same basic emotions. Lastly, there

is a decision rule that uses the output of both components to get a final consensus

basic emotion as detailed in Sect. 10.3.3.

Four basic emotions, “neutral”, “happiness”, “sadness” and “surprise”, have been

chosen for two main reasons: The first one is that these basic emotions can be repre-

sented very easily in a classical circumplex model of affect [19]. This model suggests

that emotions are distributed in a two-dimensional circular space, containing arousal

(activation) and valence (pleasantness) dimensions. Arousal represents the vertical

axis and valence expresses the horizontal axis, while the centre of the circle means a
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Fig. 10.2 General scheme of the multimodal emotion detection module

Fig. 10.3 Circumplex

model of affect including the

four basic emotions

considered

neutral valence and a medium level of arousal. In this model, emotional states can be

represented at any level of valence and arousal, or at a neutral level of one or both of

these factors. Figure 10.3 offers a circumplex model of affect particularised for the

four emotions considered in this proposal.

In second place, the pathways to regulate the chosen emotions are also well-

known in Psychology. In fact, empirical evidence shows that the two emotional
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dimensions of arousal and valence are not independent of each other [20]. Rather,

they form a V (“boomerang”)-shaped function, with the unpleasant stimuli tending

to be more highly arousing than pleasant stimuli, and both pleasant and unpleasant

stimuli being more arousing than neutral stimuli. Considerable evidence supports

this “boomerang” shape in averaged data on arousal and valence ratings of people’s

reactions to affective visual stimuli. In Fig. 10.3 you may also observe that the two

axis split the circumference into four parts denominated Activated Unpleasant Affect,
Unactivated Unpleasant Affect, Unactivated Pleasant Affect and Activated Pleasant
Affect.

10.3.1 Emotion Detection Through Voice Analysis

Changes in emotions can be detected by analysing the interlocutor’s voice tone [21].

This proposal exploits the capabilities of a multi-domain audio-based emotion detec-

tion approach named GEVA [22, 23]. It extracts some relevant features from the

input signals that are sent to a classifier that obtains the emotion as an output.

10.3.1.1 Feature Extraction

In this first phase of the GEVA component, the analysis is performed in three

domains: (i) time domain, in which the analysis is directly performed in the ana-

logue signal; (ii) frequency domain, in which the Fast Fourier Transform is applied

to the input signal; and (iii) time-frequency domain, in which the analysis is per-

formed after applying the Discrete Haar Wavelet transform to the input data. Fea-

tures are extracted in these three domains using Chuck,
1

a programming language

for real-time sound synthesis and sound wave analysis. The features extracted are the

following ones:

∙ Pitch: Sound frequency as perceived by the human ear.

∙ Flux: How big the sound variations are in the frequency domain. Values close to

zero indicate small differences whilst values near one imply that there are impor-

tant variations in the frequency domain.

∙ Rolloff-95: Frequency value at which 95% of the signal energy is already con-

tained.

∙ Centroid: Median of the signal spectrum. That is, the frequency the signal

approaches the most. This frequency is related to the tone of a sound (timber).

∙ Zero-crossing rate: Number of times that the signal crosses the zero (x axis). This

is useful to distinguish between background noise and voice since the former tend

to cross the axis more frequently than the latter.

1
Chuck website: http://chuck.cs.princeton.edu/uana/.

http://chuck.cs.princeton.edu/uana/
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∙ Signal-to-noise ratio (SNR): Voice signal volume with respect to the background

noise.

∙ The communicative rhythm: This feature is defined as the number of words pro-

nounced per minute. This is useful when trying to distinguish emotions since each

of them have characteristic communication rhythms.

10.3.1.2 Classification

The features described in the previous phase characterise the main parameters of

the acquired sound wave. Next, these are used to train a classifier that obtains the

detected emotion. GEVA implements an off-line universal classifier, trained with

no constraint regarding the type of user. Therefore, the dataset for training contains

sentences from a wide range of users of different age, language and gender. The

dataset contains samples of tagged locutions for the four target emotions: “happi-

ness”, “sadness”, “surprise” and “neutral”. The training dataset is composed from

several sources:

∙ Voice examples from the developers simulating emotions.

∙ Interviews with colleagues asked to fake emotions.

∙ Real or spontaneous interactions between the robot and colleagues.

∙ Interviews obtained from the Internet.

∙ TV shows from the Internet.

∙ Audiobooks from the Internet.

∙ Databases with a tagged voice corpus:

– Emotional Prosody Speech Database (LDC): with 15 types of emotions [24].

– Berlin Emotional Speech Database (EmoDB): with seven types of emotions

[25].

– Danish Emotional Speech Corpus (HUMANAINE): with five types of emotions

[26].

– FAU Aibo Emotion Corpus: 8.9 h of spontaneous voice recordings from 51 chil-

dren, with 11 types of emotions
2

[27].

In order to find the best-suited classifier for emotion detection we have used the

software library Weka [28], which integrates more than one hundred machine learn-

ing techniques.

Using our linguistic corpus and the voice feature extraction module, a file con-

taining about 500 emotion-tagged locutions with training patterns for Weka is built.

Using cross-validation over the dataset, two algorithms are selected: a decision

tree-based algorithm, J48, and a decision rule-based one, JRIP, with a 80.51% and

81, 15% of success rate, respectively (see [23] for more details).

2
Fau website: http://www5.cs.fau.de/de/mitarbeiter/steidl-stefan/fau-aibo-emotion-corpus.

http://www5.cs.fau.de/de/mitarbeiter/steidl-stefan/fau-aibo-emotion-corpus
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10.3.2 Emotion Detection Through Video Analysis

The literature offers a number of techniques for emotion detection from facial expres-

sions [16, 17]. Most of these techniques follow the same steps: (i) face detection in

the image flow; (ii) facial feature extraction, such as distance between eyes or mouth

shape, among others; and (iii) emotion classification using the previous features and

several learning techniques.

Currently, there is a number of algorithms for user face detection and tracking

in multiple applications. Usually, these techniques focus on the detection of frontal

faces, identifying candidate regions for characteristic components of a face such as

eyes, nose or mouth. Among the most widespread techniques we may find the Viola

and Jones algorithm [29], although there are other trends such as the ones based on

machine learning, e.g. neural networks [30] or support vector machines (SVM) [31].

Besides, well-known image processing libraries such as OpenCV
3

also include other

wide-spread algorithms for face detection.

After locating a face in the image, it is necessary to extract features to simplify

the classifiers’ work. For this purpose, there are approaches based on interest points

and their geometric relationships (local approximation) [32, 33]. Also, some works

deal with this problem through representing the face as a whole unit, e.g. placing

a 3D mesh over the detected face, calculating the differences between the current

detection and a target one (holistic approach) [34, 36]. These two approaches can

be mixed together by using the interest points to determine the initial position of the

mesh [37].

There are works that verse about the possibility of having a universal facial expres-

sions classification for emotion recognition, taking into account gender, age and cul-

ture [38, 39]. This is related to the different intensities when expressing emotions

which make the recognition problem more challenging when the intensity is low, as

facial variations are more subtle.

In conjunction with the advances in the literature, some works propose off-the-

shelf tools for face detection, feature extraction and emotion classification. An exam-

ple is CERT [40], a visual tool that allows classifying six emotions in real time as well

as 16 action units (AU) from the Facial Action Coding System [41]. Feature extrac-

tion follows a local approximation-based approach and AUs are classified using a

SVM with results ranging between 80 and 90% for on-line emotion recognition.

CERT outputs the intensity value for each detected emotion. In this case, the out-

puts are: fun, joy, smile detector (these three are grouped in one set as happiness),

disgust and sadness (grouped as sadness), surprise, neutral, fear and anger (these last

two are not considered in our approach).

There is another interesting tool, SHORE [42, 43], for face detection and emo-

tion recognition in challenging environments (e.g. lightning changes). This software

implements a holistic approach able to track the position and orientation of user faces

although the detection performance is better when dealing with front views. SHORE

provides the intensity values of the following emotional states: happiness, sadness,

3
OpenCV website: http://opencv.org.

http://opencv.org
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surprise and anger. Again, this last emotion is not considered in our proposal. More-

over, if none of these emotional states has an intensity greater than 50%, then it is

assumed that the emotional state of the user is neutral.

These two tools, CERT and SHORE have been used to build the GEFA module.

Using these two tools, GEFA is able to operate at a maximum interaction distance

of 4.5m.

10.3.3 Integration of GEVA and GEFA

The outputs of the GEVA and GEFA emotion detection components need to be

merged in order to get a unified outcome. Figure 10.4 shows a scheme of the process

to determine the user emotion. A previous work [23] demonstrates that the accuracy

of the visual emotion detection system drops when users are talking, as the image

libraries for training are mainly composed of non-speaking face images. Therefore,

when a user is quiet, the output of GEFA is considered and, otherwise, the informa-

tion coming from GEVA is the one taken into account. These outputs may be seen

as independent, since they occur at different time instants. Nevertheless, emotions

do not occur instantaneously, so a decision rule can be useful to combine the infor-

mation from both emotion detection modules, generating a single output with lower

temporal resolution.

Once the success rate of each module (with two classifiers each) is estimated, a

decision rule is applied in order to create a unified output. Prior to that, it is necessary

to determine the confidence degree of the output (the detected emotion) for each

Fig. 10.4 Graphical representation of the proposed system. Outputs from GEVA and GEFA are

fused using the decision rule
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classifier. In this work, the confidence degree of each output is calculated using the

Bayes theorem and the confusion matrices. The decision rule used is as follows:

Decision rule: The easiest way of determining the most probable state of the

system is to find the state ŝ that has the highest probability among all classifiers

given by:

ŝ ∈ 𝐒, ̂C ∈ 𝐂 | ∀si ∈ 𝐒,∀C ∈ 𝐂 , p(S = si|SC) ≤ p(S = ŝ|S
̂C). (10.1)

where the current state of the system is S and the list of states is

𝐒 =
{

s1,… , sn
}

where n ∈ ℕ, and 𝐂 is a collection of m classifiers 𝐂 = C1,… ,

Cm,m ∈ ℕ.

This decision rule allows fusing the four outputs of the integrated classifiers in a

single one with a higher accuracy with respect to the isolated original ones. Details

about the mathematics to estimate the conditional probabilities that result in the deci-

sion rule are available in a previous paper [23].

10.4 The Emotion Regulation Module

The aim of the emotion regulation module is to provide the best-suited conditions

of music performance, as well as colour/light to attain the desired affect in the per-

son interacting with the personal assistant robot. We propose to simultaneously use

multiple induction techniques to regulate the user’ mood in his/her smart environ-

ments. These techniques are fully incorporated both in the social robot and in the

smart ambient. Taking advantage of the actuators embarked in the robot’s body as

well as the ones in the ambient, music is performed by means of an box that plays

background music. And, colours are automatically displayed in the robot’s parts as

well as in the environment in a smart manner.

The different emotions are detected/regulated through the combination of activa-

tion/pleasantness values and position in the orthogonal dimensions.

∙ Neutral: medium activation/medium pleasantness; undefined orthogonal dimen-

sion.

∙ Sadness: medium activation/low pleasantness; Unactivated Unpleasant Affect.

∙ Happiness: medium activation/high pleasantness; Activated Pleasant Affect.

∙ Surprise: high activation; medium pleasantness; Activated Unpleasant Affect.

10.4.1 Musical Emotion Regulation

A research work states that the most potent and frequently studied musical cues for

emotion elicitation are mode, tempo, dynamics, articulation, timbre, and phrasing

[44]. In fact, musical parameters such as tempo or mode are inherent properties of
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Fig. 10.5 Circumplex model for emotion regulation from personal assistant robot

musical structure [45]. These characteristics are important, as it has been shown that

they influence listeners’ emotions.

Musical emotion regulation focuses in our case on note value, an important musi-

cal cue related to rhythm. The two musical components of note value used are tempo

and rhythmic unit. Beyond the effect of mode, tempo was found to modulate the emo-

tional ratings, with faster tempo being more associated with the emotions of anger

and happiness as opposed to slow tempo, which induces stronger feeling of sadness

and serenity. This suggests that the tempo modulates the arousal value of the emo-

tions [46].

Figure 10.5 shows the values of tempo and rhythmic unit that best provide the

desired transitions from negative to positive affect in accordance with some of our

prior experimental works [47, 48]. This figure is also based in the expert knowledge

on the “boomerang” shape that psychologists and neuroscientists have described dur-

ing the two last decades. At this point, it is important to clarify that the intervention

proposed in this work is for situations where a negative affective state is unhealthy

and a transition to a positive emotional state is necessary.

Thus, depending on the starting position of the emotion detected in the orthogonal

dimensions, we have:

∙ Activated Unpleasant Affect is an unhealthy affective state, so that a transition to

a healthy state is required. In accordance with psychological studies, firstly the

activation level has to be dropped. In this case (see brown line in Fig. 10.5), a

musical piece mostly based on eighth notes and a tempo of 120 beats per minute

(bpm) is played. Once, the activation is below a given value, another musical piece

is played (90 bpm, and half and quarter notes), which is shown with a green arrow.

Notice that a complete and varied battery of musical pieces is available.
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∙ Unactivated Unpleasant Affect is also an unhealthy emotional state. In this case,

it is not necessary to deactivate the patient. Just as in the previous case, a musical

piece is played in 90 bpm, and half and quarter notes.

∙ Unactivated Unpleasant Affect is a health affective state. However, in this proposal

we will be trying to maintain the patient as “Pleasant” as possible. This is why, it

is foreseen that the affective state will balance between Unactivated Unpleasant
Affect and Activated Pleasant Affect, depending on the reaction of the monitored

person. In order to pass to Activated Pleasant Affect, two steps are necessary. In

the first one, a musical piece based on eighth notes is played, and in the second

one it is a musical piece played at 120 bpm.

∙ The Activated Pleasant Affect case is similar to the previous one. Here, firstly a

musical piece based on half and quarter notes is played, and then a musical piece

is played at 90 bpm.

10.4.2 Colour/Light-Based Emotion Regulation

Light is one of the principal environmental factors that influence on a user. Therefore,

its affective impact has been widely researched and reported. Exposure to bright

light and luminance distribution affect our mood. This is why, many researchers

believe that light can be used to alter/improve emotional states. Colour is another

factor that is constantly present in any environment. Moreover, the evidences of the

influence of colour upon human emotions has been discussed in a number of previous

publications from our research team (e.g. [49, 50]). Many authors highlight that

certain colours are highly influencing for emotion elicitation and regulation.

Therefore, colour emotion regulation bases here on the combination of colour

and light due to their double influence on emotion regulation. Also, in Fig. 10.5 you

can appreciate the colours that best provide the desired transitions from negative to

positive mood in accordance with a prior work [51]. Again, depending on the starting

position of the emotion detected in the orthogonal dimension, we have:

∙ Activated Unpleasant Affect has to transit to Unactivated Pleasant Affect. This

is achieved in two steps. Firstly, colour/light is changed to Blue, Light blue or

Purple, and, then to Pink, Green or Yellow. The order in these lists corresponds to

the velocity at which these colours provide the desired effect. Obviously, this has

also to be personalised in accordance with the user’s reactions.

∙ Unactivated Unpleasant Affect transits directly to Unactivated Pleasant Affect
with colour/light Pink, Green or Yellow.

∙ Remember that Unactivated Unpleasant Affect is a healthy affective state, but we

try to maintain the patient as “Pleasant” as possible. This is why, it is foreseen

that the affective state will balance between Unactivated Unpleasant Affect and

Activated Pleasant Affect. In order to transit to Activated Pleasant Affect, newly

two steps are necessary. In the first one, colour/light is changed to Orange, and in

the second one colour/light is changed to Red.
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∙ The Activated Pleasant Affect case is similar to the previous one. Here, firstly

colour/light is changed to Blue, and in the second one colour/light is changed to

Yellow.

10.5 Conclusions

This work offers a proposal for a smart environment for emotion regulation includ-

ing the capabilities of a personal assistant robot. Although traditionally sensors

are placed throughout the environment, we propose an innovative approach where

several sensing devices are embarked in a social robot. This robot is in charge of

data acquisition and processing. Additionally, the environment and the robot are

employed to influence the user’s mood.

We propose the main features a robotic platform ought to incorporate such as a

mobile base with sensors for navigation. The proposed robot needs to be endowed

with screens, colour LEDs, audio devices to allow high expressibility to produce the

desired effect on the user.

One important aspect of the proposal is the ability to detect emotions. This is

achieved by equipping the robot with cameras and microphones which output is fused

using a Bayes-based decision rule. Four basic emotions (neutral, happiness, sadness,

and surprise) are detected using the analysis modules, which rely on machine learn-

ing techniques based on computer vision and audio features classification. On top of

that, an approach for emotion regulation using music and colour has been presented,

showing how tempo and rhythmic units have to be modulated, in the case of music,

and what colours provide the transitions between moods.
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Chapter 11
EDI for Consumers, Personal Assistants
and Ambient Intelligence—The Right
to Be Forgotten

Francisco Pacheco de Andrade, Teresa Coelho Moreira,
Mikhail Bundin and Aleksei Martynov

Abstract Electronic Data Interchange has been around for more than 20 years but it

is now on the verge of transition to the new environments of the Networked Society,

along with Personal Assistants, the Internet of Things and Ambient Intelligence, all

aimed at relations with consumers. The commercial relationships will have to be

rethought and reshaped, and Privacy and Data Protection will be at stake. It is the

moment to look at the right to be forgotten from a perspective of the B2C commercial

relationship.

11.1 Introduction

Electronic Data Interchange has been around for more than 20 years and has been

mainly used in Business to Business relationships. In the absence of a clear legal

framework for the establishment and management of EDI relationships, soft law

assumes a relevant role, especially the European Model EDI Agreement arising out

of the Recommendation 94/820 EC Commission Recommendation of 19 October

1994 relating to the legal aspects of electronic data interchange. As the EDI rela-

tionship has traditionally been established in B2B relations, the key points for EDI

negotiation have been on the one hand, the Interchange Agreement (with a legal,

technical and security specification) [8, 15] and, on the other hand, subsidiarily,

the referred EDI Model Agreement. Negotiation will thus play a crucial role in the

design of the contractual regulation of aspects such as general management rules,
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liabilities, issues of proof, and also data protection. However, the transition of EDI

to a new level, with the growing adoption of EDI in consumer relationships (con-

sumers EDI) will bring along the weakening of the position of the consumer, most

often totally incapable of any negotiation on the moment of drafting the contracts

that will regulate the relationship [7]. The fragility of the consumer’s position will

further be evidenced if we consider the arising of a totally networked society, based

on use of Personal Assistants and on the new concepts of the Internet of Things

and Ambient Intelligence. This new framework of the relationship between the ser-

vice provider and the consumer requires a new analysis of the EDI relationship and,

along with it, of the technical and legal aspects of Ambient Intelligence and Data

Protection, particularly the right to be forgotten.

11.2 Electronic Data Interchange

EDI is one of the techniques for interchanging data between interconnected comput-

ers. EDI means Electronic Data Interchange, being understood as electronic trans-

fer, between terminals, of data processed by computer, concerning a commercial

or administrative transaction, using a commonly accepted standard to structure the

data [18].

This transmission of data may occur with or without human intervention.

However, one of the obvious advantages of EDI is the use of totally automatic mech-

anisms allowing an efficient reduction of costs, concerning both the time of trans-

mission and the costs with human resources. In EDI data are previously structured

according to a certain format or standard, thus having messages formats equivalent to

the several documents used in commerce allowing computers from different brands

and types, and even in different countries, to communicate [10].

In EDI communication, for each commercial operation there will be a certain

format of message EDI. Thus, any computer may, immediately and without any

human intervention, identify the content of such messages [24] and automatically

act, according to the message that was received. In this way, in an EDI message, the

informatics system may automatically generate an order of sell and/or buy [24].

The use of structured EDI messages brings along several advantages [27] for the

users:

∙ total abolition of paper [23];

∙ complete automation of the cycle order, delivery, payment

∙ huge reduction of time spent with exchange of documents, as well as a significant

reduction of the required time for archiving, searching, discovering documents;

∙ significant increase of reliability and security in the processes of data interchange,

avoiding errors and improving the quality of the service;

∙ increase in productivity and competitiveness [21, 23];

∙ speed of data transfer [27].



11 EDI for Consumers, Personal Assistants and Ambient Intelligence . . . 201

Of course, the use of electronic data interchange has the further and valuable

advantage of allowing the immediate performance of commercial operations, by

sending messages between different departments of the corporation, between differ-

ent corporations or even third parties interested or involved in the transaction [27].

Thus, it allows for faster and more reliable transactions, less likely to generate con-

flict or dispute.

Electronic Data Interchange has been in use for more than 20 years, mainly in legal

relations B2B. However, the developments in the field of Artificial Intelligence bring

along the promising perspective of EDI migration to B2C relationships. According

to data published in CSO Computer World [6], in this year of 2017 there will be

8.400 million devices connected through the Internet of Things, being 63% of the

services aimed for consumers. It is expected that by the year 2020 this number will

increase to 20.400 million devices, including around 5.200 million devices of con-

sumers (smartphones, portable and domestic devices).

11.3 Personal Assistants and Ambient Intelligence

EDI faces new possibilities with the introduction of Personal Assistants and Ambient

Intelligence, bringing along an enormous increase in the use of digital data, from

which it is possible to build knowledge. The growing use of networks, increasingly

wireless, allows the connection and the obtaining of data from any person and object

[20].

Ambient Intelligence is fostering the change. The use of intelligent tools and the

perspective of the Virtual Residence is now real, and quite often described as a tool

merely used for purposes of efficiency and well-being. Home systems are now able

to perform different functions of intelligent analysis of the environment through the

use of services for the collection, analysis and processing of data [22].

Domotics and Ambient Intelligence are closely related. And the impact in EDI

for consumers may soon be breathtaking. But that will bring the real threat of an

intensive and constant processing of personal data and of monitoring, with the cor-

responding possibility of constructing and maintaining personal profiles that can be

derived from the data used (and interchanged) by the applications. The massive col-

lection of data by the systems, the interconnection of more and more devices with

the Internet of things, the possibility of making available and interchanging data

between systems, devices and databases [17] allows an easy monitoring of the user’s

choices and activities.

Ambient Intelligence will thus be implemented in such a way that electronic enti-

ties (Personal Assistants) will become active subjects, and the human users face the

risk of becoming electronic entities built upon the generalized use of devices, pro-

grams and sensors. And as the software will have the perception of the surrounding

environment and of the data transferred, it will be allowed a constant acquisition

of data and information even about the contexts of interaction. The intensive use of

more and more sophisticated technologies brings along an exponential increase in
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the possibilities of monitoring, surveillance and data control, with the consequent

risk of dataveillance [17]. The risk is not limited to the access to data, but also to

gathering information, crossing data and information, building up and using user

profiles with the actual threat of a permanent construction of knowledge (and even

of knowledge related to context).

11.4 Privacy and Data Protection

The transition of Electronic Data Interchange to Business to Consumer relationship,

together with the implementation of Personal Assistants and Ambient Intelligence,

brings along an exponential growth in the risks concerning privacy and data pro-

tection. Privacy is particularly threatened. The collection of data, the data mining

and the building of user profiles, the sensors and the increased possibilities of mon-

itoring, while they may be quite interesting for marketing purposes, brings along

a progressive aggression in relation to personal rights and the consequent shadow-

ing of the distinction between the public and the private sphere, thus enhancing the

danger of Dataveillance [17].

Among the rights of the citizens in the electronic relationships we should note

the right to be forgotten and to be let alone [12]: data must be preserved only while

it is needed according to the purposes of collection and processing. There must be

an adequate period of time for the preservation of data, in order to avoid a perpetual

appropriation of very broad aspects of the personal life of the data holder [13]. And

this must lead us to the consideration of a right to informational self-determination

[12].

Yet, one thing is the doctrinal development of the right to be forgotten, another

thing will be its practical implementation. Actually, in the Internet there is no right

to be forgotten. Once the information is placed online it may last in cyberspace for a

very long time, facing the risk of becoming totally out of date and inherently out of

context. In theoretical terms, this right to be forgotten is linked to an evident problem

of the digital age, since it becomes very hard to escape from the past in the Internet:

every photo, every state update or tweet, or every commercial command may last

forever in the “cloud” [4].

The right to be forgotten is being broadly debated and not only in Europe. Its ori-

gin, nature and content are still being interpreted in different ways. The most impor-

tant issue here is the role of the right to be forgotten for privacy and privacy rights.

Sometimes there is certain misunderstanding in comparing it with some already

existing theoretical concepts and privacy rights.

Some scholars and practitioners have different views with regard to the nature of

the right to oblivion. Most of them treat it as an European (French) concept droit à

l’oublie that represents generally limits for media activities, forbidding press and TV

to make public aspects of personal life mostly with a huge negative connotation that

were the object of public interest in the past.
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Those rights mentioned in Article 12 (right to erasure and blocking) and Article

14 (right to object) of Directive 95/46/EC5 are closely connected with data protec-

tion. They enable an individual to stop unlawful use of his data by a data controller.

Those rights are closely connected with the idea that the data subject has the right

to control data processing including the right to demand their blocking, erasure or to

object to their processing by a controller [9, 11].

The ECJ, in its Decision Google Spain versus AEPD [16], has somewhat enlarged

the scope of Directive 95/46/EC and applied it to search engines treating them as data

controllers. There is no need to describe here all the details of the proceedings or their

influence on EU practices, but it should be underlined for a better understanding of

the state of things, that the Court clearly stated that search engines, even non-EU

companies with sales and marketing subsidiaries inside the EU, are subject to the

European Data Protection law. Obviously, the main aspect to be stressed is the right

of the individual to control his data processing by third parties and treating personal

data as part of his identity.

Considering the clear and present dangers citizens are facing, the European Com-

mission started in 2012 a “package of measures” that were aimed at modifying the

regulation of Data Protection in Europe, presenting a Proposal of Regulation on the

issue. This Proposal was intended to revoke Directive 95/46/CE, currently still in

force, but that will finally be revoked in May 2018, due to the approval, meanwhile,

of the General Data Protection Regulation (GDPR) [5].

Directive 95/46/CE expressly establishes in Article 17 the right to be forgotten

and the right to erasure, specially intended to deal with the issues related to the

existence of online profiles and the several problems related to the option to quit an

online profile.

The new Regulation also intends to affirm and enhance a right that already exists

(but actually has no practical efficacy), allowing that someone’s profile ceases to exist

and not merely stays in a sort of hibernation. Obviously, this does not mean that it

supports a right to the total elimination of history. What is intended to be deleted is

the personal information that someone gave about his/her own person, but not the

references about him/her that appeared in the media, for information purposes or

whenever there are legitimate motives for its conservation.

This right to be forgotten is intended to be a right of defense of every person, being

assumed as a right of control of his/her personal data, allowing to control its online

availability, regardless of whether its divulgation was, or was not, authorized. This

right intends that corporations responsible for social networks and other information

society services (including electronic commerce) erase all personal data of the users

when these cancel the service. This right must include the removal of all data in the

Internet pages where these are included and the elimination of any reference to the

said data in search engines.

On the other hand, the aim is that users should have access to their personal data

and that they should be able to easily transfer them, as well as impose limits concern-

ing the period during which service providers may keep information on the users, the

quantity of data visible online after their removal has been requested and the right

to sue the site owners in case of non-compliance with the user’s request.
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Surely, the right to be forgotten may represent a strong and effective legal mecha-

nism for protecting individuals privacy in digital era. Its core element as it has been

already said here is in recognition of an individuals freedom to control information

about him. It is beyond any doubt that a person should have a right to start living with

a clean slate, especially when the criminal record is expired or he was acquitted. For

example, EU Commissioner Viviane Reding described the ECJ in Google Spain ver-

sus AEPD as “a clear victory for the protection of personal data of Europeans” [25].

This point of view received a lot of support throughout Europe and its rationale is

clearly understandable.

Nevertheless, implementation of such a right will affect freedom of information

and transparency that are one of the most important elements of information society.

Vast majority of requests to Google and probably to other searching engines stresses

the issue about the consequences for information society and transparency. More-

over, a very appropriate question about probable misuse of the right to be forgotten

to hide socially important information from the public should be always kept in mind.

This issue was strongly debated in Great Britain and was named by some MPs

as “a draconian attack on free speech and transparency, totally at odds with Britains

liberal tradition” [14]. Open Rights Group also expressed significant concern about

the consequences to online free speech that may follow the ruling [1].

Further implementation of the right to be forgotten practice by Google also evoked

a great concern from a large number of scholars and practitioners in Europe. In May

2015, a large group of 80 academics published an open letter [19] to Google asking

to make its delisting policies and decision-making processes more transparent to the

public and data protection authorities. They name the existing mechanism a silent

and opaque process, with very little public process or understanding of delisting.

Within a day or two of the ruling, already the stories were coming out about pae-

dophiles, politicians and general practitioners wanting to use the right to be forgotten

to delete their Internet stories a sort of rewriting of history that the term right to be

forgotten evokes, but that the ECJ ruling in its nature does not provide for [26]. In

this case, a vast majority of academics and politicians argued against such a use of

the right arguing that it do not concern public figures or information of great social

value.

All this statements are true but whether it is for Google to decide if the infor-

mation is irrelevant, inadequate or no longer relevant? That question could not be

easily answered. In their letter, 80 academics in fact admitted not only the necessity

of transparency in delisting information but also the necessity of a public or data pro-

tection authoritys control other the process of delisting in order to find an appropriate

balance between individual privacy and public discourse interests.

Although the consecration of this right to be forgotten must be considered as

clearly positive, one should also take into account the criticism on the part of the

Group of Article 29 on this subject [2]. Thus, the person responsible for the process-

ing of data is liable for the erasure of the data but also for the communication to a

third party that eventually will process the data through links (hyperconnections),

copies, reproductions (not forgetting that service providers of information society

are considered responsible for the processing of data, on online social networks,
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since they provide the means for the processing of the users data and also provide all

basic services related to users management such as registration and cancellation of

accounts [3]. Thus, to impose this obligation only on the person responsible for the

processing may bring along some problems. It may well happen that this person has

adopted all reasonable measures to inform third parties but, meanwhile, this person

may have no knowledge of all the existing copies or reproductions, or even the pos-

sibility of new copies or reproductions arising after the person responsible for the

data has informed all third parties.

Furthermore, as it is well noticed by the Group of Article 29, there is no disposi-

tion at all making it mandatory for the third parties to comply with the request of the

data holder, unless they should also be considered responsible for the processing of

the data.

Furthermore, the Regulation does not provide any guidelines concerning the way

how the holders of personal data may exercise their rights in case of the disappear-

ance of the person responsible for the processing (or if he can no longer be contacted).

In this sense, it must be said that the legal position of third parties processing per-

sonal data must be clarified, by extending the rights of the data holders so that they

may send the request of erasure directly to third parties (in case it is not possible to

do it through the person responsible for the processing of personal data) [2].

We must agree with this legal consecration of this right, since the providers of

social networks have to comply with legal duties that make effective the power of

control of their users and the free disposal of their personal data, regardless of the

type. That means, regardless of being (or not) intimate data, in the broad sense of

personal data considered both in the current Directive of Data Protection or in the

GDPR.

The right to privacy of the user of social networks and other information society

services, while holder of the personal rights, as part of his (her) right to informational

self determination, has constitutional grounds in Portugal, from Article 35 of the

Portuguese Constitution, imposing on the service providers (that have, keep, use

and process, in paper or in digital form, automatically or not, users personal data)

the obligation to fulfil the requirements of the data protection legislation. Thus, the

right to privacy as part of the right to informational self determination becomes the

basis of the freedom and dignity of persons.

Undoubtedly, the right to be forgotten could represent a strong and effective legal

mechanism for protecting individuals privacy in the digital era. Its core element as

it has been already said here is the recognition of an individuals freedom to control

information about himself.

11.5 Final Remarks

EDI has been around in commercial activities for more than 20 years. It is now

expected its growth in business to consumers relationships, alongside with develop-

ments in the field of Artificial Intelligence. Personal Assistants, Internet of Things
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and Ambient Intelligence will gradually invade our home places and we will be sur-

rounded by all sort of connected devices. And although technology will allow easier,

faster and more reliable transactions, new dangers will arise out of the introduction

of Personal Assistants and Ambient Intelligence. We will now live under the threat

of an intensive and constant processing of personal data and of monitoring, with the

corresponding possibility of constructing and maintaining personal profiles. Privacy

is particularly threatened. Personal rights must be reconsidered and, among them,

the right to be forgotten and to be let alone—data must be preserved only while it is

needed according to the purposes of collection and processing. Directive 95/46/EC5

already enabled an individual to stop unlawful use of his data by a data controller.

The ECJ, in its Decision Google Spain versus AEPD has somewhat enlarged the

scope of Directive 95/46/EC and applied it to search engines treating them as data

controllers. The new Regulation also intends to affirm and enhance the right of allow-

ing that someone’s profile ceases to exist. Regardless of some justified criticism on

the way it is formulated, this right to be forgotten is intended to be a right of defense

of every person, being assumed as a right of control of his/her personal data. A par-

ticular focus will now be on providers of social networks that shall have to comply

with legal duties in order to make effective the power of control of their users and

the free disposal of their personal data.

References

1. ECJ google spain ruling raises concerns for online free speech. https://www.openrightsgroup.

org/press/releases/ecj-google-spain-ruling-raises-concerns-for-online-free-speech

2. Group of article 29, opinion 01/2012 on the proposals of reformation concerning data pro-

tection, adopted on the 23rd march 2012. http://ec.europa.eu/justice/data-protection/index_pt.

htm

3. Group of article 29, opinion 5/2009, 12th June 2009, pp. 5–6

4. Group of article 29 opinion 05/2012 on cloud computing. http://ec.europa.eu/justice/data-

protection/index_pt.htm

5. Regulation (EU) 2016/679 of the european parliament and of the council of 27 April 2016.

http://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32016R0679Źfrom=

EN

6. Cso-computer world (22 March 2017). http://cso.computerworld.es/archive/la-falta-de-

estandares-supone-una-amenaza-para-iot

7. Almeida, C.F.: Direito do Consumo. Almedina (2005)

8. Andrade, F.C.P.: A celebração de contratos por EDI—Intercâmbio Electrónico de Dados. In:

Estudos em Comemoração do 10 aniversário da Licenciatura em Direito da Universidade do

Minho, pp. 297–322. Almedina, Coimbra (2004) (in Portuguese)

9. Ausloos, J.: The ‘right to be forgotten’—worth remembering? Comput. Law Secur. Rev. 28(2),

143–152 (2012). doi:10.1016/j.clsr.2012.01.006

10. Baum, M.S., Henry, H., Perritt, J.: Electronic Contracting, Publishing and EDI Law. Wiley

Law Publications (1991)

11. Bundin, M., Martynov, A.: Legal perspective to be forgotten in russia and freedom of infor-

mation. In: Communications in Computer and Information Science, pp. 169–179. Springer

International Publishing (2016). doi:10.1007/978-3-319-49700-6_17

12. Castro, C.S.: Direito da Informtica: Privacidade e Dados Pessoais. Almedina (2005)

https://www.openrightsgroup.org/press/releases/ecj-google-spain-ruling-raises-concerns-for-online-free-speech
https://www.openrightsgroup.org/press/releases/ecj-google-spain-ruling-raises-concerns-for-online-free-speech
http://ec.europa.eu/justice/data-protection/index_pt.htm
http://ec.europa.eu/justice/data-protection/index_pt.htm
http://ec.europa.eu/justice/data-protection/index_pt.htm
http://ec.europa.eu/justice/data-protection/index_pt.htm
http://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32016R0679&from=EN
http://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32016R0679&from=EN
http://cso.computerworld.es/archive/la-falta-de-estandares-supone-una-amenaza-para-iot
http://cso.computerworld.es/archive/la-falta-de-estandares-supone-una-amenaza-para-iot
http://dx.doi.org/10.1016/j.clsr.2012.01.006
http://dx.doi.org/10.1007/978-3-319-49700-6_17


11 EDI for Consumers, Personal Assistants and Ambient Intelligence . . . 207

13. de la Cueva, M., Lucas, P.: Informtica e proteccin de datos personales. Centro de Estudios

Constitucionales (1993)

14. Doughty, S.: Europe grants the ‘right to be forgotten online’: EU court will force

google to remove people’s personal data from search results on request. The Daily Mail

(13 May 2014). http://www.dailymail.co.uk/sciencetech/article-2626998/The-right-forgotten-

EU-court-rules-Google-remove-personal-data-search-results-request.html

15. Festas, D.D.O.: A contrata electrnica automatizada. In: Direito da Sociedade da Informa,

vol. VI, pp. 411–460. Coimbra Editora (2006) (in Portuguese)

16. Floridy, L.: The right to be forgotten the road ahead. The Guardian (2014). https://www.

theguardian.com/technology/2014/oct/08/the-right-to-be-forgotten-the-road-ahead

17. Hert, P.D., Gutwirth, S., Moscibroda, A., Wright, D., Fuster, G.G.: Legal safeguards for privacy

and data protection in ambient intelligence. Pers. Ubiquit. Comput. 13(6), 435–444 (2008).

doi:10.1007/s00779-008-0211-6

18. Jones, P., Marsh, D., Walker, R.: Essentials of EDI Law. Blackwell Publishers (1994)

19. Kiss, J.: Dear google: open letter from 80 academics on ‘right to be forgotten’.

The Guardian (14 May 2015). http://www.theguardian.com/technology/2015/may/14/

deargoogleopenletterfrom80academicsonrighttobeforgotten

20. Mills, M.P., Ottino, J.M.: The wall street journal (30 January 2017). https://www.wsj.com/

articles/SB10001424052970203471004577140413041646048

21. Muro, J.D., Ramn, J.L.M., Rodriguez, J.S.: Servios bsicos de seguridad en la contractacin

electrnica. In: Encuentros sobre Informtica y Derecho 1994–1995. Aranzadi Editorial (1995)

22. Oh, J.S., Park, J.S., Kwon, J.R.: A study on autonomic decision method for smart gas envi-

ronments in korea. In: Advances in Intelligent and Soft Computing, pp. 1–9. Springer Berlin

Heidelberg (2010). doi:10.1007/978-3-642-13268-1_1

23. Reed, C.: Computer Law. Blackstone Press Limited (1990)

24. Reed, C.: Advising clients on EDI contracts. In: Computer Law and Practice, vol. 10 (1994)

25. Timberk, C., Birnbaum, M.: In google case, EU court says people are entitled to control their

own online histories. Washington Post (13 May 2014). https://www.washingtonpost.com/

business/technology/eu-court-people-entitled-to-control-own-online-histories/2014/05/13/

8e4495d6-dabf-11e3-8009-71de85b9c527_story.html

26. Wakefield, J.: Politician and paedophile ask google to ‘be forgotten’. http://www.bbc.com/

news/technology-27423527

27. Walden, I.: EDI: contracting for legal security. In: International Yearbook of Law, Computers

and Technology, vol. 6 (1992)

http://www.dailymail.co.uk/sciencetech/article-2626998/The-right-forgotten-EU-court-rules-Google-remove-personal-data-search-results-request.html
http://www.dailymail.co.uk/sciencetech/article-2626998/The-right-forgotten-EU-court-rules-Google-remove-personal-data-search-results-request.html
https://www.theguardian.com/technology/2014/oct/08/the-right-to-be-forgotten-the-road-ahead
https://www.theguardian.com/technology/2014/oct/08/the-right-to-be-forgotten-the-road-ahead
http://dx.doi.org/10.1007/s00779-008-0211-6
http://www.theguardian.com/technology/2015/may/14/deargoogleopenletterfrom80academicsonrighttobeforgotten
http://www.theguardian.com/technology/2015/may/14/deargoogleopenletterfrom80academicsonrighttobeforgotten
https://www.wsj.com/articles/SB10001424052970203471004577140413041646048
https://www.wsj.com/articles/SB10001424052970203471004577140413041646048
http://dx.doi.org/10.1007/978-3-642-13268-1_1
https://www.washingtonpost.com/business/technology/eu-court-people-entitled-to-control-own-online-histories/2014/05/13/8e4495d6-dabf-11e3-8009-71de85b9c527_story.html
https://www.washingtonpost.com/business/technology/eu-court-people-entitled-to-control-own-online-histories/2014/05/13/8e4495d6-dabf-11e3-8009-71de85b9c527_story.html
https://www.washingtonpost.com/business/technology/eu-court-people-entitled-to-control-own-online-histories/2014/05/13/8e4495d6-dabf-11e3-8009-71de85b9c527_story.html
http://www.bbc.com/news/technology-27423527
http://www.bbc.com/news/technology-27423527


Chapter 12
Personal Assistants: Civil Liability
and Dispute Resolution

Marco Carvalho Gonçalves

Abstract In this chapter, we will study the problem of civil liability resultant from
the use of intelligent personal assistants and the most appropriate legal means to
resolve disputes in this area. Thus, starting from a preliminary analysis with regard
to the protection of personal rights, we will analyse the different illicit behaviours
that may occur as a result of the use of intelligent personal assistants, as well as the
legal requirements for the liability that have to be verified and the possible need to
implement new legislation on this area. In the second part of our study, we will
examine the different legal means that can be used to resolve civil liability disputes
arising from the use of intelligent personal assistants, with a particular focus on
alternative means of dispute resolution.

12.1 Introduction

In the past years, there has been a gradual aging of the world population due to the
increase in the average life expectancy and the decline in the number of births.

This generalized aging of the population places special challenges to modern
societies, particularly due to the need to guarantee people’s quality of life, without
neglecting the sustainability of the social systems.

Besides, in addition to the problem of the general aging of the population,
another challenge that calls for an urgent and adequate response is the need to
ensure better medical and social care for people suffering from diseases that are
susceptible to decline their physical and psychological abilities and compromise
“the completion of activities of daily living” [1].

However, for reasons of a different nature, particularly in the economic and
social domain, it may occur that such aid is not possible or, at least, not provided as
effectively as it would be desirable.
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In this regard, the concentration of economic activities in urban centers and the
intensification of migratory movements has been increasing the isolation of pop-
ulations, so that many older people live alone and away from their relatives [2].

Furthermore, older or debilitated people may live in very isolated places, where
there are no health services or institutions that can provide care.

In any case, it is curious to observe that even in situations where older or
debilitated people live in isolated or distant places from their more direct relatives,
they still prefer to continue to live in their homes than in specialized institutions in
personal care.

This reality poses to the modern societies a challenge that needs to be answered
urgently, consubstantiated in the need to guarantee the elder or the debilitated a
dignified, healthy and safe life.

The initial response to this challenge was the development or the implementation
of institutions specialized in providing health care or social solidarity.

However, this response turned out to be unsatisfactory, taking into account the
quick aging of the population and the subsequent increase in the demand for such
services at levels far above from those offered or because of the very high costs
associated with the provision of health and social solidarity services.

It was precisely in this context that, due to the bankruptcy of the solution initially
adopted in relation to the growing needs in the provision of health care and social
solidarity, it has been implemented in recent years the use of information and
communication technologies [3]—like “communication devices; sensory aids;
consumer electronics/multimedia; smart home technology; medical assistive tech-
nology; tele-monitoring devices; walking aids and assistive devices for supporting
mobility; automatic and intelligent devices and services capable of helping older
individuals performing their daily chores” [4] —, particularly, intelligent personal
assistants [5], seeking to improve the quality of life and the well-being of older or
disabled people [6].

Indeed, intelligent personal assistants are able to guarantee, with minimal costs,
an active, safe and healthy aging at home [7], avoiding the need of institutional-
ization [8].

On the other hand, even in relation to people who, due to their advanced age or
physical or psychological weaknesses, present greater difficulties of locomotion and
consequent tendency to live in greater isolation, the implementation of intelligent
personal assistants is likely to guarantee greater autonomy, independence, quality of
life and safety, by “monitoring and assessing care needs” [9].

Indeed, the use of intelligent multi-agent systems contributes to greater auton-
omy and independence of people, and allows the reducing of health costs [10],
which is particularly relevant in the context of a society with a population growing
older [11].

In this regard, intelligent personal assistants can perform many relevant tasks,
among which are the following: warn about the need to take a particular medication
and the respective dosage [12]; advise or assist the user to do shopping, buy goods
and receive them directly at home, without the need for any physical movement
[13]; find the house keys; regulate the illumination or temperature of a space;
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automatically detect if the cooker is switched on inadvertently; monitor accidental
falls [14], perform biometric tests [15]; make automatic telephone calls to a family
member or an emergency service in the event that the person needs urgent medical
intervention, etc.

In any case, the use of intelligent personal assistants may raise some legal prob-
lems, particularly in the field of protection of personality rights and in matters of civil
liability. For that reason, it is also necessary to examine the most appropriate judicial
or extrajudicial means of resolving disputes that may arise in this area.

12.2 Protection of Personality Rights

The great generality of modern legal systems contains legal norms to protect people
against any offense to their physical or moral integrity. Under the Portuguese legal
system, the general protection of personality is provided by the articles 24 to 26 of
the Constitution of the Portuguese Republic, which establish the inviolability of
human life and the protection of physical and moral integrity, as well as the con-
stitutional protection of the rights to personal identity, personality development,
civil capacity, citizenship, good name and reputation, speech, privacy of private and
family life and legal protection against all forms of discrimination. Likewise, the
Constitution of the Portuguese Republic provides that the law must establish
effective guarantees against the obtaining or abusive use or misconduct of human or
relative information concerning a person or a family.

These constitutional principles find expression in the article 70 of the Portuguese
Civil Code, which states that “the law protects individuals against any unlawful or
moral offense against their physical or moral personality”.

Thus, in the event of a violation of the physical or moral personality, the offended
person, in addition to the civil or criminal liability that may arise, may also request the
adoption of appropriate measures to the circumstances of the case, in order to avoid
the consummation of the threatening or to mitigate the effects of that offense.

In this way, the protection of personality rights can be guaranteed through the
adoption of precautionary measures, through the regime of criminal responsibility
or through civil liability of the offending agent. In this chapter, we will deal only
with the matter of civil liability.

12.3 Civil Liability

12.3.1 Introduction

Despite their importance and their recognized capabilities and potential, the use of
intelligent personal assistants can lead to civil liability disputes.
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Indeed, in the particular case of the use of intelligent personal assistants in the
field of information and communication technologies, civil liability may result
either from the infringement of subjective rights, in particular personality rights,
namely the right to life, physical or moral integrity and the reservation of physical
or moral integrity, or from the non-fulfilment of obligations associated with the
specifically contracted service.

On the other hand, such civil liability may result from an action or an omission.
Generally, the violation of rights will result from the adoption of a particular

wrongful conduct. This is the case, for example, with the unauthorized gathering,
processing or disclosure of personal data, as well as the transmission of false or
misleading information or recommendations (e.g. wrong information regarding the
medication to be taken or in relation to its dosage), with the consequent production
of damages.

It may, however, occur that this breach is also a result of the omission of a legal
or contractual conduct [16]. Accordingly, civil liability for omission may be
incurred in respect of damage caused by failure to comply with the obligation of
supervision or assistance, in particular as a result of failure to detect situations of
risk or potential danger to the person.

In addition, in the field of intelligent personal assistants, the occurrence of
damages may be particularly serious because of the reliance placed on them by the
users of such services or by their family members, who would be subject to
supervision or assistance. In fact, as with institutional services for medical care and
social solidarity, the use of intelligent personal care services is likely to give the
user and his family a special confidence in the proper functioning of these services,
with the consequent reduction of the critical spirit regarding the actions, recom-
mendations or suggestions presented by personal assistants [17].

In this sense, only through the protection of this trust can be guaranteed that these
technological services may be seen as a safe alternative to the institutionalization of the
elder or the sick. In fact, according to the principles of appearance and trust, “those
who create by their activity and behaviour in legal relations, expectations of reliability
and security, must bear the consequences of the frustration of these values” [18].

12.3.2 Types of Illegal Conduct

12.3.2.1 Unauthorized Use and Processing of Personal Data

In accordance with the articles 12.º of the Universal Declaration of Human Rights,
8.º of the European Convention on Human Rights, and 7.º and 8.º of the Charter of
Fundamental Rights of the European Union, no one shall be subjected to arbitrary
interference with their privacy, their family, at home or in their correspondence
[19]. This fundamental right to “self-determination” guarantees the protection of the
person against the State, which can intervene only through “legal forecasts and
authorizations, while also respecting the principle of proportionality” [20].
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Thus, the possibility of using intelligent personal assistants presupposes that the
user gives its informed consent to the access, treatment and possible disclosure or
free circulation of its personal data. This is the case, in particular, with information
regarding to its name, age, gender, clinical or biometrical data, location and per-
sonal contacts, as well as the capture or reproduction of photographs or video [21].

In fact, everyone has the right to self-determination information, that is to say, to
have control over his personal data and the protection of his privacy [22], so that a
violation of human rights can result in civil or criminal liability.

Therefore, the use of intelligent personal assistants necessarily depends on the
prior and informed consent of the user or, in the case of incapacity, on the person
who exercises legal powers of representation, under penalty of civil liability for
violation of personality rights [23].

12.3.2.2 Violation of Life or Physical Integrity

According to the article 3.º of the Universal Declaration of Human Rights, everyone
has the right to life, liberty and security of person. The same protection arises from
the article 2.º of the European Convention on Human Rights, according to which
the right of every person to life is protected by law.

Indeed, the right to life is the principal right of the human being and should,
therefore, be protected by the State, since it is an inviolable right [24].

In any case, the right to life “is not an absolute right, and it must be understood
that limitations must be interpreted strictly in the light of the principle of the
inviolability of human dignity” [25].

Intelligent personal assistants can play a key role in protecting life and human
dignity. As a matter of fact, the use of these information and communication
technologies is, as mentioned, capable of guaranteeing greater security and quality
of life for people. It is enough to think on the possibility of intelligent personal
assistants allow to detect the need for medical care, control the health parameters of
users or assist in the provision of basic hygiene and health care.

However, the use of intelligent personal assistants can also cause offense of life
or physical integrity. It is enough to think of situations in which, by default,
personal assistants do not adequately perform the functions for which they are
programmed, resulting of this omission the offense of physical or moral integrity or
the death of the person to be assisted.

12.3.3 Appreciation of Fault and Damages

With regard to fault, civil liability attributable to the entities responsible for the
management or control of intelligent personal assistants may be due in deceit or
neglect.
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In effect, in the first case, the agent deliberately acts in view of the production of
an injury, that is to say, this modality of guilt presupposes the existence of an
intellectual element, consubstantiated in the representation of a certain fact that the
agent knows to be illicit, as well as of a voluntary element, translated in the
effective will of the agent in the sense of acting with the intention to commit the
wrongful act, accept the production of the wrongful act as a necessary or normal
consequence of his conduct or conform to the actual production of the damage as a
consequence of his unlawful performance.

In turn, in the second case, civil liability will arise from the omission of a general
duty of conduct, that is, the agent acts without observing the duty of care which,
under normal conditions, he should have ensured. Thus, negligence may occur or
because the agent, even though he represented a particular wrongful act as possible,
has confided that such fact would not occur or because he did not even represent as
possible the production of an unlawful act, even though he should have a duty to
take account of this possibility.

In the particular case of the use of intelligent personal assistants, the typical fault
will be negligent [26], since it is difficult to think of the possibility of an intelligent
personal assistant acting in an intentional way, that is, with the concrete purpose of
producing an illicit and harmful event. Fall within this scope the situations in which
a failure in monitoring or surveillance occurs, leaving a person defenseless or
exposed to dangerous situations, as well as situations in which, in violation of the
general duties of care, the collection, use or improper treatment of personal data
occurs. In any case, the punishability of negligent performance will necessarily fall
not on the intelligent personal assistant, but rather on the entity responsible for the
development, design or application of the intelligent personal assistant.

Relativity to damages, in general terms, two types of damages can occur:
property damages or moral damages.

In the first case, the damages can be quantified in economic terms, and these
damages can be classified as damages that arise directly, that is, damages that result
directly from the unlawful and culpable action, or as loss of profits, that is, the
losses suffered by the injured as a result of this illicit and guilty act.

In turn, moral damages are those that, not properly affecting the heritage of the
injured party, are not susceptible of being valued in equity, because they respect
values of a moral or spiritual nature. This is the case, for example, with a breach of
the right to a name or image. For this reason, the Portuguese legal system deter-
mines that such damages must be repaired through the use of equitable criteria.

The use of intelligent personal assistants is liable to cause damages of different
nature, whose repair will depend, in any case, on the existence of a causal link
between the illicit and guilty conduct and the production of damages. Indeed, it is
possible to think, by way of example, of the damage caused by unlawful or
improper disclosure of personal data, wrong reading of biometric data and subse-
quent violation of the right to life or to physical integrity [27], breach of the duty of
supervision or care, omission of duty to provide assistance or the provision of
incorrect or false information.
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In any case, the progressive implementation in our societies of intelligent per-
sonal assistants poses difficult problems with regard to the determination of possible
civil liability, since technological systems will naturally be designed to protect the
personality and physical and moral integrity.

Thus, it appears that the traditional regime of civil liability, which implemen-
tation depends on the verification of very specific substantive requirements,
resulting in the occurrence of an unlawful, culpable and harmful fact, as well as in
the verification of a causal link between the illicit and guilty action and the damage,
may not be adequate to this new technological reality.

12.4 Dispute Resolution

The progressive use of intelligent personal assistants is likely to lead to the
emergence of litigation, particularly in the areas of civil liability and consumption.
In this sense, it is necessary to adapt both the legislation and the means of resolving
disputes to this new reality.

First of all, one of the main problems concerns the possible lack or insufficiency
of legislation on intelligent personal assistance. Indeed, the rapid development of
this communication and information technology requires the adoption of specific
legislation that adequately regulates the use and the introduction of the intelligent
personal assistants in the market, the entities responsible for their management and
the rights and obligations associated with the provision of such services, particu-
larly consumer protection. In fact, the absence of any specific legislation in this area
will entail the verification of legal gaps or the application of general legal institutes,
which may be inadequate or inappropriate to these new technological realities.

On the other hand, with regard to the dispute resolution, it is important to
consider the problem of legitimacy, that is to say, the identification of the entity that
may be sued in judicial or extrajudicial proceedings.

In fact, liability for any breach of statutory consumer protection laws or for the
verification of unlawful actions or omissions, sanctionable under the civil liability
law regime, will fall directly on the entity responsible for the creation, development,
implementation or management of the intelligent personal assistant.

However, such legitimacy may also extend to other entities, such as importers,
national representatives of manufacturers, agents, traders or distributors.

Moreover, it may also happen that this passive legitimacy rests on several
entities simultaneously. It is enough to think, for example, on the possibility that an
intelligent application may require other accessory instruments (e.g. image capture,
temperature or motion sensors, etc.), so that the production of the damage results of
a joint or simultaneous failure of several elements or components.

With regard to the active legitimacy, that is to say, the identification of the
person who may be demanding in a judicial or extrajudicial procedure, that legit-
imacy belongs to the consumer or the injured party, depending on how the judicial
or extrajudicial procedure is configured or qualified.
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On the other hand, the resolution of disputes related to the use of personal
assistants raises important issues concerning the identification of the most appro-
priate legal procedures to solve those disputes.

In fact, the traditional way of settling disputes in the field of civil liability or in
the domain of consumer relations is the recourse to judicial courts.

However, the use of judicial remedies raises some problems which need to be
emphasized.

First of all, one of the main problems concerns the determination of the court
having jurisdiction to settle the dispute. This is because disputes relating to the use
of systems integrated in information and communication technologies will normally
be associated with international legal relationships, that is, which are in contact with
different legal systems of different States. This is the case, for example, if the
responsible for the development of an intelligent personal assistant is domiciled in a
particular State and the consumer or the injured party is domiciled in another State.

In this context, under European law, the Regulation (EU) n.º 1215/2012 of the
European Parliament and of the Council of 12 December 2012 regulates the
jurisdiction, recognition and enforcement of judgments in civil and commercial
matters.

Thus, in the case of a consumer dispute (for example, the product or service
purchased or contracted does not have the technical qualities that were presented to
the consumer), shall have jurisdiction the court of the State where the defendant has
his residence or the court of the place of the consumer’s residence, regardless the
domicile of the other party.

In turn, in a civil liability case, the court of the defendant’s residence or the court
of the place of the harmful event, that is to say, of the place where the damage
occurred, is competent for the judgement of the dispute.

In any case, the physical distance between the parties or between the parties and
the court, as well as the lack of knowledge of the legal regimes applicable to the
resolution of the particular dispute, may be a disincentive for the use of traditional
judicial remedies.

Another aspect that should be emphasized is the technical difficulty associated
with the resolution of these disputes by the traditional judicial process.

In fact, since these conflicts are associated with the application or development
of information or communication technologies, it may occur that the judge does not
have the necessary qualifications or the technical knowledge to judge the dispute,
which may imply that he has to seek assistance of specialized technical profes-
sionals to allow him to verify if, in the specific case, there is a violation of legal
norms or the practice of any infraction that could justify civil liability.

Furthermore, the judgment of disputes relating to intelligent personal assistants
may also bring special difficulties in evidential matters, requiring the intervention of
specialized professionals, resulting in unwanted delays to the judicial process. This
will be the case, in particular, of the need for inspections or judicial expertise,
without neglecting that it may not be possible to carry out such proceedings because
the physical distance between the parties in relation to the court having jurisdiction
to hear the case.
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The difficulties associated with the resolution of disputes through judicial courts
may be overcome through the use of alternative means of dispute resolution,
namely conciliation, mediation, negotiation and arbitration.

In fact, these alternative means of dispute resolution, which have been pro-
gressively adopted in the different Member States of the European Union, have the
advantage of being simpler, easier and quicker means compared to judicial pro-
ceedings. These factors are very important when choosing the most appropriate
means of resolving a particular dispute, since the effective remedy of a right that has
been violated depends substantially on the speed of such reparation as a manifes-
tation of the principle of effective protection.

In particular, mediation has great potential as a means of out-of-court settlement
of disputes concerning the use of intelligent personal assistants, in that, through
recourse to a mediator, as an impartial, independent and indifferent entity in relation
to the dispute, the parties shall, by means of a simple, confidential and voluntary
procedure, communicate with each other intending to reach an agreement enabling
the resolution of the dispute.

Moreover, in the particular field of consumer relations, mediation has played a
key role, in particular by allowing the resolution of disputes on the basis of fair and
friendly solutions.

However, despite of its importance, mediation developed in a physical, personal
and face-to-face environment may not be adequate to the resolution of disputes
related to the use of intelligent personal assistance technologies.

In this context, online dispute resolution has several potentialities that traditional
models of judicial or extrajudicial conflict resolution can’t guarantee. This is the
case, for example, with the possibility of resolving disputes without the need for
physical movement of the parties, using deferred communication, like videocon-
ference, teleconference, online or offline sessions [28], as well as the implemen-
tation of simple and easy-to-understand rules allowing litigants to, quickly and
effectively, find a solution to their dispute [29].

These advantages are particularly important in low-cost litigation [30].
Moreover, since the litigation concerns directly or indirectly the use of infor-

mation technology, it is a particularly important factor that this litigation can also be
resolved through the use of technological systems [31], which guarantee a simple,
flexible, fast and confidential procedure.

On the other hand, the use of online means of settling disputes—for example, the
online dispute resolution platform for consumer disputes [32]—allows the quick
and economical resolution of disputes, which is particularly important in
cross-border disputes.

Lastly, it can’t be ignored that online dispute resolution is better adjusted to the
very use of personal assistants integrated in communication and information
technologies, as it allows a faster, simpler and more effective presentation of the
complaint and facilitates the dialogue between the parties, allowing the resolution
of the dispute within a reasonable time and in accordance with equitable solutions.
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12.5 Conclusion

In recent years, there has been a gradual aging of the population, which poses
special challenges to modern societies, given the need to guarantee the quality of
life of people and the sustainability of the social systems.

In this sense, intelligent personal assistants are an alternative to the institution-
alization of people, besides providing them with a higher quality of life and
well-being.

However, in spite of the importance and the potential of intelligent personal
assistants, the truth is that the use of this technology can lead to civil liability
conflicts, which can result either from the violation of subjective rights—e.g.
unauthorized processing of personal data or violation of life or offense to physical
integrity—or failure to comply with obligations associated with the service actually
contracted.

On the other hand, the rapid development and implementation of this commu-
nication and information technology requires the adoption of specific legislation.

In addition, the resolution of disputes relating to the use of intelligent personal
assistants through the judicial courts may raise specific problems, in particular as
regards the determination of competence and legitimacy, as well as technical dif-
ficulties for which the court may not to be prepared.

Therefore, the difficulties associated with the resolution of disputes through
judicial courts may be overcome through the use of alternative means of dispute
resolution, namely conciliation, mediation, negotiation and arbitration, which, in
addition to being simpler, faster and effective procedures, also have the advantage
of allowing online dispute resolution, which is the most appropriate procedure in
the field of information and communication technologies.
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