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Abstract. In this paper, a study of the discriminatory capacity of the
most representative segments for forensic speaker comparison in Mexi-
can Spanish is presented. The study is based on two corpora in order to
assess the discriminatory capacity of the fundamental frequency and the
three first vocalic formants acoustic parameters for reading and semi-
spontaneous speech. We found that the context /sa/ has 73% of discrim-
inatory capacity to classify speakers using the three first formants of the
vowel /a/ with a dynamic analysis. We used several statistical techniques
and found that the best methodology for the recognition of patterns con-
sists of using linear regression with a quadratic fitting to reduce the num-
ber of predictors to a manageable level and apply discriminant analysis
on the reduced set. This result is consistent with previous research data
despite the methodology for Mexican Spanish had never been used.

Keywords: Pattern recognition · Forensic speech recognition · Linear
Discriminant Analysis · Principal Component Analysis · Linear Regres-
sion

1 Introduction

Forensic linguistics is a relative recent development area that has the aim to use
the linguistic knowledge in order to support legal cases. One of its applications
is the forensic voice comparison that consists of comparing an unknown voice
sample (criminal voice) to a set of known voice samples (voices of suspects) and
select those which share the greater number of acoustics characteristics.

The development of different tools and methodologies to facilitate and opti-
mize forensic voice comparison has become a fundamental aim in forensic pho-
netic research. This article explores a methodology to improve the discrimination
between speaker voices and examines whether the analysis of formant dynamics
can be applied to classify a vocalic segment of Mexican Spanish.
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In the forensic field, it is very common to rely on short recordings for speaker
comparison; therefore, it is very helpful to study sounds that occur often in a
short period of time. Hence, the selection of the sound used in this study is based
on the frequency of occurrence of the Spanish phonemes. Several papers [1–7]
documented that the vocalic phoneme /a/ is one of the most frequent phonemes
in this language. Other sounds, like diphthongs, have a much lower probability
of occurrence. Consequently, the sound /a/ was selected for the present study. In
addition, this sound was studied in the most frequent syllabic context [8], which
is formed by a consonant followed by a vowel (CV). The consonant phonemes
preceding /a/ in this syllabic context are also the most frequent consonants in
Spanish (i.e., /s/, /t/, /p/, /l/, /n/). If it turns out that these contexts improve
the discriminatory potential of /a/ and present stability across different types
of speech then they have a high value in Spanish forensic phonetic studies.

The empirical resource used in the present research consisted of two corpora:
one in semi-spontaneous and the other in read speech. Speakers in the two cor-
pora were different. All instances of the vocalic phoneme /a/ were segmented
and analyzed. For this, two acoustic parameters were used: (1) the fundamental
frequency (F0); and, (2) the three first vocalic formants (F1, F2 and F3). Both
parameters were studied with two methods that we named static and dynamic.
The first is based on the value of the acoustic parameter at the midpoint of
the vowel, and the second uses several values of the parameter along the total
duration of the vowel. The dynamic method, which takes into account the three
first vocalic formants in nine equidistant points, was used to analyze the Aus-
tralian English diphthong /a/ by McDougall [9]. The same method was used to
study intervocalic /r/ in the sequence /@rV/, where the vowels considered were
/i:,æ:,A:,O:,u:/ in British English [10]. In 2008, Eriksson and Sullivan [11] exam-
ined whether this methodology could be applied to another segment of the same
size constituted by /jœ:/ in Swedish. In addition, this latter study considered
the value of the fourth vocalic formant. In the present investigation, the para-
meters considered were the fundamental frequency and the three first formants,
and each parameter was analyzed with both the static and the dynamic meth-
ods. For the dynamic method, the value of both parameters at nine equidistant
points along the total duration of /a/ was used.

In order to assess the discriminatory capacity of /a/ in the referred con-
texts, three statistic techniques were used: Linear Discriminant Analysis (LDA),
Principal Components Analysis (PCA) and Linear Regression. The Linear Dis-
criminant Analysis is a statistical technique whose main objective is to identify
the characteristics that differentiate between two or more groups of subjects and
most of the time is useful to classify new observations as belonging to one group
or another [12]. PCA is a statistical technique that reduces the number of origi-
nal variables through their linear combination, where the reduced set of variables
is called ‘components’. Finally, the Linear Regression technique consists of an
optimal linear model that represents the distribution of the data [13].

McDougall [9,10] and Eriksson and Sullivan [11] used LDA to determine the
discriminatory capacity of the sounds analyzed in their corresponding studies.
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In this study, LDA was used to assess the discriminatory capacity of /a/ in all the
different contexts of the two corpora, considering the two acoustic parameters
and with both the static and the dynamic methods. The higher percentages
of classification were obtained with the dynamic method, using the three first
formants in the semi-spontaneous speech corpora. In particular, the contexts
that best discriminate among speakers were /sa/ and /ta/.

However, LDA yields unstable results when the number of tokens is not above
the number of predictors at least by two. For this reason, McDougall [9] proposed
an approach to achieve higher percentages of classification with a less number
of predictors using different combinations of variables. Later on she proposed
a new methodological approach in which the three first formant contours were
fitted with a quadratic and a cubic polynomial equation using linear regression,
and the parameters of the polynomial fittings were used as predictors in LDA
[10]. In this study we also tested McDougall’s methodologies, but in addition,
we used PCA to reduce the number of variables. In particular, the contexts /sa/
and /ta/ in semi-spontaneous speech corpora were analyzed with all of these
methodologies, as these are the best classified contexts.

The overall conclusion of this study is that the contexts /sa/ and /ta/ ana-
lyzed with the dynamic method using the three first vocalic formants are fre-
quent enough and have the best discriminatory capacity to classify speakers in
semi-spontaneous speech in Mexican Spanish.

2 Empirical Resource

As aforementioned in the introduction, the vocalic segment /a/ was chosen
because of its high frequency of occurrence in Spanish. The effect of neighboring
sounds was considered so that the /a/ segment was analyzed within a syllabic
context formed by CV preceded by the five most frequent consonants in Spanish
as shown in Table 1.

Table 1. Occurrence percentage of the five most frequent consonants in Spanish [6]

Non vocalic phonemes Frequency of ocurrence (%)

/s/ 20.99

/t/ 10.94

/p/ 10.81

/l/ 10.39

/n/ 10.21

In order to determine whether dynamic measures of vocalic formants and the
fundamental frequency can be used as idiosyncratic properties of the speakers’
voice independently of the type of speech, the vowel /a/ has been evaluated
by making use of two types of corpora: a read speech (RS) corpus and a semi-
spontaneous speech (SS) corpus.
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The read speech corpus consists of the recorded speech of five male and five
female native speakers of Mexican Spanish, 16–36 age range. All ten speakers
were born in Mexico City and have completed secondary school. Corpus RS
is a subcorpus of corpus DIMEx100 [7] ‘designed and collected to support the
development of language technologies, especially speech recognition, and also to
provide an empirical base for phonetic studies of Mexican Spanish’. It included
recordings from 100 Mexican Spanish speakers. The corpus DIMEx100 was col-
lected from the Web. A very large Spanish sentences were extracted and its con-
tent was measured according to the perplexity value. The 5,010 sentences with
the largest value were selected. Hence, the corpus is complete and phonetically
balanced. All 10 speakers in corpus RS read 60 five-to-fifteen word sentences.
The list of sentences contains 50 individual sentences for each speaker and 10
equal sentences for all of them. So, corpus RS consists of 510 different sentences.
Typical sentences are for instance1:

Ofrecemos la mejor calidad y el mejor precio en tinas de hidromasaje
Si acaso, de vez en cuando, pasan como tormentas de verano por mis
asquerosos pensamientos
La cuenta la pagaŕıa, por tanto, el último que quedara sentado a la mesa
Para el mes de enero, las fases de la luna son las siguientes
En ágora, estamos convencidos de que la participación ciudadana debe ser
libre y voluntaria

The recordings were made in a sound studio at CCADET2 UNAM3 with an
Audigy Platinum ex (24 bit/96khz/100db SNR) sound blaster. The WaveLab
4.0 program with a sampling format of mono at 16 bits and sampling rate of
44.1 Hz was used. Each speaker was recorded with a single diaphragm studio
condenser microphone Behringe B-1.

The semi-spontaneous speech corpus consisted of recordings from three native
male and two native female speakers of Mexican Spanish. All speakers participat-
ing in SS were different from the ones in read speech corpus. The speakers were
between 18 and 30 years old, held a higher education diploma and were born
in Mexico City. The recordings consisted of sociolinguistic interviews, based on
the criteria and techniques proposed by the Labovian tradition of sociolinguistic
variation [14,15]. Recordings were made in a silent room with a MiniDisc Sony
MZ-R900 and a lapel microphone. Each speaker’s interview lasted from 35 to
45 min.

3 Dynamic Method

In the last two decades, forensic phonetic research has shown an interest in the
dynamic characteristics of the acoustic signal [9–11,16–19]. McDougall [9] points

1 The full corpus is available on request to the main author.
2 Centro de Ciencias Aplicadas y Desarrollo Tecnológico.
3 Universidad Nacional Autónoma de México.
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out that the study of the change undergone by acoustic properties through-
out time provides more information about the individual characteristics of a
speaker’s voice than the measurement of these acoustic features in a single point
in time. Previous studies that have considered the dynamic acoustic properties
of the signal have been structured around two criteria: length of the analyzed
segment and type of alignment. For example, Greisbach, Esser and Weinstock
in 1995 [16] compared the discriminatory potential of first and second vocalic
formants, both measured in a single point of the segment and in five intervals
of equal duration. The analyzed segments were three German vowels ([a:], [e:],
[o:]) and three German diphthongs ([ae:], [ao:], [oe:]). Rose in 1999 [17] under-
took a study of the word hello produced by six Australian English speakers, by
extracting the four first vocalic formants from seven intervals and defining their
length in terms of the middle of the first vowel, the middle of the /l/ phoneme
and five intervals of equal duration in the /oU/ diphthong. It is the criterion
of how alignments are made that establishes the main difference between both
studies. According with Greisbach, Esser and Weinstock, the alignment is nor-
malized, since the segment is divided into five intervals of equal duration and
five frequency measures of each interval are extracted. By contrast, Rose delim-
its the duration of the interval based on each phoneme’s duration; therefore, the
alignment is not normalized. In addition, the consideration of the length of the
segment establishes another difference between these two studies. Thus, while
Greisbach, Esser and Weinstock studies a short segment constituted by a vowel,
Rose analyzes a longer stretch of speech. In the latter case, the analyses can be
based on a word [17] or on the whole recording [19].

McDougall [9,10] and Eriksson and Sullivan [11] analyzed a short speech
segment with a time-normalized alignment. The methodology proposed by
McDougall was used to analyze the Australian English diphthong /ai/ and to
extract the three first vocalic formants at nine equidistant points. Each of these
points was employed as a predictor variable in a Linear Discriminant Analysis
(LDA). This analysis allows the classification of each speaker’s tokens, drawing
from the linear functions based on the information contained in the set of pre-
dictor variables. Furthermore, the number of predictors was reduced, since LDA
yields unstable results when the number of tokens is not above the number of
predictors at least by two. The criterion followed by McDougall was to disre-
gard the variables that display the smallest F-ratio in an ANOVA and to test
different combinations of predictor variables in order to determine which one
discriminates the speakers better. The best result showed 95% of correct classi-
fication versus the 68% obtained with the predictor variables corresponding to
the midpoint of the diphthong.

The high rates obtained by McDougall encouraged Eriksson and Sullivan to
examine whether the methodology could be applied to Swedish and to another
segment of the same size constituted by /jœ:/. In addition, these researchers
included the fourth vocalic formant measurement. The nonparametric Kruskal-
Wallis test was used instead of ANOVA, as a criterion to reduce the number
of predictor variables. Those with the smallest values in the k statistic were
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excluded from the analysis. Also, the combination of predictors achieved from the
nonparametric test was assayed along with the different combinations proposed
by McDougall. The best result yielded a classification rate of 88%.

In 2006, McDougall presented another study applying the same methodol-
ogy for the analysis of a British English segment, formed by intervocalic /r/
in the sequence /@rV/, where the vowels considered were /i:,æ:,A:,O:,u:/, which
carried the nuclear stress of the sentence. In this new study, a classification rate
of 88% was reached. Additionally, McDougall [10] proposed a new methodolog-
ical approach in which the three first formant contours of /ai/ diphthong were
fitted with a quadratic and a cubic polynomial equation by using the linear
regression technique. The three first formant contours of intervocalic /ai/ were
fitted with cubic, quartic and quintic polynomial equations thus reducing the
number of variables required to describe the dynamics of the formant contours.
The parameters of polynomial fittings were used as predictor variables in LDA.
The rate yielded with the polynomial fittings was equivalent to the rate yielded
with direct measurements used in the first methodological approach. However,
the number of predictors used with the polynomial fitting is lower than that
of direct measurements. Thus, it opens the possibility of including additional
acoustic information from each segment in the analysis.

The results of all these studies show that formant transitions discriminate
well between the speakers’ voices and can contribute to robust forensic voice
comparison. In this study, the vocalic segment /a/ in Mexican Spanish is ana-
lyzed by employing the methodology proposed by McDougall in 2004, and the
new one reported by this researcher in 2006. Moreover, fundamental frequency
transitions are also analyzed in our research work following procedures of sev-
eral studies [20–24] which agree on their discriminatory potential to undertake
forensic voice comparison.

4 Statistical Analysis

The three statistical techniques employed in this study were Linear Discriminant
Analysis (LDA), Principal Components Analysis (PCA) and Linear Regression
(LR)4. LDA is a statistical technique whose main aims are: (a) discrimination,
in order to determine the characteristics that differentiate between groups, as
well as to find the optimal representation where the observation projection dis-
tinguishes between groups; and, (b) classification, which is used to assign a new
observation to one of the existing groups, and is based on the original vari-
ables [12].

The discriminant functions generated by LDA out of the data are used for
the classification process. In a first approach, the whole dataset is used for gen-
erating discriminant functions and testing classification ability. However, this
approach overestimates the classification since an observation used to generate

4 All statistical analyses were performed with R program. Each statistical analysis was
programmed in order to reproduce the methodology proposed in this work.
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the discriminant functions is also employed to test their capacity of classifica-
tion. A better approach is to partition the data in two sets, one for generating
the discriminant functions and the other for testing. In this study, the latter was
employed using different partitions in a leave-one-out cross-validation method.

However, as aforementioned, LDA can only be used with reliability if the
number of tokens exceeds the number of predictor variables by two, which was
not always the case. Hence, we used PCA to reduce the number of variables.
PCA is a technique that maps the original set of variables into an orthogonal
space in which it is possible to model the data as a linear combination in the
reduced set of dimensions called components. The net effect of the model is to
filter out the natural dependency among the variables in the original set [13].

In this study, PCA was carried out with contexts in which the amount of
tokens did not exceed the number of predictor variables in at least by two. The
number of components that explained 80% of the total variance was used as a
predictor variable in LDA. Figure 1 shows the two analysis carried out depending
on the number of tokens obtained.

Fig. 1. Type of analysis carried out in each corpus

In addition, we also used the LR method as suggested by McDougall [10].
The LR model specifies that for any value of the independent variable x, the
population mean of the dependent or response variable, y, is described by a
straight line [25]. This model is written as:

y = β0 + β1x + ε (1)

However, it is not always possible to fit the data into a straight line and often
a more general kind of figure is needed. Hence, a polynomial model is frequently
used. This is the case of formant contours, where the nine measures made along
the total duration of vowel /a/ in contexts /sa/ and /ta/ in semi-spontaneous
corpora can be fitted into a polynomial model as follows:

y = βo + β1x + β2x
2 + β3x

3 + ... + βmxm + ε (2)

This model is called an mth-order polynomial in which the m corresponds to
the degree of polynomial. The greater the value of m, the better the fit. However,
models with fewer parameters are preferred. In this study, the F1, F2 and F3
contour of each token of /a/ was fitted with a quadratic and a cubic polynomial.
For the quadratic model, three parameters were used as predictor variables in
LDA and four in the case of the cubic model.



134 F. López-Escobedo and L.A. Pineda Cortés

5 Analysis of the Data

All recordings containing /a/ vowels in the contexts defined in section one were
analyzed. The beginning and end of each vowel were labeled with Praat [26].
Additionally, a script was created in order to segment the /a/ in ten equal
intervals. Finally, the fundamental frequency and the three first vocalic formants
in all intervals were extracted, as shown in Fig. 2.

1 210% 20% 30% 40% 50% 60% 70% 80% 90%

Fig. 2. /a/ vowel divided into ten time intervals of equal duration

The script displays frequency measures for each of the eleven points shown in
Fig. 2; however, only nine measurements – represented by the nine percentiles in
Fig. 2 – were used; this is, the first and the last measurements were eliminated in
order to avoid possible errors at the vowel borders. Consequently, nine predictor
variables were obtained for the fundamental frequency and nine more for each
of the three first formants. Table 2 shows the predictor variables used in the
statistical analysis.

Table 2. Predictor variables obtained for the statistical analysis

Predictor variables

10% 20% 30% 40% 50% 60% 70% 80% 90%

F0 F01 F02 F03 F04 F05 F06 F07 F08 F09

F1 F11 F12 F13 F14 F15 F16 F17 F18 F19

F2 F21 F22 F23 F24 F25 F26 F27 F28 F29

F3 F31 F32 F33 F34 F35 F36 F37 F38 F39
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Although the number of tokens per context is the same for all speakers, the
number of tokens for each context varies as illustrated in Table 3. In the case of
context /sa/, it was not possible to obtain at least five tokens from any of the
speakers in RS corpus. However, in SS corpus, the number of tokens analyzed
for this context was 24 in all five speakers.

Table 3. Number of occurrences per speaker in each corpus

Context Number of tokens per speaker in
RS

Number of tokens per speaker in SS

/sa/ - 24

/ta/ 6 32

/pa/ 7 34

/la/ 18 32

/na/ 7 33

Two Linear Discriminant Analyses were performed for each parameter. LDA
analyses were carried out for F0: (1) using the nine predictors obtained from a
dynamic measurement, and (2) midpoint measurement that corresponds to the
F05 predictor. Additionally, two LDA were performed for the acoustic parameter
of the three first formants. One analysis used 27 predictors, while the other, the
three central ones (i.e., F15, F25 and F35). A Principal Component Analysis
was carried out for both parameters in the dynamic case when the amount of
predictor variables did not surpass the number of tokens by at least a factor of
two. Then, the components that explain 80% of the total variance were used
as predictor variables in LDA as shown in Fig. 1. For instance, the number of
tokens in the context /na/ in the RS corpora for F0 was seven (see Table 3)
and the number of predictor variables was nine; therefore, PCA was performed
before LDA.

In addition, LDA for a number of combinations of predictor variables for the
most discriminating contexts /sa/ and /ta/ in semi-spontaneous speech corpus
were carried out, along the lines suggested by McDougall [9], as shown in Table 4.

Contexts /sa/ and /ta/ in semi-spontaneous speech corpora were also chosen
to test the methodology proposed by McDougall [10]. The F1, F2 and F3 con-
tours of each token of /a/ were fitted with a quadratic and a cubic polynomial.
The parameters of these fittings were used as predictor variables in LDA.
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Table 4. Different combinations of predictor variables

P F1 F2 F3 F1+F2 F2+F3 F1+F3 F1+F2+F3
Optimal*
F3+F2

1 F15 F25 F35
53,51F53,52F52,51F2

53,52,51F93,53,13F92,52,12F91,51,11F3

5
F11,13,15,

17,19
F21,23,25,

27,29
F31,33,35,

37,39

6
F11,15,19,
21,25,29

F21,25,29,
31,35,39

F11,15,19,
31,35,39

F32,33,34,
35,36,26

9
F11,12,13,
14,15,16,
17,18,19

F21,22,23,
24,25,26,
27,28,29

F31,32,33,
34,35,36,
37,38,39

10

F11,13,15,
17,19,21,
23,25,27,

29

F21,23,25,
27,29,31,
33,35,37,

39

F11,13,15,
17,19,31,
33,35,37,

39

15

F11,13,15,
17,19,21,
23,25,27,
29,31,33,
35,37,39

18

F11,12,13,
14,15,16,
17,18,19,
21,22,23,
24,25,26,
27,28,29

F21,22,23,
24,25,26,
27,28,29,
31,32,33,
34,35,36,
37,38,39

F11,12,13,
14,15,16,
17,18,19,
31,32,33,
34,35,36,
37,38,39

27

F11,12,13,
14,15,16,
17,18,19,
21,22,23,
24,25,26,
27,28,29,
31,32,33,
34,35,36,
37,38,39

P = Predictors included in each analysis,
*The optimal combination mentioned by Eriksson and Sullivan [11]

6 Results and Conclusions

The results obtained with dynamic and midpoint measurements for each type of
genre speech (read and semi-spontaneous) are shown in Table 5.

The F0 parameter in both tables shows that the classification performance
of the dynamic and static methods is the same for both corpora. Hence, the
methodology applied to the F0 parameter is not useful for forensic voice com-
parison in Mexican Spanish. However, the dynamic method is better when the
three first formants are used.
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Table 5. Average of percentage of classification

Parameter RS corpus (10 speakers) SS corpus (5 speakers)

Dynamic Static Dynamic Static

F0 24 24 43 43

F1, F2, F3 48 42 63 61

Although a direct comparison between the classification rates between the
two corpora is not strictly granted, especially because the number of speakers
is not the same, it can be appreciated that the classification obtained with the
dynamic method is 20% higher in the semi-spontaneous speech corpus.

The results for each particular phonetic context of F1, F2 and F3 with the
dynamic method for the semi-spontaneous speech case are shown in Table 6.

Table 6. Percentages of correct classification with dynamic measurements in semi-
spontaneous speech corpus

Context Correct classification (%)

/sa/ 66

/ta/ 64

/na/ 62

/pa/ 62

/la/ 59

The contexts /sa/ and /ta/ show the best classification performances, and
thus were chosen to run other Linear Discriminant Analyses using the different
combinations of predictor variables proposed by McDougall [9]. Additionally, the
optimal combination proposed by Eriksson and Sullivan [11], and the combina-
tion based on the parameters of a polynomial equation proposed by McDougall
[10] were tested. The results are shown in Table 7.

The best classification percentage (73%) refers to the /sa/ context using
nine predictors of F1, F2 and F3 followed by 72% fitting a quadratic polynomial
model to the vocalic formants. For context /ta/, using the same predictors, the
best classification percentage was 66%.

A comparison of the best percentage obtained in this study for the /sa/ con-
text (73%) with McDougall’s [9] and Eriksson and Sullivan’s [11] shows that this
percentage is 4% and 22% below the one obtained by Eriksson and Sullivan’s
[11] and McDougall [9], respectively. However, the method used by McDougall to
test the discriminatory capacity of the linear functions overestimates the classi-
fication rate as she included the test data within the training data instead of the
cross validation method used in the present study and also in that of Eriksson
and Sullivan [11] in which test and training data are always kept apart.
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Table 7. Correct classification rates obtained in contexts /sa/ and /ta/ using different
combinations of predictors in LDA

Combination
of formants

Predictors
number

Correct classi-
fication SS cor-
pus (%)

/sa/ /ta/

F1 1 59 53

3 67 65

5 65 64

9 68 62

F2 1 48 35

3 53 43

5 48 44

9 45 44

F3 1 39 27

3 37 35

5 37 38

9 34 36

F1 + F2 2 60 57

6 63 62

10 66 64

18 68 60

F2 + F3 2 53 38

6 53 52

10 50 48

18 49 48

F1 + F3 2 65 47

6 68 63

10 62 63

18 59 60

F1 + F2 + F3 3 64 58

6 60 56

9 73 66

15 68 65

27 - 64

Optimal F3 + F2 6 45 41

Quadratic 9 72 66

Cubic 12 66 65
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In this study, one of the best results obtained by fitting the three first formant
contours with a polynomial equation using linear regression was reached with the
quadratic equation as well as McDougall [10]. A comparison of the best percent-
ages obtained with this methodology shows a difference of 17% between the result
reached by McDougall [10] (89%) and the corresponding to this study (72%).
However, these results cannot be compared directly as the studies employed
different segments in different languages.

The overall conclusion is that the dynamic analysis using only F0, is not
informative enough to classify reliably speakers’ voices. On the other hand, the
dynamic analysis using F1, F2 and F3 improves the classification results over
the static method that uses only the midpoint frequency. These results are in
accordance with McDougall’s [9,10] and Eriksson and Sullivan’s [11] findings,
which indicate that the dynamic method is better than the static one.

The highest percentages of classification was obtained with two methods:
using nine predictors for the three first formants (F11, F15, F19, F21, F25,
F29, F31, F35, F39) and fitting a quadratic equation (better than the cubic)
using linear regression (i.e., down to nine variables), and applying the discrimi-
nant functions (i.e., discriminant analysis) on this reduced set, as suggested by
McDougall [10], who obtained up to 89% of classification performance. Both
methodologies are better to discriminate between speakers in the RS corpus. It
is possible to obtain up to 73% of discrimination rate for the /sa/ context and,
therefore, it can be used as evidence for forensic speaker comparison in Mexican
Spanish.
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