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Preface

These multiple volumes (LNCS volumes 10404, 10405, 10406, 10407, 10408, and
10409) consist of the peer-reviewed papers from the 2017 International Conference on
Computational Science and Its Applications (ICCSA 2017) held in Trieste, Italy,
during July 3–6, 2017.

ICCSA 2017 was a successful event in the ICCSA conference series, previously
held in Beijing, China (2016), Banff, Canada (2015), Guimarães, Portugal (2014), Ho
Chi Minh City, Vietnam (2013), Salvador, Brazil (2012), Santander, Spain (2011),
Fukuoka, Japan (2010), Suwon, South Korea (2009), Perugia, Italy (2008), Kuala
Lumpur, Malaysia (2007), Glasgow, UK (2006), Singapore (2005), Assisi, Italy
(2004), Montreal, Canada (2003), (as ICCS) Amsterdam, The Netherlands (2002), and
San Francisco, USA (2001).

Computational science is a main pillar of most present research as well as industrial
and commercial activities and plays a unique role in exploiting ICT innovative tech-
nologies. The ICCSA conference series have been providing a venue to researchers and
industry practitioners to discuss new ideas, to share complex problems and their
solutions, and to shape new trends in computational science.

Apart from the general tracks, ICCSA 2017 also include 43 international workshops,
in various areas of computational sciences, ranging from computational science tech-
nologies to specific areas of computational sciences, such as computer graphics and
virtual reality. Furthermore, this year ICCSA 2017 hosted the XIV International
Workshop on Quantum Reactive Scattering. The program also features three keynote
speeches and four tutorials.

The success of the ICCSA conference series in general, and ICCSA 2017 in par-
ticular, is due to the support of many people: authors, presenters, participants, keynote
speakers, session chairs, Organizing Committee members, student volunteers, Program
Committee members, international Advisory Committee members, international liaison
chairs, and various people in other roles. We would like to thank them all.

We would also like to thank Springer for their continuous support in publishing the
ICCSA conference proceedings.

July 2017 Giuseppe Borruso
Osvaldo Gervasi

Bernady O. Apduhan



Welcome to Trieste

We were honored and happy to have organized this extraordinary edition of the con-
ference, with so many interesting contributions and participants coming from more than
46 countries around the world!

Trieste is a medium-size Italian city lying on the north-eastern border between Italy
and Slovenia. It has a population of nearly 200,000 inhabitants and faces the Adriatic
Sea, surrounded by the Karst plateau.

It is quite an atypical Italian city, with its history being very much influenced by
belonging for several centuries to the Austro-Hungarian empire and having been
through several foreign occupations in history: by French, Venetians, and the Allied
Forces after the Second World War. Such events left several footprints on the structure
of the city, on its buildings, as well as on culture and society!

During its history, Trieste hosted people coming from different countries and
regions, making it a cosmopolitan and open city. This was also helped by the presence
of a commercial port that made it an important trade center from the 18th century on.
Trieste is known today as a ‘City of Science’ or, more proudly, presenting itself as the
‘City of Knowledge’, thanks to the presence of several universities and research cen-
ters, all of them working at an international level, as well as of cultural institutions and
traditions. The city has a high presence of researchers, more than 35 per 1,000
employed people, much higher than the European average of 6 employed researchers
per 1,000 people.

The University of Trieste, the origin of such a system of scientific institutions, dates
back to 1924, although its roots go back to the end of the 19th century under the
Austro-Hungarian Empire. The university today employs nearly 1,500 teaching,
research, technical, and administrative staff with a population of more than 16,000
students.

The university currently has 10 departments: Economics, Business, Mathematical,
and Statistical Sciences; Engineering and Architecture; Humanities; Legal, Language,
Interpreting, and Translation Studies; Mathematics and Geosciences; Medicine, Sur-
gery, and Health Sciences; Life Sciences; Pharmaceutical and Chemical Sciences;
Physics; Political and Social Sciences.

We trust the participants enjoyed the cultural and scientific offerings of Trieste and
will keep a special memory of the event.

Giuseppe Borruso
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Abstract. Several heuristics for bandwidth and profile reductions have
been proposed since the 1960s. In systematic reviews, 133 heuristics
applied to these problems have been found. The results of these heuristics
have been analyzed so that, among them, 13 were selected in a manner
that no simulation or comparison showed that these algorithms could be
outperformed by any other algorithm in the publications analyzed, in
terms of bandwidth or profile reductions and also considering the com-
putational costs of the heuristics. Therefore, these 13 heuristics were
selected as the most promising low-cost methods to solve these prob-
lems. Based on this experience, this article reports that in certain cases
no heuristic for bandwidth or profile reduction can reduce the compu-
tational cost of the Jacobi-preconditioned Conjugate Gradient Method
when using high-precision numerical computations.

Keywords: Bandwidth reduction · Profile reduction · Conjugate Gradi-
ent Method · Graph labeling · Reordering algorithms · Sparse matrices ·
Graph algorithm · High-precision arithmetic · Ordering · Sparse sym-
metric positive-definite linear systems · Combinatorial optimization ·
Heuristics

1 Introduction

In several scientific and engineering fields, such as finite element analysis, com-
putational fluid mechanics, and structural engineering, a fundamental task is the
resolution of large sparse linear systems with the form Ax = b, where A is an
n × n sparse, symmetric, and positive-definite matrix, b is a vector of length n,
and x is an unknown vector (which is sought) of length n. Generally, the high-
est computational cost of the simulation is required in the resolution of these
c© Springer International Publishing AG 2017
O. Gervasi et al. (Eds.): ICCSA 2017, Part I, LNCS 10404, pp. 3–19, 2017.
DOI: 10.1007/978-3-319-62392-4 1
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linear systems. A substantial amount of memory and a high processing cost are
necessary to store and to solve these large-scale linear systems. For the low-cost
solution of large and sparse linear systems, a heuristic for bandwidth or profile
reduction is often used so that the corresponding coefficient matrix A will have
narrow bandwidth and small profile. Thus, heuristics for bandwidth and pro-
file reductions are used to achieve low processing and storage costs for solving
large sparse linear systems [14,17]. In particular, profile reduction is employed
to reduce storage costs of applications that employ the skyline data structure [9]
to represent large-scale matrices.

Let A = [aij ] be a symmetric sparse n × n matrix. The bandwidth of line
i is βi(A) = i − min(j : (1 ≤ j < i) aij �= 0). Bandwidth of A is defined
as β(A) = max[(1 ≤ i ≤ n) βi(A)] = max[(1 ≤ i ≤ n) (i − min[j : (1 ≤
j < i)] | aij �= 0)]. The profile of A is defined as profile(A) =

∑n
i=1 βi(A).

The bandwidth and profile minimization problems are NP-hard [28,31]. Since
these problems have associations with an extensive variety of other problems
in scientific and engineering disciplines, several heuristics for bandwidth and
profile reductions have been proposed for reordering the rows and columns of
sparse matrices to solve the bandwidth and profile reduction problems.

A prominent algorithm for solving large-scale sparse linear systems is the
Conjugate Gradient Method (CGM) [21,26]. Duff and Meurant [8] showed that
a local ordering of the vertices of the corresponding graph of A can improve
cache hit rates so that a computational cost reduction of the CGM is reached.
Moreover, Burgess and Giles [3] and Das et al. [6] showed that such local ordering
can be attained by using a heuristic for bandwidth reduction. Moreover, one
should employ an ordering which does not lead to an increase of the number of
iterations of the CGM when a preconditioner is applied [15].

In this work, we analyze cases where selected heuristics for bandwidth
or profile reduction may not reduce the computational times of the Jacobi-
preconditioned CGM (JPCGM). In previous publications [14,16], we showed
preceding results and based on this experience [2,5,15,17], 13 heuristics were
selected as the most promising methods in this field. Thus, the main objective
of this work is to analyze the results of 13 potential state-of-the-art low-cost
heuristics for bandwidth and profile reductions (that were selected from system-
atic reviews [2,5,15,17]) when executed to reduce the computational cost of the
JPCGM using high-precision floating-point arithmetic.

Section 2 describes the systematic reviews accomplished to identify the poten-
tial best low-cost heuristics for bandwidth and profile reductions. Section 3
describes how the numerical experiments were conducted in this study. Section 4
shows the results. Finally, Sect. 5 addresses the conclusions.

2 Systematic Reviews

As described, since the bandwidth and profile reduction problems have con-
nections with a wide range of other problems in scientific and engineering
disciplines, a large number of heuristics for bandwidth and profile reductions
has been proposed. In systematic reviews, 133 heuristics for bandwidth and/or
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profile reductions were identified [2,5,15,17], published between the 1960s and
the present day, including a recent proposed heuristic for bandwidth and pro-
file reductions [13]. From the analysis performed, respectively, seven and six
heuristics for bandwidth and profile reductions were selected to be evaluated
in this computational experiment as potentially being the best low-cost heuris-
tics for bandwidth (Burgess-Lai [4], FNCHC [27], GGPS [38], VNS-band [30],
hGPHH [24], CSS-band [23]) or profile (Snay [35], Sloan [34], Medeiros-Pimenta-
Goldenberg (MPG) [29], NSloan [25], Sloan-MGPS [32]) reduction. The Reverse
Cuthill-McKee method with starting pseudo-peripheral vertex given by the
George-Liu algorithm (RCM-GL) [10] was selected in both systematic reviews
of heuristics for bandwidth and profile reductions. In particular, the RCM-GL
method [10] is contained in the Matlab software [36]. Therefore, from the 133
identified heuristics for bandwidth and profile reduction, 12 were selected to
be evaluated in this computational experiment because no other simulation or
comparison showed that these 12 heuristics could be superseded by any other
heuristics in the analyzed papers, concerning bandwidth or profile reduction,
when the computation costs of the given heuristic were also considered. Thus,
these 12 heuristics could be deemed as the most promising low-cost heuristics to
solve the problems.

The GPS heuristic [12] was not selected in these systematic reviews. In spite
of this, it was also implemented and its results were compared with these 12
heuristics in this computational experiment because it is one of the most classic
low-cost heuristics evaluated in the field for both bandwidth and profile reduc-
tions. Thus, 13 heuristics were implemented and/or evaluated in this work.

3 Description of the Tests, Implementation
of the Heuristics, Testing, and Calibration

A 64-bit executable program of the VNS-band heuristic (which was kindly pro-
vided by one of the heuristic’s authors) was used. This executable only runs with
instances up to 500,000 vertices.

The FNCHC-heuristic source code was also kindly provided by one of the
heuristic’s authors. With this, the source code was converted and implemented
in this present work using the C++ programming language.

The 11 other heuristics’ authors were requested for the sources and/or exe-
cutables of their algorithms. Some authors informed that they no longer had
the source code or executable, some authors did not answer, and other authors
explained that the programs could not be provided. Then, the 11 other heuristics
were also implemented using the C++ programming language so that the com-
putational costs of the heuristics could be properly compared [15]. Specifically,
the g++ version 4.8.2 compiler was used.

The IEEE 754 double-precision binary floating-point arithmetic is composed of
11 bits of exponent (ranging between 10−307 and 10307) and a matissa comprised of
53 bits, which describes approximately 16 decimal digits. Nowadays, this double-
precision floating-point arithmetic is adequately accurate for most scientific com-
puting applications. Nonetheless, for some scientific applications, the 64-bit IEEE
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arithmetic is no longer suitable for today’s large-scale numerical simulations. Thus,
some relevant scientific applications require high-precision floating-point compu-
tations. High-precision floating-point arithmetic is used in applications where the
execution time of arithmetic is not a limiting factor, or where accurate results with
many digits in the mantissa are needed. Some of these applications demand a sig-
nificand of 64 bits or more to reach numerically useful results. These applications
derive from numerous scientific applications, such as climate modeling, computa-
tional fluid dynamics (CFD) problems (e.g. vortex roll-up simulations), compu-
tational geometry, mesh generation, computational number theory, Coulomb N-
body atomic system simulations, experimental mathematics, large-scale physical
simulations performed on highly parallel supercomputers (e.g. studies of the fine
structure constant of physics), and quantum theory [1]. Particularly, mesh gen-
eration, contour mapping, and other computational geometry applications sub-
stantially trust on highly precise arithmetic, mostly when the domain is the unit
cube. The reason is that small numerical errors can induce geometrically ques-
tionable results. Such troubles are latent in the mathematics of the formulas com-
monly used in such computations and cannot be repaired without a considerable
effort [1]. Specifically, in the applications mentioned, portions of the code nor-
mally contain numerically sensitive computations. When using double-precision
floating-point arithmetic, these applications may return results with questionable
precision, depending on the stopping criteria used. These imprecise results may
in turn cause larger errors. On the other hand, it is normally cheaper and more
reliable to use high-precision floating-point arithmetic to overcome these troubles
[1]. Specifically, in this computational experiment, we used instances derived from
meshes generated in discretizations of partial differential equations (that govern
CFD problems) by finite volumes [19,20]. Hence, our numerical experiments will
focus onhigh-precision floating-point arithmetic.Weused theGNUMultiplePreci-
sion Floating-point Computations with Correct-Rounding (MFR) library with 256-
bit (when using instances originating from discretizations of the Laplace equation)
and 512-bit (when using instances contained in the University of Florida sparse
matrix collection) precisions.

Many heuristics evaluated here are highly dependent on the starting vertex.
Since Koohestani and Poli [24] did not explain which pseudo-peripheral vertex
finder was used, the George-Liu algorithm [11] for computing a pseudo-peripheral
vertex was used in this computational experiment. Hence, we will refer this
heuristic as hGPHH-GL.

It was not our objective that the results of the C++ programming language
versions of the heuristics supersede all the results of the original implementa-
tions. Our objective was to code reasonably efficient implementations of the
heuristics evaluated to make it possible an adequate comparison of the results
of the 13 heuristics. However, we tested and calibrated the C++ programming
language versions of the heuristics implemented to compare our implementa-
tions with the codes used by the original proposers of the heuristics to ensure
the codes we implemented were comparable to the algorithms that were orig-
inally proposed. We compared the results of the C++ programming language
versions of the heuristics with the results presented in the original publications.
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In particular, a previous publication [15] shows how the heuristics were imple-
mented, tested, and calibrated. The C++ programming language implementa-
tions of the heuristics obtained similar results in bandwidth or profile reductions
to the results presented in the original publications (see [15]).

Table 1 shows the characteristics of the five workstations used to perform the
simulations. Particularly, the Ubuntu 14.04 LTS 64-bit operating system was
used.

Table 1. Characteristics of the machines used to perform the simulations.

Machine Processor unit: IntelR© Cache memory Main memory (DDR3) Linux kernel

M1 CoreTM i3-2120 CPU 3.3GHz 3MB 8GB 1.333GHz 3.13.0-39-generic

M2 XeonTM E5620 CPU 2.4GHz 12MB 24GB 1.333GHz 3.13.0-44-generic

M3 CoreTM i5-3570 CPU 3.4GHz 6MB 8GB 1.333GHz 3.13.0-37-generic

M4 CoreTM i7-4510U CPU 2.0GHz 4MB 8GB 1.6GHz 3.16.0-23-generic

M5 CoreTM i7-4790K CPU 4.0GHz 8MB 12GB 1.6GHz 3.19.0-31-generic

Three sequential runs, with both a reordering algorithm and with the
JPCGM, were carried out with each instance. In addition, for this experimen-
tal analysis of 13 low-cost heuristics for bandwidth and profile reductions, we
followed the suggestions given by Johnson [22], aiming at reducing the compu-
tational cost of the JPCGM.

4 Numerical Experiments and Analysis

This section shows the results obtained in simulations using the JPCGM, exe-
cuted after applying heuristics for bandwidth and profile reductions. Section 4.1
shows the results of the resolutions of linear systems arising from the discretiza-
tion of the Laplace equation by finite volumes [19]. Section 4.2 shows the results
of the resolutions of linear systems contained in the University of Florida sparse
matrix collection [7].

Tables in this section show the dimension n of the respective coefficients
matrix of the linear system (or the number of vertices of the graph associated
with the coefficient matrix on it or the name of the instance contained in the
University of Florida sparse matrix collection), the name of the reordering algo-
rithms applied, the results with respect to profile and bandwidth reductions, the
average results of the heuristics in relation to the computational cost, in sec-
onds (s), and the memory requirements, in mebibytes (MiB). In addition, these
tables show the number of iterations and the total computational cost, in sec-
onds, of the JPCGM. Furthermore, in spite of the small number of executions
for each heuristic in each instance, these tables show the standard deviation
(σ) and coefficient of variation (Cv), referring to the total computational cost
of the JPCGM. Additionally, these tables show “–” in the first row of a set of
simulations performed with each instance. This means that no reordering algo-
rithm was used. With this result, one can verify the speed-down of the JPCGM
attained when using a heuristic for bandwidth or profile reduction, shown in the
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last columns of these tables. In the tables below, numbers in bold face are the
best results (up to two occurrences) in the β, profile, t(s), and m.(MiB) columns.
Figures in this section are presented as line charts for clarity.

4.1 Instances Originating from the Discretization of the Laplace
Equation by Finite Volumes

This section shows the results of the resolutions of linear systems arising from the
discretization of the Laplace equation by finite volumes [19]. These linear systems
are divided into two datasets: seven and eight linear systems ranging from 7,322
to 277,118 and from 16,922 to 1,115,004 unknowns comprised of matrices with
random order [see Fig. 1 and Tables 2 and 3 (with executions performed on the
M1 machine)] and originally ordered using a sequence given by the Sierpiński-
like curve [18,37] [see Fig. 2 and Tables 4 and 5 (with executions performed on
the M2 machine)], respectively.

Fig. 1. Speed-downs of the JPCGM obtained using several heuristics for bandwidth
and profile reductions applied to linear systems originating from the discretization of
the Laplace equation by finite volumes and composed of matrices with random order
(see Tables 2 and 3).

Fig. 2. Speed-downs of the JPCGM obtained using several heuristics for bandwidth
and profile reductions applied to linear systems originating from the discretization of
the Laplace equation by finite volumes and composed of matrices with a sequence given
by the Sierpiński-like order (see Tables 4 and 5).

Tables 2, 3, 4 and 5 show that Sloan’s heuristic almost always obtained the
best profile results in these datasets. In addition, these tables show that the
FNCHC heuristic achieved in general the best bandwidth results, but closely fol-
lowed by the RCM-GL and hGPHH-GL heuristics, which presented much lower



An Analysis of Reordering Algorithms to Reduce the Computational Cost 9

Table 2. Resolution of three linear systems (derived from the discretization of the
Laplace equation by finite volumes and composed of matrices with random order) using
the JPCGM and vertices labeled by heuristics for bandwidth and profile reductions.

n Heuristic β profile Heuristic JPCGM σ Cv (%) Speed-

down

t(s) m.(MiB) iter. t(s)

7322 – 7248 16083808 – – 498 10 0.02 0.16 –

RCM-GL 80 396652 0.005 0.0 498 11 0.04 0.37 0.93

hGPHH-GL 80 406461 0.006 0.0 498 11 0.03 0.29 0.93

VNS-band 1599 966638 1.061 75.9 498 11 0.31 2.73 0.83

FNCHC 75 444803 2.273 0.5 498 13 0.05 0.36 0.70

GPS 78 404414 0.362 0.2 498 12 0.40 3.26 0.85

GGPS 79 397534 0.415 1.3 498 13 0.04 0.30 0.81

Burgess-Lai 152 407458 0.189 0.0 498 13 0.03 0.20 0.80

CSS-band 7190 16103602 1.079 40.9 498 14 0.06 0.48 0.71

Snay 1859 447914 0.240 0.3 498 14 0.10 0.03 0.72

Sloan 391 375254 0.010 0.3 498 14 0.05 0.38 0.73

NSloan 197 424476 0.004 0.3 498 15 0.01 0.07 0.72

Sloan-MGPS 312 374571 0.030 0.2 498 14 0.02 0.14 0.73

MPG 800 608671 0.010 0.2 498 15 0.03 0.17 0.72

15944 – 15902 76482022 – – 745 34 0.21 0.63 –

RCM-GL 121 1149442 0.020 0.0 745 39 0.04 0.10 0.87

hGPHH-GL 124 1231692 0.020 0.0 745 39 0.29 0.76 0.88

VNS-band 3916 5108940 1.190 196.7 745 40 0.49 1.23 0.82

FNCHC 113 1321180 5.850 1.3 745 43 0.11 0.26 0.69

GPS 118 1154030 1.580 0.5 745 42 1.38 3.31 0.78

GGPS 118 1210195 3.550 2.8 745 43 0.07 0.17 0.73

Burgess-Lai 212 1144254 1.090 0.0 745 44 0.07 0.16 0.75

CSS-band 15749 77021429 8.560 192.7 745 51 0.33 0.65 0.57

Snay 5862 1586436 1.020 0.5 745 47 0.06 0.13 0.70

Sloan 484 982693 0.020 0.3 745 47 0.02 0.04 0.72

NSloan 218 1222337 0.010 0.3 745 49 0.05 0.11 0.69

Sloan-MGPS 481 1002661 0.100 0.3 745 47 0.14 0.30 0.71

MPG 1277 1612396 0.030 0.3 745 48 0.20 0.41 0.70

34238 – 34059 357518296 – – 1069 105 0.41 0.39 –

RCM-GL 194 3411077 0.040 0.0 1069 114 0.90 0.79 0.93

hGPHH-GL 192 3759478 0.040 0.0 1069 113 0.11 0.10 0.93

VNS-band 2726 6767128 2.660 490.6 1069 116 1.23 1.06 0.89

FNCHC 192 3913543 15.440 4.0 1069 122 0.38 0.31 0.77

GPS 191 3545656 9.720 1.2 1069 118 0.59 0.50 0.82

GGPS 170 3415253 19.690 5.2 1069 122 0.11 0.09 0.75

Burgess-Lai 334 3282297 4.310 0.0 1069 125 0.29 0.23 0.81

CSS-band 33923 359144453 67.280 910.7 1069 155 0.63 0.41 0.48

Snay 21625 5150148 4.830 1.0 1069 145 0.53 0.36 0.70

Sloan 917 2578022 0.060 0.8 1069 144 0.03 0.02 0.73

NSloan 357 3608666 0.030 0.9 1069 153 0.14 0.09 0.69

Sloan-MGPS 795 2671240 0.300 0.9 1069 146 0.07 0.05 0.72

MPG 2322 3986576 0.060 0.9 1069 146 0.04 0.03 0.72
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Table 3. Resolution of four linear systems (derived from the discretization of the
Laplace equation by finite volumes and composed of matrices with random order) using
the JPCGM and vertices labeled by heuristics for bandwidth and profile reductions.

n Heuristic β profile Heuristic JPCGM σ Cv (%) Speed-
down

t(s) m.(MiB) iter. t(s)

75542 – 75490 1744941733 – – 1540 328 0.38 0.11 –

RCM-GL 274 12086129 0.1 0 1540 362 0.62 0.17 0.91

hGPHH-GL 277 13793938 0.1 0 1540 360 0.22 0.06 0.91

VNS-band 21310 42564399 3.7 1198 1540 365 1.35 0.37 0.89

FNCHC 269 13978910 40.8 7 1540 361 1.66 0.46 0.82

GPS 272 12086603 41.5 4 1540 371 1.52 0.41 0.80

GGPS 271 12405895 86.7 10 1540 391 0.44 0.11 0.69

Burgess-Lai 460 11175444 42.5 0 1540 396 0.64 0.16 0.75

CSS-band 74879 1747422045 692.6 3819 1540 497 1.33 0.27 0.28

Snay 47789 28972039 41.7 2 1540 468 0.61 0.13 0.64

Sloan 1521 8981209 0.2 1 1540 472 0.21 0.04 0.70

NSloan 534 12805249 0.1 1 1540 508 0.04 0.01 0.65

Sloan-MGPS 1236 9245713 1.0 1 1540 481 0.19 0.04 0.68

MPG 4020 14107424 0.2 1 1540 481 0.06 0.01 0.68

101780 – 101583 3169282786 – – 2173 631 0.36 0.06 –

RCM-GL 405 21399542 0.1 0 2173 683 1.81 0.26 0.92

hGPHH-GL 407 24041332 0.1 0 2173 684 0.30 0.04 0.92

VNS-band 5207 25033097 5.6 1638 2173 685 2.07 0.30 0.91

FNCHC 391 26974311 60.0 10 2173 699 1.41 0.20 0.83

GPS 405 21399542 73.1 5 2173 694 4.57 0.66 0.82

GGPS 400 21727818 153.2 16 2173 735 8.73 1.19 0.71

Burgess-Lai 745 19394495 4385.7 0 2173 741 0.50 0.07 0.12

CSS-band 101333 3160566736 1638.0 611 2173 944 2.03 0.22 0.24

Snay 64553 45830895 61.1 3 2173 886 0.12 0.01 0.67

Sloan 8845 14909417 0.3 2 2173 882 2.60 0.29 0.72

NSloan 7602 21266761 0.1 2 2173 951 2.53 0.27 0.66

Sloan-MGPS 8420 15400014 1.9 2 2173 902 2.78 0.31 0.70

MPG 10502 24115880 0.2 2 2173 906 2.50 0.28 0.70

192056 – 191738 11329772559 – – 2383 1305 0.72 0.06 –

RCM-GL 360 42578191 0.2 0 2382 1437 3.39 0.24 0.91

hGPHH-GL 364 48308977 0.3 0 2383 1429 0.12 0.01 0.91

VNS-band 11142 99018771 16.5 3195 2383 1443 6.79 0.47 0.89

FNCHC 348 48496246 114.8 21 2383 1469 1.65 0.11 0.82

GPS 371 41541059 256.0 10 2383 1475 3.57 0.24 0.75

GGPS 363 42925208 530.8 28 2383 1468 0.63 0.04 0.65

Burgess-Lai 621 40149530 349.6 0 2383 1580 0.19 0.01 0.68

CSS-band 191446 2737568773 793.5 1125 2383 1999 5.49 0.27 0.47

Snay 112715 158031137 262.2 6 2384 1835 6.77 0.37 0.62

Sloan 1963 30916653 0.7 4 2384 1815 0.49 0.03 0.72

NSloan 750 44537494 0.2 4 2384 1968 0.25 0.01 0.66

Sloan-MGPS 1759 31863871 4.2 4 2384 1858 1.06 0.06 0.70

MPG 5366 47979879 0.5 4 2384 1853 0.37 0.02 0.70

277118 – 277019 23512579029 – – 2771 2236 2.78 0.12 –

RCM-GL 421 74726891 0.4 0 2771 2383 5.18 0.22 0.94

hGPHH-GL 427 84714895 0.4 0 2771 2328 3.04 0.13 0.96

VNS-band 12132 97666318 32.1 4618 2771 2397 6.11 0.26 0.92

FNCHC 424 86076670 183.2 27 2771 2426 0.74 0.03 0.86

GPS 399 72378558 510.3 16 2771 2459 12.28 0.50 0.75

GGPS 420 75610158 1054.7 21 2771 2586 7.44 0.29 0.61

Burgess-Lai 793 66880423 401.9 0 2771 2614 0.85 0.03 0.74

CSS-band 276285 23509305627 1606.1 1680 2771 3314 26.97 0.81 0.45

Snay 107539 310401674 516.6 10 2771 3032 0.75 0.02 0.63

Sloan 2243 55586226 1.2 4 2771 3036 0.68 0.02 0.74

NSloan 909 77343800 0.3 4 2771 3294 0.01 0.01 0.68

Sloan-MGPS 2084 57032215 7.9 4 2771 3198 2.39 0.07 0.70

MPG 7281 89227523 0.8 4 2771 3200 1.26 0.04 0.70
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Table 4. Resolution of linear systems (ranging from 16,922 to 105,764 unknowns,
derived from the discretization of the Laplace equation by finite volumes and composed
of matrices ordered using a sequence determined by the Sierpiński-like curve) using the
JPCGM and vertices labeled by heuristics for bandwidth and profile reductions.

n Heuristic β profile Heuristic JPCGM σ Cv (%) Speed-
down

t(s) m.(MiB) iter. t(s)

16922 – 16921 1710910 – – 767 51 0.02 0.04 –

RCM-GL 115 1252527 0.02 0.0 767 53 0.73 1.40 0.974

hGPHH-GL 119 1321688 0.02 0.0 767 51 0.07 0.14 1.002

VNS-band 4756 2393029 1.29 144.7 767 52 0.19 0.37 0.969

FNCHC 114 1372628 8.21 2.0 767 51 0.04 0.09 0.865

GPS 115 1252527 3.25 0.5 767 53 0.24 0.47 0.915

GGPS 115 1321081 2.31 4.1 767 53 0.13 0.25 0.927

Burgess-Lai 224 1235707 0.70 0.0 767 54 0.30 0.56 0.941

CSS-band 16746 85797563 13.45 140.9 767 55 1.06 1.91 0.744

Snay 6212 1508415 1.56 0.5 767 74 0.11 0.15 0.682

Sloan 571 1074251 0.02 0.5 767 74 0.02 0.03 0.692

NSloan 229 1336588 0.01 0.3 767 75 0.01 0.02 0.684

Sloan-MGPS 462 1093326 0.12 0.3 767 75 0.05 0.06 0.685

MPG 1231 1750944 0.03 0.5 767 75 0.08 0.10 0.683

39716 – 39715 6309342 – – 1144 188 0.04 0.02 –

RCM-GL 195 4376986 0.05 0.0 1144 210 0.52 0.25 0.894

hGPHH-GL 192 4770829 0.05 0.0 1144 209 0.31 0.15 0.897

VNS-band 5863 9979067 2.32 327.2 1144 212 1.11 0.52 0.877

FNCHC 189 5021600 22.89 3.4 1144 211 1.00 0.47 0.803

GPS 180 4464634 9.05 0.8 1144 213 0.65 0.31 0.845

GGPS 194 4391324 19.90 3.1 1144 214 4.54 2.13 0.804

Burgess-Lai 335 4156848 6.63 0.0 1144 221 0.15 0.07 0.824

CSS-band 39346 480512986 341.56 537.9 1144 257 1.69 0.66 0.314

Snay 22597 6548607 8.67 1.2 1144 269 0.30 0.11 0.677

Sloan 830 3342149 0.08 1.0 1144 268 0.23 0.09 0.701

NSloan 372 4634523 0.03 1.0 1144 286 0.11 0.04 0.656

Sloan-MGPS 831 3461255 0.43 1.0 1144 275 0.24 0.09 0.682

MPG 2358 5222214 0.08 1.0 1144 274 0.17 0.06 0.685

68414 – 68413 14882117 – – 1514 430 0.03 0.01 –

RCM-GL 238 9598308 0.08 0.0 1514 481 1.09 0.23 0.894

hGPHH-GL 236 10705920 0.08 0.0 1514 481 0.39 0.08 0.894

VNS-band 516 17030717 4.59 557.4 1514 483 0.93 0.19 0.882

FNCHC 233 11325816 42.02 5.1 1514 485 1.66 0.34 0.817

GPS 225 9751463 28.90 1.5 1514 495 0.29 0.06 0.821

GGPS 233 9781546 68.94 6.2 1514 508 0.07 0.01 0.746

Burgess-Lai 440 8910920 30.69 0.0 1514 515 0.43 0.08 0.788

CSS-band 67862 1432183654 1962.01 2043.0 1514 591 3.97 0.67 0.168

Snay 43837 21823074 36.43 2.1 1514 609 0.11 0.02 0.666

Sloan 1284 7093207 0.17 1.0 1514 609 0.16 0.03 0.706

NSloan 442 10128234 0.06 1.0 1514 656 0.10 0.01 0.656

Sloan-MGPS 1082 7326579 0.96 1.0 1514 625 0.06 0.01 0.687

MPG 2811 11460778 0.16 1.0 1514 623 0.44 0.07 0.690

105764 – 105763 29560801 – – 1846 816 0.04 0.04 –

RCM-GL 311 18180951 0.13 0.0 1846 899 2.09 0.23 0.907

hGPHH-GL 309 20753083 0.14 0.0 1846 901 1.75 0.20 0.905

VNS-band 2809 33762228 9.38 857.2 1846 901 0.36 0.04 0.896

FNCHC 289 21067109 69.00 9.4 1846 905 2.95 0.33 0.837

GPS 299 18336159 60.95 2.1 1846 927 0.80 0.09 0.826

GGPS 306 18163269 136.02 7.5 1846 899 0.29 0.03 0.789

Burgess-Lai 483 16959146 112.25 0.0 1846 968 0.40 0.04 0.755

CSS-band 105406 3418070351 305.06 494.5 1846 1115 3.78 0.34 0.575

Sloan 1756 13247695 0.32 2.2 1846 1159 0.35 0.03 0.703

NSloan 602 19321158 0.10 1.2 1846 1255 0.76 0.06 0.650

Sloan-MGPS 1512 13685106 1.88 1.9 1846 1191 0.15 0.01 0.684

MPG 4447 20523176 0.27 1.2 1846 1167 2.19 0.19 0.699
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Table 5. Resolution of four linear systems (derived from the discretization of the
Laplace equation by finite volumes and composed of matrices originally ordered using
a sequence determined by the Sierpiński-like curve) using the JPCGM and vertices
labeled by heuristics for bandwidth and profile reductions.

n Heuristic β profile Heuristic JPCGM Cv (%) Speed-

down

t(s) m.(MiB) iter. t(s) σ

237086 – 237085 115804392 – – 2611 2629 8.69 0.33 –

RCM-GL 391 56621430 0.3 0 2612 2866 7.98 0.28 0.92

hGPHH-GL 393 64411087 0.3 0 2612 2852 3.88 0.14 0.92

VNS-band 1783 92303199 40.8 1912 2612 2858 5.97 0.21 0.91

FNCHC 388 64592246 177.0 20 2612 2859 1.31 0.05 0.87

GPS 392 56476790 392.3 13 2612 2965 5.43 0.18 0.78

GGPS 389 57030510 820.9 16 2612 2869 11.37 0.40 0.71

Burgess-Lai 718 52953332 698.3 0 2612 3100 0.90 0.03 0.69

CSS-band 236418 2682971255 1657.8 1107 2612 3637 25.22 0.69 0.50

Sloan 2044 41300807 1.0 7 2612 3661 3.25 0.09 0.72

NSloan 812 59082821 0.2 6 2612 3981 2.10 0.05 0.66

Sloan-MGPS 1898 42561396 6.2 6 2612 3777 1.33 0.04 0.70

MPG 5707 64716730 0.7 6 2612 3718 1.27 0.03 0.71

467504 – 467503 382386929 – – 3446 6972 2.65 0.04 –

RCM-GL 448 130166482 0.6 0 3446 7434 3.43 0.05 0.94

hGPHH-GL 445 149299971 0.6 0 3446 7423 6.17 0.08 0.94

VNS-band 5001 227019725 154.2 4904 3446 7409 2.46 0.03 0.92

FNCHC 449 156037685 371.9 40 3446 7416 6.92 0.09 0.90

GPS 455 129684974 1593.1 27 3446 7618 2.46 0.03 0.76

GGPS 438 132748941 3228.4 29 3446 8033 7.73 0.10 0.62

Burgess-Lai 862 119436630 895.2 0 3446 8071 3.74 0.04 0.78

CSS-band 466181 2526782462 9693.1 3644 3446 9490 6.99 0.07 0.36

Sloan 2498 95551358 2.4 10 3449 9676 13.96 0.14 0.72

NSloan 911 135054695 0.5 10 3449 10563 35.21 0.33 0.66

Sloan-MGPS 2251 98187318 14.2 10 3449 10053 49.93 0.50 0.69

MPG 7842 152632760 1.7 11 3449 9974 66.00 0.66 0.70

750446 – 750445 911516500 – – 4246 13660 5.64 0.07 –

RCM-GL 461 224589050 0.9 0 4245 14563 4.39 0.03 0.94

hGPHH-GL 471 257304543 1.0 0 4246 14629 7.03 0.05 0.93

FNCHC 715 304070803 615.5 60 4245 14676 0.23 0.01 0.89

Sloan 2441 164952184 4.0 21 4232 19223 36.40 0.19 0.71

NSloan 946 232760320 0.8 21 4232 20942 9.65 0.05 0.65

Sloan-MGPS 2264 169448464 24.4 21 4232 19857 38.68 0.19 0.69

MPG 7986 265072969 2.8 20 4232 19352 22.96 0.12 0.71

1015004* – 1015003 1580908606 – – 4557 20025 14.55 0.07 –

RCM-GL 462 316593383 1.0 0 4557 20726 84.12 0.41 0.97

hGPHH-GL 465 363030399 1.1 0 4557 20709 33.82 0.16 0.97

FNCHC 455 365943729 819.9 88 4569 21174 10.56 0.05 0.91

Sloan 2484 233117499 4.1 27 4557 20587 37.33 0.18 0.97

MPG 8107 375103029 2.4 27 4557 20682 38.37 0.19 0.97

*Executions performed on the M3 machine.

computational costs. Nevertheless, no gain was attained regarding the speed-up
of the JPCGM when using these heuristics. In particular, the FNCHC heuristic
presented a much higher computational cost than the RCM-GL, Sloan’s, MPG,
NSloan, Sloan-MGPS, and hGPHH-GL heuristics.
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A slight speed-up of the JPCGM applied to the linear system composed of
16,922 when using the hGPHH-GL heuristic (see Table 4) was reached, but this
gain is marginal. Moreover, a speed-down of the JPCGM was obtained when
using the other heuristics for bandwidth and profile reductions applied to the
other linear systems.

Tables 4 and 5 do not show results of Snay’s heuristic [35] applied to linear
systems larger than 68,414 unknowns. Snay’s heuristic obtained better results
(related to reduce the JPCGM computational cost) than the results of the CSS-
band [23] and NSloan [25] heuristics when applied to the linear systems composed
of 39,716 and 68,414 unknowns. However, Snay’s heuristic performed less favor-
ably than the other heuristics when applied to the linear system comprised of
16,922 unknowns (see Table 4).

The GPS [12], Burgess-Lai [4], GGPS [38], and CSS-band [23] presented
higher computational costs than the other heuristics [see t(s)(Heuristic) column
in Tables 3 and 5]. Consequently, Table 5 does not show the results of these
four heuristics applied to the linear systems composed of 750,446 and 1,015,004
unknowns, keeping in mind that the VNS-band execution program runs with
instances up to 500,000 unknowns. Furthermore, Table 5 does not show the
results of the NSloan [25] and Sloan-MGPS [32] heuristics applied to the linear
system composed of 1,015,004 unknowns because these two heuristics performed
less favorably than the five other heuristics when applied to linear systems con-
tained in this dataset.

4.2 Instances Contained in the University of Florida Sparse Matrix
Collection

Table 6 provides the characteristics of 11 linear systems (composed of symmet-
ric and positive-definite matrices) contained in the University of Florida sparse
matrix collection [7]. Tables 2, 3, 4 and 5 show that the RCM-GL [10], Sloan’s
[34], MPG [29], NSloan [25], Sloan-MGPS [32], and hGPHH-GL [24] heuristics
presented much lower computational costs than the other heuristics evaluated
in this computational experiment. Then, these six low-cost heuristics for band-
width or profile reduction evaluated in this study were applied to the dataset
presented in Table 6.

Table 6. Eleven linear systems (composed of symmetric and positive-definite matrices)
contained in the University of Florida sparse matrix collection.

Instance Size β profile Density (%) Description

nasa1824 1824 239 205547 1.18 Structure from NASA Langley

nasa2910 2910 859 525745 2.06 Structure from NASA Langley

sts4098 4098 3323 5217389 0.43 Finite element structural engineering matrix

nasa4707 4704 423 917562 0.47 Structure from NASA Langley

Pres Poisson 14822 12583 9789525 0.33 Computational fluid dynamics problem

olafu 16146 593 4951980 0.39 Structure from NASA Langley

raefsky4 19779 11786 19611188 0.34 Buckling problem for container model

nasasrb 54870 893 20311330 0.09 Structure from NASA Langley

thermal1 82654 80916 175625317 0.01 Unstructured finite element steady-state thermal problem

2cubes sphere 101492 100407 483241271 0.02 Finite element electromagnetics 2 cubes in a sphere

offshore 259789 237738 3588201815 0.01 3D finite element transient electric field diffusion
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Tables 7 and 8 and Fig. 3 show the results of the resolutions of 11 linear sys-
tems contained in the University of Florida sparse matrix collection using the
JPCGM and vertices labeled using heuristics for bandwidth and profile reduc-
tions. The hGPHH-GL heuristic obtained the best speed-up of the JPCGM when
applied to the Pres Poisson instance (see Table 7). On the other hand, speed-
downs of the JPCGM were obtained when using these six heuristics for band-
width and profile reductions when applied to the 10 other linear systems con-
tained in the University of Florida sparse matrix collection that were used here.

Among the heuristics evaluated, the Sloan-MGPS and Sloan’s (RCM-GL)
heuristics obtained (almost always) the best profile (bandwidth) results when
applied to the instances composed in this dataset. Nevertheless, speed-downs of
the JPCGM were obtained when using these heuristics (except the simulation
using the Pres Poisson instance).

5 Conclusions

The results of 13 heuristics for bandwidth and profile reductions applied to
reduce the computational cost of solving three datasets of linear systems
using the Jacobi-preconditioned Conjugate Gradient Method in high-precision
floating-point arithmetic are described in this paper. These heuristics were
selected from systematic reviews [2,5,15,17].

In experiments using three datasets composed of large-scale linear systems,
the hGPHH-GL heuristic performed best when applied to one linear system
aiming at reducing the computational cost of the JPCGM (see Table 7). On the
other hand, speed-downs of the JPCGM were obtained when applying these 13
heuristics for bandwidth and profile reductions to the other linear systems that
were used in this computational experiment. Thus, the attained results show that
in certain cases no heuristic for bandwidth or profile reduction can reduce the
computational cost of the Jacobi-preconditioned Conjugate Gradient Method
when using high-precision numerical computations.

Concerning the set of linear systems arising from the discretization of the
Laplace equation by finite volumes comprised of matrices with random order,
each vertex has exactly three adjacencies [19]. Probably because of this, relabel-
ing the vertices did not improve cache hit rates.

Regarding the set of linear systems originating from the discretization of
the Laplace equation by finite volumes and comprised of matrices originally
ordered using a sequence given by the Sierpiński-like curve [19], a large number of
cache misses may be occurred after applying heuristics for bandwidth and profile
reductions. Probably, the reason is that a space-filling curve already provides an
adequate memory-data locality so that a reordering algorithm is not useful in
such cases. We applied these 13 heuristics in large-scale linear systems and cache
memory is a relevant factor in the execution times of these simulations. Evidence
from the experiments described in this paper does allow the assertion that a
linear system should be studied carefully before using a heuristic for bandwidth
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Table 7. Resolution of seven linear systems contained in the University of Florida
sparse matrix collection using the JPCGM and vertices labeled using heuristics for
bandwidth and profile reductions

Instance Machine Heuristic β profile Heuristic JPCGM σ Cv (%) Speed-
up/down

t(s) m.(MiB) iter. t(s)

nasa1824 M1 – 239 205547 – – 1350 24 0.14 0.58 –

RCM-GL 282 229770 0.004 0.0 1350 25 0.10 0.38 0.96

hGPHH-GL 293 291203 0.003 0.0 1350 25 0.14 0.56 0.98

Sloan 1303 186725 0.005 0.0 1350 25 0.17 0.67 0.96

NSloan 415 284963 0.002 0.0 1351 26 0.14 0.54 0.94

Sloan-MGPS 1102 190128 0.012 0.0 1347 25 0.18 0.71 0.97

MPG 1519 516936 0.010 0.0 1350 26 0.16 0.61 0.94

nasa2910 M1 – 859 525745 – – 1846 133 0.32 0.24 –

RCM-GL 875 522223 0.018 0.0 1846 143 1.02 0.72 0.93

hGPHH-GL 869 1288759 0.016 0.0 1846 140 1.08 0.77 0.95

Sloan 2015 456322 0.018 0.0 1839 138 0.15 0.11 0.97

NSloan 1327 955899 0.010 0.0 1844 145 0.49 0.34 0.92

Sloan-MGPS 2010 460149 0.016 0.0 1842 139 0.16 0.12 0.96

MPG 2708 2288760 0.038 0.0 1842 147 0.02 0.01 0.91

sts4098 M4 – 3323 5217389 – – 590 20 0.01 0.03 –

RCM-GL 1165 2084237 0.009 0.0 590 22 0.07 0.30 0.87

hGPHH-GL 1171 2981815 0.008 0.0 588 22 0.39 1.80 0.90

Sloan 3195 518163 0.023 0.2 589 21 0.01 0.01 0.95

NSloan 3020 2505064 0.007 0.2 589 22 0.01 0.05 0.90

Sloan-MGPS 3351 461998 0.073 0.2 590 21 0.01 0.03 0.95

MPG 3729 961548 0.017 0.2 588 21 0.08 0.38 0.93

nasa4704 M4 – 423 917562 – – 4248 190 0.08 0.04 –

RCM-GL 419 918658 0.009 0.0 4245 201 0.81 0.40 0.94

hGPHH-GL 450 1079926 0.009 0.0 4244 202 4.37 2.16 0.94

Sloan 3084 834354 0.024 0.0 4244 204 0.62 0.30 0.93

NSloan 678 1076453 0.005 0.0 4247 210 2.46 1.17 0.90

Sloan-MGPS 2753 808577 0.056 0.0 4246 203 1.20 0.59 0.93

MPG 3680 2716364 0.074 0.0 4244 212 0.04 0.02 0.90

Pres Poiss. M4 – 12583 9789525 – – 1009 309 1.27 0.41 –

RCM-GL 326 3009635 0.060 0.0 1012 297 0.99 0.33 1.04

hGPHH-GL 364 3130744 0.059 0.0 1009 293 0.46 0.16 1.06

Sloan 642 2827171 0.066 0.3 1012 295 0.39 0.13 1.05

NSloan 594 3951006 0.044 0.3 1012 328 0.38 0.12 0.94

Sloan-MGPS 582 2834035 0.156 0.3 1009 294 0.94 0.32 1.05

MPG 14168 26556694 3.845 0.3 1009 297 0.02 0.01 1.03

olafu M3 – 593 4951980 – – 16146 6833 5.10 0.07 –

RCM-GL 553 5029301 0.146 0.0 16146 7253 32.13 0.44 0.94

hGPHH-GL 573 5165776 0.132 0.0 16146 7189 10.30 0.14 0.95

Sloan 6173 4768547 0.146 0.3 16146 7154 2.24 0.03 0.96

NSloan 4760 7334811 0.105 0.3 16146 7290 0.58 0.01 0.94

Sloan-MGPS 7775 4489770 0.171 0.3 16146 7219 3.00 0.04 0.95

MPG 14467 29376748 4.268 0.3 16146 7491 9.28 0.12 0.91

raefsky4 M4 – 11786 19611188 – – 11245 5862 1.05 0.02 –

RCM-GL 991 12553981 0.130 0.0 11157 6293 3.03 0.05 0.93

hGPHH-GL 1141 13120923 0.110 0.0 11182 6313 397.88 6.30 0.93

Sloan 6550 8587731 0.180 0.3 11180 6200 29.26 0.47 0.95

NSloan 2242 15308534 0.070 0.3 11246 6786 21.77 0.32 0.86

Sloan-MGPS 8378 7841072 0.340 0.3 11245 6411 4.27 0.07 0.91

MPG 18201 74604715 6.790 0.3 11248 6803 1.01 0.01 0.86

or profile reduction aiming at reducing the computational cost of the JPCGM
(and probably when using a preconditioned CGM or other iterative linear system
solver).
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Table 8. Resolution of four linear systems contained in the University of Florida
sparse matrix collection using the JPCGM and vertices labeled using several heuristics
for bandwidth and profile reductions.

Instance Machine Heuristic β profile Heuristic JPCGM σ Cv (%) Speed-
down

t(s) m.(MiB) iter. t(s)

nasasrb M1 – 893 20311330 – – 25326 27902 2.28 0.01 –

RCM-GL 586 19448635 0.3 0 25327 30242 14.94 0.05 0.92

hGPHH-GL 806 20545002 0.2 0 25326 28461 54.27 0.19 0.98

Sloan 5063 19055047 0.3 1 25320 29893 147.67 0.49 0.93

NSloan 4865 23564619 0.1 1 25326 31307 24.46 0.08 0.89

Sloan-MGPS 4932 18682599 0.6 1 25320 29713 60.37 0.20 0.94

MPG 45896 346820836 13.7 1 25326 32795 61.17 0.19 0.85

thermal1 M5 – 80916 175625317 – – 1885 456 0.75 0.17 –

RCM-GL 220 12017373 0.1 0 1885 562 1.21 0.22 0.81

hGPHH-GL 240 12997244 0.1 0 1885 556 0.26 0.05 0.82

Sloan 889 10487409 0.2 3 1885 537 0.19 0.04 0.84

NSloan 429 13393908 0.1 3 1885 594 0.12 0.02 0.77

SloanMGPS 661 10677120 0.7 3 1885 559 0.09 0.02 0.81

MPG 16857 10958622 0.2 3 1885 529 0.65 0.12 0.86

2cubes sph. M5 – 100407 483241271 – – 33 14 0.05 0.38 –

RCM-GL 4709 268149672 0.3 0 33 18 0.05 0.29 0.78

hGPHH-GL 4693 345191689 0.3 0 33 18 0.07 0.37 0.78

Sloan 11186 186478091 14.7 2 33 17 0.04 0.23 0.43

NSloan 9203 346819754 0.2 2 33 18 0.12 0.68 0.75

SloanMGPS 13446 200449820 5.8 2 33 17 0.04 0.21 0.60

MPG 95371 460302437 21.5 2 33 18 0.02 0.13 0.35

offshore M5 – 237738 3588201815 – – 1226 1952 1.73 0.09 –

RCM-GL 21035 2634951939 0.7 0 1226 2494 0.30 0.01 0.78

hGPHH-GL 23859 3897866179 0.7 0 1228 2519 9.04 0.36 0.78

Sloan 121957 1837918281 72.1 5 1237 2417 10.46 0.43 0.78

NSloan 102633 3264868562 0.7 5 1226 2638 11.08 0.42 0.74

SloanMGPS 124658 1510670726 141.6 5 1226 2489 9.35 0.38 0.74

MPG 253828 4262147507 260.5 5 1230 2438 1.25 0.05 0.72

Fig. 3. Speed-downs of the JPCGM obtained using six heuristics for bandwidth and
profile reductions applied to 11 linear systems contained in the University of Florida
sparse matrix collection (see Tables 7 and 8).

As a continuation of this work, we intend to implement and evaluate the fol-
lowing preconditioners: Algebraic Multigrid, incomplete Cholesky factorization,
threshold-based incomplete LU (ILUT), Successive Over-Relaxation (SOR),
Symmetric SOR, and Gauss-Seidel. To provide more specific detail, we intend to
study the effectiveness of the strategies when using incomplete or approximate
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factorization based preconditioners as well approximate inverse preconditioners.
These techniques shall be used as preconditioners of the Conjugate Gradient
Method and the Generalized Minimal Residual (GMRES) method [33] to eval-
uate their computational performance in conjunction with heuristics for band-
width and profile reductions. Parallel strategies of the above algorithms will also
be studied.

Extended (256-bit and 512-bit) precision was employed in this work. This
reduces rounding errors. However, it increases the execution times by a large
factor and it may not be performed when solving certain real problems. We
intend to examine what occurs in double-precision arithmetic in future studies.
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17. Gonzaga de Oliveira, S.L., Chagas, G.O.: A systematic review of heuristics for
symmetric-matrix bandwidth reduction: methods not based on metaheuristics. In:
The XLVII Brazilian Symposium of Operational Research (SBPO), Ipojuca-PE,
Brazil, August 2015. Sobrapo

18. Gonzaga de Oliveira, S.L., Kischinhevsky, M.: Sierpiński curve for total ordering
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Abstract. The rapid growth of World Wide Web has extended Informa-
tion Retrieval related technology such as queries for information needs
become more easily accessible. One such platform is online question
answering (QA). Online community can posting questions and get direct
response for their special information needs using various platforms. It
creates large unorganized repositories of valuable knowledge resources.
Effective QA retrieval is required to make these repositories accessible
to fulfill users information requests quickly. The repositories might con-
tained similar questions and answer to users newly asked question. This
paper explores the similarity-based models for the QA system to rank
search result candidates. We used Damerau-Levenshtein distance and
cosine similarity model to obtain ranking scores between the question
posted by the registered user and a similar candidate questions in repos-
itory. Empirical experimental results indicate that our proposed ensem-
ble models are very encouraging and give a significantly better similarity
value to improve search ranking results.

Keywords: Ensemble similarity model · Damerau-Levenshtein
Distance · Cosine · Information retrieval

1 Introduction

The growth of online forum discussion or community-based question answering
(CQA) sites is accompanied by a huge amount of potentially useful information
that can be mined from their repositories. Online forum discussion is also used
as a platform for distance learning where users can ask and discuss with the
expert regarding their problems in education or working task. Online forums
such as Stack Overflow, DreamInCode, MSDN, Tek-Tips and others have become
popular platform used by computer users today.

Some users might also have the same problems and repeat a previously asked
question without realizing it since there is no structure that organizes similar
questions in an online forum discussion. All these sites are supported by experts
whom are knowledgeable in providing answers on online forum. Question maybe
c© Springer International Publishing AG 2017
O. Gervasi et al. (Eds.): ICCSA 2017, Part I, LNCS 10404, pp. 20–29, 2017.
DOI: 10.1007/978-3-319-62392-4 2
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left remain unanswered with many reasons like experts already answered the
similar question and ask user to find themselves. This leads to the question
starvation.

With a huge amount of questions, manual search is time consuming and
impractical. Users turns to search engines to find the desired information. During
this process, misspelled query terms is one of the main factors that affect the
poor search result. Cucerzan et al., Duan et al. and Martins et al. mentioned that
spelling errors frequently occurred in queries compared to written texts [6,8,18].

The widely used approach to identify similar text through lexical and seman-
tic are based on string, corpus and knowledge [10]. There are also previous works
that combines several techniques using ensemble or hybrid approach [3,16,19,20].

Even though ensemble or hybrid similarity model has shown significant con-
tribution, it still suffers from the data-sparsity and noise in short texts such us
the use of abbreviation, slang, misspelled, symbols and short form. This is due to
the fact that current ensemble similarity model mostly rely on the third source
(corpus or dictionary) and word-based model, hence insufficient and limited to
deal with noise.

To overcome this issue, this research is proposed to analyze identified simi-
larity model for short text retrieval by proposing an ensemble similarity model
combining with edit distance model to handle misspell, as well as demonstrating
the applicability of the proposed ensemble model.

In this paper, we work on measuring the similarity model between ques-
tion and answer (QA) messages in online forum discussion using Damerau-
Levenshtein distance (DLD) [7], and cosine similarity with TF.IDF weights. Our
approach was based on works by [15,20] by using the same vector space model
(VSM) and combined with edit distance similarity model.

2 Related Works

Extracting questions and answers from online forums are increasingly receiv-
ing academic attention. The major focus of previous research efforts on question
answering is on Community-based Question Answering sites [5,22]. Cong et al. [5]
used sequential pattern as feature to automatically distinguish between questions
and non-questions in three different online forums (TripAdvisor, LonelyPlanet
and BootsnAll). In addition, the classical features like 5W1H words and the
presence of question marks were also used to detect the questions. They applied
a graph based propagation method to identify and rank the candidate answers
for the question in the same thread. Cosine similarity was used to measure the
similarity between question answer pairs. The technique used was able to effec-
tively extract question answer pairs and the average score for cosine similarity
measured was 0.84.

Shtok et al. [22] reused the past resolved questions repository to answer the
new question based on cosine similarity measure of question’s titles. They calcu-
late similarity score between two questions titles and bodies, entire title+body
texts and entire text of each question and answer. However, based on our empir-
ical analysis, using cosine similarity alone was not effective in finding similar
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question. This is due to the high dependency of the cosine model on the avail-
ability of exact terms in both questions.

Questions retrieval methods based on machine translation models was pro-
posed by Jeon et al. [12] to expand queries and generate translation probabilities
between words in similar questions pair. The translation is used to measure the
likelihood that a candidate question is matches to the query. Nevertheless, such
translation models are less sufficient on short texts queries.

The dictionary or corpus is also used to enrich short text to increase the
similarity value for compared sentences [9,16,20]. This model relies on additional
information from other source. For current growth of short text media platform,
user tend to compact the text by using abbreviation, slangs, jargon, symbol or
short form created by themselves [1,16] and might also lead to misspelled words.
Then the use of additional corpus decrease the effectiveness in identifying the
semantic or similarity of texts because the occurrence of spelling errors will
reduce the similarity value due to unable to detect and match the words in
corpus.

Some researcher exploited the strengths and weakness of hybrid or ensemble
techniques by combining the various similarity measures [3,16,19,20]. Hybrid
model based on semantic word embeddings and tf-idf information is used by [3]
to reduce the impact of less informative terms and mentioned that the combi-
nation leads to a better model for semantic content within very short texts. [19]
measures similarity for short queries from Web search logs. The results showed
that lexical matching and probabilistic methods are good in finding semanti-
cally identical matches and interesting topically related matches, respectively. It
was shown that the combination of lexical, stemmed, and probabilistic matches
results were better than any method alone.

Meanwhile Noah et al. [20] explored the potential of word order similarity and
semantic similarity as an ensemble method to classify semantic Malay sentences.
The calculation of word order similarities relied on vector similarity measures
(cosine) however have been proven less effective based on our empirical analysis.
The use of open dictionary shows the dependency of third party source.

Spelling correction for search queries also gained attention in previous works
[6,8,14,18]. An automatic spelling correction will improve the quality of search
result retrieval. The major types of spelling error are typographical errors
(insertion, deletion, substitution, transposition), word boundaries (concatena-
tion, splitting) or unfamiliar new words [8,14]. To overcome the spelling errors,
Hidden Markov model [14], Damerau-Levenshtein distance [2], Levenshtein dis-
tance [13], Markov n-gram transformation model [8] were applied.

3 Proposed Ensemble Similarity Model

In this paper an ensemble similarity model is proposed to analyze the similarity
of questions in QA archive. To the best of our knowledge, there is no previous
research work using our proposed similarity methods to analysis the QA for
online forum discussion. A general overview of the processes is shown in Fig. 1.
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The proposed method is a linear combination of VSM and edit-distance model
similarity. For the VSM, we consider the weight of word occurrence and for edit
distance, we utilize the minimum number of editions required to transform one
string to the other.

We simplify the process by skipping the stemming and stop word removal.
This pre-processing method was applied to reduce noise of textual data. However
work by Gao et al. [9], Saif et al. [21], Hu et al. [11] and Mart́ınez-Cámara
et al. [17] claimed that stemming and word removal process negatively impacts
the performance of short text analysis. Saif et al. [21] also mentioned that two
major limitation of existing stop word list is too generic and outdated due to
the new information and terms are continuously increasing.

Fig. 1. Overview of the proposed model

A question in Stack Overflow, DreamInCode, MSDN and Yahoo! Answer
contains title, question summary, and a body that have detailed explanation of
the question. In most cases, when we refer to the question in this paper, it is
actually referring to the question title. Jeon et al. [12] has demonstrated that
using the question title for retrieval of similar questions is scored the highest in
terms of effectiveness.
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For each question, a similarity value is calculated for each similarity model.
Using the VSM, question will be tokenized for breaking a question into words,
phrases or symbols. Then the tokens will form a vector to represent each ques-
tion and is organized in terms-document matrix. Weight of each word is then
calculated based on the IDFs (inverse document frequencies). Finally the cosine
similarity is computed to get the similarity value.

Whereas for edit distance model, string-string matrix will be computed for
calculating the distance for each question pair. After receiving the similarity
distance, we calculate the similarity score to get the similarity value. Finally the
question similarity is derived by combining VSM and edit distance similarity
value.

We will briefly describe the aforementioned processes of our proposed ensem-
ble similarity questions detection in the following subsections.

3.1 Vector Space Model

Questions and queries are both vectors and expressed as t-dimensional vectors.
Each term T, in a question or query j, is given a real valued weight wTj .

dj = (w1j , w2j , . . . , wTj) (1)

Let m is a collection of documents that represent n term-document matrix.
The weight (w) of a term in the document corresponds to an entry in the matrix.
If the term does not exist in the document, then w is equal to zero.

The cosine similarity is measured by finding the cosine angle between two
vectors of N dimensions. It is used to represent objects with different frequencies
of its attributes. Documents are an example of objects that may have different
frequencies of its attributes or words. Like Jaccard coefficient, cosine measure
only considers attributes that present at least in one of the two objects being
analyzed. In the documents example all the words would be the set of attributes,
but for each document most of them would be zero valued. If the 0-0 matches
were considered then documents in general would be highly similar. The cosine
similarity is defined by:

cos(s, t) =
s · t

‖ s ‖‖ t ‖ (2)

The distance between the two vectors is an indication of the similarity of the
two texts. The cosine of the angle between the two vectors is the most common
distance measure. Assuming that we have a pair of questions, s and t of which:

– s : Sipmle log java prgram
– t : Simple login java program

where s is treated as the new query and t as the candidate question from
the repository. The pairs representing spelling errors s paired with the correct
spelling of the question t. Therefore, we will have a join set st = [simple, sipmle,
login, log, java, program, prgm]. With the given of two vectors, we can measure
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the similarity of s and t by calculating their cosine product based on the term-
document matrix. Thus the similarity value for both questions is 0.25.

( Simple sipmle login log java program prgm

t 1 0 1 0 1 1 0
s 0 1 0 1 1 0 1

)
(3)

3.2 Edit-distance Similarity

DLD algorithm is used to calculate the similarity metrics which measuring the
difference between two strings based on the number of changes that must be
made to transform one strings to another resulting in a similarity or dissimi-
larity (distance) score [4]. Allowed changes are edition, insertion, deletion and
transposition [7] - for example, the sequence (siple) can be converted to (simple)
by one operations: transpose (pm).

Chen [4] also mentioned that similarity metric provides a floating point num-
ber indicating the level of similarity based on plain lexicographic match. Besides
that, the DLD algorithm [7] also use to correct the spelling error as mentioned
in [6,8,18], that spelling errors are most usually occurred in search queries.

Simply we can say that, the closeness of a match is measured in terms of
the minimum number of operations necessary to convert the string into an exact
match. We use the same question as mentioned earlier to calculate the DLD.
For example, if the source string (in this case query input) is sipmle and the
target string is simple, to transform sipmle to simple, we need to transpose pm
to simple, thus, DLD will be 1. A small distance means the pairwise questions
are very similar.

Figure 2 illustrates all the steps involved in calculating the DLD between
sipmle and simple. To derive the DLD for s and t, the string s-string t matrix
is constructed as shown in Fig. 2(b).

Mij is a matrix of string s compared with string t. The recursion value of
M [i − 1, j − 1] is 0 if s[i] and t[j] are the same strings as shown in Fig. 2(c).
Otherwise if s[i] �= t[j], the recursion value is computed using the following
conditions:

1 + min(M [i − 1, j − 1], M [i − 1, j], M [i, j − 1]) (4)

For example, the value of cell M[1,2] is the minimum value of the cell M [0, 1],
M [0, 2] and M [2, 1] plus 1 which given as follows:

M [1, 2] = 1 + min(0, 1, 2) (5)

The illustration is shown in Fig. 2(d). Figure 2(e) shows transposing the char-
acter p and m which result in the string simple. Transposition is allowed only
between such characters that are adjacent already in the original string. So, in
the case of transposition if s[i] = t[j − 1] and s[i − 1] = t[j], then the value is
1 + (M [i − 2, j − 2]) where

M [3, 3] = 1 + m[3 − 2, 3 − 2]
= 1 + m[1, 1] (6)
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Fig. 2. Steps involve in calculating DLD

After retrieving the distance of DLD, the similarity score is then calculated
by using the following formula:

SimDamerauLevenshtein(s, t) = 1 − DamerauLevenshteinDist(s, t)
max(|s|, |t|) (7)

where max is the length of the longest of the two given texts (s,t) and DLD
is the Damerau-Levenshtein Distance. Thus the similarity value of s and t is
0.84. A large value means the strings are very similar.

3.3 Ensemble Similarity Measure

The ensemble similarity measure will calculate the overall similarity between two
questions by a linear combinations as follows:

Simoverall = δSimword + (1 − δ)SimeditDistance (8)

where δ is a constant value between 0 and 1, which decides the contribution
of the involved similarity measure. We use 0.5 as constant value similar with
[15,20]. Thus the ensemble similarity value of texts (s,t) is 0.55.
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4 Preliminary Results and Discussion

We make several experiments to test the proposed methods to get the required
results. The dataset used in this paper were collected from Stack Overflow with
a few data with spelling error. Based upon the previous string-based similarity
measures, we can derive ensemble similarity measures. Table 1 shows the results
of cosine similarity, DLD and ensemble for pairwise analysis on new question or
queries (s) with question in repository (t). We test them with different input
queries to show the similarity value for both methods compared with our ensem-
ble method.

If we look at the target query 1, simple login java program, for the third
comparison, DLD (0.84) still gives higher value than cosine similarity measure
(0.25) even there is a spelling error for the input question. The same results is
also obtained for the fourth comparison which are DLD (0.92) and cosine (0.50).
However, for the eighth comparison, the DLD still gives higher similarity per-
centage (0.16), compare with cosine which is 0. It shows that, DLD cannot work
alone to rank the search result because based on our human interpretation, both
questions are totally different in structure and meaning. To overcome this prob-
lem, we calculate the average between both methods to get similarity percentage
and rank the search result.

Table 1. Pair of questions with its similarity value

Question Questions compared Cosine DLD Ensemble

Target query 1

Simple login java program

1. Simple login java program 1 1 1

2. Sipmle login java code 0.50 0.72 0.61

3. Sipmle log java prgram 0.25 0.84 0.55

4. Smple logon java program 0.50 0.92 0.71

5. Simple login with java code 0.67 0.59 0.63

6. Java GUI simple login back end mysql 0.57 0.42 0.50

7. VERY simple user login system in Java 0.57 0.38 0.48

8. Just any code 0 0.16 0.8

Target query 2

Getting value from database

1. Getting value from database 1 1 1

2. Getting specific value from Database 0.89 0.75 0.82

3. Get value from detabase 0.50 0.81 0.66

4. Get value from SQL database 0.67 0.70 0.69

5. How get value from database 0.67 0.74 0.71

6. Select one value from database 0.67 0.77 0.72

7. Retrieve bit value from database 0.67 0.72 0.70

8. Get value from data base 0.45 0.81 0.63
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Then if the new question is similar to the existing question in the repositories,
the results will be ranked according to the similarity measure. Thus, we can
reduce the rate of unanswered questions by automatically giving the answers
based on similar question answered in repositories.

5 Conclusion

In this paper, an ensemble similarity measure has been proposed in providing
better search and retrieval of QA in forum discussion. The extracted QA pairs
could be used to reduce unanswered question by giving the answer of new ques-
tion which is similar to the past questions in repositories. The preliminary results
also have shown the potential use of our ensemble similarity measure in overcome
the weakness of both models by resolving the spelling error for the input query.
Both techniques are useful to calculate the similarities of text but both does
not consider any semantic in context. They literally calculate the similarities in
physical words or letters without consider the meaning of words or the context
of words in the question structure. However, the strength of both models also
influence the achieving better similarity percentage. In future, human experts
are needed to verify the results obtained by our proposed similarity method.
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Abstract. The horizontal shape of breast is the key of shape categorization of
female subjects. In this paper, Elliptic Fourier Analysis and two machine
learning approaches (K-Means++ and Support Vector Machine) were used for
the clustering and prediction of female breast. Female subjects were scanned by
RGB-Depth camera (Microsoft Kinect). The breast contours and the
under-breast contours were extracted via an anthropometric algorithm without
manual intervention. Pearson Correlation Coefficient (PCC) was used to screen
the breast candidate(s) for following shape clustering. Principal Component
Analysis (PCA) was performed on the Elliptic Fourier Descriptors (EFDs),
extracted during the Elliptic Fourier Analysis (EFA), followed by K-Means++
and SVM. K-Means++ was employed to determine the clustering number,
meanwhile offered a credible labeled dataset for the subsequent Support Vector
Machine (SVM). Finally, a prediction model was built through the SVM. The
primary motivation for this research is to offer a quick reference tool for the
designers of female bra. The proposed model was validated by reaching an
accuracy of 90.5% for breast horizontal shape identification.

Keywords: Breast contour � Elliptic Fourier Analysis � Pearson Correlation
Coefficient � Principal Component Analysis � K-Means++ � SVM

1 Introduction

Female breast shape analysis is an important research topic in fields including the design
of bar [1], female garment industry [2], breast healthcare and shaping [3]. Researchers
have done many related works from various perspectives. Early attempts of breast size
classification use the girth of females’ chest, under-bust and bust to parameterize the bra
size, and introduce the alphabet A, B, C, and D to the breast classification system [4]. In
order to utilize the three-dimensional information, Martin [5] takes into account the side
view of breast curves and divides the breasts into four categories: flat, hemisphere, conic
and goat shape. Chan et al. [6] point out the physical and physiological problems existed
in design of bra including unfitted pressure of bra underwire, uncomfortable bra cups,
inferior bra hooks and wrong-fitted bra shape and size. They also emphasize that the
breast shape is one of the most significant aspect during the design process of female bra.
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In order to create a new bra sizing system, Zheng et al. [7] cluster the female breast
shapes into eight clusters based on 3D body scanning data. They use the breast girth, the
under-breast girth, and the breast depth ratio as the classification parameters. Morris
et al. [8] propose a method for three-dimensional female breast calibration. They
develop a range of 18 different cup shapes based on 50 subjects’ breast shapes and
dimensions. Dong and Zhang [9] use K-Means to divide the female breasts into four
classes according to the size of bra. Nevertheless, the method they use to decide the
number of clusters in K-Means procedure is not robust. Only the first four types of bra
cups from their dataset are selected. Wang et al. [10] divide the breast shape of young
women into five categories based on anthropometric measurement. However, their
contact measurements require tedious manual operations. Chang [11] uses body scanner
(TecMath) to collect three-dimensional data of female bodies and subdivides the female
breast into nine categories through anthropometric measurement, but without a detailed
illustration of the procedure they use to extract the features from 3D models.

In this paper, we focus our research on the horizontal shape of female breast, which
is a significant component in breast shape analysis according to [7]. In our experiments,
we used machine learning techniques to tackle the classification problem of female
bosom contour. Technically, classification can be divided into two types: clustering and
classification. Clustering is associated with unsupervised learning algorithm such as
K-Means++. Classification is related to supervised learning algorithm like Support
Vector Machine (SVM) [12]. The detailed explanation and corresponding results based
on these approaches are provided in the following sections.

The remainder of this paper is organized as follows. Section 2 is an introduction to
the experiment methods and algorithms. Section 3 is dedicated to demonstrate the
experimental results and analysis. A brief conclusion is given in Sect. 4.

2 Methodology

As shown in Fig. 1, in order to complete the clustering and prediction of female breast
contours, Elliptic Fourier Analysis (EFA) was adopted to parameterize the breast
contours and the under-breast contours. Elliptic Fourier Descriptors (EFDs) extracted
from these contours in EFA were considered as the original features. To determine the
best candidate(s) for shape analysis, Pearson Correlation Coefficient (PCC) was used to
assess the similarity of the fitting breast contour and the fitting under-breast contour,
respectively. Principal Component Analysis (PCA) was performed to extract principal
components (PCs), which can represent the original EFDs. These PCs were considered
as shape features in the subsequent K-Means++ and SVM.

EFAExtractData
Collection

Breast
contour

Under-breast
contour

Target ContourEFDs PCs
(Features)

PCC PCA K-Means++
Clustering

Prediction
Model

New
Dataset

SVM

Fig. 1. Pipeline of the proposed methods.
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2.1 Data Collection

In this study, 100 female subjects were scanned with the specified ‘A’ posture, as show
in Fig. 2. With this ‘A’ pose, the armpits could be scanned clearly without significant
loss of data.

After body scanning, the scanned human was cut horizontally at a fixed gauge
(5 mm). Denoting the slices as L : flijli 2 L; i ¼ 1; 2; . . .;Ng, where N is the number of
total slices. The following notations can be defined for the convenience of explanation,
as show in Table 1.

Fig. 2. Cut human body with ‘A’ pose.

Table 1. Illustration of notations used in this algorithm

Notations Illustration

N(li) The number of closed-curves on slice li
li,j j-th closed-curves on i-th slice li, where j = 1, 2 or 3
Vi,j,K Vertices on li,j, vi;j;k 2 Vi;j;K ; k ¼ 1; 2; . . .;K, where K is the number

of vertices on li,j
Z(Vi,j,K) Z-coordinates of the vertices on Vi,j,K

max(Z(Vi,j,K)) The maximum Z-coordinate on Vi,j,K

BP Breast point
Sbp Breast contour
lbp,j The j-th closed-curve on the slice where BP locates. The j-th closed-curve

on the slice where BP locates
UBP Under-breast point
IP Inflection point, the turning point of variation tendency of CurvðvkÞ
CurvðvkÞ The curvature at the point vk
lubp,j The j-th closed-curve on the slice where UBP locates
lvert Vertical cut contour, as shown in Fig. 4
lvert_breast Sub-curve extracted from lvert, as shown in Fig. 4
VK Vertices on lvert_breast, vk 2 VK ; k ¼ 1; 2; . . .; n; . . .; k; . . .;K, where K is

the number of vertices on lvert_breast
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Since breast circumference and under-breast circumference were two significant
parameters for the design of bra and measurement of breast [7], we extracted these two
contours from the scanned human body. The methods to extract these contours were
described as follow:

Step 1. Extract bust point BP and breast contour Sbp.
Step 1.1. For i-th slice, li, if N(li) = 3, then find the vertex with maximum

Z-coordinate in the second closed-curve li,2, as show in Fig. 3a and b.

Step 1.2. Compare the Z-coordinates Z(Vi+1, 2,K) and Z(Vi,2,K), ifmax(Z(Vi+1, 2,K))
< max(Z(Vi,2,K)), then Vi,2,K is regarded as Sbp. Otherwise, repeat Step
1.1. The point with maximum Z-Coordinate in Vi,2,K is BP, as shown in
Fig. 3c.

Step 2. Extract UBP based on the variation of curvature. The human body is cut
vertically at BP, as show in Fig. 4.

Step 2.1. Start from BP, along the −Y direction, we compare the curvature at vn
and vnþ 1. If Curvðvnþ 1Þ[CurvðvnÞ, the vn is IP, as show in Fig. 4.

Step 2.2. Continue this kind of comparison until Curvðvkþ 1Þ\CurvðvkÞ. The
point vk will be regarded as UBP.

Fig. 3. Extract BP and Sbp; (a) side view of scanned body; (b) a slice with three closed-curve;
(c) breast contour Sbp.

Fig. 4. Find IP and UBP.
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Step 3. Extract the under-breast contour Subp. The horizontal slice at UBP consists
of three closed curves since it will intersect with both arms and torso. The
one with the maximum circumference will be regarded as the under-breast
contour Subp, as shown in Fig. 4.

2.2 Elliptic Fourier Analysis

Extraction of EFDs. EFA was used to extract the original features of breast contours
in this study. EFA can describe the bosom contours in terms of harmonically related
ellipses. Each ellipse can be described by four coefficients an, bn, cn and dn. Compared
with other morphological analysis methods, EFA is a better approach to describe the
closed curves. A bosom contour is described as a serial of vertices v x; y; zð Þ 2 V . The
y-coordinates of vertices in a single breast contour are the same. Thus, the breast
contour can be expanded at each vertex along X and Z directions. The pair of functions
can be written as:

xp ¼ A0 þ
X1

n¼1
ancos

2nptp
T

þ bnsin
2nptp
T

� �
ð1Þ

zp ¼ C0 þ
X1

n¼1
cncos

2nptp
T

þ dnsin
2nptp
T

� �
ð2Þ

where tp ¼
Pp

i¼1 Dti is the length from the starting point to the p-th point, and the
perimeter of the whole curve is denoted by T. n is the number of Fourier harmonics
required to approximate the contour. an; bn; cn and dn are the coefficients of Elliptic
Fourier for n-th harmonic. A0 and C0 are the bias coefficients, corresponding to 0
frequency. The Elliptic Fourier Descriptors (EFDs) thus can be denoted as a row
vector:

EFD ¼ A0;C0; a1; b1; c1; d1; . . .; an; bn; cn; dnð Þ: ð3Þ

For more details of EFA and EFDs, please refer to [13] (Fig. 5).

Fig. 5. Extract under-breast contour Subp.

34 H. Xie et al.



Reconstruction Error Metrics. We select four parameters to measure the similarity
of the original contour and fitting contour: (1) perimeter accuracy, (2) mean distance
between original sampling points and fitting points, (3) standard deviation of distance
between original sampling points and fitting points and (4) maximum distance between
sampling points and reconstruction points.

The reason we chose perimeter as one of the error metrics is that the number of
sampling point is closely related to the contour perimeter. Furthermore, the breast
circumference is also a significant factor in garment industry. Taking O as the
original/actual contour and F as the fitting contour. P(O) and P(F) is the perimeter of
the original contour and the fitting contour, respectively. The accuracy A of perimeter
can be denoted as

A ¼ P Fð Þ
P Oð Þ : ð4Þ

The mean distance D reflects the deviation extent between the original shape and
reconstruction shape.

D ¼ 1
K

XK

1
dist Oi;Fið Þ; i ¼ 1; 2; . . .;K ð5Þ

where K is the total number of the sampling points.
The standard deviation ðrDÞ of distance reflects the measures of variability, i.e.,

rD ¼ std Dið Þ. The maximum distance between sampling points and fitting points is
denoted as Dmax ¼ Max dist Oi;Fið Þ; i ¼ 1; 2; . . .;Kf g.

2.3 Similarity Assessment

Before clustering, Pearson Correlation Coefficient (PCC) was used to assess the sim-
ilarity among different samples in a cluster. Similarity is always defined in terms of
how “close” the objects are in space, based on a distance function. The breast contours
and under-breast contours were analyzed by PCC respectively. If the samples in a type
of contours, under-breast contours for instance, are highly similar, it will be unable to
provide sufficient contribution to the classification of breast shape. PCC is denoted as r
and is calculated as:

r ¼
P

XY �
P

X
P

Y
NffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

X2 �
P

Xð Þ2
N

� � P
Y2 �

P
Yð Þ2

N

� �s ð6Þ

where N is the number of samples, X and Y are the x and y coordinates of each sample.
In our work, they are various features of a contour. The r value will locate between −1
and 1. The closer the absolute r to 1, the higher the similarity it is. Contrarily, the closer
to 0, the less the similarity it is.
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2.4 Principal Component Analysis

Technically, the more harmonics employed in EFA, the higher dimensions of EFDs.
Nevertheless, the high dimensions can easily cause over-fitting [14]. In order to avoid
over-fitting, PCA is adopt to reduce the dimensions. PCA is a widely used statistical
data analysis tool. It tries to represent the feature of a subject with a set of independent
variables rather than the original correlative variables. These independent variables are
referred to as principal components (PCs).

PCs are linearly combination of the original EFDs and demonstrate the real source
of variation between shapes. They are better as indicator variables compared to the
original EFDs.

For each EFD, A0 and C0 are denoted as 0 frequency which are little effect on PCA.
Thus, the input of PCA can be formatted as a M � 4N matrix,

EEFDs ¼
a11b11c11d11 � � � a1Nb1Nc1Nd1N

..

. . .
. ..

.

aM1bM1cM1dM1 � � � aMNbMNcMNdMN

2
64

3
75 ð7Þ

where M is the number of samples. M ¼ 100 in our work. The algorithm of PCA is
described briefly as follow.

Step 1. Calculate covariance matrix CEFDs of the input EEFDs.
Step 2. Compute the eigenvalues and eigenvectors of CEFDs.
Step 3. The space spanned by the eigenvectors of the first k largest eigenvalues is

denoted as a projection matrix T4N�k.
Step 4. PCs ¼ EEFDs � T4n�k; which reduce the dimensions from 4N to k where

k� 4N:

2.5 K-Means++ Clustering

Traditional K-Means is a popular unsupervised learning algorithm and it has been
widely used in many industrial and scientific fields [15, 16]. However, there are two
major challenges: the first is that, the number of clusters must be given before clus-
tering with prior knowledge. The second is that, the initial centers are selected ran-
domly which always lead the algorithm to stuck at locally optimal solution accordingly.

In practice, the number of clusters K can be decided by visualizing the convergence
process. In this paper, the following object function is used to determine the K value.

Wk ¼
XK

k

XN

i
xi � ckj jj j2 ð8Þ

where N is the number of samples in each cluster, c is the cluster center, K is the proper
number of clusters.

For the second challenge, we used Davide and Sergei’s K-Means++ algorithm [17],
whose principle idea is that the distance between cluster centers should be as far as
possible. The algorithm is described briefly as follow:
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Let X � Rd be a dataset, x 2 X.

Step 1. Select a cluster center S1 from the input dataset randomly.
Step 2. For each sample x, calculate the distance D xð Þ to its near cluster center.

Euclidian distance was used in this our work.

Step 3. Select a new cluster center Si, which maximizes the probability: D x0ð ÞP
D xð Þ,

where Si ¼ x0 2 X.
Step 4. Repeat step 2 and 3 until the K cluster centers are chosen.
Step 5. Implement the traditional K-Means algorithm according to the K initial

cluster centers.

2.6 Support Vector Machine

SVM is a useful tool or technique of supervised learning for data classification and
identification analysis. The primary objective of SVM is to find a hyper-plane that can
divide the training dataset into two categories with maximum margin [18].

Given a serial of labeled training dataset xi; yif gNi¼1, xi 2 Rn; yi 2 �1; 1f g; where xi
represents the input data and yi stands for output. The decision function is defined as
xTxi þ b ¼ 0, where x is the weight vector and b is the offset, which should satisfy the
following condition,

yi x
Txi þ b

� �� 1� f ð9Þ

where f denotes the linearly separable slack variable. According to the normalization of
minimum mean error through the decision, the following function can be deduced,

F x; fð Þ ¼ 1
2
xTxþC

XN

i¼1
fi ð10Þ

where C is the penalty parameter in which to balance the complexity of algorithm and
the proportion of error-classifying samples. The optimal solution can be transferred to
optimization constraints according to the multiplier law of Lagrange,

Q að Þ ¼
XN

i¼1
ai � 1

2

XN

i¼1

XN

j¼1
aiajyiyjK xi; xj

� � ð11Þ

where aif gNi¼1 is the Lagrange multiplier. This function is subject toPN
i¼1 aiyi ¼ 0; 0� ai �C; i ¼ 1; 2; . . .;N. K xi; xj

� �
is the kernel function, and it maps

the original samples to a higher dimensional space. In this work, the Radial Basis
Function (RBF) was selected as the kernel, a nonlinear map, which means that it can
deal with non-linearly separable problem [19]. Notice that the PCs are employed as the
features and they are linearly independence according to the principle of PCA. In
addition, the number of hyper-parameters may influence the complexity of a SVM
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model. The number of hyper-parameters in RBF kernel, as Eq. 12, is less than other
kernels like the polynomial kernel. Besides that, RBF is also easier to compute than
others [20]. The RBF was denoted as

K xi; xj
� � ¼ exp �c xi � xj

�� ���� ��� �2 ð12Þ

where c is the kernel parameter.

3 Result and Discussion

3.1 Breast Contours Reconstruction

The breast contour could be reconstructed by EFA with various harmonics number N.
Figure 6 demonstrated the various imitations with different harmonics of a breast
contour.

Table 2 lists the harmonics and corresponding errors in our experiments. Based on
our observation, the harmonics number N = 23 could provide sufficient accuracy for
the whole breast contours in our dataset. The minimal perimeter accuracy (A), maximal
D, maximal Dmax and maximal rD on the 100 fitting results of breast contours were
99.68%, 0.88, 0.99 and 0.56 respectively.

Fig. 6. The fitting results with different harmonic numbers.
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The similar methods were applied to the under-breast contours, and the harmonics
used to reconstruct the under-breast contours were truncated at N = 18.

3.2 Results of Similarity Assessment

PCC was applied to the fitting breast contours and the fitting under-breast contours to
evaluate the similarity, respectively.

The average PCC of under-breast was 0.923, which stood for strong correlativity or
highly similarity. The average PCC of breast contour was 0.236. The results of PCC
proven that the under-breast contour was no significant contributions for clustering of
horizontal shape even if it was an important factor for the design of bar and the breast
measurement [6, 7, 21]. Therefore, we only considered the breast contours in the
following test.

3.3 Results of PCA

The entire 100 breast contours’ EFDs were subject to PCA without any pre-treatment.
The first three, k = 3, PCs with maximum variance contributions were computed from
the entire EFDs vectors (a matrix actually). PC1, PC2, and PC3, which demonstrated
63.29%, 19.06%, and 9.873% of the total variation respectively. The total sum (con-
tribution) of them was up to 92.22%, as shown in Fig. 7.

In order to illustrate the influence of each PC on the breast contour, the mean and
�2 standard deviation (std) were used to compute a new EFD, which was used to
restore three breast contours, as shown in Fig. 8. It was clear to see than PC1

Table 2. Error metrics of different construction results.

Harmonics Perimeter
accuracy

Mean distance
(mm)

Maximum distance
(mm)

Standard deviation

2 89.67% 7.69 17.64 3.88
4 92.43% 3.22 8.13 1.94
6 95.43% 1.52 2.94 0.6
… … … … …

23 99.74% 0.48 0.99 0.18
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demonstrated the degree of flatten. PC2 and PC3 illustrated the curvature variation of
the breast curve.

3.4 Results of K-Means++ Clustering

Figure 9 illustrated the relationship between error, Wk, and the number of clusters, K.
Obviously, the turning point indicated we can choose K = 4 as the optimal number of
clusters. With this setting, the 100 female breast contours were divided into four
categories through 27 iterations, and the number of samples in each group was 22, 20,
30 and 28, respectively. Figure 10 illustrated the difference among these four
categories.

Fig. 8. Influences of PC1, PC2, and PC3 over breast contours.

Fig. 9. Relationship between the error metric Wk and the number of clusters K.

Group I Group II Group III Group IV

Fig. 10. The sample in each cluster with the minimum distance to its cluster center.
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• Group I demonstrated a flatter or wider contour without obvious breast bulge.
• Group II demonstrated a flatter or wider contour with prominent breast bulge

because of the concave sections on left and right sides.
• Group III demonstrated a well-rounded breast contour with natural bulge.
• Group IV represented a narrower breast but with obvious breast bulge.

The correlation analysis was also employed to validity the clustering performance.
The correlation coefficients of the four groups were 0.98, 0.95, 0.96 and 0.99
respectively. All of them were higher than 0.95, which illustrated that the results of
clustering were credible and valid, and thus could be used to build a credible labeled
learning dataset.

3.5 SVM Prediction Model

Based on the results of K-Means++, a labeled dataset could be built from the existing
unclassified dataset. We randomly selected 70% labeled data as the training set, and
30% as the test set.

The goal of SVM training was to pick a parameter pair C; cð Þ, where CðC[ 0) was
the penalty explained in Eq. 10 and c was the kernel parameter in Eq. 12, so that the
SVM model could predict a new data accurately. In order to require the optimal
parameter pair C; cð Þ, meanwhile avoiding over-fitting, we divided the training set into
five subsets with equal size to implement 5-fold cross-validation. Each subset was
tested using the prediction model trained based on the other four subsets sequentially.
We employed grid-search during cross-validation. Various C; cð Þ were tried and the
specific pair with best cross-validation accuracy was select as the optimal parameters.
Finally, c was 0.5 and the penalty parameter C was 8.0.

According to the optimal pair C; cð Þ, the SVM prediction model could be setup and
the accuracy on the test set achieved to 90.5%, which could be used as a reference to
guide the recognition of female bosom contour shape.

4 Conclusion

In this paper, we described a novel system to deal with the clustering and identification
of the horizontal shape of females’ breast. During the whole procedures, four contri-
butions were reached: firstly, the breast and under breast slices could be extract from a
3D model without manual intervention. Secondly, the under-breast contours proved to
be no much contribution to the clustering of breast horizontal contours through PCC
analysis. Thirdly, the female breast contour could be reconstructed by EFA accurately
with 23 harmonics. Finally, four categories of female bosom contours were classified
and the SVM prediction model achieved to 90.5% on the test set. Owing to the
significance of horizontal shape to the design of female bra, the prediction model will
provide references for relevant designers.
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Rio de Janeiro 20550-013, Brazil
http://www.siplab.fct.ualg.pt, http://www.eng.uerj.br/~nadia

Abstract. Different applications of underwater acoustics frequently rely
on the calculation of transmissions loss (TL), which is obtained from
predictions of acoustic pressure provided by an underwater acoustic
model. Such predictions are computationally intensive when dealing with
three-dimensional environments. Parallel processing can be used to mit-
igate the computational burden and improve the performance of cal-
culations, by splitting the computational workload into several tasks,
which can be allocated on multiple processors to run concurrently. This
paper addresses an Open MPI based parallel implementation of a three-
dimensional ray tracing model for predictions of acoustic pressure. Data
from a tank scale experiment, providing waveguide parameters and TL
measurements, are used to test the accuracy of the ray model and the
performance of the proposed parallel implementation. The corresponding
speedup and efficiency are also discussed. In order to provide a complete
reference runtimes and TL predictions from two additional underwater
acoustic models are also considered.

Keywords: Parallel computing · Open MPI · Underwater acoustics ·
Ray tracing

1 Introduction

Ocean acoustic models are numerical tools, which provide a detailed descrip-
tion of sound propagation in the ocean waveguide. This is achieved through
the computation of the pressure field transmitted by a set of acoustic sources
and received on a set of hydrophones. Ocean acoustic models can be classified
into different types, depending on the particular analytical approximation of
the wave equation that the model implements numerically. Ray tracing models,
for instance, are based on geometrical optics and address the solution of the
wave equation using a high frequency approximation, which leads to the com-
putation of wavefronts based on ray trajectories. In three-dimensional scenarios
the underwater models are expected to deal with out-of-plane propagation, i.e.
c© Springer International Publishing AG 2017
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the models should be able to take into account the environmental variability in
range, depth and azimuth, which is induced by a three-dimensional bathymetry
or/and by a sound speed field [1–3].

The fundamental metric provided by an underwater model is the acoustic
pressure, which is used to estimate the transmission loss (TL). TL by itself
properly allows to measure the variation of a signal strength with distance [2],
and represents a fundamental term in the sonar equations [4]; TL estimation is
also fundamental for predictions of underwater noise [5] and source tracking [6],
just to mention a few of many possible applications. However, the calculation
of TL in a three-dimensional environment is computationally intensive and very
time consuming.

Parallel processing is a strategy used to provide faster solutions to com-
putationally complex problems by splitting the workload into sub-tasks, that
would be allocated on multiple processors to run concurrently. In this sense,
the distributed memory architecture is widely employed to achieve high per-
formance computing. This architecture takes advantage of a Message Passing
libraries to perform communication and synchronization such as, for instance,
Open MPI [7].

This paper proposes a parallelization strategy of a ray tracing model, as well
as its implementation using Open MPI to compute the acoustic pressure. In order
to evaluate the proposed strategy and its implementation, data from a tank scale
experiment are used to provide waveguide parameters and TL measurements to
compare against predictions. The speedup and efficiency achieved are reported
and discussed. Furthermore, two additional underwater acoustic models are used
to compare the performance in terms of execution time and accuracy of TL
predictions, against those obtained by the proposed implementation. The results
show that the parallel implementation is able to improve the model performance
significantly without compromising the accuracy of the predictions.

The remainder of this paper is organized as follows: Sect. 2 describes previous
work in the field of parallel implementations of underwater acoustic models;
Sect. 3 briefly describes the ray model; Sect. 4 describes the proposed strategy
and its parallel implementation; Sect. 5 provides a description of the tank scale
experiment; Sect. 6 discusses in detail the obtained results and compares them
to those provided by the additional models; Sect. 7 presents the conclusions and
points out directions for future work.

2 Previous Work

The discussion presented in [8] describes a parallel implementation of a par-
abolic equation based algorithm using MPI libraries, aimed at the analysis of
3D acoustic effects. The results indicate that for both idealized and realistic
cases of underwater propagation the parallel implementation of the parabolic
model reduced drastically the execution time. Alternatively, a GPU-based par-
allel implementation of a split-step Fourier parabolic equation is presented in [9],
which shows that the GPU version could be ten times faster than a multi-core
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version using OpenMP. However, several idealized test cases considered to eval-
uate the implementations allowed to conclude that measurements of execution
time of the multi-core were unreliable. The task of eigenray 3D search in the
case of an irregular seabed using a parallel implementation based on OpenMP
is discussed in [10]. The results are obtained for an idealized test case, and
the implementation is reported to 3.76× faster than the sequential implemen-
tation, while preserving accuracy. However, the performance is evaluated using
a reduced number of cores, and the solution scalability is limited to only one
processor. Unlike the above discussed implementations the problem presented
here will address the development of an efficient multi-core implementation, to
be evaluated in terms of performance and accuracy against experimental data.

3 The Ray Tracing Model

The ray tracing model considered here is called TRACEO3D, and corresponds to
a three-dimensional extension of the TRACEO ray model [11,12]. TRACEO3D
is under current development at the Signal Processing Laboratory (SiPLAB)
of the University of Algarve, and is able to predict acoustic pressure fields and
particle velocity in environments of elaborate boundaries. The model produces
ray, eigenray, amplitude, travel time information and can be able to take in
account for out-of-plane propagation.

Generally speaking, TRACEO3D produces a prediction of the acoustic field
in two steps: first, the set of Eikonal equations is solved in order to provide
ray trajectories; second, ray trajectories are considered as the central axes of
Gaussian beams, and the acoustic field at the position of a given hydrophone
is computed as a coherent superposition of beam influences. The main steps of
acoustic pressure calculations are summarized in Algorithm 1. It is important to
remark that the total number of rays that are required to produce the prediction
depends not only of the set of elevation angles, but also of the set of the azimuth
angles. The computational time is therefore proportional to the total number
of rays n, and to the hydrophone array size h. Furthermore, the choice of the
parameter n is problem dependent because it is related to the amount of rays
needed to sweep the 3D waveguide.

4 TRACEO3D on Distributed Memory Multi-core
Processors

The Distributed Memory architecture is an efficient way to achieve high per-
formance computing with multiprocessors, in which each processor has his own
private physical address space [13]. The processors are interconnected via a high-
speed network used for message exchange as illustrated in Fig. 1.
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Algorithm 1. Sequential TRACEO3D version
1: load initial values
2: let φ = set of azimuth angles
3: let θ = set of elevation angles
4: let h = number of hydrophones
5: consider n = φ × θ number of rays
6: for j := 1 → n do
7: launch rayj with φj and θj
8: solve the Eikonal equations
9: compute the dynamic equations

10: for l := 1 → h do
11: compute the acoustic pressure for hydrophonel
12: end for;
13: end for;
14: return the acoustic pressure computed for all rays

Fig. 1. Communication by message in a distributed memory multi-core architecture

4.1 MPI Basic Concepts

The Message Passing Interface (MPI) is a specification for a standard message
library, which was defined in the MPI Forum [14]. The Open MPI [7] is a open
source MPI implementation of the MPI specification, designed to be portable
and efficient for high-performance architectures. A parallel process using MPI
has his own private address space. When a process, say A needs to communicate
with another process, say B, process A sends some data stored in its address
space to the system buffer of process B, which can reside in distinct processor,
as show in Fig. 1. The system buffer is a memory space reserved by the system
to store incoming messages. This operation is cooperative and occurs only when
process A performs a send operation and process B performs a receive operation.

There are blocking and no-blocking primitives for sending/receiving mes-
sages. In the case of blocking primitives, the processes involved in the operation
would stop the program execution until the send/receive operation is completed.
Otherwise, the program execution continues immediately after scheduling the
communication. The MPI lists the communicating processes in groups, wherein
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the processes are identified by their classification within that group. This classi-
fication within the group is called ranking. Thus, a process in MPI is identified
by a group number followed by its rank within this group. As a process may be
part of more than one group, it may have different ranks. A group uses a specific
communicator that describes the universe of communication between processes.
The MPI COMM WORLD is the default communicator. It includes all processes
defined by the user in a MPI application.

Algorithm 2 displays some of the main MPI primitives using FORTRAN. The
command at line 5 defines and starts the environment required to run the MPI.
The statement at line 6 identifies the process within a group of parallel processes.
The function at line 7 returns the number of processes within a group. From that
point on, each process runs in parallel as specified in the parallel region. Running
processes may cooperate with each other via message passing. The routine at
line 9 ends all MPI processes.

Algorithm 2. Example of MPI primitives implemented in Open MPI using
FORTRAN
1: program example
2: include mpif.h
3: integer rank, size
4: /* Sequential region */
5: call MPI INIT()
6: call MPI COMM RANK(MPI COMM WORLD,rank)
7: call MPI COMM SIZE(MPI COMM WORLD,size)
8: /* parallel region */
9: call MPI FINALIZE()

10: /* Sequential region */
11: return

4.2 Parallel Implementation

The approach for the parallel Open MPI extension of TRACEO3D (hereafter
called TRACEO3Dompi) is described in Algorithm 3. First, in line 2, a paral-
lel environment is initialized for p distinct processes. After that each process
loads the initial conditions, and therefore the algorithm proceeds with the divi-
sion of the workload at ray level to balance the load of existing processes, as
shown in line 8. The workload can be affected not only by the total number of
rays but also by the ray path that it follows. When a given ray is launched,
it follows his own trajectory and can be characterized by a given propagation
time; computationally this means that each ray has his own execution time. The
differences between such times can potentially lead to an unbalance within the
process’s workload, since one process may require more computational effort to
trace one ray than another, thus increasing the overall execution time. On the
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other hand, rays with adjacent launching angles usually have similar trajecto-
ries, and consequently exhibit similar execution times. Thus, to avoid that the
same process gets all the rays that might be more time consuming, adjacent
rays are executed in different processes, selected according to the rank value,
to balance the workload, as described in line 11. In line 12, each process starts
to compute his respective set of rays. For each ray, the set of Eikonal equations
is solved. After that, the computation of the dynamic equations is performed
in line 15. Then, the contribution of the ray for the acoustic pressure in each
hydrophone is calculated in line 17. When this is done for k rays each process
sends a message to MASTER to compute all contributions, and return the final
result. It is important to remark that there are only two moments when inter-
process communication occurs: at the beginning (as shown in line 2), and at the
end (as shown in lines 20–24).

Algorithm 3. Parallel TRACEO3D Open MPI Extension
1: let p = number of processes
2: MPI Init()
3: generate rank for each process
4: load initial values
5: let φ = set of azimuth angles
6: let θ = set of elevation angles
7: let h = number of hydrophones
8: consider n = (φ × θ) /p number of rays per process
9: do i = n × rank

10: do k = i + n
11: select the launch angles φi..k and θi..k according to rank
12: for j := i → k do
13: launch rayj with φj and θj
14: solve the Eikonal Equations
15: compute the Dynamic Equations
16: for l := 1 → h do
17: compute the acoustic pressure for hydrophonel
18: end for;
19: end for;
20: if rank = Master then
21: receive the computed acoustic pressure for rank
22: else
23: send the computed acoustic pressure to Master
24: end if ;
25: MPI Finalize()
26: return the acoustic pressure computed for all set of processes

5 The Tank Scale Experiment

Experimental data acquired at an indoor shallow-water tank of the LMA-
CNRS laboratory in Marseille was used to test the accuracy of predictions.
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The experiment is described in detail in [3,15], thus a brief description is pre-
sented here. The inner tank dimensions were 10 m long, 3 m wide and 1 m deep.
The source and the receiver were both aligned along the across-slope direction,
as shown in Fig. 2. The bottom was filled with sand and a rake was used to
produce a slope angle α ≈ 4.5◦; sound speed in the water was considered con-
stant and corresponded to 1488.2 m/s. The bottom parameters corresponded to
cp = 1655 m/s, ρ = 1.99 g/cm3 and αp = 0.5 dB/λ. The source was located
at 8.3 m depth and bottom depth at the source position corresponded to 44.4
m. For modeling purposes the waveguide geometry is shown in Fig. 3, where
the cross-slope range corresponds to 5 km. The ASP-H1 data set is composed
of time signals recorded at a fixed receiver depth, and source/receiver distances
starting from r = 0.1 m until r = 5 m in increments of 0.005 m, providing
a sufficiently fine representation of the acoustic field in terms of range. Three
different receiver depths were considered, namely 10 mm, 19 mm and 26.9 mm,
corresponding to data subsets referenced as ASP-H1, ASP-H2 and ASP-H3,
respectively. Acoustic transmissions were performed for a wide range of frequen-
cies. However, comparisons are presented only for data from the ASP-H1 subset
with a highest frequency of 180.05 Hz; this is due to the fact that the higher the
frequency the better the ray prediction. It is important to notice that a scale
factor of 1000:1 is required to properly modify the frequencies and lengths of the
experimental configuration. This implies that the following conversion of units
is adopted: experimental frequencies in kHz become model frequencies in Hz,
and experimental lengths in mm become model lengths in m. For instance, an
experimental frequency of 180.05 kHz becomes a model frequency of 180.05 Hz,
and an experimental distance of 10 mm becomes a model distance of 10 m. Sound
speed remains unchanged, as well as compressional and shear attenuations.

Fig. 2. Indoor shallow-water tank of the LMA-CNRS laboratory of Marseille [3]

1 For horizontal measurements of cross-slope propagation.
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Fig. 3. Upslope environment parameterization for modeling

6 Results and Analysis

The set of waveguide parameters provided by the tank scale experiment were
used as input for the models to compute predictions of TL. The models execution
is performed by a computer server with two CPUs Xeon(R) E5-2420 of 1.90 GHz,
where each CPU has 6 physical cores. In order to analyze the performance and
scalability of the parallel implementation, the execution time of the sequential
TRACEO3D version is compared to that of the TRACEO3Dompi using different
number of processors. Table 1 presents the number of processors, followed by the
achieved execution time and speedup, which are also shown in Fig. 4(a) and (b),
respectively. Each MPI processes is mapped to one physical core. Figure 4(c)
shows the efficiency of the parallel implementation, which is described as the
speedup divided by the number of processes [16].

Table 1. Execution times and speedups for the sequential vs. parallel versions of
TRACEO3D

#Processors 1 2 3 4 5 6 7 8 9 10 11 12

Runtime (s) 621.1 297.9 197.8 149.8 119.5 100.0 86.4 75.6 68.3 61.6 56.3 51.4

Speedup 1 2.1 3.1 4.1 5.1 6.2 7.2 8.2 9.1 10.1 11.0 12.1

The results show that the parallel implementation is able to achieve a linear
speedup; in particular, when the number of processors exploited is between 2
and 8, the efficiency is found to be above 100%. This is believed to be due to the
superlinearity effect of caches [16], as the parallel implementation scatters the
items of several vectors, which introduces a lower memory use at each parallel
process. Fig. 4(d) presents the root mean square error (RMSE) for TL predictions
results between the sequential and parallel implementations. One can see that
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Fig. 5. Execution time and speedup for model predictions of the tank scale experiment

the difference between the values is lower than 10−13 for any set of processes.
Another issue is that the parallel efficiency is constrained to address each process
to one physical core, and thus the parallel processes do not take advantage of
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Table 2. Execution times and speedups for the three-dimensional models

Model TRACEO3D KRAKEN3D BELLHOP3D TRACEO3Dompi

Runtime (s) 621.1 271.10 263.05 51.41

Speedup 1 2.3 2.4 12.1
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Fig. 6. Comparisons with experimental results for LMA CNRS H1 @ 180.05Hz
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virtual cores. It is believed that the intensive computation makes use of the
resources available at the physical core, disabling the advantage of simultaneous
multithreading technology [13].

Additional analysis regarding the performance and accuracy of
TRACEO3Dompi was performed using two other acoustic models: BELLHOP3D
[17] (which is also based in ray theory and is a three-dimensional extension of
Bellhop ray model [18]), and KRAKEN (which is a model based on normal
mode theory [19,20]). Both models are able to provide TL predictions in three-
dimensional environments2. Table 2 shows the execution times and speedups
relative to TRACEO3D.

Figure 5(a) and (b) shows the results of execution time and speedup, respec-
tively. It can be seen that the parallel implementation is up to 12× faster than
the sequential version, and up to 5× faster that BELLHOP3D and KRAKEN.
Comparisons against experimental data are shown in Fig. 6(a) for KRAKEN,
while Fig. 6(b) shows the corresponding results for both BELLHOP3D and
TRACEO3D. It can be seen that KRAKEN’s prediction is only valid at the
initial ranges3, while TRACEO3D and BELLHOP3D predictions are able to
follow accurately the experimental data.

7 Conclusions

This paper discussed the performance of a parallel implementation of the ray
model TRACEO3D, using Open MPI, aiming at fast computations of acoustic
pressure. The accuracy of the model and its parallel implementation were eval-
uated through comparisons with data from a tank scale experiment, which pro-
vides an ideal reference of complex three-dimensional propagation. Additional
acoustic models were also used to benchmark the parallel version of TRACEO3D.
The results show that the parallel implementation offers a linear speedup with
respect to the number of processors used, as long as the workload becomes well
distributed. Each parallel process addressed only one physical core because the
simultaneous multithreading was not able to improve the overall performance.
The implementation was found to be up to 12× faster than the sequential version
without any loss of accuracy; additionally, when compared with other models the
TRACEO3Dompi was found to be 5× faster as well, predicting the experimental
curve with high accuracy.

Future work is expected to include an analysis of eigenray search, and of
particle velocity calculations as part of the parallel extension. Moreover, it is
intended to develop a parallel version of the ray model implemented in a graphic
processing unit.

2 KRAKEN and BELLHOP3D are part of the Acoustic Toolbox, which is available
at the Ocean Acoustic Library [21].

3 This is believed to happen because the wedge is too step for the adiabatic approxi-
mation used by KRAKEN to be valid.
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Abstract. Blood pressure loss along the coronary arterial length and the local
magnitude of the spatial wall pressure gradient (WPG) are important factors for
atherosclerosis initiation and intimal hyperplasia development. The pressure
drop coefficient (CDP) is defined as the ratio of mean trans-stenotic pressure
drop to proximal dynamic pressure. It is a unique non-dimensional flow resis-
tance parameter useful in clinical practice for evaluating hemodynamic impact
of coronary stenosis. It is expected that patients with the same stenosis severity
may be at different risk level due to their blood pressure situations. The aim of
this study is to numerically examine the dependence of CDP and WPG on flow
rate and blood viscosity using a patient-specific atherosclerotic right coronary
artery model with two stenoses. Our simulation results indicate that the coronary
model with a lower flow rate yields a greater CDP across a stenosis, while the
model with a higher flow rate yields a greater pressure drop and a greater WPG.
Increased blood viscosity results in a greater CDP. Quantitatively, CDP for each
stenosis appears to be a linear function of blood viscosity and a decreasing
quadratic function of flow rate. Simulations with varying size and location of the
distal stenosis show that the influence of the distal stenosis on the CDP across
the proximal stenosis is insignificant. In a right coronary artery segment with
two moderate stenoses of the same size, the distal stenosis causes a larger drop
of CPD than the proximal stenosis does. A distal stenosis located in a further
downstream position causes a larger drop in the CDP.

Keywords: Pressure drop coefficient � Blood viscosity � Flow rate � Spatial
wall pressure gradient

1 Introduction

Flowing blood imposes hemodynamic stress at the endothelial layer of the blood
vessel, the blood-arterial wall interface. The stress development in the endothelial layer
due to intravascular pressure and flow is a major contributing factor for the
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pathogenesis of atherosclerosis in the human arterial tree [1–4]. Strong clinical evi-
dences suggest that blood pressure is a major determinant of vascular changes in the
arterial system. Local low wall static pressure and local magnitude of the spatial wall
pressure gradient (WPG) are strongly correlated to the wall thickening and the lumen
cross-section narrowing [1–3, 5]. Giannoglou et al. [6] gave two main possible
explanations about the static pressure distribution implication in atherosclerosis:
(1) Atherogenic blood flow particles are probably forced to migrate towards low-
pressure regions; (2) The wall pressure difference acting on the endothelium leads to a
torque development which results in a redistribution of the initially accumulated
atheromatous material within the subendothelial layer.

The magnitude of pressure drop has been clinically used to assess the severity of
the lesion. The reduction in pressure drop as a result of angioplasty has been used to
judge the success of an interventional procedure. The ratio of hyperemic flow in the
presence of a stenosis to that in the absence of the stenosis was proposed and defined as
the concept of fractional flow reserve (FFR) to assess the severity of stenosis [7–10]. In
clinical practice, FFR of a coronary artery is the ratio of distal coronary pressure to
aortic pressure. It is a pressure only prognostic marker in coronary disease. An FFR
value of less than 0.75 indicates a functionally significant coronary artery stenosis.
Currently, FFR is a very popular index of stenosis severity and is considered as a
clinical standard for the determination of physiological significance of a stenosis.
However, as discussed by Hoef et al. [11] and by Brosh et al. [12], FFR lacks the
theoretical solid foundation to be a gold standard. It has some clinical and technical
limitations in the evaluation of coronary disease severity in certain clinical situations.
A non-dimensional index combining intracoronary pressure and flow may serve as an
alternate parameter for the assessment of the physiologic significance of coronary
artery disease.

Pressure drop coefficient (CDP) is defined as the ratio of mean trans-stenotic
pressure drop to proximal dynamic pressure and is a unique non-dimensional flow
resistance parameter. Banerjee et al. carried out in-vivo studies to validate the CDP for
simultaneous evaluation of the severity of epicardial stenosis and microvascular dys-
function. They suggested that CDP has the advantage of higher resolving power for
separating normal and diseased conditions of vessels. A lower value of CDP indicates a
healthier artery while elevated values of CDP indicate abnormal stenosis. It may be
useful in clinical practice for delineating the severity of epicardial disease under
conditions of normal or abnormal microcirculation [13].

It is expected that patients with the same stenosis severity may be at different risk
level due to their blood pressure situations. Thus it is important to understand how flow
parameters affect CDP and WPG in order to properly assess the physiological signif-
icance of a stenosis on coronary blood flow. The objectives of the present work are to
numerically analyze the dependences of CDP and WPG on blood viscosity and flow
rate in stenotic right coronary arteries and to examine the effect of the distal stenosis on
the CDP in coronary arteries with two stenoses. Three dimensional models with a
patient specific geometry are developed to simulate the blood flow and computations
are carried out under physiologic conditions.
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2 Materials and Methods

In this study, blood flow in the coronary segment is assumed to be unsteady, laminar
and incompressible with a density (q) of 1050 kg/m3. The arterial wall is adopted as a
rigid wall, comprised from non-elastic and impermeable materials. The flow is
governed by the 3D Navier-Stokes equations with no external volume force. Blood is a
complex suspension that demonstrates non-Newtonian rheological characteristics.
Many non-Newtonian viscosity models have been used by researchers [5, 14–17].
The Carreau model is one of the most reputable models to simulate the blood flow
through arteries. Cho and Kensey showed that the Carreau model is well adopted with
experimental data. The blood in the present study is treated as a non-Newtonian fluid
obeying the Carreau model [15].

The geometry of a stenotic right coronary artery is reconstructed based on the
lumen contour curves extracted from a 44-slice in-vivo 3D IVUS dataset casting of a
patient and the angiographic image of the patient (see [18] for detailed information of
the patient and the medical equipment used). Figure 1(a) shows the reconstructed
stenotic right coronary artery segment of the patient. Figure 1(b) includes the selected
IVUS slices at inlet (#1), proximal stenosis (#8), healthy region (#15), distal stenosis
(#38), and outlet (#44), respectively. Figure 1(c) shows the corresponding contour
curves of lumen boundary of the selected IVUS slices in Fig. 1(b). The lumen
cross-section areas of the selected locations (as labeled in Fig. 1(a)) are 0.082377 cm2,
0.029155 cm2, 0.074325 cm2, 0.035268 cm2, and 0.067147 cm2, respectively. The
proximal stenosis near the inlet has a reduction of 66% approximately in lumen
cross-section area and the distal stenosis near the outlet has a reduction of 47%
approximately in lumen cross-section area. This stenotic right coronary artery segment
has a length of 5.16 cm with a diameter of 0.32386 cm and 0.29239 cm at the inlet and

Fig. 1. Geometry of the stenotic artery with selected IVUS slices and corresponding contour
curves of lumen boundaries
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the outlet, respectively. In the computer simulation, this coronary artery segment is
extended at both the inlet and the outlet in length by 0.4 cm and 0.75 cm, respectively,
to reduce the influence of the boundary conditions in the region of interest. Thus the
stenotic right coronary artery segment as the geometry of the mathematical model has a
total length of 6.31 cm. The extended parts at the inlet/outlet are not fully included in
Fig. 1(a).

Figure 2 plots the velocity and pressure pulse waveforms extracted from the on-site
blood pressure and flow velocity data of the patient. A normalized time length t/tp = 1
is used for simplicity. The following boundary conditions are applied for Navier-Stokes
equations: At the inlet boundary, a time dependent pressure with waveform P(t) and a
no-viscous-stress condition are applied. At the outlet boundary, a fully developed
velocity profile with pulse waveform V(t) is imposed as a normal outflow velocity.
When the influence of flow rate on pressure drop is examined, a scalar is multiplied to
the velocity function of the outlet boundary condition to yield different values of peak
flow rate Q. When the effect of blood viscosity is studied, the peak flow rate Q is fixed
as 220 ml/min while the infinity shear rate viscosity, g1, in the viscosity-shear rate
relation [15] of the Carreau model is multiplied by a scalar m with m = 0.7, 1.0, 1.3,
and 1.6, respectively. A non-slip boundary condition is imposed on the artery wall. The
initial conditions for velocity components and pressure are obtained by solving the
system of steady-state Navier-Stokes equations with the corresponding boundary
conditions.

The geometry of a patient specific right coronary artery segment with two stenoses
(see Fig. 1(a)) is created by a program written in MATLAB. It is then imported into a
commercially available software package COMSOL5.2 as the computational domain.
The momentum and continuity governing equations are numerically approximated
using a finite element method over unstructured tetrahedral elements. The discretized
system of equations is solved using the restarted generalized minimum residual
(GMRES) iterative method with the number of iterations before restart specified as 50.
The simulations are performed on HP Z640 Microsoft Windows Workstation.
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The mesh is controlled by the following element size parameters: the maximum ele-
ment size, the minimum element size, the maximum element growth rate, the curvature
factor, and the resolution of narrow regions. To confirm that the numerical solutions are
independent of the spatial mesh, the computations are repeated over the refined meshes
with three different sizes: mesh1with 1,780,784 elements, mesh2with 2,355,505 elements
and mesh3 with 4,696,734 elements. The maximum relative errors of the pressure for the
flowwith 220 ml/min peakflow rate overmesh2 andmesh3 compared tomesh1 are 0.57%
and 1.16%, respectively. To ensure a truly periodic flow, computations are performed over
four consecutive cardiac cycles. The maximum relative error of the pressure between the
third and the forth cycles is 0.53%. We have also validated the numerical solutions by
comparing the simulated blood velocity and pressure with the acquired on-site blood
pressure and the flow velocity data from the patient in a similar way as in [17].

The pressure drop (PD) along the artery length is defined as p − pin, where pin is
the blood pressure at the inlet of the artery segment (see Fig. 2). The pressure drop
coefficient (CDP) is defined as

CDP ¼ ep � epin

0:5qeU
2
in

; ð1Þ

where q is the density of blood; ep � epin is the temporal mean of pressure drop from the

inlet along the artery axial length; eUin is the spatial and temporal mean blood velocity
at the inlet of the artery. We also define a local index of pressure drop coefficient
(CDPi) for each stenosis in a similar way as in [19, 20].

CDPi ¼ �Dep

0:5qeU
2
e

; i = 1,2 ð2Þ

where Dep ¼ epr � epe, epe and epr represent the temporal mean pressure proximal and
distal to each stenosis. The spatial wall pressure gradient (WPG) is defined as

WPG ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð@p
@x

Þ2 þð@p
@y

Þ2 þð@p
@z

Þ2
s

; ð3Þ

where p is the wall static pressure. As stated by Giannoglou et al., the local magnitude
of the spatial WPG is proposed to be an important initiating factor for atherosclerosis.
The components of the WPG possibly have different effects on endothelial cells [6].

3 Results

3.1 Pressure Gradient-Flow Rate Relationship

To examine the effect of flow rate on the pressure drop, pressure drop coefficient and
wall pressure gradient, computations are carried out by varying the peak flow rate
Q (t = 0.425) from 100 ml/min to 280 ml/min. The infinity shear rate viscosity, g1, is
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fixed as 0.00345 Pa�s. Figure 3(L) presents the plots of the slice-averaged CDP, PDmean

and WPGmean in (L-a), (L-b), and (L-c), respectively, for Q = 100 ml/min, 160/ml/min,
220/ml/min, and 280 ml/min. The Reynolds numbers corresponding to these four dif-
ferent flow rates are 250, 398, 547 and 695. The Reynold number is defined as
Re ¼ eUDq=g1, where eU is the temporal mean velocity at the center of the inlet cross-
section;D is the diameter of the inlet. HerePDmean andWPGmean are the temporal mean of
PD and WPG in a cardiac cycle, respectively. A total of 128 points are picked approxi-
mately evenly spaced on the lumen boundary of each IVUS slice. The CDP, PDmean and
WPGmean are averaged on the picked points of each slice, respectively. The horizontal
axis is the axial length of the artery segment with z = 0 as the location of the first IVUS
slice at the inlet. The neck of the proximal stenosis is at z = 0.725 cm. The distal stenosis
has a long neck and it is located between z = 3.58 cm and z = 4.44 cm.

Figure 3(L-b) shows that the coronary model with a higher flow rate results in a
greater pressure drop between the inlet and outlet, while the coronary model with a
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lower flow rate yields a greater slice-averaged CDP (Fig. 3(L-a)). The plots in Fig. 3
(L-c) demonstrate that a higher flow rate leads to a greater WPG. The WPG reaches a
peak value at the neck of each stenosis. Figures 3(R-a), (R-b) and (R-c) show the
phasic waveforms of the pressure, PD and WPG at a point near the inner bend of the
distal stenosis neck, respectively. From these plots we can see that CDP and WPG
change markedly during a cardiac cycle. The pressure loss across a stenosis is more
significant during diastole. The instantaneous maximum pressure drop occurs at the
peak flow (t = 0.425) in a cardiac cycle. It is also interesting to compare the pulse
waveform shapes of the plots in Fig. 3(R) with those of the velocity and pressure
boundary conditions imposed at the inlet/outlet boundaries. We can observe that the
shapes of the pressure phasic profiles in Fig. 3(R-a) are similar to that of the pressure
plot in Fig. 2, while the shapes of the phasic profiles of the PD and WPG are similar to
that of the velocity plot in Fig. 2. The waveform of the pressure drop coefficient is also
similar to that of the velocity (plots are not included here). This indicates that the shape
of the velocity pulse waveform of imposed boundary condition dominates the temporal
distribution patterns of the pressure difference related quantities, such as the PD, CDP
and WPG.

3.2 Pressure Gradient-Viscosity Relationship

To examine the effect of blood viscosity on the pressure drop, pressure drop coefficient
and wall pressure gradient, computations are carried out with the infinite shear rate
viscosity g1 replaced by m � g1. The scalar m varies from 0.7 to 1.6, which results in a
value of the infinite shear rate viscosity changing from 0.00242 Pa�s to 0.00552 Pa�s,
while the peak flow rate is fixed as 220 ml/min. Figure 4 presents the plots of the
slice-averaged CDP and WPGmean in (a) and (b), respectively, for g1 ¼ 0:00242Pa � s,
0.00345 Pa�s, 0.00449 Pa�s and 0.00552 Pa�s. The corresponding Reynolds numbers
are 780, 547, 420 and 342. Figure 4 shows that as the blood viscosity increases, both
the magnitudes of the CDP and WPG increase. This indicates that with the same size of
stenosis and fixed flow rate, a blood flow with increased viscosity results in a greater
pressure drop coefficient.

3.3 Quantitative Correlation of CDP to Each Flow Parameter

Comparing Fig. 3(L-a) to Fig. 4(a), we can also see the different correspondences of
the change of CDP on varying the factors between flow rate and blood viscosity.
Figure 4(a) shows evenly spaced increases in the total slice-averaged CDP at the outlet
as m changes evenly from 0.7 to 1.6 when the flow rate is fixed. On the other hand,
Fig. 3(L-a) shows increased gaps at the outlet between the plots of the slice-averaged
CDP as Q changes evenly from 280 ml/min to 100 ml/min when the infinite shear rate
viscosity is fixed. This may indicate that in stenotic coronary blood flow computation
the flow rate has a stronger influence on the magnitude of CDP than the blood viscosity
does.
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Figure 5 further demonstrates the above mensioned diffirence on the correspon-
dences of CDP to the changes of flow rate and blood viscosity. Figure 5 presents the
plots of the CDPi for each stenosis vs (a) the peak flow rate and (b) blood viscosity.
From Fig. 5(a) we can see that for each stenosis CDPi is approximately a decreasing
and concave up parabolic function of the peak flow rate. The fitting functions quan-
titatively show that a reduction of flow rate at a lower value causes a greater increase of
CDPi for each stenosis. Figure 5(b) shows that the CDPi for each stenosis is an
increasing linear function of blood viscosity.

3.4 Effect of the Distal Stenosis

To investigate the influence of the distal stenosis on the pressure drop coefficient in this
patient specific right coronary artery with multiple stenoses, more blood simulations are
performed in six additional artery geometries obtained by varying the size and location
of the distal stenosis. Figure 6(a) plots the lumen cross-section area of four stenotic
arteries: the original patient specific artery (labeled as 47%-stn2-patient), an artery with
no reduction in lumen cross-section area for the distal stenosis (labeled as 0%-stn2), an
artery with a reduction of 65% approximately in lumen cross-section area for the distal
stenosis and the same length as that of the original patient’s distal stenosis (labeled as
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65%-stn2-long), and an artery with a distal stenosis in shorter length (labeled as 65%-
stn2-short). Figure 6(b) plots the lumen cross-section area of addition three arteries
with different locations of the distal stenosis. The distal stenosis in M1-stn2, M2-stn2,
and M3-stn2 has the stenosis length of 1.0 cm and a cross-section area reduction of
65%, about the same size as that of the proximal stenosis. The distance between the
necks of the proximal and the distal stenoses is 1.36 cm (*4D), 2.05 cm (*7D) and
3.47 cm (*11D) for M1-stn2, M2-stn2 and M3-stn2, respectively. Figure 6(c) and (d)
present the plots of the slice-averaged CDP for the stenotic right coronary arteries with
different sizes or different locations of the distal stenosis.

From Fig. 6(c) and (d) we can see that the distal stenosis does not affect the CDP in
the upstream part of the artery. In this part the maximum relative errors of the slice
averaged CDP for the three artery models plotted in Fig. 6(c) are less than 3% compared
to that resulted from the real patient artery model. When the size of the area reduction of
the distal stenosis changes from mild (47% of real patient) to moderate (65%), the CDP
changes significantly in the downstream of the distal stenosis. In each of the two arteries
with 65%-label in Fig. 6(c), the drop of the slice-averaged CDP across the distal stenosis
is much larger than that across the proximal stenosis even though the percentages of the
area reduction for both proximal and distal stenoses are approximately the same. This is
also clearly shown quantitatively in Table 1, which lists the change of the slice-averaged
CDP across each stenosis and the total change of the CDP from the inlet to the outlet for
the seven arteries. Figure 6(c) and Table 1 also show that the change of the CDP across
the distal stenosis varies notably from 31.25 to 37.71 as the length of the stenosis
increases from 1.35 cm (65%-stn2-short) to 1.58 cm (65%-stn2-long). Figure 6(d) and
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Fig. 6. Effect of the distal stenosis. (a) and (b) Lumen cross-section area, (c) and
(d) Slice-averaged CDP
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the last three columns of Table 1 demonstrate clearly how the CDP across the distal
stenosis is significantly affected by the location of the distal stenosis. The further
downstream the distal stenosis locates, the larger the drop of the CDP.

4 Discussion

4.1 Effect of Flow Rate

In literature, many in-vivo and in-vitro researches were conducted to examine the
relationship between pressure drop and flow velocity/rate [13, 20–30]. Various linear or
quadratic fitting equations were obtained. Young et al. [21] and Gould et al. [22]
demonstrated that the relation between pressure drop and flow velocity in stenosis can
be described by DP = 0 + kv + Sv2. Here k (mmHg�s/cm) is the coefficient of pressure
loss due to viscous friction. S (mmHg�s2/cm2) is the coefficient of pressure loss due to
flow separation or localized turbulence. Takeda et al. investigated the effect of flow on
pressure drop in 905 patients with all grades of aortic stenosis. They have shown that the
mean pressure difference is linearly related to flow rate. They suggested that the slope of
mean pressure difference against flow rate might be a better method of grading aortic
stenosis since it does not rely on hemodynamic assumptions [25, 26]. Mario et al.
assessed the feasibility of correlating stenosis severity with the slope of the instanta-
neous trans-stenotic pressure drop/velocity relationship [23, 24]. Marques et al. assessed
the feasibility and reproducibility of the instantaneous diastolic flow velocity-pressure
drop relationship. They found significant differences in this relationship among normal
coronary arteries and arteries with intermediate and severe coronary stenosis. A steeper
slope of this relationship corresponds to a severer stenosis [27]. However, literature is
still lacking in a comparative simulation analysis to show how the key hydrodynamic
parameters, the CDP and WPG, would differ for various flow rate.

In the present study we observe that the correspondence of CDP on flow rate is
opposite to that of the pressure drop on flow rate. As flow rate decreases the magnitude
of the slice-averaged CDP increases, that is, the coronary model with a lower flow rate
yields a greater magnitude of CDP. Roy et al. [31] examined the effect of the guidewire
on the pressure drop-flow relationship in moderate coronary artery stenosis using a 2D
axisymmetric model. Their computation results show a decreasing trend of the values
of the pressure drop coefficient as the flow rate increases from 50 ml/min to
170 ml/min. Mate et al. [32] used a large-scale instrumented model to study flows
through isolated stenotic elements in large coronary arteries. The plots of Fig. 5 in [32]

Table 1. CDP change across the proximal stenosis, distal stenosis and total CDP change from
the inlet to the outlet

0%-stn2 47%-stn2-real
patient

65%-stn2-
short

65%-stn2-long M1-stn2 M2-stn2 M3-stn2

1st stn 12.73 12.75 12.59 12.59 12.25 12.77 12.45
2nd stn 3.28 12.35 31.25 37.71 15.75 24.72 29.08
Total 22.94 31.31 50.42 56.49 32.95 39.97 47.64
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show that the flow with a greater Reynolds number results in a greater pressure drop
coefficient. Our analysis from Fig. 3(L) qualitatively confirms that the observations
made by Roy et al. [31] and by Mate et al. [32] in models of straight tube can also be
observed in the blood flow model of a patient specific stenotic right coronary artery
with curvature. We also quantitatively demonstrate the correlation of CDP index with
flow rate. Since the elevated values of CDP indicate abnormal epicardial stenosis [13],
our observation suggests that having the same size of lumen cross-section area
reduction a patient with a lower coronary flow rate has a more hemodynamically
significant coronary stenosis and thus may face a higher risk.

4.2 Effect of Blood Viscosity

It is known that blood viscosity is a determinant of capillary resistance to blood flow at
both stenotic and arteriolar levels [33]. Increased blood viscosity plays an important
role in the formation of atherosclerosis during inflammatory processes [34]. Rim et al.
[33] conducted experiments using nine dogs and found that the increase in blood
viscosity causes capillary resistance to rise, which decreases hyperemic coronary blood
flow. Using statistical analysis, Indrianto et al. investigated the relationship of blood
viscosity with the degree of stenosis among coronary heart disease patients. They
concluded that blood viscosity increases the degree of coronary stenosis in coronary
heart disease patients [34]. However, there was no publication that reported a quan-
titative analysis on the correspondence of CDP and WPG to blood viscosity in patient
specific right coronary arteries with two stenoses. The computer simulation results from
this study show that the slice-averaged CDP increases linearly as the blood viscosity
increases when the flow rate is fixed. Furthermore, the increase in blood viscosity
causes capillary resistance to rise and slows the blood flow [34] and thus increases the
contact time between the atherogenic particles of the blood and the endothelium [35].
As discussed previously in Sect. 4.1, the blood flow with a lower flow rate yields a
greater magnitude of CDP. Under these two folded effects a patient with higher blood
viscosity may have a more functionally significant stenosis.

4.3 Influence of the Distal Stenosis

In arteries with serial stenoses, the blood flow pattern is complex. The effect of serial
stenoses on coronary hemodynamics has drawn much attention. Many researchers have
conducted the experimental and clinical investigations [30, 36] and the numerical
simulations using 2D models of axisymmetric straight tube [29, 37, 38]. Talukder et al.
did an experimental study of fluid dynamics in arteries with multiple mild stenoses.
They showed that the total pressure drop across a series of stenoses increases linearly as
the number of stenoses increases and the combined effect of multiple stenoses of mild
severity can be critical [36]. D’Souza et al. assessed the effect of serial stenoses on the
coronary diagnostic parameters using in-vitro experiments. They found that the pres-
sure drop coefficient of the upstream stenosis varies insignificantly in the presence of a
downstream stenosis with a varying degree of severity [30]. Lee et al. performed
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numerical simulations of turbulent flow through serial stenoses. They demonstrated that
the maximum centerline velocity and disturbance intensity at the second stenosis are
higher than those at the first stenosis when both stenoses have a 50% area reduction
[37]. Bernad et al. carried out a computer simulation of blood flow in a patient specific
right coronary artery with three stenoses. The middle stenosis has a 50% area reduction.
Both proximal and distal stenoses have a reduction of 80% approximately in
cross-section area. The numerical results listed in Table 3 of [29] show that the
pressure difference across the distal stenosis is larger than that across the proximal
stenosis.

Regarding the influence of the distal stenosis on the patient specific right coronary
flow in this study, we have the following observations: (1) Table 1 shows insignificant
differences in the change of the CDP across the proximal stenosis for all six models
with different size, location and length of the distal stenosis. The distal stenosis only
affects the distributions of the CDP in the region starting from the distal stenosis to the
outlet, while the blood flow is not significantly affected in the upstream part of the
artery; (2) The interstenotic distance between two serial stenoses plays an important
role on the blood flow distribution in the downstream part of the stenotic artery. The
last three columns in Table 1 show that the total change of the slice averaged CDP
from the inlet to the outlet increases from 32.95 to 47.64 as the interstenotic distance
between two stenoses increases from 4D to 11D. This indicates that a distal stenosis
located in a further downstream position causes a larger drop in the CDP. (3) Com-
paring the 4th and 5th columns of Table 1, we can see that as the length of a stenosis
increases, the change of CDP across the stenosis increases. (4) The distal stenosis has
more influence on the CDP than the proximal stenosis does. The values listed in the last
five columns of Table 1 show that the change of CDP across the distal stenosis is much
larger than that across the proximal stenosis, even though both proximal and distal
stenoses have a similar area reduction size (66% vs 65%) for each model. The results
listed in Column 3 (real-patient artery) of Table 1 show that the changes of CDP across
two stenoses are very close (12.75 vs. 12.35) while the area reductions of the proximal
and distal stenoses are 66% and 47%, respectively. This is partially due to a stronger
influence of the distal stenosis and partially due to a longer length of the distal stenosis.

Our observations in this study not only qualitatively confirm that some influences
of the distal stenosis on the pressure drop coefficient in the axisymmetric straight tubes
reported in literature are also valid in the patient specific right coronary arteries with
curvature, but also show that the hemodynamics of blood flow in the right coronary
arteries with multiple stenoses is more complex due to the additional influence from the
curvature of bend. To our best knowledge this paper reports, for the first time, the effect
of the distal stenosis on the CDP based on the blood simulations in the patient specific
right coronary arteries by varying the size and location of stenosis. A further under-
standing of the insight of the interacting behavior of multiple stenoses will be important
and useful to the clinical diagnosis and the decision for treatment of patients with
multiple coronary stenoses.
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5 Conclusions

The influences of hemodynamic flow parameters on the pressure drop coefficient and
wall pressure gradient in a patient specific right coronary artery with two stenoses are
investigated. This study shows that both CDP andWPG are strongly dependent on flow
rate and blood viscosity. The CDPi across each stenosis increases linearly as blood
viscosity increases. As reported previously by many researchers, the pressure drop
increases as flow rate increases. However, the pressure drop coefficient correlates
negatively to flow rate. The CDPi across each stenosis decreases quadratically as flow
rate increases. The wall pressure gradient increases as the flow rate increases. The
pressure drop coefficient and wall pressure gradient all proportionally increase as the
blood viscosity increases. Based on our observations regarding the effects of the blood
viscosity and flow rate on the pressure drop coefficient and wall pressure gradient, it
maybe concluded that having the same size of a right coronary stenosis a patient with
an increased blood viscosity and a lower flow rate has a more hemodynamically
significant stenosis and is potentially at a higher risk. In a right coronary artery with
two stenoses, the distal stenosis has an insignificant influence on the CDP and WPG
across the proximal stenosis. When both proximal and distal stenoses are moderate, the
distal stenosis results in a larger pressure drop and more disturbed blood flow than the
proximal stenosis does. A distal stenosis located in a further downstream position
causes a larger drop in the CDP.
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Abstract. A sine cosine algorithm is one promising meta-heuristic recently
proposed. In this work, the algorithm is extended to be self-adaptive and its main
reproduction operators are integrated with the mutation operator of differential
evolution. The new algorithm is called adaptive sine cosine algorithm integrated
with differential evolution (ASCA-DE) and used to tackle the test problems for
structural damage detection. The results reveal that the new algorithm outper-
forms a number of established meta-heuristics.

Keywords: Sine cosine algorithm � Differential evolution � Structural damage
detection � Optimization � Meta-heuristics

1 Introduction

Structural health monitoring is an essential topic in the structural engineering field due to
the requirement of reliability and safety use of the structure thought its life time. The key
point of structural health monitoring is to identify the presence of structural damage,
localising the damage and predicting its severity without destroying the structure or
using nondestructive testing [1–3]. One of the most popular nondestructive techniques
to identify damage location is to use static and/or dynamic testing data such as changing
on strain data, structural deflection [4, 5], or modal data such as natural frequencies and
mode shapes [1, 4–8].

Numerous work on damage detection based on changing of modal data has been
reported worldwide [1, 4–16]. The main idea of this technique is to measure the
modal data of an undamaged structure and use it as the baseline. When the modal data
has changed, structural damage is supposed to occur. Identifying damage location
can be achieved by applying a soft computing technique such as fuzzy logic systems
[17, 18] and neural networks systems [17, 19–21]. For the latter, a large number of
modal data of the damage and undamaged structures must be provided and used for
training the system. Although much work has claimed that the technique works well,
the requirement of a large number of training data and analysis time is an inevitable
obstacle.
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Recently, the damage detection is traded as an optimization inverse problem. The
main idea is to update mechanical properties of a mathematical model such as a finite
element model until the modal data such as natural frequency of the model agree well
with the testing data while the optimum parameters of the mechanical properties can be
obtained by means of optimization [7, 9–14]. Over the last few decades, much research
has successfully applied meta-heuristics (MHs) for this kind of problem, for example,
genetic algorithm (GA) [9], differential evolution algorithm (DE) [16], ant colony
optimization (ACO) [10], charged system search (ChSS) [11], etc. [7, 9–14, 16].
Although successful results have been reported, it is found that most of them choose to
present only the best runs of the algorithms. This is not a proper way to investigate the
use of MHs for real world applications. The methods must be run to solve a particular
design problem many times and use the mean values of objective function as a per-
formance indicator. Over a decade, over a thousand of MHs have been introduced based
on a wide variety of search concepts and mechanisms. The algorithms can be regarded
as a search method or an optimizer. The methods are simple to understand/use/code due
to it being a soft computing technique. They can be used as an alternative to classical
gradient-based optimization methods particularly for optimization problems in which
sufficiently accurate function derivatives are not affordable. Moreover, they can be used
for multiobjective or many-objective optimization more effectively than using the
gradient-based optimizers since they can explore a Pareto optimal front within one
optimization run. A genetic algorithm is arguable the best known and most used MH.
Then, there can be differential evolution, particle swarm optimization and so on.
Recently, there have been numerous MHs being published each year some of the new
algorithms are a grey wolf optimizer [22], moth-fame optimization [23], the whale
optimization algorithm [24] and a sine cosine algorithm [25]. Those algorithms are
remained to be investigated when applying to practical design problem.

Therefore, this paper presents and extension of the sine cosine algorithm. An
adaptive strategy is embedded into the new version while the mutation operator of
differential evolution is integrated into the algorithm in order to further improve its
performance. The new optimizer is then termed an adaptive sine cosine algorithm
integrated with differential evolution (ASCA-DE). The optimizer is then implemented
on several test problems for structural damage detection. Numerical results show that
the proposed MH is superior to a number of established MHs found in the literature.

2 Formulation of a Damage Detection Optimization Problem

In this work, vibration based damage detection based on using natural frequencies is
used for damage localization of truss structures. The main concept of using structural
natural frequencies for damage detection of a truss structure is based on using a finite
element model and the measured natural frequencies. When the natural frequencies and
mode shapes are measured (usually the lowest nmode natural frequencies), the finite
element model is updated until the computed natural frequencies fit well with the
measured ones. For the undamaged structure, natural frequencies can be calculated from
a simple linear undamped free vibration finite element model which can be expressed as;
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K½ � /j

� �� x2
j
M½ � /j

� � ¼ 0 ð1Þ

where [K] is a structural stiffness matrix which can be expressed as the summation of
element stiffness matrices [ke],

K½ � ¼
Xne
i¼1

ke½ � ð2Þ

where i is the ith element of the structure while ne is the total number of elements. The
matrix [M] is a structural mass matrix computed in similar fashion to the stiffness
matrix. The variables /j and xj are the jth mode shape and its corresponding natural
frequency, respectively. For the damaged structure, the stiffness matrix of the damaged
element is assumed to be modified. The stiffness matrix of the damaged structure [Kd]
can be written as a percentage of damage in the elements as follows:

Kd½ � ¼
Xne
i¼1

100� pi
100

ke½ � ð3Þ

where pi is the percentage of damage on the ith element. The natural frequency of the
damaged structure can be computed by solving Eq. (1) by replacing [K] with [Kd].

The percentage of damage in the structural element (pi) can be found by solving an
optimization problem to minimise the root mean square error (RMSE) between natural
frequencies measured from the damaged structure and natural frequencies computed by
using the finite element model. The problem can be expressed as follow:

Min: f ðxÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPnmode
j¼1

xj;damage � xj;computed
� �2

nmode

vuuut ð4Þ

where xj;damage and xj;computed are the structural natural frequency of mode j obtained
from a damaged structure and that from solving (1) – (3). The design variables are
those damage percentages of structural elements (x = {p1, …, pnele}

T) respectively. In
this work, six vibration modes are used for calculation.

3 Test Problems with Trusses

Four truss damage detection optimization problems from two truss structures are used
in this study. These are the test problems used in our previous studies [14]. Detail of the
test problems are shown as follow:
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3.1 Twenty-Five-Bar Truss

The structure is shown in Fig. 1 [10, 14]. The cross sections of all bar elements are set
to be 6.4165 mm2. Table 1 shown the material properties and simulated case study for
this example. The data of natural frequencies of the undamaged and damaged 25-bar
truss structures are shown in Table 2.

Fig. 1. Twenty-five bar truss

Table 1. Material properties and simulated case study for 25-bar truss.

Material density 7,850 kg/m3

Modulus of elasticity 200 GPa
Simulated case study Case I: 35% damage at element number 7

Case II: 35% damage at element number 7 and 40%
damage at element number 9

Table 2. Natural frequencies (Hz) of damaged and undamaged of 25 bar structure.

Mode Undamaged 35% damage at
element number 7

35% damage at element
number 7 and 40% damage
at element number 9

1 69.7818 69.1393 68.5203
2 72.8217 72.2006 71.3167
3 95.8756 95.3372 94.5625
4 120.1437 119.8852 119.6514
5 121.5017 121.4774 121.4253
6 125.0132 125.0130 125.0129
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3.2 Seventy-Two-Bar Truss

The structure is shown in Fig. 2 [7, 14]. Four non-structural masses of 2270 kg are
attached to the top nodes. The cross sections of all bar elements are set to be
0.0025 m2. Table 3 shown the material properties and simulated case study for this
example. The data of natural frequencies of the undamaged and damaged 72-bar truss
structure are shown in Table 4.

Fig. 2. Seventy-two bar truss

Table 3. Material properties and simulated case study for 72-bar truss.

Material density 2,770 kg/m3

Modulus of
elasticity

6.98 � 1010 Pa

Simulated case
study

Case I: 15% damage at element number 55 (15% damage in element
number 56, 57, or 58 results in the same set of natural frequencies)
Case II: 10% damage at element number 4 and 15% damage at element
number 58 (90, 180, and 270° rotation along the z axis lead to the same set
of natural frequencies)
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4 Adaptive Sine Cosine Algorithm Hybridized
with Differential Evolution (ASCA-dE)

The Sine Cosine Algorithm (SCA) is a population based optimization method proposed
by Mirjalili [25]. The algorithm is simple and efficient for various optimization test
problems as reported in [25]. The search procedure of SCA is similar to other MH which
contains three main steps; population initialisation, population updating and population
selection. For the SCA, updating population can be done based on a sine and cosine
function. Given a current population having NP members X = {x1, x2,…, xNP}

T, an
element of a solution vector for the next generation can be calculated as follows:

xnew;k ¼ xold;k þ r1 sinðr2Þ r3xbest;k � xold;k
�� ��; if r4\0:5;

xold;k þ r1 cosðr2Þ r3xbest;k � xold;k
�� ��; otherwise

�
ð5Þ

where xbest,k is the k
th matrix element of the current best solution. The variables r2, r3,

and r4 are random parameters in the ranges of [0, 2p], [0, 2] and [0, 1], respectively.
The variable r1 is an iterative adaption parameter,

r1 ¼ a� T
a

Tmax
ð6Þ

where a is a constant parameter while T is an iteration number. Tmax is maximum
number of iterations.

The search process of SCA start with generating an initial population at random,
and then calculating their objective function values where the best solution is found.
Then, the new population for the next generation is generated using Eq. (5) and the
objective function values of its members are calculated. The current best will be
compared with the best solution of the newly generated population and the better one is
saved to the next generation. The process is repeated until a termination criterion is
met. The computational steps of SCA are shown in Algorithm 1.

Table 4. Natural frequencies (Hz) of damaged and undamaged of 72 bar structure.

Mode Undamaged 15% damage at
element number 55

15% damage at element
number 58 and 10%
damage at element number 4

1 6.0455 5.9553 5.9530
2 6.0455 6.0455 6.0455
3 10.4764 10.4764 10.4764
4 18.2297 18.1448 18.0921
5 25.4939 25.4903 25.2437
6 25.4939 25.4939 25.4939
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For the proposed adaptive sine cosine algorithm with integration of DE mutation,
the DE mutation operator as proposed in Pholdee and Bureerat [26] is integrated into
the updating operation. The mutation equation is detailed as follow;

xnew ¼ xbest þ randð�1; þ 1ÞF xr;1 þ xr;2 � xr;3 � xr;4
� � ð7Þ

where rand(−1, 1) gives either −1 or 1 with equal probability. F is a scaling factor
while xr,1−xr,4 are four solutions randomly selected from the population.

At ASCA-DE updating operation, if a generated uniform random number in the
interval [0,1] is lower than a probability value (rand < PDE), the population will be
updated using the SCA updating operation based on Eq. (5), otherwise, the population
will be updated by DE mutation as detailed in Eq. (7).

The term of self-adaption of the proposed algorithm is accomplished in such way
that the parameter r2, r3 and F are regenerated for each calculation based on the
information from the previous iteration. For each calculation, the r2 and r3 are gen-
erated based on normally distributed random numbers with mean values, r2m and r3m
respectively and standard deviation values, STD = 0.1 for both r2 and r3. The values of
r2m and r3m are iteratively adapted based on the following equations:
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r2m T þ 1ð Þ ¼ 0:9r2m Tð Þþ 0:1mean goodr2mð Þ; ð8Þ
and,

r3m T þ 1ð Þ ¼ 0:9r3m Tð Þþ 0:1mean goodr3mð Þ; ð9Þ

where mean(goodr2m) and mean(goodr3m) are the mean values of all values of r2 and r3
used in current iteration that lead to successful updates. The successful update means
the created offspring is better than its parent from the previous iteration. In addition, for
each calculation, the scaling factor F is generated by Cauchy distribution randomisation
with the mean value Fm and STD value of 0.1 [27]. The Fm is iteratively adapted using
the Lehmer mean [27] defined as follows:

FmðT þ 1Þ ¼ 0:9FmðTÞþ 0:1
sumðgood2

F
Þ

sumðgoodFÞ ð10Þ

where goodF is a tray of all F used in the current iteration with successful updates.
The parameter PDE is also regenerated in the similar fashion to r2 and r3 before

updating a population. For an individual solution, the PDE is generated by normal
distribution randomising with the mean value of PDEm and standard deviation of 0.1.
PDEm is iteratively adapted based on the following equation:

PDEm T þ 1ð Þ ¼ 0:9PDEm Tð Þþ 0:1meanðgoodPDEÞ; ð11Þ

where goodPDE means all PDE values used in the current iteration with successful
updates.

The search process of ASCA-DE start with initilaising a population, r2m, r3m, Fm

and PDEm. The goodr2m, goodr3m, goodF and goodPDE trays are empty initially. After
having calculated objective function values, the current best solution will be obtained.
To update a population, firstly, PDE and a random number in [0, 1] are generated. If the
generated random number is lower than PDE, a scaling factor (F) is generated based on
Fm and a new solution is created using Eq. (7), otherwise, a new solution is generated
based on Eq. (5). For each calculation of Eq. (5), r2 and r3 are generated based on r2m
and r3m. If a newly generated solution is better than its parent, the new solution will be
selected for the next generation while saving all used parameters PDE, r2, r3 and F into
the goodPDE, goodr2m, goodr3m, and goodF trays, respectively. Then, update the r2m,
r3m, Fm and PDEm using Eqs. (8)–(11). The search process is repeated until a termi-
nation criterion is reached. The computational steps of ASCA-DE are shown in
Algorithm 2.
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5 Numerical Experiment

The performance investigation of the proposed ASCA-DE for structural damage
detection is carried out by employing the algorithm to solve the test problems in the
previous section. ASCA-DE along with a number of MHs in the literature implemented
to solve the test problems include (Note that the details of variables can be found in the
original sources of each method) [14]:

– Differential evolution (DE) [28]: a DE/best/2/bin strategy was used. A scaling
factor, and probability of choosing elements of mutant vectors (CR) are 0.5 and 0.8
respectively.

– Artificial bee colony algorithm (ABC) [29]: The number of food sources for
employed bees is set to be nP/2. A trial counter to discard a food source is 100.

– Real-code ant colony optimization (ACOR) [30]: The parameter settings are
q = 0.2, and n = 1.

– Charged system search (ChSS) [31]: The number of solutions in the charge memory
is 0.2 � nP. The charged moving considering rate and the parameter PAR are set to
be 0.75 and 0.5 respectively.

– League championship algorithm (LCA) [32]: The probability of success Pc and the
decreasing rate to decrease Pc are set to be 0.9999 and 0.9995, respectively.

– Simulated annealing (SA) [33]: Starting and ending temperatures are 10 and 0.001
respectively. For each loop, nmode candidates are created by mutating on the current
best solution while other nmode candidates are created from mutating the current
parent. The best of those 2nmode solutions are set as an offspring to be compared
with the parent.

– Particle swarm optimization (PSO) [34]: The starting inertia weight, ending inertia
weight, cognitive learning factor, and social learning factor are assigned as 0.5,
0.01, 0.5 and 0.5 respectively.

– Evolution strategies (ES) [35]: The algorithm uses a binary tournament selection
operator and a simple mutation without the effect of rotation angles.

– Teaching-learning-based optimization (TLBO) [36]: Parameter settings are not
required.

– Adaptive differential evolution (JADE) [27]: The parameters are self-adapted during
an optimization process.

– Evolution strategy with covariance matrix adaptation (CMAES) [37]: The param-
eters are self-adapted during an optimization process.

– Sine Cosine Algorithm (SCA) (Algorithm 1) [25]: The constant a parameter is set to
be 2.

– Adaptive Sine Cosine algorithm with integrating DE mutation (ASCDE) (Algo-
rithm 2): The parameter a is set to be 2 while initial r2m, r3m, Fm and PDEm are set to
be 0.5.

Each optimizer is used to tackle each truss damage detection test problem for 30
optimization runs. The number of iterations (generations) is 300 for all case studies
while the population size is set to be 30 and 50 for 25-bar and 72-bar trusses
respectively. All methods will be terminated with two criteria: the maximum numbers
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of functions evaluatio as 20 � 300, 30 � 300 and 50 � 300 for the 25-bar and 72-bar
trusses respectively, and the objective function value being less than or equal to
1 � 10−3. The six lowest natural frequencies (nmode = 6) are used to compute the
objective function value. This number of selected frequencies is reasonable since it is
practically easier to measure fewer lowest natural frequencies with sufficient accuracy.

6 Results and Discussions

After performing 30 optimization runs of all MHs on solving the four truss damage
detection optimization problems, the results obtained from the various MHs are given in
Tables 5, 6, 7 and 8. The mean of the objective function are used to indicate the search
convergence of the algorithms in cases that the objective function threshold (1 � 10−3)
is not met during searching. Otherwise, the mean number of FEs is used as an indicator.
The number of successful runs out of 30 runs is used to measure the search consistency.
The algorithm that is terminated by the objective function threshold is obviously
superior and any run being stopped with this criterion is considered a successful run.

6.1 Twenty-Five-Bar Truss

Table 5 shown the results of the 25-bar truss with 35% damage at element 7. The best
performer based on the mean objective function values is ASCA-DE while the second
best and the third best are DE and JADE respectively. When considering the number of
successful runs, seven optimizers including DE, TLBO, JADE, SCA and ASCA-DE
can detect the damage of the structure. The most efficient optimizer is ASCA-DE that
can detect the damages of the structure for 29 times out of 30 runs with the average of
2835 function evaluations.

Table 5. Results for 25 bar truss with 35% damage at element number 7

Optimizers Mean objective
function values

No. of successful
runs from 30 runs

Mean of FEs

DE 0.0017 19 6019
ABC 0.0135 0 9000
ACOR 0.0089 0 9000
ChSS 0.1385 0 9000
LCA 0.9036 0 9000
SA 0.0089 0 9000
TLBO 0.0077 6 7772
CMAES 0.0033 0 9000
ES 0.0308 0 9000
PSO 8.3830 0 9000
JADE 0.0026 2 8953
SCA 0.0270 24 3262
ASCA-DE 0.0009 29 2835
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Results of the 25 bar truss with 35% damage at element 7 and 40% damage at the
element number 9 are reported in Table 6. The best performer based on mean objective
function values is ASCA-DE while the second best and the third best are JADE and DE
respectably. When examining the number of successful runs, only two optimizers, DE
and ASCA-DE can consistently detect the damage of the structure for 27 and 26 runs
respectively while the average number of function evaluations to obtain the results are
5220 and 5511 respectively.

Table 6. Results for 25 bar truss with 35% damage at element number 7 and 40% damage at
element number 9

Optimizers Mean objective
function values

No. of successful
runs from 30 runs

Mean of FEs

DE 0.0096 27 5220
ABC 0.0326 0 9000
ACOR 0.0125 0 9000
ChSS 0.1590 0 9000
LCA 0.8080 0 9000
SA 0.0269 0 9000
TLBO 0.0405 1 8917
CMAES 0.0115 0 9000
ES 0.0356 0 9000
PSO 8.6012 0 9000
JADE 0.0042 6 8875
SCA 0.0930 0 9000
ASCA-DE 0.0032 26 5511

Table 7. Results for 72 bar truss with 15% damage at element number 55

Optimizers Mean objective
function values

No. of successful
runs from 30 runs

Mean of FEs

DE 0.0087 14 12887
ABC 0.2184 0 15000
ACOR 0.0014 6 14831
ChSS 0.1727 0 15000
LCA 1.1499 0 15000
SA 0.0097 0 15000
TLBO 0.0035 27 5781
CMAES 0.0053 0 15000
ES 0.0010 29 9335
PSO 1.9146 0 15000
JADE 0.0019 1 15000
SCA 0.0070 23 4793
ASCA-DE 0.0008 30 1715
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6.2 Seventy-Two-Bar Truss

Table 7 shows comparison results of the 72-bar truss with 15% damage at element 5.
The best performer based on mean objective function values is ASCA-DE while the
second best and the third best are ES and ACOR. When examining the number of
successful runs, the most efficient method is ASCA-DE which can detect the damage of
the structure for 30 times while the average numbers of function evaluations for the
convergence results is only 1715.

Results of the 72 bar truss with 15% damage at element number 58 and 10%
damage at element number 4 are given in Table 8. The best performer based on the
mean of objective function values is ES while the second best and the third best are
JADE and ASCA-DE respectively. The minimum objective function value is obtained
by SCA. When considering the number of successful runs, only ASCA-DE can con-
sistently detect the damage of the structure for 22 times from totally 30 optimization
runs while the average number of function evaluations for the convergence results is
9235. Although ES and JADE given better mean objective function values, they fail to
search for the damage location. ASCA-DE is said to be the most efficient optimizer for
this case.

Overall, it was found that integrating DE mutation into and applying adaptive
parameters to SCA lead to performance enhancement of the original SCA. The pro-
posed ASCA-DE is the best performer on solving truss damage detection optimization
problem. It is considered the most reliable method for this study.

Table 8. Results for 72 bar truss with 15% damage at element number 58 and 10% damage at
element number 4

Optimizers Mean objective
function values

No. of successful
runs from 30 runs

Mean of FEs

DE 0.0127 7 13963
ABC 0.1591 0 15000
ACOR 0.0058 0 15000
ChSS 0.1348 0 15000
LCA 1.1049 0 15000
SA 0.0129 0 15000
TLBO 0.0045 7 13503
CMAES 0.0050 0 15000
ES 0.0023 2 14940
PSO 1.7726 0 15000
JADE 0.0031 0 15000
SCA 0.0260 2 14502
ASCA-DE 0.0035 21 9235
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7 Conclusions

Performance enhancement of a meta-heuristics called a sine cosine algorithm is pro-
posed by integrating into it a mutation strategy of DE. Self-adaptive optimization
parameters are employed to improve the search performance of the new algorithm. The
proposed optimizer is implemented on solving a number of truss damage detection
inverse problems. The results reveal that the new meta-heuristic is the best and most
reliable method. Our future work is to investigate the new MH for solving other
practical engineering design problems.
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Abstract. This paper describes a approach for resource production in
real-time strategy games (RTS Games). RTS games is a research area
that presents interesting challenges for planning of concurrent actions,
satisfaction of preconditions and resource management. Rather than
working with fixed goals for resource production, we aim at achieving
goals that maximize real-time resource production. The approach uses
the Simulated Annealing (SA) algorithm as a search tool for deriving
resource production goals. The authors have also developed a planning
system that works in conjunction with SA to operate properly in a real-
time environment. Analysis of performance compared to human and bot
players corroborate in confirming the efficiency of our approach and the
claims we have made.

Keywords: Real-time strategy games · Actions · Resources · Planning ·
Search

1 Introduction

Determining which resources should be built into a game is one of the main
challenges in RTS Games. Along with the choice of resources, it is necessary
to automate the planning of actions that build resources, satisfy constraints
between actions and manage parallelism of actions. All these planning issues
must be made under uncertainty, since the opponent is hidden over fog of war.
These features are commonly found in problems that are relevant to the artificial
intelligence planning area. Based on this information, we have explored ideas
from the automated planning area for determining resource production goals as
well as a plan of actions that achieves them.

The resources in RTS games originate from many sources of raw materi-
als, basic construction, military units and civilization. The resources are used
in attack and defense against enemies. In fact, there is an initial stage of the
game in which players spend time aiming at developing the maximum amount
of resources. During this time there are no direct confrontations and players who
achieve better quality in resource production have advantage in the confrontation
phase. Thus, resource production is a vital task for success in the game.

We have developed an approach that maximizes resource production based
on goals established at runtime. Subsequently, it is possible to determine a plan
c© Springer International Publishing AG 2017
O. Gervasi et al. (Eds.): ICCSA 2017, Part I, LNCS 10404, pp. 87–102, 2017.
DOI: 10.1007/978-3-319-62392-4 7



88 T.F. Naves and C.R. Lopes

of actions and their scheduling that leads the game from an initial resource state
to a goal state that contains the new resources produced to improve the army.
The plan of actions contains all the necessary actions to achieve the goal. A goal
is described by the resources that this can achieve. Actually, as it is described
later, the plan of actions by itself describes the resources or goals that should be
produced in order to maximize the armed force of a player.

For this, the Simulated Annealing algorithm (SA) [1] is used along with
planners and checkers that have been developed so that the approach is able to
operate within the RTS games domain. The SA performs a search process, where
an initial plan of actions goes through several changes in order to maximize the
quality of the resource production and increase the force of the army that will
be generated.

The domain used in our work is StarCraft, which is considered a game with
a high number of constraints in planning tasks [6]. The work has been developed
to solve a common deficiency in research involving RTS games, which is the
choice of which resource production goals to strive for. For instance, [2,5,6]
present planning and scheduling algorithms to determine which actions should
be carried out to reach a resource production goal from an initial resource state.
However, the establishment of a goal is not based on any explicit criterion that
assures quality in its planning. Most probably the specification of another goal
might bring better results. Different from previous work our approach does not
take into account a fixed goal for resource production.

In our approach an initial plan of actions is generated. In order to reach this,
a planner system called POPlan has been developed, which is able to plan and
schedule the necessary actions to achieve an initial amount of resources, which
may change at runtime. The initial plan is the basis for exploring new plans in
order to find the one that has the greatest number of resources. In conjunction, a
consistency checker called SHELRChecker was developed. SHELRChecker vali-
dates and manages the changes made during the search for new plans of actions.
By doing this we claim that action planning based on a fixed goal is not neces-
sary, but what is important is a specification of a policy that maximizes resource
production.

The algorithms shown in this paper can also be used to build tools to assist
players, such as an interface to help in choosing a goal and which resources should
be built at given moments of the match. This work is a result of our efforts in
developing action planning algorithms for resource production in RTS games. In
this paper we focus on describing the planning system. Results of experiments
and performance compared to human players and bot players that compete in
StarCraft competitions corroborate in confirming the efficiency of our approach
and the claims made in this work.

The remainder of the paper is organized as follows. Section 2 presents the
characterization of the problem. Section 3 describes related work. In Sect. 4 there
is a brief description of the use of SA in the approach proposed here. The descrip-
tion of POPlan and its operation is in Sect. 5. One finds in Sect. 6 a description
of the consistency checker SHELRChecker. The experiments and discussion of
the results are found in Sect. 7 and finally the conclusion in Sect. 8.
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2 Characterization of the Problem

RTS games are strategy games in which military decisions and actions occur
in a real-time environment [3]. To execute any action you must ensure that its
predecessor resources are available. The predecessor word can be understood as
a precondition to perform an action and the creation of the resource as an effect
of its execution. Resources can be placed into one of the following categories:
Require, Borrow, Produce and Consume. The resources are based on StarCraft
game, which has three different character classes: Zerg, Protoss and Terran. This
work focuses on the resources of the class Terran.

The planning problem in RTS games is to find a sequence of actions that
leads the game to a goal state that achieves a certain amount of resources. This
process must be efficient. In general, the search for efficiency is related to the
time that is spent in the execution of the plan of action (makespan). However,
in our approach we seek actions that increase the amount of resources that raise
the army power of a player. This is achieved by introducing changes into a given
plan of action in order to increase the resources to be produced, especially the
military units, without violating the preconditions between the actions that will
be used to build these resources.

In our approach each plan of action has a time limit, army points, feasible
and unfeasible actions. The time limit is the deadline of the plan of action, i.e.,
the maximum makespan value that a plan has to perform their actions. The
time limit works as a due date for any plan of action, which cannot be exceeded.
The army points are used to evaluate the strength of the plan in relation to its
military power. Each resource has a value that defines its ability to fight the
opponent. The sum of this value for each resource present in a plan corresponds
to its army points. Feasible actions in a plan are those actions that can be carried
out, i.e., they have all their preconditions satisfied within the current planning.
Unfeasible actions are those that cannot be performed in the plan and are waiting
for its preconditions to be satisfied at some stage of planning. Unfeasible actions
do not consume planning resources and do not contribute to the evaluation of
the army points of the plan.

As an example of operations in a plan, suppose that a time limit of 170 s was
imposed to find a goal and the initial plan was set to perform 1 Firebat. In this
case, the completed plan of action has the following actions: (8 collect-minerals,
1 collect-gas, 1 build-refinery, 1 build-barrack, 1 build-academy, 1 build-firebat)
with makespan equals to 160 and 16 army points. There are several operations
that could be made in this plan and that would leave unfeasible actions. For
example, exchange one of the actions collect-minerals that is a precondition of
Barracks with any other action would leave the resource unfeasible. In conse-
quence the resources Firebat and Academy would also be unfeasible, since these
have Barracks as one of their preconditions. In this way, the plan would have 0
army points.

Some specific combinations of operations can make the plan increase its
resource production and consequently its army strength. For example, suppose
that a build-marine action is inserted in place of the collect-gas action. The new
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action is feasible in the plan, because it uses the Minerals left by the action
build-firebat, which became unfeasible due to lack of Gas. Now, if in the next
two operations the actions of collect-minerals and collect-gas are inserted in the
plan, the resource Firebat once again becomes feasible. This happens because
the action of minerals would be executed by a Scv resource which is idle and the
scheduling process allocates it as early as possible in the plan. The gas action
would be performed at the same time as a result of the scheduling process. Thus,
the final goal now has 28 army points without exceeding the time limit, still hav-
ing the same makespan of 160 s. The state of resources when starting a match
in StarCraft is 4 Scv, 1 CommandCenter.

3 Related Work

There is little research in maximizing goals of resource production in RTS games.
Some of the reasons are: the complexity involved in searching and managing the
state space, planning and decision making under uncertainty and the resource
management under real-time constraints.

Our approach is based on the work developed by [8]. It also uses SA to explore
the state space of the StrarCraft. But in this case to balance the different classes
in the game by checking the similarity of plans in the each class. In our work
Simulated Annealing is used to determine a goal to be achieved that maximizes
resource production, given the current state of resources in the game and a time
limit for the completion of actions.

In [5] a linear planner was developed to generate a plan of action given an
initial state and a goal for production of resources, which is defined without
the use of any explicit criterion. The generated plan is scheduled in order to
reduce the makespan. Our work now uses a planner system with scheduling. Our
approach deals with dynamic goals for resource production. This is necessary in
order to figure out a goal that maximizes the strength of the army. To the
contrary, [5] works with a goal with fixed and unchangeable resources to be
achieved.

Work developed by [2] has the same objective as that pursued by [5]. Their
approaches differ in the use of the planning and scheduling algorithms. [2] devel-
oped their approach using Partial Order Planning and SLA* for scheduling. [2]
also works with a goal with fixed and unchangeable resources to be achieved and
cannot be adapted to our problem.

The work of [6] presents an approach based on the FF [11] algorithm which
uses enhanced hill-climbing and a delete-relaxation based heuristic on to develop
a plan of action that achieves a specific goal in the shortest possible time (mini-
mum makespan). The goals to be used are expert goals, recovered from a data-
base created from analyses of games already played. In this approach, heuristics
and efficiency strategies to reduce the search space and achieve better results.
In this work the amount of goals and the number of produced resources are
limited those goals that are at the database, at some point of the game a more
appropriate goal maybe cannot be considered, by not being at the database or
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not produce the correct amount of resources. The approach proposed in this
paper aims to select and build goals through plans of actions without resource
constraints and various possibilities of productions.

The works of [14,18] uses an approach with Case Based Reasoning (CBR)
and Goal Driven Autonomy (GDA). CBR is used to select expert goals from a
database and GDA allows a goal to be discarded during its execution and a new
goal is chosen that takes into account the game situation. This approach has
similarities with that proposed in this article, especially in relation to planning
goals within the game, however this approach also has a limit on the number of
goals that are considered, which are present in a database.

The work of [12] also uses expert goals to select a goal in RTS games. In this,
an analysis is made on already played matches and goals are scored according
to characteristics of current state of the game, such as, the amount of remaining
units and amount of downed enemies. To select a goal within the game is used
genetic algorithm (GA), which is responsible for selecting a goal according to its
score and characteristics that better satisfy the current objective of the player.
The strategy of choosing goals from characteristics of the state of the game is
interesting, but the approach proposed here considers a wider range of possible
goals and seeks to find this without the help of prior information or expert goals.

We also surveyed some already existing planners that could be applied.
Approaches described in [7,10,13] were considered for our problem at hand,
but both have a different approach and would have to be modified to adapt to
our goal. In short, most of the approaches surveyed have different objectives and
the techniques used are not efficient for the domain that we are exploring.

4 Simulated Annealing in the Maximization of Resource
Production

Simulated Annealing is a meta-heuristic which belongs to the class of local search
algorithms [1]. SA was chosen due to the robustness and possibility of it being
combined with other techniques. It was also the algorithm that achieved the best
results during the initial tests that were completed to develop this approach. SA
takes as input a possible solution to the problem, in our case a plan of action that
was developed by POPlan, which is going to be described in the next section.
The mechanism that generates neighbors will perform operations of exchange
and replacement of actions in the plan. It should be noted that these operations
generate new plans of action. The following will briefly describe some of the main
features of the algorithm and the adjustments made for use in the RTS games
environment. More details of the functioning of the SA are available in [16].

In SA a possible solution is evaluated through the use of an objective function.
In our approach the objective function is responsible for counting the army points
that exist in each plan of action. Another attribute present in resources could
be used to evaluate the plan, but thinking about the game as a whole the attack
force is a good value to be maximized. In this way it is possible to find out which
states have the highest attack strength. A state that has a better evaluation than
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the current state becomes the current state. Even if the new plan generated is
not chosen as the current solution there is still a probability of its acceptance.

There are several ways to generate a new neighbor plan from the current
solution in SA. The operation used in the approach is the following: we choose
randomly between select two actions within the plan and switch their positions,
or replace an action for another randomly chosen. This mechanism yields nice
results. When a neighbor plan is generated, algorithm SHELRChecker is used
to manage and evaluate the changes made in the goal.

5 POPlan

The POPlan is a system that uses the concept of partial order planning (POP)
[15] to generate a plan of action and perform the scheduling task during this
process. Two reasons explain why a partial order planner is required. The first
reason is the fact that SA need a plan as input data that enables the search
for solutions with parallelism of actions. Another reason has to do with finding
an integrated solution that reduces time during the process of planning and
scheduling.

The system architecture is composed of two levels. At one level we have the
planner component responsible for plan generation. At another level we have
the scheduling of the actions that make the generated plan. These two levels
interweave their activities and are depicted in Fig. 1. With this architecture, the
system has the concept of strong coupling [9] where planning and scheduling
problems are reduced to a uniform representation. In Fig. 1 the domain element
represents the environment of RTS games where the planning is conducted,
the restrictions represent the preconditions and precedences of the actions of a
specific RTS game and the processes of planning and scheduling use the previous
information in their executions. The restrictions satisfaction process is made
defining the actions and causal links between them and the resources available,
which are used to build a certain resource production goal. During the scheduling
it is checked if any of the links established in the previous process became invalid,
i.e., if any link has become inconsistent. For example, if during the process of
creating links an action has to have a link to a Minerals resource, it means
that this action will use it at a certain time. However, if this Minerals is used
by another action that will be scheduled first it may cause inconsistency. It is
necessary to reconstruct this link with other Minerals resource available.

With the POPlan architecture if any inconsistency is found in the scheduling
step it is possible to check and satisfy it in the planning stage that is being per-
formed intercalated with that. Thus, it is not necessary to interrupt the process
for such a verification. In this coupling, the planner is essential for success-
fully achieving this representation, because the causal links defined between the
actions in the planning stage have the temporal order of constraints among the
actions, which also assists in the production and use of resources. With that,
the scheduling step only figures the best time for the action to be performed,
leaving planning tasks to be used in the next stage.
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Fig. 1. Representation of the strong coupling intercalating POP and scheduling.

Algorithm 1. POPlan(Plan, Rgoal, Tlimit))
1: Plan ← LinkBuild(Plan,Rgoal)
2: for each Action Act ∈ Plan do
3: if Act.unity = false then
4: times ← Quantity(Act)
5: end if
6: while i < times do
7: for each Action ActRs ∈ Plan do
8: if ActRs = Act.rbase then
9: Schedule(Plan,ActRs,Act)
10: end if
11: end for
12: contr ← Constructs(Plan,Act)
13: if contr = false then
14: Exit()
15: end if
16: i ← i + 1
17: end while
18: end for
19: return Plan

Algorithm 1 describes the pseudo-code of the POPlan.
The POPlan receives as parameters the list where the actions that will make

the plan will be inserted (Plan), the resource that is the current goal (Rgoal) and
the time limit for completion of the plan of action Tlimit. At the beginning of the
operation, the planner calls the method (LinkBuild()) (line 1), responsible for
defining all the actions that will make the plan and its respective causal links.

Using the concept of POP, all actions that make up the plan have causal links.
It is possible to separate those links into two types. The first is the precedence
link, where an action that has such a link is necessary for the execution of
another action that receives the second type of link, which is the condition link.
For example, an action collect-minerals with a link to an action build-factory
means that the action of collecting mineral precedes the execution of the action
that builds a Factory. This action in turn has a link indicating that the action
of collecting minerals is a condition for its execution. Thus, when an action
has some of its attributes changed, it becomes easier to find out which other
actions should change due to this occurrence. Each action with a link is located
in lists, precedence links is in the list link and condition link in linkReb list (in
Algorithm 2).

Algorithm 2 receives as parameters the plan of action (Plan) and the resource
production goal (Rgoal). Algorithm 2 shows the pseudo-code of the LinkBuild
method.
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Algorithm 2. LinkBuild(Plan, Rgoal)
1: Plan ← Extract(Rgoal)
2: for each Action Act ∈ Plan do
3: if Act.finished = false then
4: for each Resource Rsc ∈ Act.Pred do
5: Action Actn
6: exist ← CheckPred(Act, Rsc, Actn)
7: if exist = false then
8: Act.linkReb.push(Actn)
9: Actn.link.push(Act)
10: Plan.push(Actn)
11: Plan ← LinkBuild(Plan, Rgoal)
12: else
13: Act.linkReb.push(Actn)
14: Actn.link.push(Act)
15: end if
16: end for
17: Act.finished = true
18: end if
19: end for
20: return Plan

Algorithm 2 inserts the first action in the plan and from its preconditions pro-
duces the remaining necessary actions. When an action is selected, it is checked to
see if all its preconditions have been satisfied on the plan through the attribute
exist (line 3). This checking is necessary due to the fact that when an action
is placed in the plan to satisfy certain preconditions, the preconditions of this
action that have just been entered are immediately checked (line 11). So it is
possible that an action of the plan that will be checked has had its preconditions
already satisfied.

Between lines 3 and 4 Algorithm 2 checks for each action of the plan to see
if its precondition resources are present in the plan or must be inserted into
it. This check is made by CheckPred() (line 6), which checks whether there is
an action in the plan that can satisfy the precondition or if it is necessary to
insert a new action. If a new action is necessary, the value false is assigned to
the variable exist and the algorithm creates the links between the action and
its precondition, putting the new action in the plan and calls itself to enter the
preconditions of the new action (lines 7 and 11). If the action that satisfies the
precondition already exists, then only the necessary links between these actions
are created (lines 12–14).

The function CheckPred() (line 6) receives the variable Actn as a parameter
and assigns it to either the new action that will be inserted into the plan or
the action that is already there and can satisfy the necessary precondition. The
algorithm validates the attribute, which exists for each action and that already
has all its preconditions satisfied. At the end, the plan containing the actions and
the links between them is returned to the POPlan to continue its execution. The
plan that Algorithm 2 builds and returns to POPlan contains only the actions
necessary to reach the resource goal production and the respective links between
them. The starting and ending times of each action will be defined later by the
scheduler, which does not need to perform any specific planning task, since the
actions are already configured.
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The POPlan after setting up the plan with the necessary actions and links
through LinkBuild(), starts to go through the actions of the plan. Algorithm1
between lines 2 and 5 verifies to see if the action is not the type of production
unit, i.e., whether the action is the mineral or gas type, but only resources that
are not of unit type. The function Quantity() (line 4) is called to check how many
times the action should be executed. For example, if the action build-minerals
has a link to a build-academy that requires 150 Minerals, three executions of
the same action are necessary because each execution generates 50 Minerals.

After setting the starting time of the action through the scheduling process,
the planner will now finish setting its attributes, again using the planning stage.
The method Constructs() (line 12) is responsible for this task, by setting the
starting and ending execution time of the action, inserting new actions of renew-
able resources if necessary and, modifying some link action if necessary due to
the scheduling that can change these links. This procedure also checks there is
any threat held in these (according to the concept of POP), and checks to see
if the plan time limit has not been exceeded. The final plan that is built by the
planner, contains the actions that reach a certain amount of resources.

6 SHELRChecker the Consistency Checker

With the search for goals toward plans of actions that have quality in army
points and scheduled actions, verification and validation of new plans becomes
even more important. The scheduled consistency checker, SHELRChecker, is
used in this step. Algorithm 3 shows its pseudo-code.

Algorithm 3. SHELRChecker(Plan, opt, Tlimit)
1: Invib(ActsInv, opt)
2: for each Action Act ∈ ActsInv do
3: if Act.feasi = true then
4: for each Action Actl ∈ Act.link do
5: UndoL(Actl, ActsInv)
6: end for
7: for each Action Actl ∈ Act.Clink do
8: ReleaL(Actl, ActsInv)
9: end for
10: end if
11: end for
12: Rearrange(Plan,ActsInv, opt)
13: while cont = true do
14: for each Action Act ∈ ActsInv do
15: feasible ← Gather(Plan,Act)
16: if feasible = true then
17: for each Action ActRs ∈ Plan do
18: if ActRs = Act.rBase then
19: Schedule(Plan, ActRs, Act)
20: cont ← Constructs(Plan,Act)
21: end if
22: end for
23: end if
24: end for
25: end while
26: return Plan
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The Algorithm 3, receives as parameters the current solution of the SA
(Plan), the operation that will be performed in the plan opt and the time limit
of the solution to be generated (Tlimit). Initially the method Invib() is called
(line 1). It is responsible for checking what actions will be unfeasible due to
the operation. The method places the first actions in the unfeasible action list
ActsInv, which is necessary for the algorithm to find out which others will also
become unfeasible.

The algorithm between lines 2 and 11 finds the other actions that will be
unfeasible. For each one that still has the attribute (feasi) valid (line 3), i.e.,
every action that has just been added to the list of unfeasible, the algorithm
calls the methods responsible for removing its links and finding out which other
actions will also be unfeasible. The method (UndoL()) (line 5) is called to put
each resource that receives an action link that was unfeasible (Act) within the
list of unfeasible actions. This is carried out as (Act) which is a precondition of
such actions, which will no longer run. For example, if an action build-refinery
becomes unfeasible this means that the Refinery does not exist in the game
anymore, so all actions collect-gas receiving a link of this resource will also
become unfeasible.

The method ReleaL() (line 8) is called just after UndoL(), it is responsible
for releasing the actions that were serving as a precondition for the action that
became unfeasible, thus eliminating the links from other actions that came from
it. This frees the resources used by the action to be used by other actions. After
the list of unfeasible actions has been completely filled, the algorithm calls the
Rearrange() (line 12). It performs the operation on the plan so that it becomes a
new neighbor plan. From line 12 onwards, the algorithm focuses on what actions
can become feasible again, configures its attributes and schedules the action.
The function Gather (line 15) is used with every unfeasible action. It seeks the
preconditions of the action that is being checked Act, to see if the available
actions can be used to execute it.

When the preconditions of an action are satisfied within the plan, the algo-
rithm schedules the action and changes its attributes, as they become feasible.
A search for base resources of the action (line 17) is made to define which among
those available would execute the action. When a base resource is found the
scheduling algorithm is called Schedule() (line 19). The algorithm is the same
as used in the planner. It performs the schedule for each feasible action. Finally,
the function Constructs() (line 20) is called to change the attributes of the action
that became feasible again. It sets up the execution times of actions, builds all
the links between them and their preconditions, removes the action from the list
of unfeasible and checks to see if the time limit has not been reached. If this
time has been reached the verifier stops the process returning the plan with the
last action that became feasible as new solution for SA.

7 Experiments and Discussion of Results

The experiments were conducted by using the StarCraft game environment. It
was possible through the use of the BWAPI (BroodWar API) [4], which allows
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us to test the developed algorithms within the game and collect the results. We
compare our results against human players and a bot from competitions. We ran
our experiments using a computer equipped with an Intel Core i7 1.73 GHz with
8 GB RAM on Windows 7 system.

The procedures used in the experiments are: SA(S), S(SS), Player(E) and
BT . SA(S) refers to our approach, with SA plus POPlan and SHELRChecker.
SA(SS) also refers to our approach in conjunction with the subgoals strategy,
which will be presented during the experiments. Player(E) is a human player
experience level in the game. To be classified as an experienced player a 5-year
experience with StarCraft was considered. BT is the bot called BTHAI [17], who
participated in the 2014 AIIDE StarCraft Competition1.

In all tests, the used approaches tried to achieve the best goal with resource
production, i.e., a goal focused on produce resources that allow a player to
advance against the enemy bases and overcome it in a confrontation. These goals
produce various types of resources that increase the amount of army points. Pro-
duce resources with ability to fight enemys leads to the production of other high
level types of resources present in the game, since its are required to enable more
powerful resources. In fact, a feature observed in various players when played
matches of the game is the trend to produce offensive resources along the match
and only produce other types of resources when these are needed to enable the
coming of new resources that will be used to attack and resist to the enemy’s
army. Thus, the approaches will be compared according the amount of resources
that can produce within a time limit. Different time limits will be imposed on
each test and approaches should try to achieve the best goal without exceeding
this time limit (Table 1).

Table 1. Results of Experiment 1

Time limit Player(E) SA(S) Makespan of SA(S) Runtime of SA(S)

150 s 32 32 148 s 28.8 s

250 s 95 98 250 s 42.6 s

350 s 151 132 350 s 63.2 s

450 s 207 188 599 s 96.8 s

550 s 254 210 547 s 129.2 s

650 s 369 298 645 s 164.5 s

750 s 437 307 746 s 199.1 s

In Experiment 1, we conduct a performance test between the SA(S) and
Player(E). Player(E) was instructed to use as a strategy goals that produce
resources he would use to form a base to confront and defend against enemy.
For each time limit, we considered five executions and collected the average

1 StarCraft Competition is a competition between Starcraft bots, this competition
is an event that is part of AIIDE (AAAI Conference on Artificial Intelligence and
Interactive Digital Entertainment).
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values for army points, makespan, and runtime. SA(S) was able to defeat the
experienced player in one occasion, tying in another one and losing in five others.
One can see that SA(S) achieves its best results when searching for goals with
average time intervals between 150 and 350 s. This happens because in these
time intervals the number of actions that the approach needs to manage is not
as large as those at longer intervals, which helps the algorithm to achieve better
performance (Table 2).

Table 2. Results of Experiment 2

SA(S) SA(SS)

Army points Makespan Runtime Army points Makespan Runtime

242 596 s 148.6 s 299 599 s 100.1 s

245 594 s 149.9 s 303 600 s 101.4 s

241 592 s 148.5 s 297 600 s 98.8 s

242 590 s 147.1 s 302 597 s 99.4 s

243 593 s 151.5 s 297 600 s 98.2 s

243 596 s 148.8 s 312 598 s 97.7 s

242 598 s 150.9 s 301 600 s 100.1 s

245 588 s 149.4 s 301 598 s 98.3 s

237 594 s 149.7 s 297 600 s 99.6 s

240 593 s 151.2 s 307 598 s 97.1 s

In order to use our approach under real-time constraints we used a strategy
that takes into account the fact the best results have been achieved considering
time intervals that range from 150 to 300 s. This strategy consists of decomposing
a resource production goal to be achieved in time intervals superior to 300 s into
smaller resource production subgoals to be achieved in time intervals in which
the algorithm can find the best results. As soon as a subgoal is achieved its plan
of actions is carried out. While executing the actions that satisfies a subgoal, the
algorithm keeps working in order to figure out a plan of action that satisfies the
next subgoal, and so on. For example, suppose a 600 s time limit for resource
production. In this case, the algorithm splits the resource production goal for
this time interval into three resource production subgoals considering a 200 s
time limit for each one. Whenever a goal is divided into subgoals, these have
time intervals between 150 and 200 s.

Experiment 2 demonstrates the performance of the subgoals strategy. In this
experiment, the SA(S) and SA(SS) (that uses the subgoals strategy) were exe-
cuted ten times to find goals with time limits of 600 s. For comparison, the left
column of the table contains the algorithm with its normal execution, where
on the right hand column of the table, the strategy of dividing the main goal
into subgoals was used. The algorithm divided the goal of 600 s into 3 subgoals
of 200 s.
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Through an analysis of the results in Experiment 2, the algorithm using
subgoals in most cases found better solutions in a shorter runtime. This is due
to subgoals containing smaller quantity of actions, which facilitates algorithm
operations during the management of actions that become unfeasible due to
changes in the plan. This feature also allows the algorithm to perform more
modifications in the plans. In this way, the algorithm can exploit goals with
better quality and with more army points. By using a single goal, the number of
actions in the plan is high and causes the generated solutions to become complex
to manage. In the subgoals strategy, when a subgoal finishes its execution we
have as a result resources which are used in achieving the next subgoal.

Table 3. Results of Experiment 3

Player(E) SA(SS)

Army points Number of military
resources

Army points Number of military
resources

181 9 174 9

182 8 184 12

180 9 172 9

184 10 178 11

181 9 182 11

178 8 184 12

182 10 173 11

184 10 174 9

184 10 148 6

183 9 177 10

Table 3 presents the results of Experiment 3. A comparison is made again
using Player(E), only this time with SA(SS). Ten executions with the time
limit of 400 s were made. The Player(E) obtained seven wins over SA(SS)
with respect to the army points. The SA(SS) goals were able to produce more
resources than the Player(E) in most experiments. This occurred at times when
the algorithm was able to produce more military resources than the human
player, due to the approach of using subgoals strategy. Again, this approach gen-
erates solutions that have more resources with lower production cost. This hap-
pens because SA(SS) schedules their actions in order to produce more resources.
Due to space limitations, the description of the scheduling algorithm is going to
appear in an upcoming paper. Player(E) frequently concentrated on producing
more powerful resources, but production was realized on a small scale due to the
time limit imposed.

In Experiment 4 a comparison between the SA(SS) and BT bot player is
made. This was chosen because it is an agent with open code and also by the
use of the resources of Terran class in Starcraft, the same used by our approach.
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To accomplish this experiment tests were performed to determine the maxi-
mum time that BT was able to produce resources without using their resources
on direct attacks within the game. This was considered the time that both
approaches would have to perform their resource production. At the end, the
quality of both in terms of army points was evaluated. BT was chosen for having
an offensive resource production strategy, similar to that described at the begin-
ning of this section. During each experiments execution the bot concentrated
only on achieving goals that increase its ability to confront and be confronted
by enemies. The time was set in 270 s and ten executions were carried out with
this time.

With the results described in Table 4, SA(SS) was able to overcome the BT
in most of the executions. The source code of BT has not been changed since
this could alter its characteristics and resource selection strategies. In most of
the executions BT concentrated in producing Firebat (Terran resource) units,
resource which has a good cost benefit. However, this strategy has a maximum
amount of resources that can be built in a time interval and thus the values of
army points achieved by BT were often similar. SA(SS) does a search for the
best combination of resources that maximize production and raise the power
of the army produced. During program execution, SA(SS) produces different
combination of resources within the time interval and the best one is chosen as
a goal along with its plan of actions.

Table 4. Results of Experiment 4

SA(SS) BT

Army points Army points Execution

109 85 1

85 89 2

106 84 3

109 85 4

104 82 5

106 85 6

108 89 7

109 84 8

106 85 9

108 82 10

Experiment 5 shows performance analysis of SA(SS). Table 5 describes the
average results of 15 runs with three different time intervals. For goals with an
interval of 250 s, the amount of near-optimum solutions is large. This result is
highlighted by the average army points (93) whose value is close to the optimal
value. At intervals of 400 s good results were obtained. In the 600 s intervals, a
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Table 5. Results of Experiment 5 using SA(SS)

Time limit 250 s 400 s 600 s

Optimum value of army points 100 184 312

Number of runs over 95% of optimum 84% 41% 37%

Number of runs over 90% of optimum 6% 49% 44%

Average value of runtime 32.2 s 64.6 s 99.1 s

Average value of army point 93 167 281

Number of runs 15 15 15

drop in performance begins to be presented. The results point to the effectiveness
of this approach in the search for goals in shorter time intervals, in which the
algorithm can obtain best results. This feature also reinforces the use of the
subgoals strategy.

8 Conclusion and Future Work

In the previous sections we described our approach to resource production that
aims to find goals with quality in RTS games. The approach uses Simulated
Annealing, which from an initial plan of action figures a new plan that maximizes
the production of resources within a given time limit.

Experiments allowed us to conclude that our approach was able to compete
with an experienced human player and beat a mid-level player, in terms of quality
in the production of resources. With respect to performance, experiments that
make use of smaller time limits produce results close to the optimal value and
in some cases the optimal plan of actions.

As a future work we are going to investigate whether other local search algo-
rithms might improve the results already achieved. We also want to investigate
other strategies that can be used to reduce the complexity in the management of
actions during the generation of new plans. In the experiments we compare the
performance of our approach with just one bot player (BT). Others AI players
are going to be used for comparison. In the near future our goal is the manage-
ment of resources to be used in tactics for for attack and defense in conjunction
with the approach already developed in order to build a complete player agent.
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Abstract. In the article an approach to solving the problem of inductive syn-
thesis of the models of biological systems according to clinical trials is sug-
gested. Suggested approach to inductive synthesis of biological models on the
base of results of clinical trials allows essentially decrease computational
complexity of this problem. Formalization of biological models in the form of
graph of parameters allows use well developed mathematical apparatus of theory
of graphs, which suggest effective methods of models transformation. Nowa-
days suggested approach is used in Almazov Cardiological Center for automatic
medical data processing.

Keywords: Models of biological systems � Inductive synthesis of the models

1 Introduction

Nowadays one of the important problems in the domain of computer simulation of
human biological systems is synthesis of models on the base of the results of clinical
trials. Existence of such models which are correlated with age, gender and other patient
features can be helpful for current healing and prophylactic activities of doctors.
Nowadays essential efforts are directed to investigation of dependences of processes in
human organism. In order to receive more adequate human biological models it is
necessary to mine unknown dependences between entities of the model. It is well
known that destruction of such couples indicates presence of misbalance in organism
and results the patient’s condition worsening [1, 2].

From the computational point of view the problem of mining of these dependences
is rather sophisticated one. Each subsystem can have hundreds of parameters and
number of results of measurement of these parameters may reach many hundreds. It is
necessary to mention that number of possible variants of links of a set of M parameters
is equal to the sum of their different combinations.
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On one hand, if more dependences are taken into account for model building, the
model becomes more adequate; on the other hand, with increasing of the number of
dependences, which are taken into account, the process of model syntheses becomes
more complex.

In order to decrease complexity of the problem one can use methods based on
reducing the space of analyzed parameters. Procedures of merging and cutting of
loosely coupled parameters are known [3]. One can use an approach based on selection
of so called concentrators and linear parameters. Concentrator parameters give gen-
eralized presentation of one parameter or set of linear parameters, which are correlated
with this concentrator [4]. In cooperation with correlation and regression analysis this
approach can give satisfactory results, but it can not decrease the complexity up to the
level which is enough to built high quality models of biological systems.

One of the perspective approaches to solving this complex problem is usage of
“divide and conquest” approach. The development of this approach for solving the
problem of inductive synthesis of the models of biological systems according to clinical
trials is described in this paper.

There is an important problem, which is not discussed in this article. It is a problem
of generated model verification. There are a lot of known approaches to solving of this
problem. One can use, for example, the approach, described in [5, 6] or any other.

2 Problem Definition

Let us assume, that results of clinical trails of liquids discharged by an organism which
characterize a biological system are known. It can be a periphery blood system,
acid-base blood status, urine parameters, etc. Results of clinical trials can be presented
for example as a matrix

P ¼
p11 p12. . .. . .. . .p1N
p21 p22. . .. . .. . .p2N
:. . .. . .. . .. . .. . .. . .
pM1 pM2. . .. . . pMN

2
664

3
775

In general case such system can be described by a graph of parameters (vertexes)
and dependences between arcs. The example of such graph is shown in Fig. 1.

Each value of the parameter in the system can be expressed by a generalized
function, value of which depends upon coupled parameters. For example, i-th value of
the first by order parameter p1i according to the graph presented in Fig. 1 can be
presented as

p1i ¼ /1ið/12iðp2iÞ;/13iðp3iÞ;/14iðp4iÞ;/15iðp5iÞ;/16iðp6iÞÞ; i ¼ 1;N;

where u1ið:Þ - a partial function which couples the first parameter with other param-
eters; u12ið:Þ–u16ið:Þ - more partial functions which couple values of the first parameter
with separate values of other parameters and defining the power of these couples;
p2i; p3i; p4i; p5i; p6i - values of parameters from which depends the value of the first
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parameter; N – is the number of values of each parameter, received as a results of
clinical trials.

The inductive synthesis S is used for defining unique functions ujð:Þ for all M
parameters on the base of possible ujið:Þ

Sðujið:Þ; i ¼ 1;NÞ ! ujð:Þ; j ¼ 1;M:

For solving this problem at big values of M and N it is necessary to use special
methods of decreasing the problem complexity. In the next section generalized algo-
rithm of solving this problem with the help of decomposition approach is discussed.

3 Algorithm of Synthesis

Suggested algorithm of synthesis allows build hierarchical typified dependency graph
of the parameters for biological systems with attributed vertexes and attributed arcs.
For separate parameters one can define directions of the arcs. All vertexes (parameters)
can be divided into 3 groups: free (not connected with other), linear and concentrator
vertexes. One can associate correlation, functional and logical dependencies with arcs.
Vertex attributes define type and form of dependency presentation which couples
concentrator vertex with linear vertexes. Arc attributes are optional. If these attributes
are used, they show the weight of linear parameter in the dependency reflected by
concentrator vertex. Suggested algorithm is base on the following procedures. Let us
assume that there is one level of hierarchy. In order to define linear parameters and
concentrator parameters on initial step it is necessary to define explicit couples which
form the skeleton of single level dependency model. Specification of the model is
realized by means of fulfillment of this skeleton model. The procedure of skeleton
fulfillment includes a number of procedures of analyses of different types of depen-
dences and their base models. Each model can be specified iteratively. One can define
values of linear parameters as a sum of other parameters multiplied by undefined
coefficient. In nonlinear models parameters are expressed as nonlinear functions of

Fig. 1. The example of the graph of coupled parameters
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other parameters. The process of forming of a single level dependency model (graph)
from the results of clinical trials includes the following steps.

Step 1. Mining of explicit dependencies between parameters on the base of esti-
mation of parameter values joint probability density distribution and skeleton
forming.
Step 2. Forming of the set of alternative parameter dependency from each other.
Step 3. Choosing the most adequate balanced models of parameters dependencies
by means of usage of least-square method.

Let us consider an example. In the Fig. 2a graph vertexes correspond to the initial
set of analyzed parameters. The links between parameters are absent. As the result of
analysis one concentrator parameter pc0, which is linked with five linear parameters
(Fig. 2b) is received. Figure 2c shows defined logical dependencies.

Usage of the algorithm of logical dependencies mining allows find two additional
concentrator parameters ðpc1 and pc2Þ and allows define dependencies between 10
parameters.

When a hierarchical graph is build for biological system modeling, the following
approach can be used. Hierarchical graph forming is based on usage of decomposition
and aggregation operations. Decomposition assumes dividing of initial set of param-
eters into a number of parameter subsets. Inside each subset dependencies are defined.
Aggregation assumes defining of dependencies between concentrator parameters of the
neighboring levels. Both measured values of parameters and number of hierarchy levels
are conceded as initial data. Attributed hierarchical graph of biological system
parameter dependencies can be conceded as the result of synthesis. For realization of
the synthesis procedure one can use the following sequence of steps.

Step 1. Decomposition of the parameter set into a number of subsets with the help
of cluster analysis (logical parameter decomposition).
Step 2. Selection of the concentrator parameters and the linear parameters for all
logical parameter sets of the current level. After it the level of hierarchy is increased
by one.
Step 3. If the level of hierarchy is lower then maximum then go to step 1.

0
cp

1 2 3

0
cp

1
cp

2
cp

a  b c

Fig. 2. The example of single level parameters dependencies model synthesis
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Step 4. Estimation of dependencies between concentrator parameters for different
levels of hierarchy. Establishment links between neighboring levels parameters.
This is vertical links in the hierarchical graph.

The example of such synthesis is shown in Fig. 3. For building the first level of
hierarchy on the base of initial set of parameters (Fig. 3a) cluster analysis algorithms
are used.

As a result three sets of parameters are formed, which are shown in Fig. 3b. For
each set concentrator parameters are defined. Established logical and functional links
between concentrator parameters for selected sets are shown in the Fig. 3c.

Parameter ðpcÞh¼1
11 is concentrator parameter of the second level of hierarchy. Links

ðpcÞh¼1
11 –ðpcÞh¼0

12 and ðpcÞh¼1
11 –ðpcÞh¼0

13 are vertical links.

4 Separate Rules Peculiarities

Let us discuss the peculiarities of the synthesis rules which allow define dependencies
between parameters of biological systems. The rule set is defined as a result of pro-
cessing of arrays of experimental data in cooperation with medical staff. Main rules are
the following: (i) rules for defining dependencies between parameters on the base of the
computation of joint probability density function of two random values; (ii) rules for
defining correlation dependencies between parameters; (iii) rules for defining func-
tional and logical links.

Mining of dependences between values of parameters can be realized by means of
computation of joint probability density function of two random variables in a fol-
lowing way.

Let the analyzed vector of parameters P ¼ ðp1; . . .pi; . . .pj. . .pMÞT includes M
parameters.

The procedure of the analysis includes M steps. One parameter from the set is
excluded on each step. Then on j-th step the set of parameters can be presented as
P ¼ pj

� �[ Pnpj
� �

, excluded parameter pj one can consider as a potential candidate to
be the concentrator parameter, all the rest parameters are candidates to be the linear

0
12( )c hp =

0
11( )c hp =

0
13( )c hp =
3

0

((
Initial graph model of dependencies

Definitions of explicite dependencies between parameters in the 
groups Definition of dependencies between concentrator parameters

1 2 3

0
21( )c hp =

0
31( )c hp =

1
3
hL =

0
11( )c hp =

1
2
hL =

1
1
hL = 0

13( )c hp =

1
3
hL =

0
21( )c hp =

1
11( )c hp =

a   b c

Fig. 3. The example of the synthesis of hierarchical model of parameters dependencies
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а)

b)

Fig. 4. Joint probability density function two pair of parameters (Color figure online)
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parameters. Calculations of joint probability of pj and parameters Pnpj are to be made.
For paired analysis of quality parameters it is necessary to calculate basis which is build
on the base of the attribute values. The bases for quantized parameters are either
attribute values or intervals of values. For estimation of presence of the parameter
dependences criterion v2 is used.

The example of joint probability density function two pair of parameters is shown
in the Fig. 4. The parameters “Color” and “OAM_Protein” have explicit dependence
(Fig. 4a), for parameters “Color” and “OAM_Acidity” the dependence is doubtful.

For finding the correlation dependencies the following mechanism is used. On the
input there is a matrix of result of analysis. The pair correlation coefficients with the
help of known formula must be calculated [7]. As a result the correlation matrix is
formed. With the help of this matrix all parameters are divided into sets depending
upon values of the correlation coefficients.

In order to mine functional dependencies it is necessary to receive estimations of
presence linear and nonlinear regression dependencies between parameters with the
help of the least-square method. For defining values of parameters one can also use
Levenberg-Marquardt method [8]. Logical dependencies can be found with the help of
the algorithms of search of maximum and closed partial data sets in the table of trial
results [9].

5 Results of Experiments

These results were received on the base of analyses of the results of patients’ physio-
logical systems parameters measurements. Data were received from the Almazov Car-
diological Center (Saint-Petersburg, Russia, http://www.almazovcentre.ru/). In the center
medical information system «qMS» produced by SP. ARM (Saint-Petersburg, Russia,
http://www.sparm.com/) is deployed. In its data base hundreds thousands urine analysis
received by means of automatic laboratory devices usage are stored. Besides it the data
base contains medical reports of urine analysis that describe verbally urine properties.

Doctors can make requests to the data base for receiving additional information
about patient’s condition taking into account all available verbal and numerical
information about urine properties.

During the experiment more then 13000 results of urine trials of patients who were
treated in the Center from 2014 were investigated. The patients had cardiovascular
diagnosis (ICD-10: I20-I22). The number of analyzed parameters for each patient was
about 50.

The experiment included following steps.

Step 1. Data preprocessing. While data preprocessing, main attention was paid to
processing of potential concentrator parameters values. The majority of quantity
parameters were transformed into quality parameters with the help of sampling
algorithms. In order to form the set of quality values a domain vocabulary (domain
model) was used, the methods of frequency estimations of parameters values were
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used also. The text Mining [10, 11] algorithms were used for selections of the most
important parameters. In particular methods of inverse document frequency
(IDF) and singular value decomposition (SVD) [11] were used.
Step 2. Model building. On the base of data about each patient, single level
dependency model was build. For defining links correlation-regression analysis
methods realized in the packet STATISTICA (StatSoft/Dell, https://www.statsoft.
com) were used.
Step 3. Dependency model estimation. Patients were grouped according with the
diagnosis. Each group was investigated separately. With the help of usage of the
operation of graph (model) merge, generalized graphs in accordance with diagnosis
were built. In the process of merging the weight was assigned to each vertex. The
weight is defined by the number of patients for which this parameter was identified
as concentrator parameter. For the arcs the weights were assigned in a similar way.

It was discovered that distribution of a set of concentrator parameters and linear
parameters does not depend upon the diagnosis. The distribution for these parameters
was normal for all diagnosis. Results for two parameters are shown in Fig. 5. Parameter
“OAM_Oksalati” (Fig. 5a) does not depend upon the diagnosis, parameter
“OAM_Urati” is different.

The distributions analysis shows that the difference between graphical dependen-
cies model is not more then 5%. One concentrator parameter describes from 3 to 10
linear parameters and 7 parameters by median. Estimations are calculated after deleting
of 10% of noise from left and right from the center of mass of distributions, i.e. 10% of
concentrator parameters, which include minimum and maximum number of links,
which are not taken into account.

Quality estimation of the dependency model for physiological system was done.
The example of solving the exact problem of analysis of such systems on the base of
parameters of liquids discharged by organism is described below.

The problem was to study the structure of color clinical semantic gamma of the text
variable “Color” and its correlation with quantity parameters of urine in order to use
this verbal information in the process of clinical decision making. The main problem
was that laboratory technicians do not have a tradition of usage colorimeters when
formulating verbal conclusions on the color of urine. For defining the term “Color”
they use many different words, such as light yellow, yellow, stramineous, straw-color,
yellowish-brownish, reddish-brownish, light-brown, bloody, yellowish-green with a
brown tinge, intensive yellow, brown, orange, greenish-yellowish with a brownish
tinge, yellowish-pink, dark brown, amber, pink with blood, colorless, pink, milk white,
lemon yellow, beer color, etc. Totally 54 terms indicating different colors were
included into vocabulary and synonyms were defined. During analysis, inverse docu-
ment frequencies were calculated. It is assumed that in a medical context selected terms
are the most semantically focused. This transformation reflects word images (fre-
quencies) and total frequency of its appearance in the parameters set to be analyzed. As
a rule, it is called inverse document frequency (IDF). After it, in order to select medical
terms, singular value decomposition (SVD) was performed.
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Fig. 5. Distribution of concentrator parameters and linear parameters for subsystems (Color
figure online)

Inductive Synthesis of the Models of Biological Systems 111



As a result the most important terms were defined. The results are presented in the
Table 1.

As the results of the SVD method usage coefficients for words and concepts were
received (Fig. 6). The chart shown in Fig. 6 can be used for defining the number of
singular values which are helpful and informative and must be saved for future anal-
ysis. This helps to define the number of components (concepts), which explain the
dispersion on the input.

Investigating the chart one can say that the first component explains a little bit more
then 16% from total dispersion for 19 words, which were used as input data. Second
component explains about 8%, etc. So 24% of dispersion, which present on the input, is
explained by two main components. So, not more then quantity of components (con-
cepts) on the left from this point are helpful for analysis.

Word coefficients can be used as predictors of separate parameters in the process of
links definitions, for example, with urine quantity parameters or other systems of
organism as predicators (prognosis indicators), which are used while decision making.

The example of correlation urine specific density and urine color is shown in
Table 2. According to this table intensity of urine color and yellow color are strongly
correlated with urine specific density.

Correlations of urobilinogen with yellow-orange, greenish-yellow colors are pre-
sented in Tables 3 and 4 respectively. Results in the Table 3 are evident facts, but they
are received from the text analysis.

Table 1. Relative importance of terms

№ Color Importance

1 Other 22.9165
2 Colorless 55.6932
3 Brownish 47.3502
4 Yellowish-brownish 19.1181
5 Yellowish-greenish 79.0909
6 Yellowish-pinkish 18.1297
7 Greenish-yellow 17.5038
8 Intensive 48.7512
9 Reddish-brownish 51.0248
10 Bloody 10.3943
11 Orange 30.5323
12 Color of slops 34.2251
13 Impurity 64.3964
14 Rose 93.2726
15 Light-brown 54.0430
16 Straw 65.5507
17 Dark brown 50.6809
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So, the suggested approach based on analysis of urine color has shown its cor-
rectness and utility for solving real tasks of clinic practice. Such approach can be used
for automatic processing of medical conclusions and other medical documents.
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Fig. 6. Concept terms chart

Table 2. Correlation of urine specific density and urine color

Best predictors for continuous dependent var: specific density
F-value p-value

Intensity 111.2486 <0.001
Yellow 14.8404 <0.001

Table 3. Correlation of urobilinogen with yellow-orange, greenish and other urine colors

Best predictors for continuous dependent var: urobilinogen
F-value p-value

Yellow 114.6666 <0.001
Orange 47.4889 <0.001
Other 6.5016 0.010793
Greenish-yellow 6.4359 0.011199
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Besides, it is possible to affirm that a new approach for evaluation of medical
experts professional quality is suggested. In particular, it may be medical laboratory
and their physiological visual analyzer as a property of higher professional nervous
activity of a health worker.

6 Conclusion

Suggested approach to inductive synthesis of the models of biological objects on the
base of the results of clinical trials allows essentially decrease computational com-
plexity of this problem. Usage of multilevel approach allows essentially decrease the
computational complexity of the procedure concrete patient a model building. It allows
take into consideration not only numerical datasets but also textual information and
allows build more complex and more precise models in run time mode.

Nowadays suggested approach is used in Almazov Cardiological Center for
automatic medical data processing. The models for patients treated in the center in 2014
were built and evaluated. The overall volume of processed data was about 4 GB.
Formalization of biological models in the form of graph of parameters allows use well
developed mathematical apparatus of theory of graphs, which suggests effective
methods of transformation of such models. In particular it is possible to build graph
morphism and optimize computational operation on the sets of linked elements.

Usage of suggested algorithms of model building is not limited by the medicine
domain. They can be used in other subject domains such as biology and sociology,
where it is necessary to build in run time models of the objects, taking into account not
only numerical but also textual information from experts, when volumes of information
to be processed is big or very big.

Results of experiments show that suggested algorithms can be effectively used for
processing tens of gigabytes of information. This is quite enough for solving real
problems at least in medical domain. If it would be necessary to process bigger vol-
umes of information it can be done with the help of 3 mechanisms: (i) usage of parallel
algorithms on clusters; (ii) usage of n-layer algorithms instead of two layer algorithms;
(iii) usage of parallel n-layer algorithms.

Acknowledgement. This work was partially financially supported by Government of Russian
Federation, Grant 074-U01

Table 4. Correlation of urine acidity with yellow and greenish-yellow urine colors

Best predictors for continuous dependent var: Acidity_device
F-value p-value

Yellow 27.81532 <0.001
Greenish-yellow 10.97656 0.000926
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Abstract. The numerical treatment of the linear-quadratic optimal
control problem requires the solution of Riccati equations. In particu-
lar, the differential Riccati equations (DRE) is a key operation for the
computation of the optimal control in the finite-time horizon case. In
this work, we focus on large-scale problems governed by partial differ-
ential equations (PDEs) where, in order to apply a feedback control
strategy, it is necessary to solve a large-scale DRE resulting from a spa-
tial semi-discretization. To tackle this problem, we introduce an efficient
implementation of the implicit Euler method and linearly implicit Euler
method on hybrid CPU-GPU platforms for solving differential Riccati
equations arising in a finite-time horizon linear-quadratic control prob-
lems. Numerical experiments validate our approach.

Keywords: Differential Riccati equation (DRE) · Implicit Euler ·
Linearly implicit Euler · LQR · Feedback control

1 Introduction

The linear-quadratic optimal control problem is a constrained optimization prob-
lem. The dynamics constraints are given by the state equation

ẋ(t) = Ax(t) + Bu(t), t > 0, x(0) = x0, (1)

where A ∈ R
n×n is the state matrix, B ∈ R

n×m is the input matrix, and the
cost function to be minimized is given by

J(x0, u) :=
∫ tf

0

(x(t)T Qx(t) + u(t)T Ru(t))dt + x(tf )T Gx(tf ). (2)

c© Springer International Publishing AG 2017
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If Q is positive semidefinite, R is positive definite, and the time horizon is finite
(i.e., tf < ∞), the minimum and consequently optimal control is given in feed-
back form by: u∗(t) = −K(t)T x(t), where the feedback K(t) is a matrix-valued
function defined as: K(t) = X∗(t)BR−1, and X∗(t) is the unique non-negative
self-adjoint solution of the differential Riccati equation (DRE) [1]:

Ẋ(t) = −(Q + AT X(t) + X(t)A − X(t)BR−1BT X(t)),
X(tf ) = G. (3)

In this paper, we consider optimal control of partial differential equations (PDEs)
[2,3]. Large-scale DREs appear in these problems because the dimension of A
reflects the number of states resulting from the spatial discretization. Here by
large-scale we refer to n being of order 103 to 106. Moreover, the coefficient matri-
ces of the resulting DRE often exhibit a special structure. Specifically, in many
practical applications [4], A is sparse, while Q is of low (numerical) rank which
implies that it can be approximated by a low rank factor (LRF). In practice,
for large-scale applications it is not possible to construct explicitly X(tk) := Xk,
i.e., the matrices evaluated at each point of the mesh tk, because these are in
general dense. However, Xk usually has a low rank as well, and therefore it can
be accurately approximated by a LRF Zk ∈ R

n×zk such that Xk ≈ ZkZT
k with

zk � n. This property has been deeply studied and is frequent in applications
[5–8]. The DRE is perhaps the most exhaustively addressed nonlinear matrix dif-
ferential equation as it arises in optimal control, optimal filtering, H∞ control of
linear-time varying systems, and differential games, among others [9–11]. There
is a large variety of approaches in the literature to compute the solution of the
DRE [12–15]. Most of the methods consider stiff DREs as due to the fact that
fast and slow modes are present. For our hybrid CPU-GPU platforms we follow
the algorithms developed in [16]. In [16,17], the authors consider the solution of
large-scale DREs arising in optimal control problems for parabolic partial differ-
ential equations via numerical methods for ordinary differential equations such
as, the Rosenbrock method and the backward differentiation formula (BDF).
Although the performance of these methods is competitive, their computational
cost is quite high for large-scale problems, asking for the application of high per-
formance computing (HPC) techniques to accelerate their execution. We point
out that a new approach based on splitting methods has been recently proposed
[18,19]. The numerical implementation of this approach relies on the computa-
tion of the matrix exponential, and therefore we will not consider it here.

In this work, we propose a parallel solver for (3) that exploits the massive
hardware concurrency of graphics processors (GPUs) to tackle the computa-
tional complexity of these problems. In recent years, there has been a rapid
evolution in the number and computational power of the cores integrated into
general-purpose CPUs, as well as an increasing adoption of GPUs as hardware
accelerators in scientific computing. A large number of efforts have demonstrated
the remarkable speed-up that hybrid CPU-GPU systems provide for the solution
of dense and sparse linear algebra problems. In particular, such hardware plat-
forms have been previously employed for the numerical solution of DREs, with
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dense coefficient matrix A, in [20]. In this paper we turn our attention towards
the more challenging sparse case. Due to the large-scale nature of the problem,
we will focus on BDF and Rosenbrock methods of order one.

The remainder of the paper is organized as follows. In Sect. 2 we describe the
algorithms for solving the DRE via BDF and Rosenbrock methods offering a few
implementation details. In Sect. 3, we present our hybrid CPU-GPU implemen-
tation of the methods. In Sect. 4 we report results for a collection of experiments
that validate the efficiency of our approach. Finally, a discussion of conclusions
and future work closes the paper in Sect. 5.

2 Differential Riccati Equations

In order to obtain the solution of the DRE (3), we can integrate the DRE forward
in time. In the following we describe the numerical methods for time-varying
symmetric DREs of the form

Ẋ(t) = Q(t) + X(t)A(t) + AT (t)X(t) − X(t)S(t)X(t) = F (t,X(t)),
X(t0) = X0, (4)

where t ∈ [t0, tf ] and Q(t), A(t), S(t),X(t) ∈ R
n×n. We assume that the coef-

ficient matrices are piece-wise continuous, locally bounded, matrix-valued func-
tions, which ensures the existence and uniqueness of the solution of (4); see, e.g.,
[9, Theorem 4.1.6]. In this paper we will focus on time-invariant systems. We
briefly revisit the BDF and Rosenbrock methods of order one for DREs, i.e., the
implicit and linearly implicit Euler methods, [16].

BDF Methods. Consider Xk+1 ≈ X(tk+1), Qk+1 := Q(tk+1), Ak+1 := A(tk+1),
and Sk+1 := S(tk+1). The application of a BDF method of order one yields the
algebraic Riccati equation (ARE) for Xk+1

(hQk+1 − Xk) + (hAk+1 − 1
2
I)T Xk+1 + Xk+1(hAk+1 − 1

2
I)

−Xk+1(hSk+1)Xk+1 = 0,
(5)

where I stands for the identity matrix (of appropriate order), h is the time-step
size, and thus, tk+1 = h + tk. Assuming that

Qk = CT
k Ck, Ck ∈ R

p×n,

Sk = BkBT
k , Bk ∈ R

n×m,

Xk = ZkZT
k , Zk ∈ R

n×zk ,

the ARE (5) can be then re-written as

ĈT
k+1Ĉk+1 + ÂT

k+1Zk+1Z
T
k+1 + Zk+1Z

T
k+1Âk+1

− Zk+1Z
T
k+1B̂k+1B̂

T
k+1Zk+1Z

T
k+1 = 0, (6)

where Âk+1 = hAk+1 − 1
2I, B̂k+1 =

√
hBk+1, Ĉ

T
k+1 =

√
hCT

k+1 − ZkZT
k .
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In this way, we obtain exactly the linear implicit Euler method. To solve
AREs, we use the Newton’s method as a one-step iteration. This results in the
need to solve one Lyapunov equation at each step.

Remark 1. For higher order BDF methods, due to the fact that some parameters
of the method are negative (see e.g., [21]), a direct implementation requires
complex arithmetic. However, an LDLT decomposition [22] of the right-hand
side of the related Lyapunov equation overcomes this problem. This approach
was recently proposed in [23]. In this work we do not consider this option as we
focus on the method of order one.

Rosenbrock Methods. These algorithms can also be written in terms of the LRF of
the solution. Concretely, the one-stage Rosenbrock method applied as a matrix-
valued algorithm to autonomous DREs of the form (4) can be written as

ĀT
k K1 + K1Āk = −F (Xk) − hFtk ,

Xk+1 = Xk + K1, (7)

where Āk = Ak − SkXk − 1
2hI, and Fk := F (tk,Xk), F is defined as in (4).

Moreover, the Eq. (7) can be reformulated such that the next iterate is computed
directly from the Lyapunov equation

ĀT
k Xk+1 + Xk+1Āk = −Q − XkSXk − 1

h
Xk. (8)

The right-hand side of (8) is simpler to evaluate than that in (7), and conse-
quently the implementation of (8) is more efficient [17]. If we assume,

Q = CT C, C ∈ R
p×n,

S = BBT , B ∈ R
n×m,

Xk = ZkZT
k , Zk ∈ R

n×zk ,

with p,m, zk � n, and set Nk = [CT Zk(ZT
k B)

√
h−1Zk ], the Lyapunov equa-

tion (8) results in
ĀT

k Xk+1 + Xk+1Āk = −NkNT
k , (9)

where Āk = A−B(Zk(ZT
k B))T − 1

2hI. Observing that rank(Nk) ≤ p+m+zk �
n, we can use the modified version of the alternating directions implicit (ADI)
iteration to solve (9). The application of the low rank Cholesky factor ADI
(LRCF-ADI) iteration to (9) yields LRFs Zk+1 ∈ R

n×zk+1 , with zk+1 � n, such
that Xk+1 ≈ Zk+1Z

T
k+1.

Lyapunov Equation Solver. Efficient numerical methods to tackle large and
sparse Lyapunov equations have been proposed in recent years. A common app-
roach is the LRCF-ADI iteration [24–26]. In our implementation we use recent
advances of ADI based solvers [25,27]. The low rank representation of the solu-
tion relies on the decay of the singular values. Methods based on extended and
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rational Krylov subspace have also proved to be practical alternatives [28]; how-
ever, we do not consider these approaches in this work. A state-of-the-art survey
of the methods is presented in [29].

To close this section, we briefly describe the ADI iteration for the Lyapunov
equation:

FT Y + Y F = −WWT , (10)

where F is c-stable [1], and W ∈ R
n×nw . The ADI iteration applied to (10) boils

down to

(FT + pjI)Yj− 1
2

= −WWT − Yj−1(F − pjI),

(FT + pjI)Y T
j = −WWT − Yj− 1

2
(F − pjI);

where pj denotes the complex conjugate of pj ∈ C for j = 1, . . . , k and j − 1
2

represent an intermediate evaluation, see [30].

3 A Hybrid CPU-GPU Implementation

The BDF and the Rosenbrock methods of order one require the solution of a
Lyapunov equation in their inner “loop”. Thus, both methods rely on the same
building block and, therefore, their implementations are similar. In this section
we focus on the BDF methods of order one, but part of the implementation
issues are relevant for the Rosenbrock method as well. Although the code is
written in MATLAB, it relies on external high performance libraries to perform
the most expensive operations from the point of view of execution time. Hence,
the result is an efficient and easy-to-use implementation for multicore platforms.
Additionally, we modified the Lyapunov solver, the most expensive and critical
kernel in the method, such that most of its suboperations are offloaded to the
GPU. Thus, the implementation of the BDF method presented in this paper
exploits the computational resources in a CPU-GPU platform.

As argued earlier, from a computational viewpoint, the performance bottle-
neck lies in the sparse Lyapunov equations, which are solved using a modified
version of Lyapack [31]. In turn, the performance of the underlying Lyapunov
solver strongly depends on the actual implementation of two key operations: the
solution of linear systems of the form Ax = b, where x, b are vectors and A is
sparse; and the solution of shifted linear systems of the form (A + piI)X = B,
where A is a sparse matrix, X,B are matrices with a small number of columns,
and pi is the i-th parameter from the ADI iteration. The flexible design of Lya-
pack allows the user to select (or provide) the implementation of the linear
system solver (and other basic operations) that best suits the problem data and
the underlying hardware. This allows to conveniently exploit properties such as
the sparsity pattern of the coefficient matrix, its condition number, or its dimen-
sion. In this study, we develop an iterative solver, based on the Bi-Conjugate
Gradient Stabilized (BiCGStab) method, especially designed to leverage the
computing capabilities of the GPU. This algorithm is suitable to tackle sparse
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linear systems of large dimension, and the use of a GPU renders an important
acceleration factor. We also incorporate a tridiagonal solver based in [32] for
problems where A presents this particular structure.

Algorithm 1. x =BiCGSTAB(A, σ, b)
1: r̂0 = r0 = b − Ax0

2: ρ0 = α = ω0 = 1
3: v0 = p0 = 0
4: for i = 1 to . . . do
5: ρi = (r̂0, ri−1) (dot)
6: β = (ρi/ρi−1)(α/ωi−1)
7: pi = ri−1 + β(pi−1 − ωi−1vi−1) (axpy+scal+axpy)
8: vi = Api SpMV
9: if σ �= 0 then vi = vi + σpi (axpy)

10: α = ρi/(r̂0, vi) (dot)
11: s = ri−1 − αvi (axpy)
12: t = As SpMV
13: if σ �= 0 then t = t + σs (axpy)
14: ωi = (t, s)/(t, t) (dot+nrm2)
15: xi = xi−1 + αpi−1 − ωis (axpy+axpy)
16: if xi is accurate enough then stop
17: ri = s − ωit (axpy)
18: end for

The GPU implementation of the BiCGStab algorithm is based on that
proposed by Naumov [33]. A description of BiCGStab is given in Algorithm 1
where, next to each operation, we name the CUBLAS routine that supports it
(inside brackets). The most time-consuming type of operation in this method
is the sparse matrix-vector product (SpMV). Furthermore, we note that this
kernel is invoked twice at each iterative step of the algorithm (lines 8 and 12).
Therefore, it is crucial for the efficient execution of the whole solver.

In order to efficiently compute the SpMV of the shifted matrices (A+σI) ·y
present in the ADI iteration, on a GPU, we rewrite this operation as (Ay) +
(σIy) = Ay + σy, i.e., a SpMV and a vector scaling. To accelerate the com-
putation of the SpMV, A is stored in CSR format [34], which facilitates the
row-wise access to the matrix and therefore, it is appropriate for the compu-
tation of SpMV products. Both operations are provided as part of Nvidia
libraries. In particular, the SpMV product is implemented in the csrmv routine
included in CUSPARSE, while the vector scaling is implemented in routine axpy
of CUBLAS.

The remaining operations in Algorithm1 are performed via calls to the cor-
responding CUBLAS kernels. As stated previously, our implementation only
addresses the time-invariant case. This allows us to transfer the coefficient matrix
A to the GPU only once, before the computation starts. The rest of the data
transfers between the host and the accelerator are: (1) transfer the right-hand
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side vector of each linear system to the GPU; and (2) retrieve the solution vector
back to the CPU. The time required by these data transfers, when compared to
the cost of the computations, is negligible.

The number of columns of the LRF Zj , grows as the computation proceeds
since nw new columns are appended at each step. This implies an increment
in the computational cost of the following steps of the algorithm, which might
turn the cost of the algorithm unaffordable. Given the LRF of the solution X,
this problem can be alleviated by means of a column compression algorithm.
Concretely, we employ the RRQR factorization in [35].

4 Experimental Evaluation

This section presents the numerical evaluation of our versions of the BDF and
Rosenbrock solvers in terms of accuracy and execution time.

All the experiments in this section were performed on a server equipped with
recent CPU+GPU technology from Intel and Nvidia; Specifically, an Intel
i7-4770 processor with 4 cores at 3.4 GHz and 16 GB of RAM connected to a
Nvidia K40c with 2,880 CUDA cores and 12 GB of RAM. Additionally, we use
CentOS Rel. 6.4, gcc v4.4.7, Intel MKL 11.1, MATLAB Version R2015a and
CUDA/CUSPARSE/CUBLAS 7.0. Double-precision floating-point arithmetic
was employed in all cases.

The default number of shifts was employed in all cases (l = 10). The values
returned by the selection procedure in Lyapack required only real arithmetic
(and, therefore, Basic Matrix Operations, or BMOs, that operate with real data).
To provide a fair comparison, all our timings include the cost of data transfers
between CPU and GPU for the CUDA-enabled routines. Furthermore, the orig-
inal version of the Lyapack routine is executed on the Intel CPU using one
thread per physical core. The stopping criterion of the BiCGStab iteration was
determined such that the accuracy achieved in the solution was in the same order
of magnitude as that obtained with the direct LU-based method.

4.1 Test Cases

To evaluate the proposal we use three different families of test cases:

– Choi-Laub. This model is extracted from [36], and is based on the following
symmetric DRE of size n × n

Ẋ(t) = k2In − X2(t), t0 ≤ t ≤ T,
X(t0) = X0,

where k is a parameter that controls the stiffness of the equation. When X0

is diagonalizable, i.e., X0 = SΣS−1 and Σ = diag{σi}i=0...n, the solution of
this equation can be expressed as

X(t) = S diag
(

k sinh kt + σi cosh kt

cosh kt + σi

k sinh kt

)
i=0....n

S−1

In our experiments, k = 100,X0 = In with n = 2, 000 and 0 ≤ t ≤ 1.
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– POISSON. This case models a 2-D distribution of temperature. The state
matrix A is obtained from the discretization of the Poisson’s equation with
the 5-point operator on an N × N mesh, resulting in a block tridiago-
nal sparse matrix of order N2. The input matrix is constructed as B =[
eT
1 , 01×N(N−1)

]T , with e1 ∈ R
N denoting the first column of the identity

matrix. We evaluate five instances of this problem resulting from the use of
different discretization meshes: N = 50, 100, 150, 200 and 250.

– HIGHW. This example corresponds to a mathematical model of position
and velocity control for a string of high speed vehicles. The model is know as
smart highway and is described in [37, Example 3.1]. Here we use less columns
in matrix B as the target problems we want to focus on, LQR problems
governed by PDEs, usually present this form. Four instances of this problem
are evaluated, n = 524, 289, 786, 433, 1, 048, 577 and 1, 572, 865.

4.2 Numerical Results

The first experiment aims to asses the accuracy of the two methods, and the
impact of reducing the time-step h on the accuracy of the solution. Thus, we
first test our solvers on a matrix equation with a known analytic solution, i.e.,
the Choi-Laub test case, in the interval [a, b] = [0, 1].

For the experiments conducted in this section, we employed the original con-
tents of Lyapack to solve the Lyapunov equations involved in the BDF and
the Rosenbrock methods. This version is based on the LU-based solver provided
by the lu function in MATLAB. Internally, when A is sparse, MATLAB relies
on UMFPACK [38] to perform this factorization and solve the sparse triangular
systems. Table 1 shows the difference between the exact solution and the solu-
tion obtained with non-tuned implementations of the methods, in terms of the
spectral norm and the Frobenius norm, in t = 1. A similar experiment performed
with the GPU-enabled version obtained similar results. Thus, the optimizations
included did not imply any loose of accuracy.

Table 1. Difference between the exact and the computed solutions for an instance of
dimension n = 2, 000 of the Choi-Laub Benchmark using different timesteps h in both
methods.

Method h ‖·‖2 ‖·‖F ‖X0.01 − Xh‖F / ‖X0.01‖F

BDF 0.10 7.105427e−14 3.177644e−12 7.1054e−16

0.05 4.263256e−14 1.906586e−12 4.2633e−16

0.01 0 0 –

Ros 0.10 1.162429e−07 5.198539e−06 1.1624e−09

0.05 4.263256e−14 1.906586e−12 4.2633e−16

0.01 0 0 –

Considering the results summarized in Table 1, we note that the BDF method
produces better approximations to the solution, which is expected since the BDF



124 P. Benner et al.

requires more computations. The results also show that decreasing the time-
step improves the accuracy of both methods, but the impact is more relevant
for the Rosenbrock method; therefore, the Rosenbrock alternative requires a
finer discretization than the BDF method to attain a similar level of accuracy.
Moreover, the solutions for each time t, should converge to the exact solution if
h becomes sufficiently small. Therefore, if we take the solution obtained with the
smallest time-step as the reference, the difference between the reference solution
and a solution computed with a larger time-step should become smaller with h as
well. In this line, Table 1 also includes the norm of the relative difference between
the solution obtained using the larger time-steps (i.e., h = 0.1 and h = 0.05)
and the solution with h = 0.01.

For the POISSON test case, we evaluate the five instances described in
Sect. 4.1, on the interval [a, b] = [0, 1] and three different time steps, h = 0.1, 0.05,
and 0.01. Unlike for the Choi-Laub example, an analytic solution of the equation
is not available for this benchmark, so we use the solution computed with h =
0.01 as the reference and compare it with the solutions obtained with other values
of h. These results are displayed in Table 2. For all the evaluated instances, the
difference with respect to the reference solution decreases when the value of h
is reduced. As it was observed in the Choi-Laub experiment, this decrease is
more important for the Rosenbrock method.

The dimension of the instances of HIGHW turns impossible an analogous
evaluation since constructing the solution explicitly from the factors would imply
a prohibitive storage cost, and an out-of-core approach to calculate the norms
using only the factors of the solution demands an important execution time. For
this reason we do not perform the accuracy evaluation of this benchmark.

Table 2. Comparison between the solution computed with h = 0.01 and the ones
computed with a larger timestep for the POISSON Benchmark.

n h ‖X0.01 − Xh‖F / ‖X0.01‖F

BDF Ros

2,500 0.10 0.003743 0.016413

0.05 0.001742 0.006460

10,000 0.10 0.003742 0.017895

0.05 0.001740 0.007074

22,500 0.10 0.003743 0.018406

0.05 0.001742 0.007302

40,000 0.10 0.003744 0.018649

0.05 0.001742 0.007404

62,500 0.10 0.003670 0.018837

0.05 0.001436 0.007509
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4.3 Performance Evaluation

We next evaluate the performance of our implementations. In this experiment we
solve the DRE in the same interval and use the same time-steps that were selected
for the evaluation in the previous subsection. In order to asses the quality and
performance of the new CPU-GPU solver, we include an implementation of the
linear system solver based on the BiCGStab method (on the CPU) provided by
MATLAB. This will serve as a reference for our GPU version of the BiCGStab
solver. All execution times in this section are expressed in seconds.

Table 3 shows an important reduction of the execution time with respect
to the original version of Lyapack, which grows with the problem dimension.
The high execution times of the original Lyapack version were expected, due
to the considerable computational cost of the Lyapack solver. Concretely, this
algorithm computes a new set of shift parameters. In practice, each new shift
parameter implies the computation of an LU factorization (of the corresponding
shifted matrix). In contrast, the performance of the pure CPU version with the
BiCGStab solver does not show much improvement. As the dimension of the
instances is rather small, it is likely that the SpMV kernel, which is the main
operation of the BiCGStab solver, cannot fully exploit the massive parallelism
offered by the GPU.

Table 4 reports the performance of the Rosenbrock method for Benchmark
POISSON. Here we also present the execution time of the different stages of

Table 3. Execution times (in seconds) of the BDF method for Benchmark POISSON.

h n tlu cpu tbicg cpu tbicg gpu

0.1 2,500 15.70 13.10 22.89

10,000 144.09 43.39 45.39

22,500 637.04 87.43 80.89

40,000 2,373.10 161.29 123.33

62,500 6,373.02 265.51 175.59

0.05 2,500 29.20 21.10 34.87

10,000 275.60 64.43 70.96

22,500 1,488.74 140.09 126.07

40,000 5,282.45 277.40 198.23

62,500 14,510.51 423.34 291.87

0.01 2,500 130.16 77.39 121.30

10,000 1,490.71 231.57 257.36

22,500 9,573.87 555.18 464.61

40,000 32,742.11 1,107.31 852.06

62,500 70,631.85 2,401.73 1,679.60
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Table 4. Execution times (in seconds) of the different stages of Rosenbrock method
for Benchmark POISSON with [a, b] = [0, 1] and different values of h.

h n solver params pre.adi lrcfadi rrqr Total

0.10 2,500 lyapackorig 0.46 1.79 1.25 2.02 5.53

bicgstabcpu 0.22 0.00 4.53 1.96 6.72

bicgstabgpu 0.23 0.00 6.99 1.97 9.20

10,000 lyapackorig 1.39 22.29 11.01 6.83 41.54

bicgstabcpu 1.36 0.00 12.70 7.30 21.38

bicgstabgpu 1.38 0.00 8.15 7.41 16.95

22,500 lyapackorig 4.32 107.58 39.82 11.83 163.57

bicgstabcpu 4.24 0.00 24.28 13.21 41.76

bicgstabgpu 4.25 0.00 9.85 12.57 26.69

40,000 lyapackorig 9.90 423.07 94.87 18.38 546.29

bicgstabcpu 9.72 0.00 41.74 16.11 67.64

bicgstabgpu 9.67 0.00 12.30 16.40 38.44

62,500 lyapackorig 17.43 1,199.53 205.71 22.27 1,445.03

bicgstabcpu 17.56 0.00 67.56 23.25 108.47

bicgstabgpu 17.88 0.00 14.84 22.71 55.54

0.05 2,500 lyapackorig 0.41 3.51 2.06 3.28 9.27

bicgstabcpu 0.42 0.00 6.48 3.29 10.19

bicgstabgpu 0.43 0.00 9.92 3.30 13.66

10,000 lyapackorig 2.49 42.48 19.50 9.69 74.18

bicgstabcpu 2.46 0.00 19.08 10.10 31.66

bicgstabgpu 2.47 0.00 11.50 9.87 23.87

22,500 lyapackorig 7.74 255.43 70.98 17.43 351.62

bicgstabcpu 7.81 0.00 35.68 17.34 60.87

bicgstabgpu 7.65 0.00 14.11 17.22 39.02

40,000 lyapackorig 18.04 965.67 202.31 24.27 1,210.39

bicgstabcpu 18.08 0.00 64.26 25.23 107.67

bicgstabgpu 18.01 0.00 19.11 25.03 62.25

62,500 lyapackorig 32.31 2,640.04 507.23 36.15 3,215.92

bicgstabcpu 32.83 0.00 102.88 38.90 174.80

bicgstabgpu 32.35 0.00 23.13 37.97 93.65

0.01 2,500 lyapackorig 1.91 16.08 8.84 10.92 37.80

bicgstabcpu 1.93 0.01 20.95 10.85 33.78

bicgstabgpu 2.08 0.01 30.38 10.92 43.42

10,000 lyapackorig 11.38 236.52 78.42 31.29 357.72

bicgstabcpu 11.40 0.02 58.60 32.03 102.13

bicgstabgpu 11.42 0.02 34.09 30.69 76.30

22,500 lyapackorig 34.96 1,612.62 353.13 52.35 2,053.25

bicgstabcpu 34.21 0.02 113.86 51.81 200.06

bicgstabgpu 35.13 0.02 43.87 53.00 132.17

40,000 lyapackorig 99.99 5,560.96 1,132.78 86.93 6,881.13

bicgstabcpu 101.48 0.02 207.47 88.36 397.81

bicgstabgpu 100.47 0.02 61.38 91.72 254.07

62,500 lyapackorig 229.29 12,443.45 2,335.54 140.60 15,149.64

bicgstabcpu 230.34 0.02 360.95 135.29 727.34

bicgstabgpu 230.24 0.02 79.77 136.55 447.33
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the method. The column solver indicates which version of the code is executed;
column params shows the time needed to calculate the shift parameters of the
LRCF-ADI algorithm; pre. adi refers to the preparation stage of the shifted
linear system solver (which in the case of the original Lyapack involves the LU
factorization of all the shifted matrices); and rrqr is the time consumed by the
column compression technique applied to the partial low rank solution of the
equation. The performance gain with respect to the original version of Lyapack
is significant, almost 34× for the largest instance, but the improvement with
respect to the CPU version of BiCGStab is rather modest. However, the GPU
is only employed for the solution of the Lyapunov equation, and this operation is
up to 4× faster in the GPU-based variant. We also note that RRQR becomes the
most time consuming stage of the accelerated version of the method when the
problem dimension is large. We plan to address the acceleration of the RRQR
algorithm in future work.

We next address the Highw test case. As the main matrix of this Bench-
mark presents a tridiagonal structure, we enhanced the Lyapunov solver in Lya-
pack with a GPU version of a tridiagonal system solver. The pure-CPU variant
employs the MATLAB default tridiagonal solver. Table 5 presents the execution
times for the Highw case. The results show a runtime reduction close to 40%
for all the evaluated instances. Table 6 exhibits the results for the Rosenbrock
method applied to the Highw problem, decoupling the execution times of all
the stages in the method. Although the reduction of the total runtime obtained
by the GPU-based solver is below 20%, the column compression (rrqr) phase

Table 5. Execution times (in seconds) of the BDF method for Benchmark Highw with
[a, b] = [0, 1].

h n timecpu timegpu

0.10 524,289 197 126

786,433 292 183

1,048,577 413 238

1,572,865 628 401

0.05 524,289 370 232

786,433 569 340

1,048,577 781 458

1,572,865 1,175 716

0.01 524,289 1,596 990

786,433 2,396 1,485

1,048,577 3,342 1,980

1,572,865 5,024 3,249
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is again the most time-consuming phase of the method, and this operation is
fully computed in the CPU. All the GPU-enabled stages of the method report
time savings. The computation of the shift parameters for the Lyapunov solver
is about 20% faster, while the Lyapunov solver based on the LRCF-ADI method
is 3× faster for the largest instance tested (Figs. 1 and 2).

Table 6. Execution times (in seconds) of the different stages of Rosenbrock method
for Benchmark Highw with [a, b] = [0, 1].

h n solver params pre.adi lrcfadi rrqr Total

0.10 524,289 CPU 19.35 0.15 22.47 67.12 109.18

GPU 15.50 0.20 10.77 55.19 81.75

786,433 CPU 29.54 0.30 35.04 86.64 151.64

GPU 24.49 0.34 16.71 95.26 136.95

1,048,577 CPU 43.33 0.40 48.09 133.55 225.56

GPU 29.32 0.41 21.48 140.52 191.90

1,572,865 CPU 58.44 0.62 71.10 188.61 319.05

GPU 43.16 0.61 32.46 168.06 244.54

0.05 524,289 CPU 36.33 0.30 42.36 110.11 189.25

GPU 27.23 0.34 20.49 108.63 156.85

786,433 CPU 56.58 0.58 68.75 182.24 308.40

GPU 45.13 0.58 32.22 180.67 258.86

1,048,577 CPU 75.58 0.78 91.28 237.75 405.74

GPU 64.99 0.75 41.16 261.34 368.58

1,572,865 CPU 111.80 1.23 136.41 394.47 644.41

GPU 81.04 1.17 62.57 381.99 527.27

0.01 524,289 CPU 176.97 1.47 209.85 601.04 990.06

GPU 128.36 1.49 97.84 567.53 795.97

786,433 CPU 271.07 2.52 337.75 830.68 1,443.16

GPU 196.85 2.89 158.13 917.36 1,276.48

1,048,577 CPU 364.25 4.00 443.61 1,177.29 1,990.85

GPU 293.67 3.83 202.50 1,221.99 1,723.67

1,572,865 CPU 543.33 5.83 676.20 1,647.30 2,875.13

GPU 438.62 5.70 312.91 1,802.18 2,561.89
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Fig. 1. Execution times (in seconds) of the different stages of Rosenbrock method for
Benchmark POISSON (top) and Highw (bottom) with [a, b] = [0, 10] and h = 0.1.
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Fig. 2. Execution times of the BDF method for Benchmark Highw with [a, b] = [0, 1]
and h = 0.01.
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5 Conclusions

We have addressed the solution of DREs and related finite horizon linear-
quadratic control problems on hybrid CPU-GPU platforms. We consider large-
scale sparse problems arising in optimal control of PDEs. Our solvers implement
the BDF and the Rosenbrock methods of order one. In both cases, they require
the solution of a large-scale and sparse Lyapunov equation at each time-step eval-
uated. The high performance implementations based on Lyapack, exploit the
flexible design of this package to adapt the execution to the underlying hard-
ware and the problem structure. In particular, through the use of Lyapack’s
User Supplied Functions, we provide computational kernels that leverage the
capabilities of the CPU and the GPU in the underlying platform. These kernels
accelerate the computation of the most time-consuming operations in both the
methods, e.g., the solution of sparse linear (possibly shifted) systems. Numerical
experiments on a modern CPU-GPU platform validate the performance of our
solvers.

As future work, we plan to address the GPU acceleration of the Rank-
Revealing QR methods. Due to the acceleration suffered by other stages of the
method, the Rank-Revealing QR is now one of the most time-consuming opera-
tion in both DRE solvers. Additionally, we intend to implement and study the
corresponding methods of order two, as well as the time-varying case.
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Abstract. In the Generalized Assignment Problem, tasks must be allo-
cated to machines with limited resources, in order to minimize processing
costs. This problem has several industrial applications and often appears
as substructure of other combinatorial optimization problems. By har-
nessing the massive computational power of Graphics Processing Units
in a Scatter Search metaheuristic framework, we propose a method that
efficiently generates a solution pool using a Tabu list criteria and an Ejec-
tion Chain mechanism. Common characteristics are extracted from the
pool and solutions are combined by exploring a restricted search space, as
a Binary Programming model. Classic instances vary from 100–1600 jobs
and 5–80 agents, but due to the big amount of optimal and near-optimal
solutions found by our method, we propose novel large-sized instances
up to 9000 jobs and 600 agents. Results indicate that the method is
competitive with state-of-the-art algorithms in literature.

Keywords: Scatter search · Tabu search · Ejection chain · Binary
programming · Generalized Assignment Problem

1 Introduction

The Generalized Assignment Problem (GAP), originally proposed by Ross and
Soland [24], is defined as finding an assignment of minimal cost given an amount
jobs and agents, such that one job can be allocated to a unique agent satisfying
the capacity constraints. GAP is an NP-hard problem [25], with applications in
various industrial problems.

Formally, the GAP can be defined as: given n the number of jobs and m the
number of agents, let us consider the set of jobs J = {1, ..., n} and the set of
agents I = {1, ...,m}, aiming to determine a minimum cost allocation in order to
assign each job to exactly one agent, satisfying the resource constraints of each
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agent. By allocating job j to agent i, it is assigned a cost dji and a consumption
of resource rji, such that the total amount of resources available to agent i is
denoted by bi. The binary decision variable xji receives 1 if the job j is allocated
to the agent i, and 0 otherwise. Then, a mathematical model of the GAP can
be formulated as follows:

Minimize
∑

j∈J

∑

i∈I

djixji (1)

Subject to ∑

j∈J

rjixji ≤ bi ∀i ∈ I (2)

∑

i∈I

xji = 1 ∀j ∈ J (3)

xji ∈ {0, 1} ∀i ∈ I, j ∈ J (4)

Several approaches have been proposed to tackle this problem, including
exact and heuristic methods. Works proposed in the literature using heuristic
algorithms include Genetic Algorithms [3,7,28], Simulated Annealing [20] and
Tabu Search [6,13,15,20]. Also, some exact algorithms have been proposed: the
branch-and-price algorithm by Savelsbergh [26], the Cutting Plane algorithm by
Avella et al. [1], and Branch-and-Cut by Nauss [18], where optimal solutions
were found for many instances with up to 200 jobs and 20 agents.

Chu and Beasley [3] present a heuristic for the generalized assignment prob-
lem based on the genetic algorithm. In addition to standard GA procedures,
the proposed heuristic presents a non-binary representation that automatically
satisfies job assignment constraints, a fitness-unfitness pair evaluation and a
heuristic operator that helps to improve the cost and feasibility of the solution.
The computational results show that the proposed GA heuristic is capable of
finding optimal solutions for several small size problems.

In the paper proposed by Posta et al. [22] an exact algorithm to solve the gen-
eralized allocation problem is implemented. The problem treated as optimization
is reformulated in a sequence of decision problems, and variable-fixing rules are
used to solve these effectively. Decision problems are solved by a Depth-First
Lagrangian Branch-and-Bound method, and the variable-fixing rules to prune
the search tree improve the performance of the method. These rules are based
on Lagrangian reduced costs which are calculated using a dynamic program-
ming algorithm. The approach of successively solving a decision problem for
each generated subproblem is very fast in practice, since they start from a good
initial limit. The results show that the proposed method is able to find optimal
solutions for large instances.

For more details on solution methods for GAP, Cattrysse and Van Wassen-
hove [2] and Öncan [19] presented extensive reviews of applications and the
existing exact and heuristic algorithms.
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The use of optimization techniques to obtain close to optimal solutions to
NP-Hard problems often demands high processing times, especially when deal-
ing with large problems. However, high-performance computational techniques
can be applied to reduce computational time and improve algorithm perfor-
mance in solving the problem. Recently, the use of Graphics Processing Unit
(GPU) emerged in order to accelerate the calculations in many application areas
with low cost computational equipment. Successful implementations in GPU
can obtain a speed up of 100 times better than a sequential implementation
in CPU [14]. However, due to specific details of the GPU, such as the Single
Instruction Multiple Threads (SIMT) paradigm, classic algorithms usually need
to be entirely rewritten in order to explore the massive amount of processing
cores and abundant device memory bandwidth.

This paper describes a hybrid metaheuristic inspired by Scatter Search meta-
heuristic implemented to run on a heterogeneous CPU-GPU platform to produce
high quality solutions the GAP. The proposed hybrid method includes a par-
allel implementation of the Tabu Search (TS) metaheuristic combined with a
Binary Programming Pool Search (BPPS). The use of the TS combined with
scatter search is proposed due to its promising background for solving other
hard optimization problems and its very simple structure, which makes is very
suitable for GPU based implementation. Our method includes a fast GPU based
implementation of Ejection Chains, so that a large neighborhood is explored in
parallel in the GPU at each TS iteration. The execution of the TS heuristic in
GPU allows the generation of several solutions in reduced computational time,
thus facilitating the composition of a pool of elite solutions used as reference
set for BPPS method. The BPPS enables a rapid search process by using rules
to fix decision variables using most common characteristics of the solution pool
and rapidly reduce the search space of the problem.

The reminder of the paper is organized as follows. Section 2 discusses the
design and implementation of proposed hybrid method. Section 3 details com-
putational experiments designed for evaluating and analyzes experiment results.
Section 4 reports the findings and future work to improve the method.

2 Proposed Method

This section presents the proposed approach to approach the Generalized Assign-
ment Problem. The proposed method is a hybrid approach composed of an adap-
tation of the scatter search using tabu search techniques and a binary program-
ming pool search.

The Scatter search (SS) is an evolutionary metaheuristic that was first intro-
duced in Glover [8] with objective to explore a solution space from the evolution
of a a set of good solutions called the Reference Set [23]. For a general intro-
duction to SS, we refer the reader to [8,16,17]. The Algorithm 1 shows the main
structure of our method.
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Algorithm 1. Proposed method
1: Construct an initial population P with size of |P | using the Greedy randomized

method.
2: Build the reference set using TS in GPU to improve the solutions in step 1
3: Select the solution with more characteristics similar to the other solutions (denom-

inated in this work degree of similarity).
4: Uses the BPPS from the solutions selected in step 3 to perform Solution Improve-

ment, Reference Set Update, Subset Generation and Solution Combination.

In the first phase of the approach a Greedy Randomized algorithm is used to
generate a set of distinct initial solutions. To improve solutions, the tabu search
approach is implemented using the parallelism in GPU, where the method is
executed several times in parallel (the current generation GPUs typically have
thousands of processing cores) generating several solutions, where the best solu-
tions are stored in a pool (Reference Set).

Using the pool it is possible to calculate the degree of similarity from each
solution to each other, and the solution with the highest degree is used as input
to the next phase. For each decision variable each input solution in the pool, a
value hji computes the number of times that the variable xji appears with value
1 in solutions of the pool of solutions.

The Binary Program Pool Search proposes the fixation of the variables with
greater values of hji, in order to reduce the search space for the BPPS and
to propagate the most common features for new solutions, and this process is
repeated by gradually increasing the search space whenever it is not possible to
obtain an improvement in the solution.

The methods used are presented in details in the following subsections.

2.1 Greedy Randomized Method

A greedy randomized method is used to generate the initial solutions. The pro-
posed method considers a weight to prioritize the allocations that will allow the
reduction of the final cost. This weight is calculated in relation to the cost cji and
consumption of resources rji: Wji = w1cji + w2rji. The allocation is performed
by the job, that is, given a job j it will be allocated to the agent i with the lower
weight Wji which satisfies the capacity constraint. Task are chosen sequentially.

A pseudocode of the method is presented in the Algorithm2.
In the greedy method, initially the weight Wji is calculated for each job j

to be allocated in an agent i. The iterator k is responsible for going through
each job, so that it is allocated by exactly one agent. The variable a receives the
lowest weight agent Wki, soon after it is verified if the job k has not yet been
allocated and if it is allocated to agent a the capacity constraints are met, if so,
the assignment of the job k to the agent a is performed. Otherwise an infinite
value is assigned to the weight Wka so that agent a will not be chosen later to
be execute the job k. The process is repeated until all tasks are allocated to
exactly one agent. It is worth mentioning that depending on the values assigned
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Algorithm 2. Greedy method
Input: w1, w2 � Weight assigned to the cost and the resource.

cji, rji � Cost and resources of allocating job j to agent i
bi � Available capacity of agent i

Output: x � Solution Initial
1: Wji ← w1cji + w2rji ∀j ∈ N, i ∈ M
2: for k := 1 to n do � n = |N |
3: for z := 1 to m do � m = |M |
4: a ← Argmin

(i)∈M

{Wki}

5: if
∑

i∈I

xki = 0 and rka +
∑

j∈J

xjarja ≤ ba then

6: xka ← 1
7: else
8: Wka ← ∞
9: end if

10: end for
11: end for
12: Return x

to the weights w1 and w2 as well as the resources rji and costs cji, the proposed
method can generate infeasible solutions. In case of infeasibility, the method is
reinitialized using values other than w1 and w2, until a feasible solution is found.
The weight w1 was determined by a random real value contained in the interval
[0.5, 1.5], thus generating different solutions at each iteration. For the weight w2

the value was assigned by the instance group, in groups C and D, w2 will be the
value of w1 + 1, for the instances of group E, the value of w2 is w1 + 19. For the
instances of group G, the value of w1 by a random real value contained in the
interval [0.5, 1.5] and the value of w2 is w1 − 0.1.

2.2 Tabu Search

Tabu Search (TS) is a metaheuristic based on local search or neighborhood
search that admits worsening solutions, proposed by Glover [9,10] to solve com-
plex problems of combinatorial optimization. The tabu search is an iterative
procedure that aims to explore the solution space of the problem in order to
make successive moves from one solution x to another solution x

′
in its neigh-

borhood N(X). However, only this search engine is not enough to escape from
local optimum, since there may be a return to a previously generated solution.
To avoid this, the algorithm uses the concept of tabu list.

The tabu list (adaptive memory) may be short-term memory or long-term
memory. The short-term memory restricts the search by prohibiting certain
movements allowing you to overcome great locations, prevent cycling and direct
the search to unexplored regions. The use of the long-term memory provides the
return of the search for regions considered promising. For this is used a measure
of the frequency of attributes of the best solutions found during the search called
elite solutions [11].
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Each iteration of the Tabu Search algorithm consists of main tasks: neighbor-
hood generation, neighborhood evaluation, choosing the best solution within a
neighborhood and updating the tabu list, and finally moving to the new solution
[4]. In paper, we propose the parallel implementation with the use of GPU for
the phases generation neighborhood and evaluation neighborhood, provided that
the permutations forming the neighborhood are all stored in memory. The other
phases will run on CPU on a single thread. It requires data transfer between
GPU and CPU in every iteration.

The use of the GPU is performed by means of implementations of kernels
that are executed in a defined set of threads. Theoretically, all threads run the
same code simultaneously and have a unique identifier. In practice, threads that
belong to a same warp of 32 threads will execute the same code (this value
can vary in some GPU microarchitectures). The threads are divided into groups
called blocks, which will be executed by different Stream Multiprocessors (SMs).
The maximum dimension for the number of threads and blocks is limited by the
GPU, but it can be configured by the user in order to optimize the execution
time of each kernel [27]. In other words, the same method can be executed by
several threads and these in turn grouped in several blocks. It is noteworthy
that between threads of the same block it is possible to share data through the
“shared memory”.

The neighborhood is generated from the ejection chain method presented in
the Subsect. 2.2, where each thread generates a certain value of ejection chains
and the best chain will be stored in the shared memory and thus propagated to
the next phase. Each block of the GPU architecture consists of several threads, a
single thread from each block will be responsible for evaluating the best generated
chains stored in shared memory, updating the solution with the best chain for
that block. Each block will execute a local search procedure, and in the end it
will generate a reference set (Solution Poll) with the best solutions generated
by each block. But long-term memory is shared by all blocks. The short-term
memory is used in the Ejection Chain method, on the other hand, the long-term
memory is applied as a tie-break criterion in the evaluation of the solutions.

Ejection Chain. Ejection chain methods are variable depth methods that gen-
erate sequences of simple moves, in order to achieve more complex compound
moves. In other words, an ejection chain of L levels consists of successive opera-
tions performed on a set of elements, where the lth operation changes the state
of one or more solution elements (that are said to be ejected in operation l + 1).
The states change as well as the ejection chain advances, and these depend on
the cumulative effect of the previous steps [12].

In this paper, the number of operations performed on the solution s is limited
to a size k.

The moves are based on the size k, such that:

– for k = 1, a randomly selected job j will be allocated to a new agent w, this
new allocation must respect the capacity of the agent w, thus corresponding
a shift movement;
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– for k = 2, two jobs j1 and j2 are randomly chosen, where i1 and i2 are the
agents allocated to perform the jobs j1 and j2 respectively. The movement
corresponds to a swap movement, where the job j1 will be allocated to agent
i2 if possible, and the job j2 to agent i1;

– for k ≥ 3, the ejection chain corresponds to a sequence of exchanges for
different agents and jobs, where jobs are randomly selected j1, j2, ..., jk and
their respective agents called i1, i2, ..., ik. The move must always obey the
capacity constraints of the problem, so each job jk, with the exception of
the last, will be allocated to agent ik+1, that is, job j1 will be allocated to
agent i2, job j2 will be allocated to agent i3, successively until the job j(k−1)

be assigned to agent ik, and finally job jk will be allocated to the agent i1.
The process is assembled iteratively in order to verify chains of size 2 to
k, returning the chain that will have the best improvement for the solution
(which will contribute to a decrease in the objective function). Therefore, the
returned chain can have size contained between 2 and k.

One of the main differences in the approach proposed by Yagiura et al. [29] is
that all the movements used in our algorithm must be feasible. Another difference
is that in the work of Yagiura et al. [29], is that the probability of choosing the
jobs is not the same for all, thus favoring a specific group of jobs, and in our
algorithm the probabilities are equal.

A pseudocode of the ejection chain method is presented in the Algorithm3.
In this method, we represent an allocation xji = 1 as a function φ(j) = i.

2.3 Reference Set (Solution Pool)

As previously stated, the reference set is generated from the execution of the
Tabu Search in GPU. The Reference Set is used in later phases to calculate the
degree of similarity between the solutions as well as to determine which features
will be propagated to for the next solutions. The number of solutions stored in
Solution Pool was determined by the maximum number of blocks allowed by the
GPU architecture.

2.4 Binary Programming Pool Search

The proposed Binary Programming Pool Search (BPPS) is based on Relaxation
Induced Neighborhood Search (RINS) [5] and Ellipsoidal Cuts [21], using char-
acteristics contained in the solution pool.

Initially, a solution of the solution pool is chosen as input to the BP formu-
lation, and the solution with the greater value of objective function is chosen.
To determine common characteristics in the solution pool a residency Matrix
hji is calculated, where for each variable xji the value hji contains the number
of times that xji = 1 in the solutions contained in the pool of solutions, that
is, given xji is equal to 1 in w solutions of the pool, the value of hji will be set
to w.
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Algorithm 3. Ejection chain method
Input: x � Solution, xji = 1 if job j is allocated to agent i

φ() � Function representing the allocation
RAND() � Function returning random element from set
rji, cji � Resource and cost to allocate job j to agent i
bi, ui � Available capacity and resource for agent i
k � Size of the ejection chain
δk � Cost change in solution for chain length k
Δ � Cost difference between solutions
N , M � Sets with n jobs and m agents
L � Set with jobs contained in the tabu list

Output: C � Vector of ordered pairs to store the ejection chain
1: if k = 1 then
2: j1 ← RAND(N\L); i1 ← RAND(M);
3: if ui1 + rj1i1 ≤ bi1 then
4: C ← C + (j1, i1); L ← L ∪ {j1};
5: end if
6: end if
7: if k ≥ 2 then
8: Δ ← 0; δbest ← ∞; sizebest ← 0;
9: j1 ← RAND(N\L); i1 ← φ(j1); N ← N\{j1};

10: for a := 2 to k do
11: ja ← RAND(N\L), ia ← φ(ja);
12: T ← (N\L)\{ja}; � Unused jobs in eject chain step
13: while uia − rjaia + rja−1ia > bia ∧ |T | 
= 0 do
14: ja ← min(N\L); ia ← φ(ja); T ← T\{ja};
15: end while
16: if |T | = 0 then
17: k ← sizebest;
18: else
19: Δ ← cja−1ia − cjaia ;
20: end if
21: if ui1 − rj1i1 + rjai1 > bi1 then
22: δa ← cjai1 − rj1i1 ;
23: else
24: δa ← ∞;
25: end if
26: if Δ + δa < δbest then
27: δbest ← Δ + δa; sizebest ← a ;
28: end if
29: N ← N\{ja};
30: end for
31: for a := 2 to sizebest do
32: C ← (j(a−1), ia);
33: end for
34: C ← (sizebest, i1);
35: end if
36: Return C
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With the initial solution and the residency matrix hji of decision variables,
the BPPS uses these parameters to perform the ellipsoidal cuts (thus reducing
the solution space). At each iteration the constraint 5 is added to the model,
where the value of αji is calculated from the normalization of the data contained
in the matrix hji. The β is the amount of slack to define the ellipsoidal neigh-
borhood and it is defined as parameter and incremented every iteration in case
there is no improvement in the solution.

∑

j∈N,i∈M |xji=1

αji.(1 − xji) ≤ β (5)

The constraint presented in the Eq. 6 limits the value of the objective function
by the value of the incumbent solution, and is updated at each iteration.

∑

j∈N,i∈M

xji.cji ≤ F
′
o (6)

Each execution of the solver is limited to 2 situations, if there is improvement
in the incumbent solution the number of 500 node exploited without improve-
ment is used as criterion, otherwise a time limit of 10 s is used. A pseudocode
for the formulation is presented in the Algorithm4.

Algorithm 4. BP pool search
Input: x � Solution, xji = 1 if job j is allocated to agent i

hji � Residency Matrix
N � Set with n jobs
M � Set with m agents

Parameters: β � Slack to define the ellipsoidal neighborhood
timeLimit � Time limit for BPPS

Output: x
′

� Best solution found
1: t ← β
2: while time ≤ timeLimitl ∧ k ≤ |N | do
3: m1 = MAX(hji) ∀i ∈ N, j ∈ M | xji = 1;
4: m2 = MIN(hji) ∀i ∈ N, j ∈ M | xji = 1;
5: αji ← (hji − m2)/(m2 − m1) ∀i ∈ N, j ∈ M ;

6: F
′
o ← f(x);

7: x
′ ← RunSolver(x, αji, F

′
o , β, timeLimit − time);

8: if f(x
′
) < f(x) then

9: hji ← hji + 1, ∀xji = 1;
10: β ← t;
11: else
12: β ← β + 1;
13: end if
14: x ← x

′

15: end while
16: Return x

′
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3 Computational Results

In this section, we evaluate the performance of the proposed hybrid GPU heuris-
tic based on Scatter Search, named GSS. Our main experimental platform is com-
posed of a CPU Intel i7 3.40 GHz, with 24 GB of memory, and a GPU GeForce
GTX 780, with 2304 cores and 2 GB of global memory. It is worth to mention
that twelve core of CPU was used for phase of the BPPS. The TS metaheuristic
was implemented in C with CUDA SDK 7.5. The BPPS was coded in C++ and
AMPL language, solved by the Gurobi Solver version 7.0.2.

The instances used for the experiments are subdivided four types of bench-
mark instances called types C, D, and E proposed for Chu and Beasley [3] and
Laguna et al. [15]. Type G instances were proposed in that work to deal with
much larger problems, with 10 times more agents and jobs (all instances are
freely available in the author’s website). Instances of these types are generated
as follows:

– Type C: rji are random integers from uniform interval [5, 25], dji are random
integers from [10, 50], and bi = 0.8 ∗ (

∑
j∈J rji)/m.

– Type D: rji are random integers from [1, 100], dji = 111− rji + e1, where e1
are random integers from [−10, 10], and bi = 0.8 ∗ (

∑
j∈J rji)/m.

– Type E: rji = 1 − 10 ∗ ln e2, where e2 are random numbers from (0, 1],
dji = 1000/aij − 10 ∗ e3, where e3 are random numbers from [0, 1], and
bi = 0.8 ∗ (

∑
j∈J rji)/m.

– Type G: rji are random integers from [1, 100], dji = 111 − rji + e4, where
e4 are random integers from [−10, 10], and bi = 1.75 ∗ (

∑
j∈J rji)/m.

We tested the following three sets of problem instances.

– MEDIUM: Total of 18 instances of types C, D, and E with n up to 200.
This set has combinations of 100 and 200 jobs with 5, 10 and 20 agents.

– LARGE: Total of 27 instances of types C, D, and E with n up to 1600. This
set has combinations of 400, 900 and 1600 jobs with 10, 15, 20, 30, 40, 60 and
80 agents.

– VERY LARGE: Total of 12 instances of type G with n up to 9000, all of
which were generated by us1. This set has combinations of 1000, 2000, 4000
and 9000 jobs with 50, 100, 200, 300, 400 and 600 agents.

As a parameter of GTS metaheuristic, size of tabu list was defined
from an offline calibration, where some list sizes were tested (5, 10, 15, 20,
(0.5, 0.75, 1, 1.25, 1.4, 1.5, 1.6) ∗ (|N |/(max(k) + 1))), but the one that presented
the best result was 1.25 ∗ (|N |/(max(k)+1)), and the stop condition was set for
the maximum time of 15 s without improvement. The number of ejection chains
generated per thread was defined for medium and large instances by performing

1 The proposed instances are available on the website: https://drive.google.com/open?
id=0B20uFG9WVmWMM2t1MlIxNG5aNW8.

https://drive.google.com/open?id=0B20uFG9WVmWMM2t1MlIxNG5aNW8
https://drive.google.com/open?id=0B20uFG9WVmWMM2t1MlIxNG5aNW8
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tests with the values of 1, 5, 10, 15 and 20, thus obtaining a better performance
in relation to cost-time with the value 5. For very large instances, the value of
ejection chain per thread was defined with the value 100. Size k of the ejection
chain was calibrated with values 1, 5, 10, 15 and 20 obtaining better performance
for chain of size 1 and 10. The β parameter of the BPPS was set to 2 for medium
and large instances and 0.02∗ |N | for very large instances, given tests performed
with values 1, 2, 3, 4, 5, 6, 8, 10, 11, 0.01 ∗ |N |, 0.02 ∗ |N | and 0.002 ∗ |N |.

Table 1 presents a comparison between the state-of-the-art algorithm in liter-
ature for the GAP, named TS [29], and the proposed GSS and GTS algorithms,
used the medium and large instances. The methods were executed 10 times and
the best solutions values are presented and compared to a Lower Bound of each
problem instance.The GTS consists in the first phase of the GSS, where a Tabu
Search is performed inside the GPU, in order to populate a reference set includ-
ing good quality solutions. The second phase of GSS consists of the BPPS model
running over an exact solver, which tries to prove the optimality of the current
best solution, including new solutions found in the process back to the Scatter
Search reference set.

When the average gaps are compared, the GSS is able to achieve lower values
for instance groups C and E (0.03%, 0.23% and 0.02%) when compared to the
TS (0.04%, 0.20% and 0.04%). The GSS is able to find 21 best known solutions
and 14 ties (in bold values) from 45 instances, also proving the optimality of
15 solutions (solutions marked with an asterisk). In fact, since the gaps are
quite low when computed over a Lower Bound for the GAP, it is much likely
that most of the current best known solutions are already optimal (although
not proven yet). The instance group D is still quite challenging for the GSS,
consuming a bigger share of the computational times, while providing solutions
with bigger gaps.

In Table 2 the results of computational experiments for instances of type G
are presented. Our algorithm GSS obtained solutions with gap between 0.6% and
9.4% and medium gap of 3.5%. The method GTS can generate quality solutions
for the reference set, obtaining an average gap of about 6.8%. Due to the size of
the instances the computational time was increased. Where the BPPS method
was set a runtime of 10 min. For four of the twelve instances of type G the
method BPPS can not improve the solutions found by GTS, generally occurring
in larger instances.

Finally, the GPU configuration consisted of 12 blocks (in order to maximize
device occupancy), each one performing an independent Tabu Search and con-
tributing to a single solution in the pool (the reference set in Scatter Search
consisted of 12 solutions). This configuration achieved an acceleration of 3 to 8
times, when compared to a pure CPU implementation of the GTS module.
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Table 1. Computational experiments for classic datasets

Inst. Lower GSS (GTS + BPPS) GTS TS

Bound Best Gap Time Best Gap Time Best Gap Time

C.100.5 1930 1931* 0.05 26.3 1931 0.05 23.9 1931 0.05 0.6

C.100.10 1400 1402* 0.14 42.5 1404 0.29 32.8 1402 0.14 3.0

C.100.20 1242 1243* 0.08 48.7 1252 0.81 37.9 1243 0.08 21.6

C.200.5 3455 3456* 0.03 31.1 3475 0.58 21.3 3456 0.03 3.7

C.200.10 2804 2806* 0.07 68.7 2818 0.50 30.7 2806 0.07 100.5

C.200.20 2391 2391* 0.00 123.6 2408 0.71 54.4 2392 0.04 137.4

C.400.10 5596 5597* 0.02 83.7 5629 0.59 63.8 5597 0.02 105.8

C.400.20 4781 4782* 0.02 133.5 4827 0.96 49.0 4782 0.02 130.4

C.400.40 4244 4244* 0.00 316.9 4279 0.82 62.0 4244 0.00 157.6

C.900.15 11339 11341 0.02 744.2 11431 0.81 71.1 11341 0.02 759.6

C.900.30 9982 9983 0.01 332.7 10087 1.05 13.3 9985 0.03 720.0

C.900.60 9325 9327 0.02 917.6 9425 1.07 150.6 9328 0.03 704.7

C.1600.20 18802 18803 0.01 831.4 18948 0.78 138.1 18803 0.01 691.6

C.1600.40 17144 17146 0.01 873.6 17340 1.14 143.1 17147 0.02 2103.7

C.1600.80 16284 16288 0.02 894.8 16456 1.06 203.2 16291 0.04 4317.2

C Average 0.03 364.61 0.75 73.0 0.04 663.8

D.100.5 6350 6353* 0.05 151.3 6449 1.56 33.2 6357 0.11 62.9

D.100.10 6342 6355 0.20 510.0 6541 3.14 24.1 6358 0.25 107.2

D.100.20 6177 6229 0.84 209.8 6345 2.72 76.3 6221 0.71 111.0

D.200.5 12741 12745 0.03 691.3 12889 1.16 93.7 12746 0.04 95.5

D.200.10 12426 12437 0.09 1203.3 12688 2.11 116.2 12446 0.16 129.2

D.200.20 12230 12267 0.30 1155.2 12601 3.03 57.9 12284 0.44 120.7

D.400.10 24959 24969 0.04 616.0 25457 2.00 220.3 24974 0.06 16.1

D.400.20 24561 24621 0.24 500.6 25354 3.23 201.7 24614 0.22 81.3

D.400.40 24350 24506 0.53 416.6 25081 3.00 114.9 24463 0.46 165.2

D.900.15 55403 55430 0.05 1585.6 56888 2.68 218.2 55435 0.06 112.9

D.900.30 54833 54970 0.25 873.5 56713 3.43 271.0 54910 0.14 234.4

D.900.60 54551 54782 0.42 1438.9 56089 2.82 237.8 54666 0.21 833.8

D.1600.20 97823 97887 0.07 2527.7 100067 2.29 419.9 97870 0.05 143.0

D.1600.40 97105 97260 0.16 1938.7 99965 2.95 322.2 97177 0.07 1294.0

D.1600.80 97034 97316 0.29 587.1 99836 2.89 281.2 97109 0.08 4795.4

D Average 0.23 960.3 2.60 179.2 0.20 553.5

E.100.5 12673 12681* 0.06 67.6 12868 1.54 58.4 12682 0.07 39.9

E.100.10 11568 11577* 0.08 132.4 11879 2.69 45.8 11577 0.08 31.6

E.100.20 8431 8436 0.06 140.1 8938 6.01 59.1 8443 0.14 90.4

E.200.5 24927 24930* 0.01 85.1 25228 1.21 78.4 24930 0.01 20.0

E.200.10 23302 23307* 0.02 157.8 23518 0.93 95.9 23307 0.02 34.1

E.200.20 22377 22379* 0.01 115.4 22814 1.95 24.0 22391 0.06 209.3

E.400.10 45745 45746 0.00 72.9 46135 0.85 15.8 45746 0.00 260.7

E.400.20 44876 44877 0.00 143.0 45436 1.25 20.9 44882 0.01 212.9

E.400.40 44557 44570 0.03 202.9 45570 2.27 95.4 44589 0.07 217.7

E.900.15 102420 102426 0.01 103.9 103643 1.19 18.0 102423 0.00 157.4

E.900.30 100426 100431 0.00 501.9 101354 0.92 16.8 100442 0.02 758.9

E.900.60 100144 100171 0.03 644.0 104007 3.86 42.6 100185 0.04 483.7

E.1600.20 180642 180654 0.01 616.6 182784 1.19 16.0 180647 0.00 1683.2

E.1600.40 178293 178307 0.01 620.0 179571 0.72 16.5 178311 0.01 2214.7

E.1600.80 176816 176846 0.02 624.6 179740 1.65 19.5 176866 0.03 2473.1

E Average 0.02 281.9 1.88 41.5 0.04 592.5

Average 0.09 535.60 1.74 97.9 0.09 603.2

*Indicates that an optimal solution was found (and proven) by the BPPS module
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Table 2. Computational experiments for proposed large dataset

Inst. Lower GSS (GTS + BPPS) GTS

Bound Best Gap Time Best Gap Time

G - 1000 - 50 13484 13587 0.8 678.6 14569 8.0 78.6

G - 1000 - 100 12802 13258 3.6 702.2 14400 12.5 102.2

G - 1000 - 200 12636 13504 6.9 696.0 14968 18.5 96.0

G - 2000 - 50 26794 26942 0.6 670.7 28456 6.2 70.7

G - 2000 - 100 26068 26784 2.7 675.6 27674 6.2 75.6

G - 2000 - 200 25094 27457 9.4 741.5 27554 9.8 141.5

G - 4000 - 100 50873 51691 1.6 714.1 52783 3.8 114.1

G - 4000 - 200 50345 52519 4.3 866.5 52519 4.3 266.5

G - 4000 - 400 50219 53508 6.5 1173.2 53508 6.5 573.2

G - 9000 - 150 113399 115424 1.8 851.8 116173 2.4 251.8

G - 9000 - 300 113176 115248 1.8 1124.1 115248 1.8 524.1

G - 9000 - 600 113238 115406 1.9 1219.6 115406 1.9 619.6

G Average 3.5 842.8 6.8 242.8

4 Conclusions

This work presented a hybrid GPU heuristic inspired by Scatter Search meta-
heuristic in order to deal with the Generalized Assignment Problem, or GAP.
The proposed algorithm (named GSS), consisted of two integrated phases, where
in the first phase named GTS, 12 independent Tabu Searches were performed in
a GPU to form a pool of 12 high quality solutions. This pool was later passed to
the BPPS module, consisting of an exact solver for a Binary Programming model
considering a limited version of the original problem. The proposed technique
managed to find 21 best known solutions, when compared to the state-of-the-art
algorithm for the GAP, also proving the optimality of 15 solutions. The average
gaps are smaller than literature, when compared to a lower bound of the prob-
lem. The 12 new instances be proposed for this challenging and classical problem,
incorporating characteristics of the hardest problems in D group, named of G
group. Where it was possible to verify the efficiency of the proposed method
when dealing with very large instances.

Although the achieved gaps are quite low for most instances, we propose the
following future improvements for the GSS algorithm. Many low level optimiza-
tions can be applied in GTS regarding the GPU performance, such as: reducing
number of registers, increasing shared memory usage, storage of read-only data
in specific constant memories, better kernel launching parameters that increase
memory and compute throughput, while reducing the general occupancy.
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Abstract. Vector field is mostly linearly approximated for the purpose of
classification and description. This approximation gives us only basic infor-
mation of the vector field. We will show how to approximate the vector field
with second order derivatives, i.e. Hessian and Jacobian matrices. This
approximation gives us much more detailed description of the vector field.
Moreover, we will show the similarity of this approximation with conic section
formula.
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matrix

1 Introduction

The visualization of vector field topology is a problem that arises naturally when
studying the qualitative structure of flows that are tangential to some surface. The
knowledge of the data in a single point would be of little help when the goal is to obtain
knowledge and understanding of the whole vector field. The individual numbers can be
of little interest. It is the connection between them, which is important.

Helman and Hesselink [6] introduced the concept of the topology of a planar vector
field to the visualization community. They extracted critical points and classified them
into sources, sinks and saddles, and integrated certain stream lines called separatrices
from the saddles in the directions of the eigenvectors of the Jacobian matrix. Later,
topological methods have been extended to higher order critical points [14], boundary
switch points [10], and closed separatrices [21]. In addition, topological methods using
classification have been applied to simplify [15, 16], smooth [20], compress [1, 7],
compare [11] and design vector fields.

The published research methods use for classification of critical points and vector
field description only linear approximation of the vector field. None of it uses an
approximation with second order partial derivatives, i.e. Hessian matrix. This
approximation gives a more detailed description of the vector field around a critical
point and can be used for a more detailed classification. Use of the approximation with
Hessian matrix will be described in this paper.
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2 Vector Field Approximation

Vector fields [18] on surfaces [17] are important objects, which appear frequently in
scientific simulation in CFD (Computational Fluid Dynamics) [2, 12] or modelling by
FEM (Finite Element Method). To be visualized [5, 8], such vector fields are usually
linearly approximated for the sake of simplicity and performance considerations. Other
possible approximations are [3, 4, 9].

The vector field can be easily analyzed when having an approximation of the vector
field near some location point. The important places to be analyzed are so called critical
points. Analyzing the vector field behavior near these points gives us the information
about the characteristic of the vector field.

2.1 Critical Point

Critical points (x0) of the vector field are points at which the magnitude of the vector
vanishes

dx
dt

¼ v xð Þ ¼ 0; ð1Þ

i.e. all components are equal to zero

dx
dt
dy
dt

� �

¼ 0
0

� �

: ð2Þ

A critical point is said to be isolated, or simple, if the vector field is non-vanishing
in an open neighborhood around the critical point. Thus for all surrounding points xe of
the critical point x0 the Eq. (1) does not apply, i.e.

dxe
dt

6¼ 0: ð3Þ

At critical points, the direction of the field line is indeterminate, and they are the
only points in the vector field where field lines can intersect (asymptotically). The terms
singular point, null point, neutral point or equilibrium point are also frequently used to
describe critical points.

These points are important because together with the nearby surrounding vectors,
they have more information encoded in them than any such group in the vector field,
regarding the total behavior of the field.

2.2 Linearization of Vector Field

Critical points can be characterized according to the behavior of nearby tangent curves.
We can use a particular set of these curves to define a skeleton that characterizes the
global behavior of all other tangent curves in the vector field. An important feature of

Vector Field Second Order Derivative Approximation 149



differential equations is that it is often possible to determine the local stability of a
critical point by approximating the system by a linear system. These approximations
are aimed at studying the local behavior of a system, where the nonlinear effects are
expected to be small. To locally approximate a system, the Taylor series expansion
must be utilized locally to find the relation between v and position x, supposing the
flow v to be sufficiently smooth and differentiable. In such case, the expansion of v
around the critical points x0 is

v xð Þ ¼ v x0ð Þþ @v
@x

x� x0ð Þ: ð4Þ

As v x0ð Þ is according to (1) equal zero for critical points, we can rewrite Eq. (4)
using matrix notation

vx
vy

� �

¼
@vx
@x

@vx
@y

@vy
@x

@vy
@y

" #

� x� x0
y� y0

� �

ð5Þ

v ¼ J � x� x0ð Þ; ð6Þ

where J is called Jacobian matrix and characterizes the vector field behavior around a
critical point x0.

2.3 Approximation Using Hessian Matrix

Vector fields are approximated using only linear approximation to determine the local
behavior of the vector field. However, linearization gives as basic classification of the
critical points and about the flow around them, the approximation using second order
derivatives will give us some more information.

The approximation of vector field around a critical point using the second order
derivative must be written for each vector component (vx and vy) separately, see the
following equations

vx ¼
@vx
@x
@vx
@y

" #T

� Dx
Dy

� �

þ 1
2

Dx
Dy

� �T

�
@2vx
@x2

@2vx
@x@y

@2vx
@y@x

@2vx
@y2

" #

� Dx
Dy

� �

ð7Þ

vy ¼
@vy
@x
@vy
@y

" #T

� Dx
Dy

� �

þ 1
2

Dx
Dy

� �T

�
@2vy
@x2

@2vy
@x@y

@2vy
@y@x

@2vy
@y2

2

4

3

5 � Dx
Dy

� �

; ð8Þ

where Dx ¼ x� x0 and Dy ¼ y� y0. These two equations can be written in matrix
notation as well

vx ¼ Jx � x� x0ð Þþ 1
2

x� x0ð ÞT �Hx � x� x0ð Þ ð9Þ
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vy ¼ Jy � x� x0ð Þþ 1
2

x� x0ð ÞT �Hy � x� x0ð Þ; ð10Þ

where Hx and Hy are Hessian matrices, Jx is the first row of Jacobian matrix and Jy is
the second row of Jacobian matrix.

The Hessian matrix is a square matrix of second-order partial derivatives of a
scalar-valued function, or scalar field. It describes the local curvature of a function of
many variables.

Approximation of vector field using (7) and (8) gives us more detailed description
than approximation of vector field using (5), see Fig. 1. The approximation in Fig. 1
(right) gives us the same information like in Fig. 1 (left), although we can see the
curvature of the two main axis for the saddle.

Equations (7) and (8) can be rewritten in different formulas as follows

vx ¼ 1
2

Dx Dy 1½ � �
@2vx
@x2

@2vx
@x@y

@vx
@x

@2vx
@y@x

@2vx
@y2

@vx
@y

@vx
@x

@vx
@y 0

2

6

6

4

3

7

7

5

�
Dx
Dy
1

2

4

3

5; ð11Þ

vy ¼ 1
2

Dx Dy 1½ � �
@2vy
@x2

@2vy
@x@y

@vy
@x

@2vy
@y@x

@2vy
@y2

@vy
@y

@vy
@x

@vy
@y 0

2

6

6

4

3

7

7

5

�
Dx
Dy
1

2

4

3

5: ð12Þ

These two equations have some geometrical background. When vx and vy are equal
zero, each equation describes some conic section.

Fig. 1. Comparison between the phase portraits for the vector field approximated using linear
approximation (left) and using second order derivative (right).
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Approximation of the vector field using Hessian matrix, i.e. using second order
derivatives, is a bit more computationally expensive than the standard linear approx-
imation but gives us more detailed description of the vector field as will be seen in the
following chapters.

Conic Section
A conic is the curve obtained as the intersection of a plane, called the cutting plane,
with a double cone, see Fig. 2. Planes that pass through the vertex of the cone will
intersect the cone in a point, a line or a pair of intersecting lines. These are called
degenerate conics and some authors do not consider them to be conics at all.

There are three types of non-degenerated conics, the ellipse, parabola, and hyper-
bola, see Fig. 2. The circle is a special kind of ellipse. The circle and the ellipse arise
when the intersection of the cone and plane is a closed curve. The circle is obtained
when the cutting plane is parallel to the plane of the generating circle of the cone, this
means that the cutting plane is perpendicular to the symmetry axis of the cone. If the
cutting plane is parallel to exactly one generating line of the cone, then the conic is
unbounded and is called a parabola. In the remaining case, the figure is a hyperbola. In
this case, the plane will intersect both halves of the cone, producing two separate
unbounded curves.

A conic section is described by the following implicit equation

x y 1½ � �
a11 a12 a13
a21 a22 a23
a31 a32 a33

2

4

3

5 �
x
y
1

2

4

3

5 ¼ 0: ð13Þ

where aiji; j 2 1; 2; 3f g are coefficients of conic section. Depending on these values, we
can classify the types of conic sections. To do that, we need to compute two
determinants

Fig. 2. Types of conic sections, i.e. parabola, circle and ellipse, and hyperbola.
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X ¼
a11 a12 a13
a21 a22 a23
a31 a32 a33

�

�

�

�

�

�

�

�

�

�

�

�

ð14Þ

x ¼ a11 a12
a21 a22

�

�

�

�

�

�

�

�

: ð15Þ

When knowing determinants X and x we can easily classify the type of conic
section using the following table

Equations (11) and (12) are the same as (13) when vx ¼ 0 and vy ¼ 0 and therefore
they geometrically represent conic sections (Table 1).

3 Classification of Critical Points

There exist a finite set of fundamentally different critical points, defined by the number of
inflow and outflow directions, spiraling structures etc., and combinations of these. Since
the set is finite, each critical point can be classified. Such a classification defines the field
completely in a close neighborhood around the critical point. By knowing the location
and classification of critical points in a vector field, the topology of the field is known in
small areas around these. Assuming a smooth transition between these areas, one can
construct a simplified model of the whole vector field. Such a simplified representation is
useful, for instance, in compressing vector field data into simpler building blocks [13].

The critical points are classified based on the vector field around that point. The
information derived from the classification of critical points aids the information
selection process when it comes to visualizing the field. By choosing seed points for
field lines based on the topology of critical points, field lines encoding important
information is ensured. A more advanced approach is to connect critical points, and use
the connecting lines and surfaces to separate areas of different flow topology [1, 19].

3.1 Standard Classification Using a Linear Approximation

The fact that a linear model can be used to study the behavior of a nonlinear system
near a critical point is a powerful one [1]. We can use the Jacobian matrix to char-
acterize the vector field and the behavior of nearby tangent curves, for nondegenerate
critical point.

Table 1. Classification of conic section.

x 6¼ 0 x ¼ 0

X 6¼ 0 x[ 0 x\0 Parabola
Ellipse Hyperbola

X ¼ 0 Pair of intersecting
lines

Pair of parallel lines
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The eigenvalues and eigenvectors of Jacobian matrix are very important for vector
field classification and description (see Fig. 3). A real eigenvector of the Jacobian
matrix defines a direction such that if we move slightly from the critical point in that
direction, the field is parallel to the direction we moved. Thus, at the critical point, the
real eigenvectors are tangent to the trajectories that end on the point. The sign of the
corresponding eigenvalue determines whether the trajectory is outgoing (repelling) or
incoming (attracting) at the critical point. The imaginary part of an eigenvalue denotes
circulation about the point.

3.2 Classification Using Description of Conic Sections

Each vector field can be approximated at a critical point with the approximation that
uses the second order derivatives, i.e. Hessian matrix. One such example of approxi-
mated vector field around a critical point x0 ¼ 0; 0½ �T can be

vx ¼ 1
2

Dx Dy 1½ � �
�1 1 1
1 �1 2
1 2 0

2

4

3

5 �
Dx
Dy
1

2

4

3

5; ð16Þ

vy ¼ 1
2

Dx Dy 1½ � �
0 0 �1
0 0 1:5
�1 1:5 0

2

4

3

5 �
Dx
Dy
1

2

4

3

5: ð17Þ

Fig. 3. Classification of 2D first order critical points. R1, R2 denote the real parts of the
eigenvalues of the Jacobian matrix while I1, I2 denote their imaginary parts (from [1]).
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Equation (16) represents for vx ¼ 0 a parabola and (17) for vy ¼ 0 a line. This
approximated vector field can be seen in Fig. 4.

Now, we showed conic sections that have only one intersection point at 0; 0½ �T .
Two conic sections can have up to four intersections. Each intersection defines a critical
point. Therefore, we can approximate a vector field around one critical point and some
more critical points in the neighborhood will be included in this approximation.

Vector fields around a focus critical point can be for some real vector field
approximated for example as

vx ¼ 1
2

Dx Dy 1½ � �
1 �3 1

�3 1 2

1 2 0

2

6

4

3

7

5
�

Dx

Dy

1

2

6

4

3

7

5

vy ¼ 1
2

Dx Dy 1½ � �
0 0 �1

0 0 1:5

�1 1:5 0

2

6

4

3

7

5
�

Dx

Dy

1

2

6

4

3

7

5

ð18Þ

vx ¼ 1
2

Dx Dy 1½ � �
�0:5 0:5 1

0:5 �0:5 2

1 2 0

2

6

4

3

7

5
�

Dx

Dy

1

2

6

4

3

7

5

vy ¼ 1
2

Dx Dy 1½ � �
�1 1 �1

1 �1 1:5

�1 1:5 0

2

6

4

3

7

5
�

Dx

Dy

1

2

6

4

3

7

5

ð19Þ
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Fig. 4. Vector field approximated as (16) and (17). The zero iso-lines are a line and a parabola.
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This both approximations of vector fields describe behavior around a focus critical
point at 0; 0½ �T . Both of them contain one more critical point, which is a saddle critical
point. These saddle critical points do not have to be real critical points of the
approximated vector field, but they can be present in the vector field. Therefore, this
approximation can give us some information about other possible critical points in the
neighborhood of approximated critical point x0. When locating all critical points in the
vector field, we can use this information to increase the probability of finding all critical
points (Fig. 5).

The maximal number of two conic sections intersection points is four. In the next
example, we will show it. Let us have a vector field, which can be approximated at
point x0 for example as

vx ¼ 1
2

Dx Dy 1½ � �
�0:25 0 1

0 �1 2

1 2 0

2

6

4

3

7

5
�

Dx

Dy

1

2

6

4

3

7

5

vy ¼ 1
2

Dx Dy 1½ � �
�1 1 �1

1 �1 1:5

�1 1:5 0

2

6

4

3

7

5
�

Dx

Dy

1

2

6

4

3

7

5

ð20Þ
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Fig. 5. Vector field approximated as (18) (left) and (19) (right). The zero iso-lines are a line and
a hyperbola (left), or two parabolas (right).
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vx ¼ 1
2

Dx Dy 1½ � �
1 1 1

1 2 2

1 2 0

2

6

4
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7

5
�

Dx

Dy
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vy ¼ 1
2

Dx Dy 1½ � �
1 �1 �1

�1 1:5 1:5

�1 1:5 0
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5
�
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Dy
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3

7

5

ð21Þ

These two approximations (20) and (21) of vector fields are visualized in Fig. 6. It
can be seen, that each approximation contains four critical points, i.e. one critical point
where the vector field was approximated and three more critical points.

4 Conclusion

A new vector field critical points description using the second order derivatives
approximation is described. The approximation can be rewritten in a matrix form of a
conic section formula. We proved, that approximation using Hessian matrix, rather than
only Jacobian matrix, gives us better representation of a vector field and it can help
with localization of critical points in a vector field.
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Abstract. Cellular signaling systems regulate biochemical reactions operating
in cells for various functions. The regulatory mechanisms have been recently
studied intensively since the malfunction of the regulation is thought to be one
of the substantial causes of cancer formation. However, it is rather difficult to
develop the theoretical framework for investigation of the regulatory mecha-
nisms due to their complexity and nonlinearity. In this study, more general
approach is proposed for elucidation of emergence of the bi-stability in cellular
signaling systems by construction of mathematical models for a class of cellular
signaling systems and the exhaustive simulation analysis over the variation of
network architectures and the values of parameters. The model system is for-
mulated as regulatory network in which every node represents an activation-
inactivation cyclic reaction for respective constituent enzyme of the network and
the regulatory interactions between the reactions are depicted by arcs between
nodes. The emergence of the stable equilibrium point in steady states of the
network is analyzed with the Michaelis-Menten reaction scheme as the reaction
mechanism in each cyclic reaction. The analysis is performed for all variations
of the regulatory networks comprised of two nodes, three nodes, and four nodes
with a single feedback regulation loop. The ratios and the aspects of the
emergence of the stable equilibrium points are analyzed over the exhaustive
combinations of the parameter values for each node with the common Michaelis
constant for the regulatory networks. It is revealed that the shorter feedback
length is favorable for bi-stability. Furthermore, the bi-stability and the oscil-
lation is more likely to develop in the case of low value of the Michaelis
constant than in the case of high value, implying that the condition of the higher
saturation levels, which induces stronger nonlinearity. In addition to these
results, the analysis for the parameter regions yielding the bi-stability and the
oscillation are presented.
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1 Introduction

Cellular signaling systems regulate biochemical reactions operating in cells for various
functions such as cell differentiation, cell proliferation, and homeostasis. Cellular signal
transduction systems have been studied intensively from the recent viewpoint that their
disorder is thought to be one of the causes for cancer formation since the systems are
known to regulate biochemical reactions in cells. Figure 1 shows MAPK
(Mitogen-activated Protein Kinase) cascade which is one of the typical cellular sig-
naling systems and has been studied intensively elucidating the various regulatory
characteristics for activities of living cells, such as, the switch-like responses,
bi-stability, oscillations, robustness, and so on. [1–6]. The cellular signaling systems
are comprised of enzymatic reactions, such as, phosphorylation-dephosphorylation
cyclic reactions which is primal components of MAPK cascade as seen in Fig. 1.
Cyclic reaction seems to be primal reaction system for other cellular signaling system,
such as, the Rac1, PAK, and RhoA signaling network [7].

Many studies have employed simulation analysis with the given values for the
parameters in the systems because of the difficulty developing the analytical method for

Fig. 1. Regulatory network for MAPK cascade. (a): The MAPK cascade is composed of several
cyclic reactions and has a feedback regulation from MAPK-PP. (b): Simplified version of the
MAPK cascade. (c): Regulatory network representing the MAPK cascade.
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the systems due to their non-linearity. In this study, more general approach is proposed
for elucidation of emergence of the bi-stability in cellular signaling systems by con-
struction of mathematical models for a class of cellular signaling systems and the
exhaustive simulation analysis over the variation of network architectures and the
values of parameters. The model system is formulated as regulatory network in which
every node represents an activation-inactivation cyclic reaction for respective con-
stituent enzyme of the network and the regulatory interactions between the reactions
are depicted by arcs between nodes. The emergence of the stable equilibrium point in
steady states of the network is analyzed with the Michaelis-Menten reaction scheme as
the reaction mechanism in each cyclic reaction. Since stable equilibrium points are
convergent states of the relaxation process in dynamic changes due to random noises,
and seem to correspond to the distinct biochemical states, such as, normal states or
malfunctional states, it is biologically significant to analyze the aspects of bi-stability in
cellular signaling systems. Similar approaches have been taken in several studies [5, 8–
13]. Kuwahara et al. applied the similar approach using rather simpler regulatory
networks to elucidate the effects of network architectures on the stochastic character-
istics [8]. Ma et al. use the same regulatory networks of three nodes, but focused on the
biochemical adaptation mechanisms for living cells [9].

2 Formulation of Signaling Systems as Regulatory Networks

We formulate cellular signaling systems as regulatory networks. Every node represents
an activation-inactivation cyclic reaction for respective constituent enzyme of the net-
work. The regulatory interactions between the reactions are depicted by arcs between
nodes. The activated enzyme in a node acts on another node as activating enzyme which
is called positive regulation or activating enzyme of reverse path which is called neg-
ative regulation. The MAPK cascade is comprised of several cyclic reactions and has a
feedback regulation from MAPK-PP as shown in Fig. 1 (a). Figure 1 (b) is a simplified
version of the MAPK cascade. Figure 1(c) shows the regulatory network representation
for the MAPK cascade which is used in this study.

We employ the Michaelis-Menten mechanism as the reaction mechanisms in the
cyclic reactions which is formulated as Eqs. (1)–(5). To be precise, Michaelis-Menten
approximation equation is adopted as a reaction mechanism. Therefore, the enzyme
substrate complex does not appear in the reaction rate equations. Figure 2 shows a
cyclic reaction in which a node i is regulated positively by a node j and negatively by a
node k. Ti is the total concentration of the enzyme Pi. Ri is the relative concentration,
and Li is the normalized Michaelis constant. In addition to the Michaelis constant, the
normalized rate equation has a parameter Ki which is the ratio of maximum inactivation
velocity to maximum activation velocity.

_Pi ¼ aiPjUi

Mi þUi
� diPkPi

Mi þPi
ð1Þ

Ti ¼ Ui þPi ð2Þ
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Ri ¼ Pi

Ti
; Li ¼ Mi

Ti
ð3Þ

Ti
aiTj

_Ri ¼ Rj 1� Rið Þ
Li þ 1� Ri

� KiRkRi

Li þRi
ð4Þ

Ki ¼ diTk
aiTj

ð5Þ

The value of Rj is set to be unity in the case of no positive regulation for node i, and
the value of Rk is set to be unity in the case of no negative regulation.

We analyze the aspects of emergence of multi-stability for all variations of
two-node regulatory networks, three-node regulatory networks, and four-node regu-
latory networks with a single feedback regulation loop as show in Fig. 3. Solid arrows
and dashed arrows depict the positive and negative regulations, respectively. Figure 3I
represents the regulatory network for the MAPK cascade with a negative feedback
regulation shown in Fig. 1.

3 Parameter Values and Appearance Ratio of Bi-Stability
for the Analysis

The exhaustive analysis is performed with the variation of parameter values in
appropriate range to cover the assumed values for reactions of MAPK cascade in other
studies [14–18]. We assume that the value of normalized Michaelis constant L is
common for all nodes to reduce the computational costs. The value of L is changed
over the discrete values of 2�5, 2�4; . . ., 25, that is, 11 different values. Kis are sets to be
independent values for each node, and have 11 different values as same as L. Therefore,
the total number of parameter combinations of Kis is 121 (= 112), 1331 (= 113), and
14641 (= 114) for two-node networks, three-node networks, and four-node networks,
respectively.

Fig. 2. Cyclic reaction. Ui is the inactive form of the enzyme at node i. Pi is the active form of
the enzyme at node i. Pj is the enzyme catalyzing activation, Pk is the enzyme catalyzing
inactivation. The rate constant for the activation and the inactivation are denoted by ai and di,
respectively.
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Bi-stability is assessed by the standard stability theory [19]. At first, a set of
algebraic equations derived by setting the right-hand side of Eq. (4) to be zero is solved
to obtain the equilibrium points of the system. Then, the eigenvalues at those points are
calculated for the Jacobian matrix of a set of equations. If the real parts of all eigen-
values are negative, the point is thought to be the stable equilibrium point. If more than
two stable equilibrium points exist, then the system is multi-stable. We define
appearance ratio of bi-stability as the percentage of the total number of combinations
for the parameter (Kis) values yielding the bi-stability to the total number of examined
combinations for parameter values, which is used to evaluate the aspect of appearance
of bi-stability quantitatively.

Fig. 3. Regulatory networks with one feedback regulation for two-nodes, three-nodes, and
four-nodes. Solid lines and broken lines denotes positive and negative regulation, respectively.
The number in each node correspond to the axis label in graphs of parameter space, such as,
Fig. 5 for two-node networks, Figs. 8 and 11 for three-node networks.
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4 Results and Discussion

With respect to the regulatory networks and parameter values analyzed, the system
becomes mono-stable or bi-stable. Also, there was a case where the oscillation is
observed for the three-node regulatory networks and the four-node regulatory networks.

4.1 Two Nodes Regulatory Networks

Two-node regulatory network has become either of mono-stable or bi-stable. Figure 4
shows the appearance ratio of bi-stability for individual regulatory networks.
Bi-stability appears in the network A comprised of double positive regulations and the
network C comprised of double negative regulations as shown in Fig. 3, and the
network A has higher appearance ratio of bi-stability than the network C. we can also
see that smaller normalized Michaelis constant L yields higher appearance ratio of
bi-stability. The highest appearance ratio was 25.6% and 19.0% in the case of the
smallest value for normalized Michaelis constant L in the network A and the network
C, respectively.

Figure 5 shows the bi-stable points in the parameter space. The circle marks are for
the network A and the triangle marks are for the network C. As seen in these graphs,
bi-stability appears where both of two Ki values are small for the network A comprised
of double positive regulations corresponding to the region where the activity of acti-
vation is higher than that of the inactivation. Bi-stability appears where both of two Ki

values are large for the network C comprised of double negative regulations correspond
to the region where the activity of inactivation is higher than that of the activation. It is
suggested that the parameter values which enhance the feedback regulations are
favorable for emergence of bi-stability. Furthermore, the bi-stable region with smaller
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Fig. 4. Appearance ratio of bi-stability for two-node networks. The abscissa depicts the
logarithm values of 2 for the normalized Michaelis constant L and the ordinate represents the
appearance ratio for each regulatory network. The solid line, dashed line, and broken line
correspond to the network A, B, and C, respectively.
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normalized Michaelis constant L includes one with larger normalized Michaelis con-
stant L in the network C.

Figure 6 shows the effects of Michaelis constant L on values of stable equilibrium
points for each network. The distances between pair of equilibrium points are depicted
by a circle marks. It is seen that the distance between two points decreases as the
Michaelis constant L increases. Then, the bifurcation occurs at around L of 1/2 and 1
for the network A and the network C, respectively.

Fig. 5. Distributions of bi-stable points in the parameter space for two-node networks. L denotes
the values of the normalized Michaelis constant. The abscissa and the ordinate depict the
logarithm values of 2 for K1 and K2, respectively. The circle marks and the triangle marks
indicate the bi-stable points for the network A and C, respectively.

(a) (b)

Fig. 6. The effects of Michaelis constant on values of stable equilibrium points for each node in
network A (a) and network C (b). Each circle mark corresponds to pair of equilibrium points in a
bi-stable state. The abscissa depicts the logarithm values of 2 for the normalized Michaelis
constant L and the ordinate represents the distance between two stable equilibrium points.
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4.2 Three Nodes Regulatory Networks

The three-node regulatory network has become either of mono-stable, bi-stable, or
oscillation. Figure 7 shows the appearance ratio of bi-stability for individual regulatory
networks. Bi-stability appears in the network D comprised of positive cyclic regula-
tions and in the network F comprised of one positive and two negative regulations. The
network D has higher appearance ratio of bi-stability than the network F. The highest
appearance ratio was 15.4% in the case of the value of 2�4 for normalized Michaelis
constant L in the network D and 10.4% in the case of the smallest value for normalized
Michaelis constant L in the network F. The peak in the network D seems to appear due
to the nonlinearity of the system, and it is interesting that there exists an optimum value
for the bi-stable appearance. It is also seen that smaller normalized Michaelis constant
L yields higher appearance ratio of bi-stability as seen in two-node networks except for
the case of L = 2−5 in the network D.

Figure 8 shows the bi-stable points in the parameter space for the network D and
the network F, respectively. As seen in these graphs, the bi-stability appears where all
of two Ki values are small for the network D comprised of positive cyclic regulations,
corresponding to the region where the activity of the activation is higher than inacti-
vation. The bi-stability appears in the region where the Ki of the node regulated
positively is small and the Ki of the node regulated negatively is large for the network F
comprised of one positive and two negative regulations. As seen in the two-node
networks, it is suggested that the parameter values which enhance the feedback reg-
ulations are favorable for emergence of bi-stability. Furthermore, the bi-stable region
with smaller normalized Michaelis constant includes one with larger normalized
Michaelis constant in the network F.
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Fig. 7. Appearance ratio of bi-stability for three-node networks. The abscissa depicts the
logarithm values of 2 for the normalized Michaelis constant L and the ordinate represents the
appearance ratio for each regulatory network. The solid line, dashed line, broken line, and chain
double dashed line correspond to the network D, E, F, and G, respectively.
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Figure 9 shows the effects of Michaelis constant L on the values of stable equi-
librium points for each network. The distances between pair of equilibrium points are
depicted by a circle marks. It is seen that the distance between two points decreases as
the normalized Michaelis constant L increases as seen in two-node networks. Then, the
bifurcation of the system occurs at L of 1 for both of the network D and the network F.

(a)

(b)

Fig. 8. Distributions of bi-stable equilibrium points in the parameter space for three-node
network D (a) and F (b). L denotes the values of the normalized Michaelis constant. The abscissa,
the ordinate, and the horizontal axis depict the logarithm values of 2 for K1,K2, and K3,
respectively.
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Figure 10 shows the appearance ratio of oscillations for individual regulatory
networks. Oscillations appear in the network E comprised of two positive regulations
and one negative regulation and in the network G comprised of negative cyclic reg-
ulations. It should be noted that these networks do not exhibit bi-stability at all. The
network G has higher appearance ratio of oscillations than the network E. The highest
appearance ratio was 7.8% and 5.2% in the case of the smallest value for normalized
Michaelis constant L in the network G and the network E, respectively. We can see that
smaller Michaelis constant L yields higher appearance ratio of oscillation.

Figure 11 shows the oscillation points in the parameter space for the network E and
the network G, respectively. As seen in these graphs, the oscillation appears where all
of two Ki values are large for the network G comprised of negative cyclic regulations,

(a) (b)

Fig. 9. The effects of Michaelis constant on values of stable equilibrium points for each node in
network D (a) and network F (b). Each circle mark corresponds to pair of equilibrium points in a
bi-stable state. The abscissa depicts the logarithm values of 2 for the normalized Michaelis
constant L and the ordinate represents the distance between two stable equilibrium points.
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Fig. 10. Appearance ratio of oscillation for three-node networks. The abscissa depicts the
logarithm values of 2 for the normalized Michaelis constant L and the ordinate represents the
appearance ratio for each regulatory network. The solid line, dashed line, broken line, and chain
double dashed line correspond to the network D, E, F, and G, respectively.
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corresponding to the region where the activity of the inactivation is higher than acti-
vation. And oscillation appears in the region where the Ki of the node regulated posi-
tively is small and the Ki of the node regulated negatively is large for the network E
comprised of two positive and one negative regulations. As seen in emergence of
bi-stability, it is suggested that the parameter values which enhance the feedback reg-
ulations are favorable for emergence of oscillations. Furthermore, the oscillation region
with smaller normalizedMichaelis constant includes one with larger normalizedMichaelis
constant in the network G. Figure 12 demonstrates the typical oscillation dynamics.

4.3 Four Nodes Regulatory Networks

The four-node regulatory network has become either of mono-stable, bi-stable, or
oscillation. Figure 13 shows the appearance ratio of bi-stability for individual regula-
tory networks. Bi-stability appears in the network H comprised of positive cyclic
regulations and in the network M comprised of negative cyclic regulations, and net-
work J and K. The highest appearance ratio was 10.0% in the case of the value of 2�3

for normalized Michaelis constant L in the network H. Highest appearance ratios for the
network J, K, and M are 5.8%, 5.5%, and 4.6% in the case of the smallest value for
normalized Michaelis constant L, respectively. It should be noted that there exists a
peak in the network H as seen in the three-node network D. It is also seen that smaller
normalized Michaelis constant L yields higher appearance ratio of bi-stability as seen in
two-node and three-node networks except for the network H. Bifurcations seems to
occur at around the value of 2 for normalized Michaelis constant L.

(a)

(b)

Fig. 11. Distributions of oscillation points in the parameter space for three-node network E
(a) and G (b). L denotes the values of the normalized Michaelis constant. The abscissa, the
ordinate, and the horizontal axis depict the logarithm values of 2 for K1,K2, and K3, respectively.
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Figure 14 shows the appearance ratio of oscillation for individual regulatory net-
works. Oscillation appears in the network I comprised of three positive regulations and
one negative regulation and in the network L comprised of one positive regulation and
three negative regulations. It should be noted that these networks do not exhibit
bi-stability at all. The highest appearance ratios are 5.6% and 4.4% in the case of the
smallest value for normalized Michaelis constant L in the network I and L, respectively.
It is also seen that smaller normalized Michaelis constant L yields higher appearance
ratio of oscillations as seen in three-node networks. Bifurcations seems to occur at
around the value of 2�1 for normalized Michaelis constant L.
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Fig. 12. Dynamics of the typical oscillations for three-node networks. The abscissa depicts the
elapsed time and the ordinate represents the relative concentrations of activated enzymes. The solid
line, the dashed line, and the broken line correspond to R1;R2;R3, respectively. (a): The oscillating
dynamics for the regulatory network E with normalized Michaelis constant L = 2�3, ðK1;K2;K3Þ
¼ 2�1; 2�2; 21ð Þ, and with the initial conditions of ðR1;R2;R3Þ ¼ 0:01; 0:01; 0:01ð Þ. (b): The
oscillating dynamics for the regulatory network G with normalized Michaelis constant L = 2�3,
ðK1;K2;K3Þ ¼ 21; 21; 22ð Þ, and with the initial conditions of ðR1;R2;R3Þ ¼ 0:01; 0:01; 0:01ð Þ. (c):
The oscillating dynamics for the regulatory networkGwith normalizedMichaelis constantL = 2�5,
ðK1;K2;K3Þ ¼ 23; 23; 23ð Þ, and with the initial conditions of ðR1;R2;R3Þ ¼ 0:99; 0:01; 0:01ð Þ.
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4.4 Effects of the Length of Feedback Regulations on the Appearance
of Bi-Stability and Oscillations

Figures 15 and 16 show the average appearance ratio of bi-stability and oscillation,
respectively. The average appearance ratio is the mean value of appearance ratios for
all regulatory networks comprised of the same number of nodes, that is, two-nodes,
three-nodes, and four-nodes. It is seen that the average appearance ratio both of
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Fig. 14. Appearance ratio of oscillations for four-node networks. The abscissa depicts the
logarithm values of 2 for the normalized Michaelis constant L and the ordinate represents the
appearance ratio for each regulatory network. The solid line, the dashed line, the broken line, the
chain double dashed line, the solid line with triangle marks hatched with dots, and the solid line
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bi-stability and oscillation are lower as the number of nodes in networks increase, but
with two exceptions. The average appearance ratio of oscillations for four-node net-
works is slightly higher than one for three-node network at the value of 2�3 for
normalized Michaelis constant L. And oscillation occurs only for four-node networks at
the value of 2�2 for normalized Michaelis constant L. Therefore, it is suggested that
shorter distance of feedback mechanisms is favorable for emergence of bi-stability and
oscillations. In addition, it is seen that smaller normalized Michaelis constant L yields
higher appearance ratio of bi-stability and oscillation as seen in individual networks.

5 Conclusions

The highest appearance ratios are 25.6%, 15.4%, and 10.0% in the two-node network
A, three-node network D, and four-node network H, respectively. All these networks
are comprised of positive cyclic regulations. It should be noted that the MAPK cascade
with a positive feedback regulation as seen in Ferrel et at. [1] is correspond to the
four-node network comprised of positive cyclic regulations. Oscillation appears in
three node networks and four node networks. Interestingly, those networks are
exclusively divided to the bi-stable or oscillatory. Furthermore, it is suggested that
shorter feedback length is favorable for bi-stability and oscillation.

As in common features for regulatory networks examined, smaller normalized
Michaelis constant L yields higher appearance ratio of bi-stability or oscillation
implying that the condition of the higher saturation levels, which induces stronger
nonlinearity. Regarding to the parameter spaces, bi-stability or oscillation appears in
the region where the Ki is small in the case that the node is regulated positively and the
Ki is large in the case that the node is regulated negatively, suggesting that the stronger
regulation makes the tendency of bi-stability or oscillation higher.
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Fig. 16. Averaged appearance ratio of oscillation. The abscissa depicts the logarithm values of 2
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Abstract. To maintain the quality of electricity is necessary to know
the main disturbances in the electrical power system, an investigation
into signal behavior is presented in this research through the short cir-
cuit fault type classification in transmission lines. The analysis of the
database UFPAFaults using the KNN algorithm with a change in the cal-
culation of similarity allowed the classifier to execute multivariate time
series. On the other hand, the DTW calculation dispenses preprocessing
steps as front ends adopted in several papers and presents satisfactory
results in the classification of these faults. The comparison of this clas-
sifier with Frame Based Sequence Classification architecture, shows the
relevance of direct classification of faults using KNN-DTW.

Keywords: Quality of electricity · Power system · Short circuit · Fault
classification.

1 Introduction

The increasing demand for electrical energy and the increase in consumption of
electro-electronic equipment that is more vulnerable to electrical disturbances
increases the need for higher quality of electrical energy (QEE). This reality
drives the electric power systems (EPS) (Fig. 1) to have an acceptable configu-
ration of physical, operational, monitoring and control infrastructure with more
consistently mechanisms that assist avoid and reduce electrical disturbances in
power transmission lines, here called short-circuit type faults [1].

A mechanism widely used by EPSs to detect electrical occurrences in power
transmission lines is the protection devices. An example of such instruments is
the relays, in which their role is to interrupt and diagnose in the shortest possible
time the transmission of energy in the face of a short-circuit fault. It is an

c© Springer International Publishing AG 2017
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Fig. 1. Representation of the Electric Power System (EPS).

alternative to automate control and monitoring in EPSs, helping in the decision
making at the operational level in the event of an electrical disturbance [2].

A relevant factor in this context is that electric power companies adopt oscil-
lography equipment to maintain the QEE, where they use some with a monitor-
ing function that have simplistic algorithms for obtaining and retaining informa-
tion about electrical disturbances in EPSs. Other elements, such as intelligent
electronic devices (IEDs) and digital relays, they provide more sophisticated and
more specific algorithms for studying and analyzing short-circuit type faults in
EPSs.

In relation to the study and analysis of short-circuit type faults in EPSs,
many studies have explored the classification of these faults using front ends
(Processing tool that convert sample), since they are multivariate temporal time
series that present different sizes, making it impossible to recognize patterns
directly by the conventional classifiers, it is soon evident the need for a pre-
processing to organize the data, consequently bringing a greater computational
cost and delaying the time to assist in decision making in the EPSs operating
sector.

Because of that, it would be valid to explore mechanisms and methodologies
that reduce computational cost in time series classification multivariate without
the use of front ends for data preprocessing. Thus, most of the literature currently
found with a fault classification approach, wavefront multiresolution frontends [3]
are used, but due to the different possibilities of implementation it is important
to test the variations of parameters and coefficients reported.

In the research of [4] an algorithm was proposed for transmission line fault
classification based on discrete wavelet transform and in [2] different techniques
of artificial neural networks were evaluated for the detection and classification
of transmission line faults of energy. In the study of [5], the wavelet transform
were used to synchronize the voltage and current samples with respect to time
and through the comparison of thresholds of the fault coefficients it is possible
to classify them and they are can located with techniques of artificial neural
networks.

[6] proposed an algorithm immune to the impedance for real-time application,
which also uses wavelet transform and has input as synchronized current values,
a technique that extracts characteristics of current signals, based on harmonics
generated due to faults in the transmission lines of energy Three-phase. Other
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applications made use of artificial neural networks as classifiers in [8], in which it
used back propagation (BP) as an alternative method for detection, classification
and isolation of faults.

In [7] it was proposed an architecture for short circuit type fault classifica-
tion, applied on the basis of UFPAFaults. This architecture consists of classify-
ing frame-based sequences, called by the Frame Based Sequences Classification
(FBSC) author, and promises to be a flexible architecture that has possibilities
to achieve good results with low computational cost. The main idea behind this
processing is to segment the input sequence into a fixed-size vector called a frame
and repeatedly invoke a classifier to process each frame. The user can choose the
front end, the classifier and the combination rules, so the parameters must be
rigorously evaluated to avoid biased conclusions.

In view of the above, the main objective of this work is to propose a methodol-
ogy that directly classifies a multivariate time series without the use of front ends.
The work case study was the classification of short-circuit type faults in power
transmission lines, because it was a type of multivariate time series. For this, the
KNN-DTW algorithm was used, in which it adopted the DTW (Dynamic Time
Warping) instead of the Euclidean distance to calculate the distances between
neighbors closest to the KNN classifier that allows the classification of multivari-
ate sequences without the use of pre-processing (Front end), so can know which
class belongs to the fault. It was then compared with FBSC-based architecture
proposed by [7].

This paper is organized as follows. Section 1 presents the introduction of the
search. Section 2 shows the UFPAFaults database and explains what are time
series of assorted sizes. In Sect. 3 the details of the algorithm KNN-DTW are
given. In Sect. 4 a comparison with FBSC architecture is presented, and Sect. 5
shows the results. Section 6 contains the conclusions and perspectives of fault
classification using KNN-DTW.

2 UFPAFaults Database

For a better understanding of the study it is necessary to have prior knowledge
about the database used in the research experiments, so it will detail some
peculiarities of this base which stores a basic cause of electrical power quality
events, short circuit. A database called UFPAFaults was developed since 2005
by the Research Group of the Laboratory of Signal Processing (LaSP) of the
Federal University of Pará (UFPA), being a database of public domain1.

The absence of a database available and rich in the cause of the events of
interest, motivated the obtaining and composition of this base. Short circuits
were generated using simulators via one of the best tools for performing analysis
and digital simulations of transient phenomena in power systems [7].

The software Alternative Transient Program (ATP) was used to obtain the
database simulating an electrical power system, invoked repeatedly by Ama-
zonTP, software developed in Java used to simulate only short-circuit events,
1 Properly labeled and found in https://github.com/bruno1307/ufpafaults-knn-dtw.

https://github.com/bruno1307/ufpafaults-knn-dtw
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storing the simulated faults for a three-phase system of transmission of electric
power. Since ATP is a program written in Fortran most of its users use the ATP-
Draw graphical interface to elaborate a circuit to be simulated, in Fig. 2 the block
is presented for the simulation of a fault, with the SW elements representing the
switches and R the resistances of the ATPDraw software.

Fig. 2. Simulation of a fault with ATPDraw software

The phases are represented by A, B, C, and an “AB” fault is identified when
the short circuit occurs between phases A and B. By considering the possibility
of a short circuit with the ground phase (G), ten possible Causes are found: AG,
BG, CG, AB, AC, BC, ABC, ABG, ACG and BCG.

Currently the UFPAFaults base is in the fifth version, composed of 27,500
simulations, organized in five sets of 100, 200, . . . , 1000 faults each. The Amount
is sufficient for the robust training of some classifiers, allowing to obtain curves
of sample complexity, facilitating analysis of the classifiers performance.

The voltage and current waveforms generated by the ATP simulations had
a sampling period of 0.25µs (ATP, deltaT = 2.5E−5), which corresponds to a
sampling frequency fs = 40k Hz. Figure 3 shows the voltage and current behavior
in the sample frequency range from 1,200 to 28,500 Hz. With the deformation of
the waveforms, it is possible to identify that the short circuit occurred between
phases A and B as an AB foul. By analyzing the sample range, it is clear that
each short circuit has a different duration of time for each fault. Consequently the
database is composed of a multivariate sequence with respect to time. In other
words the base UFPAFaults is composed of data from time series multivariate
with variable duration. This is the main characteristic of the data which it is
based upon. For all simulations, the 40 kHz signal was low-pass filtered and
decimated by 20 create a signal with fs = 2 kHz.
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Fig. 3. Waveforms representing voltages and currents of fault AB.

3 The KNN-DTW Algorithm

The experiments of the study used the UFPAFaults database to submit to a pat-
tern recognition technique that uses the training base as a template to classify
a new event. This particularity of KNN algorithm training will be an advantage
over computational cost if the database used is consistent and normalized. In
order to recognize the class of a new sample, it is necessary that the nearest
K-neighbors algorithm performs a scan on all the samples of the training base,
calculating the distance between the unknown sample and the others that com-
pose the classification model, This measurement of similarity is commonly found
with the calculation of the Euclidean distance, but in this research the distance
is calculated with dynamic temporal alignment DTW, in Fig. 4, extracted in [9],
It is possible to visualize that the euclidean distance compares the two sequences
in the same time interval (linear), while the DTW distance compares according
to similar form of the samples.

Knowing all distances it is necessary to determine the amount of samples
closest to K, and the highest frequency among the nearest K neighbors will define
the class of the new sample [10]. In choosing the value of K, it is not interesting to
assign even value because it increases the chances of a tie between the quantities
of the highest frequency of k, making the decision of the classifier impossible. A
large value of K causes a high computational cost, since the base used is robust.
In this research the value 1 was assigned for K, and the classification found
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Fig. 4. Comparison of euclidean distance measurements and DTW.

presented a reliable result with low error rate. This classifier used extensively in
the area of pattern recognition, proved to be efficient in class detection of the
organized database UFPAFaults [11].

3.1 DTW Calculation

The algorithm that has become popular with voice recognition is now widely
used in several areas that deal with time series [12]. The objective is to align and
compare two multivariate time series, using a dynamic programming algorithm
DTW as a measure of KNN similarity. The choice of the algorithm was given by
the ability to measure the distance between two sequences of different lengths
relative to the time axis, then the DTW dynamic time alignment [13] will be
known, considering the vectors with the following characteristics:

A = a1, a2, . . . , ai, . . . , an (1)
B = b1, b2, . . . , bj , . . . , bm (2)

In order to find a sequence equivalent to the two vectors, a matrix with the
sequences A and B is constructed, and submitted to an alignment function. The
first step is the normalization of the time series with the following equation:
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D (A,B) =

⎡
⎢⎢⎢⎣

k∑
s=1

d(Ps).Ws

k∑
s=1

Ws

⎤
⎥⎥⎥⎦ (3)

The shortest distance between the sequences A and B, are calculated as a
function of the variables d(Ps) representing the distances between is and js,
and the weighting coefficient Ws. The number of possible paths in the matrix
formed by the sequences A and B is of exponential order, so it is necessary to
reduce the search space with the following constraints of the alignment function:
monotocity, continuity, boundary condition, window alignment and constraints
of inclination.

The monotonicity ensures that the same point is not repeated, because it
remains or increases the values of i and j, so it does not return the same posi-
tion of the matrix, with continuity there are no jumps in the path sequence.
It ensures that the alignment does not omit an important characteristic. While
the boundary condition the path starts in the lower left corner and ends in the
upper right corner, the alignment does not consider a partial sequence. Window
alignment limits the path by preventing it from exceeding the width of the win-
dow, ensuring near-diagonal alignment. The slope restriction prevents the path
from being too steep or too flat, thus preventing short steps from coinciding
with long ones, the condition is expressed by a ratio of (p/q) where (p) is the
number of steps desired in Same direction (vertical or horizontal) and q is the
time in the diagonal direction [9,14]. Figure 5 is a classic representation of the
final result of the DTW algorithm and shows the sequences (A) and (B), the
alignment matrix, the constraints and the sequence of interest found, details at
http://www.psb.Ugent.be/cbd/papers/gentxwarper/DTWalgorit.

4 Comparison KNN-DTW with FBSC Architecture

A flexible architecture called FBSC was used for frame-based sequence classifica-
tion, promising to achieve good results with low computational cost to solve the
fault classification problem of the UFPAFaults database. The idea behind this
architecture is to segment the input sequence into fixed-frame vectors (frames)
and repeatedly invoke a conventional classifier to process each frame.

Architecture FBSC makes use of front ends, a pre-processing phase that orga-
nizes the data into a fixed-size array to be processed by a conventional classifier.
Some front ends and the concatenation of these generate a high dimensionality
data set, increasing the computational cost of the classifiers. In order to reduce
high dimensionality, a selection of parameters was applied before the pattern
recognition stage [15,16]. In the FBSC architecture the user chooses the front
end, the classifier and the combination rule, this allows a great degree of freedom
in the design of the classifier and must be rigorously evaluated to avoid biased
conclusion.

http://www.psb.Ugent.be/cbd/papers/gentxwarper/DTWalgorit
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Fig. 5. Sequence found after the DTW calculation.

4.1 Front Ends: Raw, RMS e-wavelets

Any sample that represents a fault, does not contain sufficient characteristics
that allows the decision using a classification algorithm. For this reason, a front
end has the function of converting the samples into parameters, generating a
sequence that allows reasonable decisions through the conventional classifiers.

The front end raw is the simplest, because its output parameters correspond
to values of the original sample, without any other processing that organizes the
samples into a Z matrix, where classification will take place. Another well-used
front end is the RMS, the data organization process allowing to obtain a rough
estimate of the fundamental frequency amplitude of the waveform. This front
end consists in calculating the windowed RMS value for each of the waveforms.

The front ends of wavelets are found in most of the literature, as it allows a
large number of implementations. On the other hand, special care must be taken
in replicating a multi-resolution front end, in order to avoid jobs with unfeasible
results.

In this work, front end wavelet concatenates all coefficients and organizes
into a matrix Z, taking into account the coefficients that have different sam-
pling frequencies, forming a table with organized coefficients. This process is
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called the front end waveletconcat. Another front end called waveletenergy is an
alternative to organize the wavelet coefficients, uses the average energy of each
coefficient and similar to waveletconcat, and treats the signals of different sam-
pling frequencies. The main difference between these front ends is that instead
of concatenating all the coefficients, the waveletenergy front end calculates the
energy of short intervals, representing X by means of energy E in each frequency
band obtained by the wavelet composition.

The comparison with the FBSC frame-by-frame sequence classification takes
into account the time of the conventional classifiers, not counting the time spent
with front end and parameter selection, however in this work no preprocess-
ing stage is required, since only the KNN-DTW algorithm is required. In the
frame-by-frame classification, the following fronts were used: raw, waveletconcat,
waveletenergy and RMS (all were evaluated in [7]), detecting the waveletconcat
front end with better performance. Figure 6 shows the comparison of the FBSC
classification using the front end waveletconcat and the classification with the
KNN-DTW algorithm.

Fig. 6. The best result of the FBSC and KNN-DTW architecture.

5 Analysis of Results

The KNN-DTW algorithm implemented in Java was duly tested and validated,
received as input to the UFPAFaults database, and observed the behavior of
the error rate curve for the following training samples 100, 200, 300, . . . , 1000
Faults, used to enable the KNN-DTW algorithm to classify 1000 test samples.
In Fig. 7, the error rate starts with a value above 30% and decreases when the
number of training samples is increased, initially a marked decrease in the curve
is observed until reaching the mark of 300 samples and error rate less than 15%,
Then the curve continues to fall gradually and reached 6.3% error rate with the
total of 1000 sorted samples.

In Fig. 7, 100 training samples are submitted to initiate the analysis of the
error rate behavior, which shows the initial value above 71%, a decrease is
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observed when the number of training samples increases. Initially, there is a
sharp drop in the next event that ranks 200 faults, reaching 33.6% with the
largest drop in error rate, with 300 samples and error rate improves consider-
ably and falls below 15%. Then the curve continues to drop gradually, exhibiting
fluctuations in the results and reaching the best 8.7% mark with 900 training
samples, used to classify 1000 test samples without noise.

Fig. 7. Error rate using DTW.

The computational cost using dynamic temporal alignment DTW in Fig. 7
showed a growth in the time axis proportional to the increase of samples 100,
200, 300, . . . , 1000, respectively.

5.1 Result with Gaussian White Noise

To simulate the various undesirable interferences present in the transmission
lines, Gaussian white noise was added on the test base. This signal is a steady
random ergonomic process with mean zero and constant power spectral density
for all frequencies, hence called “white noise”, analogous to white light having
all visible wavelengths [17]. A Sample of the Gaussian process has a Gaussian
probability distribution for its amplitude. The white noise Gaussian inserted in
the experiment, proved that the KNN-DTW algorithm is robust for short-circuit
type fault classification in power transmission lines (Fig. 8).

The error rates of the fault classification with different noise levels are shown
in Fig. 9, the highest noise level inserted in the fixed test deck with 1000 samples,
corresponds to 10 decibels (db) and goes up to 50 db at intervals of 10 by 10 db.
Initially an error rate is 80% displayed and drops sharply to near 15 db and with
a decrease in noise level, tending to stabilize around 9% from 30 db.

The classification with different levels of noise, showed a higher cost in rela-
tion to the time when compared to the classification without noise. Figure 10
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Fig. 8. Computational cost using DTW.

Fig. 9. Classification with different levels of noise.

shows a ratio of time in hours to variable noise rates. The highest noise level
took 30 h and 45 min, while the noise processing that took less time was the
40 db rate with 30 h and 4 min.

The results of the classification of faults with noise in power transmission lines
using the KNN-DTW algorithm is compared in Fig. 11 with FBSC architecture,
which used front ends such as waveletconcat, waveletenergy, raw, RMS and con-
catfrontend. After this preprocessing phase, it was classified with conventional
KNN and noise was also inserted with the interval of 10 to 50 db.

As can be seen in the results of Fig. 11, the KNN-DTW noise classification
presented acceptable accuracy and reliability without loss of performance com-
pared to FBSC frame-by-frame classification using front ends for pre-processing
of data for the use of conventional classifiers.
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Fig. 10. Time to rate different noise levels.

Fig. 11. Classification of KNN-DTW and FBSC using convectional KNN.

6 Conclusion

We investigated a problem that compromises the quality of electric power,
proposing a solution without using the processing phases that precedes the clas-
sification of faults, in which techniques were applied on a database of short
circuit in transmission lines. The classical algorithm KNN was used, with a sim-
ple change in its similarity measure, allowing the classification of an event with
multivariate characteristics of variable duration. The efficiency of the results was
proven by comparing with an architecture developed to classify the faults of the
UFPAFaults database.

The experiment of this work overcame the classification of the FBSC architec-
ture using the front end RMS, when it was frame-by-frame architecture that used
the front end raw only, the neural networks ANN (Artificial Neural Network) and
SVM (Support Vector Machine) were better. Results of the KNN-DTW classifi-
cation compared to FBSC architecture using front end waveletenergy, only the
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ANN classifier was better. While using the waveletconcat front end the KNN-
DTW algorithm was better only than the traditional KNN classifier with no
change in its similarity.

The KNN-DTW classification showed accuracy and reliability without loss of
performance in relation to FBSC classification using front ends and parameter
selection, which precedes the use of conventional classifiers. This article proposes
a direct classification of the faults with KNN-DTW that presented results gen-
erated in a machine with processor i7 and 16G of memory. As future work we
can propose the cloud processing of faults with KNN-DTW algorithm and eval-
uate modifications in the DTW calculation, aiming an online system that allows
real-time operational decision making.
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Abstract. In this paper we face the problem of intelligently analyze
Twitter data. We propose a novel workflow based on Nonnegative Matrix
Factorization (NMF) to collect, organize and analyze Twitter data. The
proposed workflow firstly fetches tweets from Twitter (according to some
search criteria) and processes them using text mining techniques; then it
is able to extract latent features from tweets by using NMF, and finally it
clusters tweets and extracts human-interpretable topics. We report some
preliminary experiments demonstrating the effectiveness of the proposed
workflow as a tool for Intelligent Data Analysis (IDA), indeed it is able
to extract and visualize interpretable topics from some newly collected
Twitter datasets, that are automatically grouped together according to
these topics. Furthermore, we numerically investigate the influence of
different initializations mechanisms for NMF algorithms on the factor-
ization results when very sparse Twitter data are considered. The numer-
ical comparisons confirm that NMF algorithms can be used as clustering
method in place of the well known k-means.

Keywords: Nonnegative matrix factorization · Intelligent Data Analy-
sis · Twitter data · Clustering · Topic extraction

1 Introduction

Twitter1 is a very popular social network which allows users to share short SMS-
like messages called tweets. Tweets are a source of latest commentaries, personal
opinions on various topics, comments on life events: the list of different ways to
use Twitter could be really long. It has been estimated that there are 500 mil-
lions of tweets per day2. Clearly, human capabilities are unsuitable to process
this big amount of data, hence automatic mechanisms are indispensable tools to
extract useful information and knowledge. Keyword extraction mechanisms are

1 twitter.com.
2 According to Twitter CEO Dick Costolo in October 2012. (http://www.telegraph.

co.uk/technology/twitter/9945505/Twitter-in-numbers.html).
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devoted to automatically identify a set of terms that best describe the subject of
a document. Keyword extraction plays an important role in many tasks in which
documents written in natural language are involved. Extracted keywords can be
used, for instance, to build indexes for a document collection or to groups doc-
uments into homogeneous clusters. On the other hand, topic extraction enables
intelligent document analysis since it is possible to classify documents according
to semantic categories.

Building an accurate topic extraction mechanism for Twitter domain could
bring some advantages in identifying and characterize communities [1], under-
standing political inclinations [2] or discovering user behavior [3], just to cite
some examples. However before being analyzed with any automatic learning
mechanisms, social data (such as tweets) need to be collected, preprocessed and
then translated from their unstructured form into a more useful format. In this
context, the vector space model for text data, which represents documents by
columns and words by rows of the so called term-document matrix (where each
element weights the corresponding term for the selected document) provides a
useful way to transform unstructured Twitter data into structured data. The
matrix representation of tweets can be easily processed by automatic learning
mechanisms in order to extract topics from data.

In order to process tweets, we rely on dimensionality reduction mechanisms,
which project the term-document matrix X into a lower dimensional space whose
basis are topics, proved to be very advantageous in text mining and topic extrac-
tion contexts [4]. The well known Latent Semantic Analysis based on the Singu-
lar Value Decomposition (SVD) of X, however, presents some disadvantages: the
presence of negative values. Negative values cannot be easily interpreted so that
the topics discovered via SVD do not have a clear meaning. On the other hand,
Nonnegative Matrix Factorizations (NMF) are powerful methods recently pro-
posed to uncover latent low-dimensional structures intrinsic in high-dimensional
data and provide a nonnegative, part-based, representation of data [5,6]. Non-
negativity enhances meaningful interpretations of mined information and distin-
guishes NMF from other traditional dimensionality reduction algorithms, such
as SVD, motivating their success in several areas such as bioinformatics, pat-
tern recognition and document clustering [7–10]. In the context of Twitter data
analysis, NMF have been used to analyze Twitter networks and obtain trends
on Twitter [11], to learn topic from term correlation data derived from short
texts [12], for emotion detection from text written in Indonesian language [13].
A peculiar on-line NMF framework was also proposed to modeling the evolution
of topics so as to aid a fast discovery of emerging themes in streaming social
media content [14]; NMF proved to be faster than classical k-means algorithm
and provided more easily interpretable results when mining Twitter data from
World Cup Tweets [15].

In this paper, we present a Twitter-analysis workflow based on NMF. The
proposed workflow is thought to collect data from Twitter using specific search
criteria and to appropriately organize collected data in a term-tweet matrix X.
Once this data matrix is derived, the core of the process is triggered to factorize
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the matrix through NMF as the product of two nonnegative matrices W and H,
such that WH approximates X. This core process is therefore devoted to find
k vectors (the columns of W ) that are linearly independent in the vector space
spanned by the collected tweets (columns of X). These vectors can be used to
reveal the latent structure of the data. In particular, due to the nonnegativity
property of NMF, the derived factorization finds an immediate and intuitive
interpretation as topics underlying tweets [7,16]. The factorization results can
then be exploited to cluster original tweets and to visualize topics through spe-
cific word cloud tools. The initialization phase is crucial in NMF and can lead to
different matrix decompositions [17], therefore we included different initialization
mechanisms in the proposed process. Furthermore, the proposed workflow allows
the user to select different NMF algorithms and to inject a-priori knowledge in
the factorization process. The aim of the paper is twofold; firstly it intends to
present an experimental workflow devoted to standardize the technical steps to
be performed when NMF are applied to pattern discovery from twitter datasets.
Secondly, it would point out the advantages of NMF in the context of Intelligent
Data Analysis stressing how nonnegativity of matrix factors provides meaningful
interpretations of mined information and distinguishes NMF from other tradi-
tional clustering algorithms, such as k-means.

The paper is organized as follows. In Sect. 2 we describe in some details
the main steps assembling the proposed workflow. In Sect. 2.3 we discuss how
NMF are involved in the considered scenario and the benefits deriving from the
adoption of these methods in topic extraction and cluster analysis of tweets. In
Sect. 3 we illustrate some preliminary experiments to empirically demonstrate
the effectiveness of the proposed workflow to extract interpretable topics from
some newly collected Twitter datasets. Moreover, we report the results obtained
using different initialization mechanisms for NMF algorithms together with some
discussions on how an initialization method is critical for the quality of the final
results of NMF decomposition. In the final section we sketch the future work
oriented to address some open problems.

2 Twitter Data Analysis Workflow

The workflow for tweet data analysis is illustrated in Fig. 1. Three sequential
phases comprise all the activities of the proposed process. These phases are:

1. Dataset Creation is devoted to the collection, preprocessing and the re-
organization of tweets in a structured matrix form;

2. NMF Decomposition is the core of the process as it is responsible of the
factorization of the data matrix obtained as output of the first phase;

3. Data Analysis exploits the latent factors computed by NMF to carry out
topic extraction and tweet clustering.

A detailed description of the tasks involved in each single phase is reported in
the following subsections.
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Fig. 1. Workflow of Twitter data analysis based on NMF

2.1 Dataset Creation

The Dataset Creation phase deals with collecting tweets, pre-processing them
and representing the extracted dataset as a numerical matrix. This matrix relates
each tweet with a collection of terms belonging to an automatically extracted
vocabulary. The output of the Dataset Creation phase is a term-tweet nonneg-
ative real matrix of proper dimensions. The main tasks performed in this phase
are described as follow.

Data Collection. A number of tweets can be extracted from Twitter through
the provided API3 (Application Program Interface). Tweet extraction is based on
some search criteria; particularly, the tweets are searched by some user-defined

3 https://dev.twitter.com/apps.

https://dev.twitter.com/apps
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keywords. The result of these operations is a collection of “raw” tweets which
have to undertake some pre-processing before being definitely represented as a
structured dataset.

Data Pre-processing. The collected “raw” tweets contain meta-information
and additional text that is useless for subsequent analysis. Hence, these tweets
are pre-processed according to the following steps.

1. Meta-information removal. All the re-tweets4 are removed. Furthermore,
URLs, “emojis”, mentions5 to other users, as well as any non-alphabetical
and numerical characters, are removed;

2. Tokenization. Each tweet is represented by sequence of tokens (i.e. words in
the sense of the “bag-of-words”model);

3. Normalization. The sequence of tokens are normalized to a limited character
set, i.e. [a − z];

4. Stop-word filtering. Words such as articles, conjunctions, prepositions, pro-
nouns are deleted. Both English and Italian stop-word lists are considered;

5. Stemming. Each word is reduced to its root form through a standard stem-
ming algorithm.

The result of the overall pre-processing is a set of terms that are able to
describe the collected tweets and constitute the vocabulary V used the derive
the term-tweet matrix in the final stage of the Dataset Creation phase.

Matrix Representation. As previously observed, the extracted and processed
words constitute the vocabulary V of n terms defining the vector space model
of the retrieved m tweets. These terms are useful to derive a final term-tweet
matrix X ∈ R

n×m
+ , whose rows are the n terms in the vocabulary V and whose

columns are the m tweets. Each element xij represents the “weight” of the i-th
term in describing the j-th tweet and is computed using classical tf-idf weighting
function used in Information Retrieval. It should be pointed out that tweets are
limited to 140 characters, hence the number of terms associated to each tweet is
usually very small (at most 60 terms circa). On the other hand, the size of the
vocabulary V (number of different terms) is very high. As a consequence, the
matrix X is very sparse.

2.2 NMF Decomposition

The core of the proposed workflow is the application of Nonnegative Matrix
Factorizations (NMF) to the term-tweet matrix X, extracted at the end of the
first phase. NMF decomposes X ∈ R

n×m
+ in two matrices: a term-topic matrix

W ∈ R
n×k
+ and a topic-tweet matrix H ∈ R

k×m
+ such that X ≈ WH. The value

k, which must satisfy k < min(m,n), is the rank of the factorization and defines
4 Tweets that a user received in her stream and shared to her followers.
5 Text beginning with the symbol ‘@’ followed by any unique user name.
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the number of latent topics hidden in X. Each collected tweet (columns Xj of
the term-tweet matrix X) can be written as a linear combination of columns wi

of the matrix W as

Xj ≈ h1jw1 + h2jw2 + . . . + hkjwk,

the element hij representing the projection of the j-th tweet vector in the direc-
tion of the i-th topic vector wi. As a consequence, the columns of W can be
interpreted as latent topics defining the semantics of the tweet vector space,
while the elements of H represent the degree to which each tweet belongs to
each topic.

From the computational viewpoint, NMF can be carried out through a num-
ber of algorithms [7,18]. Some of these algorithms have been considered in the
proposed process and can be selected by the user. Particularly, we considered
the following NMF algorithms:

– Multiplicative NMF algorithm, based on the Euclidean distance which is
considered the baseline method for NMF [5,19];

– Alternating Nonnegative Least Squares Projected Gradient (ALS ) [20];
– Sparse Nonnegative Matrix Factorization (SNMF ), which is able to control

the sparsity of the factors W and H [21];
– Nonsmooth Nonnegative Matrix Factorization (NSNMF ), which is able to

extract highly localized patterns in data, forcing the global sparseness of the
factors W and H [22].

Beside different NMF algorithms forming the core of proposed workflow, some
initialization mechanisms for the matrices W and H are adopted too. In fact,
all NMF algorithms are iterative mechanisms, hence they require some initial
matrices as a starting point. Moreover, since different initialization algorithms
can lead to different solutions of NMF, a correct initialization is critical for
the quality of the final results of NMF decomposition. As a consequence, a
throughout experimental analysis is required to choose the correct initialization
scheme for the problem at hand.

Among several initialization mechanisms proposed in literature [8], we select-
ed three different random initialization algorithms (which require low compu-
tational costs, but have the drawback of generating poor informative initial
matrices), namely Random, Random c and Random vcol initialization [23],
as well as NNDSVD initialization [24]), which is considered one of the best initial-
ization mechanisms, though it is more computationally expensive than random
methods.

2.3 Data Analysis

The Data Analysis phase is dedicated to revealing the hidden topics from tweets.
This can be done by exploiting the factors W and H obtained at the end of the
NMF Decomposition phase. Particularly, the approach adopted for the extrac-
tion of the hidden topics is illustrated in Fig. 2. After topics have been extracted
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and interpreted, tweets can be clustered accordingly. Furthermore, this phase
allows to effectively visualize each cluster and to easily display its semantics
using appropriate tools.

Topic Extraction. As previously highlighted, the columns of the matrix factor
W stand for the hidden topics embedded into the vector space describing the
tweets (after the pre-processing phase). In particular, a column wk in W asso-
ciates a weight wki to each term in V : the higher this weight, the more important
the term in defining the hidden topic. To allow an easier interpretation of hidden
topics, for each column of W the topmost r terms (in order of their weight) can
be selected.

The example reported in Fig. 2 illustrates how to extract the hidden topics
using the matrices W and H, by electing the topmost three terms from each
column of W .

It is important to highlight that the topics are automatically discovered by
analyzing the original tweets; in fact they usually are not known in advance but
are learned from data.

Fig. 2. Data analysis with NMF.

Cluster Analysis with NMF. Each tweet exhibits multiple topics with dif-
ferent relevance. Through NMF it is possible to suggest the importance of each
topic in each tweet. The encoding matrix H maps the hidden topics (rows of
H) with the tweets (columns of H), and elements hij indicate the importance
(weight) that the i-th topic has in the j-th tweet. In the example in Fig. 2, the
first tweet tw1 is about the hidden topics ht1 and ht3 with weights 2, and 1,
respectively, while it does not refer to the topic ht2.
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Each tweet is represented as a vector in the new space spanned by the column
vectors wj . Thus NMF can be used for hard document clustering by assigning
the tweets to the nearest basis in the space [25,26]. This is equivalent to assigning
each tweet to the topic with the highest weight in the column of H. Since NMF
and spherical k-means have been proved to be equivalent [27], each hidden topic
in W can be seen as the centroid of a cluster. However, due to the non-negativity
of NMF (and differently from the k-means) each centroid is also interpretable. In
the example (reported in Fig. 2, the tweets tw1, tw3, tw4, tw8 are assigned to the
first cluster (that is about the terms t4, t1 and t5), the tweet tw5 to the second
cluster and the tweets tw6 tw5 to the third cluster.

Finally, to help the cluster visualization, the word-cloud representation can
be adopted. This mechanism allows to show the selected words with different
font sizes: the more a word is important in a tweet, the bigger and bolder it
appears in the word cloud.

2.4 Implementation Details

The proposed workflow has been implemented using the Python 3.x language,
using the following libraries:

– tweepy6 is used to provide direct access to the public stream of tweets, which
can be downloaded according to some search criteria;

– nltk7 is used to perform tweet pre-processing;
– scikitlearn8 is used to compute the tf-idf weights and the clustering mea-

sures;
– nimfa9 is used for NMF initialization and decomposition.

3 Preliminary Experiments

In this section some preliminary experiments are reported to illustrate the effec-
tiveness of the proposed workflow in analyzing Twitter data and in extracting
interpretable topics from some newly collected Twitter datasets. Particularly,
the aim of the experiments is to numerically compare the influence of differ-
ent NMF initializations and algorithms on the clustering results and on the
semantic meaning of the topics extracted from the collected Twitter data. The
experiments have been performed by using three different datasets (described
in Subsect. 3.1); initialization mechanisms for NMF have been compared and
the obtained results are described in Subsect. 3.3 together with quantitative and
qualitative evaluation of the obtained clusters.

6 http://docs.tweepy.org/en/v3.5.0/.
7 http://www.nltk.org/py-modindex.html.
8 http://scikitlearn.org.
9 http://nimfa.biolab.si/.

http://docs.tweepy.org/en/v3.5.0/
http://www.nltk.org/py-modindex.html
http://scikitlearn.org
http://nimfa.biolab.si/
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3.1 Datasets

Three datasets of Italian tweets were created using the Dataset Creation phase
of the process (as described in Sect. 2.1). Four distinct groups of tweets were
acquired using as search criterion the presence –in the tweet text– of four Italian
keywords for each group. Table 1 reports the used keywords together with some
statistics on the data. It should be noted that the selected keywords have a very
general meaning: we made this choice to better investigate the capability of NMF
in topic extraction.

Table 1. Summary of the three datasets.

Dataset Keyword 1 Keyword 2 Keyword 3 Keyword 4 #terms #tweets

1 religione (religion) tecnologia (technology) scuola (school) amore (love) 4219 2272

2 amore (love) sport (sport) viaggio (travel) musica (music) 2840 995

3 amore (love) scuola(school) clima (climate) cibo (food) 4350 2312

3.2 Factorization Rank

The choice of the factorization rank is crucial for the results. In fact the number
of clusters, and the hidden topics is given by the rank value k. It is an input
parameter for the problem. In the preliminary experiments, we set the factoriza-
tion rank at k = 4 as the number of the keywords used to acquire the tweets. In
this way we are able to compare the hidden topics, automatically extracted by
the NMF algorithms, with the semantic categories expressed by the keywords
used for retrieving tweets.

3.3 Results

Numerical results on different initialization algorithms have been compared
first. Then initial matrices have been used to run different NMF algorithms as
requested in the NMF decomposition phase, in order to derive matrices W and
H. The obtained results have been used in the Data analysis phase to extract
hidden topics and to finally group tweets accordingly.

Initialization Algorithm Comparisons. The initialization algorithms have
been compared in terms of initial approximation error and required time in order
to verify whether inexpensive, but less informed algorithms, lead to acceptable
results, so that they could be used in place of more informed but computationally
expensive algorithms. Particularly,

– The Initial Error evaluates the error obtained by approximating the original
matrix X with the initial pair W0,H0 obtained by the initialization algo-
rithm. This error is computed by means of the Frobenius norm applied to the
difference between the original matrix and its initial approximation:

‖X − W0H0‖2F
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Table 2. Comparisons of the performance of initialization algorithms.

Dataset 1 Dataset 2 Dataset 3

Init. algorithm Init. err Ex. time Init. err Ex. time Init. err Ex. time

Random 2493.50 0.016 1662.94 0.006 2619.00 0.034

Random c 0.49995 1.535 0.49994 0.592 0.49995 2.008

Random vcol 0.49997 0.597 0.49996 0.082 0.49996 0.417

NNDSVD 0.47650 64.97 0.47636 3.291 0.41622 37.08

– The Execution Time measures the time (in seconds) needed by the initializa-
tion algorithm to construct the initial matrices10.

Table 2 reports the performance of the initialization algorithms on each
dataset. As expected, the simplest random generation of the initial matrices
is the fastest but less accurate method. On the contrary, NNDSVD is the slow-
est, but shows the minimum initial error. The computational time of NNDSVD
depends polynomially on the matrix dimensions, as witnessed by the remark-
able differences in execution time with between datasets of different dimensions
(namely, datasets 1 and 2 vs. dataset 3). This could be a problem when dealing
with big amounts of data. On the other hand, the semi-informed initialization
algorithms Random c and Random vcol give initial error values that are com-
parable with those given by NNDSVD, but with a significant reduction of the
computation time. In this case, the differences among the datasets are limited.

NMF Comparison. After evaluating the initialization performance, the analy-
sis of the influence of initialization algorithms on the NMF results has been
considered. Comparisons are reported in terms of:

– Final Error, which evaluates the approximation error of the final matrices W
and H in reconstructing the original matrix X (again, by using Frobenius
norm on the difference matrix X − WH);

– Execution Time, measuring the time (in seconds) the algorithm required to
obtain a solution;

– The Iterations Number, reporting the number of iterations required by the
algorithm to reach at least one stopping criterion (maximum number of iter-
ates or error reduction under a threshold).

Different behaviors of any pair (initialization, NMF algorithm) have been
observed over the three datasets. We show in detail the numerical results of
the experiments on the first dataset (Table 3). Standard NMF and NSNMF are
almost insensitive to the initialization mechanism. On the other hand, ALS is
strongly sensitive to the initial matrices and it converges to the best results with

10 Experiments have been run on a machine equipped with an Intel i5-480M 2.6 GHz
CPU with 8 GiB of RAM.
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Table 3. Performance of the NMF algorithms initialized with different strategies
applied to Dataset 1. (We use the exponential notation with base 10 for the final
error.)

NMF ALS NSNMF SNMF

Init. Fin. err. Time It. Fin. err. Time It. Fin. err. Time It. Fin. err. Time It.

Random 2.1e+3 0.027 100 1.5e+0 0.032 13 2.9e+4 0.025 100 1.0e−07 0.038 95

Random c 2.1e+3 0.028 100 4.2e−3 0.059 100 2.9e+4 0.047 100 9.0e−08 0.078 100

Random vcol 2.1e+3 0.043 100 1.5e−05 0.048 100 2.9e+4 0.043 100 1.8e−07 0.094 59

NNDSVD 2.1e+3 0.052 100 8.7e−05 0.057 74 2.9e+4 0.062 100 6.7e−08 0.104 100

Random vcol. The use of NNDSVD guarantees the best results in terms of final
error (with the exception of ALS, but even in this case the final error is very
small), but at the expenses of a high execution time to perform initialization.
Finally, we observe that ALS and SNMF yield the most accurate approximations
of the initial matrix, because they show early convergence (within the prescribed
limit of 100 iterations) and a final error that is extremely small, especially when
compared with NMF and NSNMF.

Cluster Results. Very accurate solutions may not be the most significant in
terms of grouping tweets according to their topics. In order to evaluate this
ability, we evaluate the quality of cluster analysis. Clustering results have been
evaluated in terms of the V-measure, an external cluster evaluation measure
based on entropy [28]. External cluster measures compare the obtained labeling
with the a-priori known classes. In particular, the V-measure is defined by the
harmonic mean between homogeneity and completeness as follows:

v = 2 ∗ homogeneity ∗ completeness

homogeneity + completeness

where homogeneity quantifies how much clusters contain data points belonging
to the same class, while completeness quantifies how much data points belonging
to the same class are grouped in the same cluster. Both values range in [0, 1].

Table 4 reports the clustering performances on the three datasets. We added
the results computed by standard k-means as a term of comparison. On the
overall, we observe that k-means performs badly on the first dataset but it is
comparable with NMF on the other datasets. On the other hand, NSNMF gives
very poor results in terms of V-measure, when initialized with random methods.
This results confirm that NMF can be used as a clustering algorithm in place of
k-means. Moreover, differently from k-means, NMF is able to detect interpretable
centroids, used to define the topic of each cluster.

Topic Extraction. In order to appreciate the semantics of the hidden topics
returned by NMF, we have represented each topic with the topmost 10 terms (in
order of their weight in the corresponding column of W ). We used word-clouds
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Table 4. Cluster performance of NMF and initialization algorithms in terms of
V-measure.

Init.-NMF alg Dataset 1 Dataset 2 Dataset 3

Random-NMF 0.755 0.540 0.668

Random-ALS 0.795 0.570 0.719

Random-NSNMF 0.066 0.043 0.094

Random-SNMF 0.688 0.705 0.718

Random c-NMF 0.696 0.715 0.726

Random c-ALS 0.694 0.702 0.722

Random c-NSNMF 0.048 0.011 0.081

Random c-SNMF 0.690 0.705 0.720

Random vcol-NMF 0.680 0.688 0.714

Random vcol-ALS 0.703 0.703 0.755

Random vcol-NSNMF 0.060 0.030 0.099

Random vcol-SNMF 0.688 0.709 0.723

NNDSVD-NMF 0.699 0.710 0.742

NNDSVD-ALS 0.678 0.705 0.745

NNDSVD-NSNMF 0.638 0.635 0.578

NNDSVD-SNMF 0.692 0.712 0.731

k-means 0.433 0.806 0.721

for a visual representation of these topics. Figure 3 shows the four hidden topics
extracted from the first dataset by the NSNMF algorithm initialized with the
NNDSVD. The tweets are grouped in four clusters (in accordance with the rank
value k = 4) and depicted in the respective frames of the picture as word-clouds
of the ten terms with highest weight. As it can be observed, the main terms
in each frame are exactly the Italian (stemmed) keywords used to acquire the
tweets (Love, School, Religion, Technology). NMF has been able to correctly
capture the hidden meaning in the tweets. Furthermore, the terms appearing in
each word-cloud are semantically correlated. As an example, the term religion
is grouped together with the Italian words terror, Bruxelles, Islam and the tag
stopislam. Of course, these words do not define the concept of religion, but
Twitter data are strictly related to the temporal instants they are acquired,
so that they reflect the current events and the respective people thoughts and
feelings. The numerical experiments were conducted after the terrorist attacks
in Bruxelles (on March 22th, 2016), thus explaining why those words have been
grouped together. We observe a similar result with the keywords tecnolgia and
scuola. In particular, the terms connected to tecnolgia are also related to the
terrorists’ facts; in fact in that days the possibility of accessing to confidential
information contained in the terrorists’ phones has been discussing. That is why
the terms “Iphone” and “Apple” have a big weight (i.e. bold font and big size)
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Fig. 3. Hidden topics obtained with Dataset 1, NNDSVD initialization and NSNMF
algorithm.

in the word cloud, but also “FBI”, though to a lesser account. Finally, the terms
related to returning to school have been grouped with the keyword scuola,
because in the days tweets have been collected, the students were coming back
to school after Easter holidays.

In conclusion, we observed that NMF algorithms are able to detect localized
patterns in sparse matrices as the term-tweet matrix is. In particular, NSNMF
it is able to preserve this sparsity in the factorization process giving more inter-
pretable bases than the other algorithms.

4 Final Remarks

In this paper we have proposed a workflow to intelligently analyze a particular
kind of textual data: the Twitter data, which are characterized by a small num-
ber of terms belonging to a large vocabulary. After retrieving tweets according to
some search criteria, the proposed workflow transforms the selected tweets in a
structured matrix form, which is suitable for NMF decomposition. Finally, tweets
are clustered in groups related to their hidden topics. In this work we verified the
effectiveness and efficiency of the proposed techniques on three datasets, com-
paring the results obtained by different combinations of initialization and NMF
algorithms. The proposed experimental workflow is mainly devoted to standard-
ize the technical steps one has to perform when nonnegative matrix factoriza-
tions are applied to pattern discovery from twitter datasets. Beside different
NMF algorithms forming the core of proposed workflow, also some initialization
mechanisms are considered in order to allow the user to chose starting matrices
for NMF algorithms. In fact, a correct initialization is critical for the quality of
the final results of NMF decomposition in an Intelligent Data Analysis context.
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Furthermore, we have compared the NMF cluster results with the well known
k-means clustering algorithm, showing that NMF give comparable results with
a better interpretability that is evidenced by the word cloud representation used
to visualize the hidden topics discovered in data.

Future work will be addressed to codify and test different NMF algorithms
and other initialization methods. Moreover, we intend to investigate the appro-
priate choice of the factorization rank k which is connected to the number of
clusters NMF are able to extract.
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Abstract. In this paper we illustrate the use of Nonnegative Matrix
Factorization (NMF) to analyze real data derived from an e-learning
context. NMF is a matrix decomposition method which extracts latent
information from data in such a way that it can be easily interpreted
by humans. Particularly, the NMF of a score matrix can automatically
generate the so called Q-matrix. In an e-learning scenario, the Q-matrix
describes the abilities to be acquired by students to correctly answer
evaluation exams. An example on real response data illustrates the effec-
tiveness of this factorization method as a tool for EDM.

Keywords: Nonnegative Matrix Factorization · Educational Data Min-
ing · Q-matrix · Skill interpretation

1 Introduction

Searching and extracting useful information from large datasets is a complex
process which is essential in several applications. Data collected in real-world
contexts are often characterized by intrinsic inaccuracy. That is due to a num-
ber of reasons which could be related to the very methods employed to gather
information. Sometimes inappropriate measurement instruments or subjective
judgments are involved in such processes. Additionally, the hidden relationships
among data may be too complex to be expressed in readable form, especially
when the latent interactions of the features characterizing a dataset contribute
to produce ambiguous and overlapping pieces of information.

During the usual teaching activities large amounts of data can be produced,
deriving from student examinations, questionnaire evaluations, contributes in
intelligent tutoring systems. Manually collecting explicit and useful information
from this data is not an easy task: human capabilities are unsuitable to process
big amounts of data and discover the latent factors which mainly influence stu-
dent learning. Therefore, automatic tools are indispensable to investigate the
cognitive processes and to realize some kind of innovative learning mechanisms
calibrated on student performance.
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Educational Data Mining (EDM) is an emerging research topic concerning
the analysis of automatic techniques for knowledge extraction from data in e-
learning contexts [25]. EDM methods aim at collecting, archiving and analyzing
data related to learning mechanisms and student evaluations. The goal of these
methods is to reveal conceptual categories which are not directly observable,
such as inclinations, interests, personalities, and cognitive capabilities [26].

In this paper we adopt the Nonnegative Matrix Factorization (NMF) for
extracting useful knowledge from educational data. NMF is a constrained opti-
mization mechanism for reducing data dimensionality which differentiates from
other well-known decomposition techniques (such as Singular Value Decompo-
sition or Principal Component Analysis) since it allows to extract from data a
kind of latent information which is more intuitive and interpretable [1,21,22].
When NMF is applied to educational data mining problems, these pieces of
information represent the building blocks of a cognitive learning model that can
be expressed in terms of the so-called question matrix (Q-matrix). This matrix
captures the hidden relationships existing between the questions proposed to
the students for their assessment and the skills they should have acquired in
order to produce correct answers [27]. In particular, our investigation concerns
the application of NMF to a real-world response dataset related to tests admin-
istered to undergraduate students approaching their university careers. We are
interested in verifying how the factors computed by NMF contribute to improve
interpretability in a such a sensible context.

The paper is organized as follows. In the following section we provide a brief
introduction to the cognitive learning model we are interested to investigate. In
particular, we discuss how a factorization mechanism can be involved in the con-
sidered scenario, showing the benefits deriving from the adoption of the NMF
technique. In Sect. 3 we report the results obtained by applying a specific imple-
mentation of the NMF algorithm (namely, the constraint alternating least-square
NMF) to a dataset of student responses. In the final section we sketch the future
work oriented to address some open problems.

2 Factorization Mechanism in EDM

Classical Test Theory (CTT) [14] and Item Response Theory (IRT) [20] stand
as two major influencing theories when appropriate methods for analyzing e-
learning data must be selected. On the one hand, CTT describes a theoretical
framework based on a simple linear model where the manifest test score depends
on the sum of two unobservable variables, i.e. the true score and the error score.
On the other hand, IRT evaluates the performance exhibited by a student while
facing a test question as a function of the latent skills related to the cogni-
tive efforts applied for answering that question. Both theories assume that the
responses to questionnaires are indicative of latent factors and skills, which can-
not be directly observable, but can be implicitly measured and extracted from
the collected evaluation data. In this sense, the challenge is to develop mecha-
nisms for automatic extraction of such hidden features.
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The definition of latent factors depends on the representation adopted to
describe the data and on the specific operators exploited to manage them. Typ-
ically, data available in e-learning scenarios can be represented as a real-value
matrix R ∈ R

m×n
+ (called “score matrix”), recording the scores obtained by

n students participating to a test composed by m questions. Each question is
usually referred to as an “item”. The elements Rij in the score matrix are non-
negative values indicating the score obtained by the jth student on the ith item.
As a simple case, such values can be limited to the binary digits “1” and “0”
corresponding to “correct” and “incorrect” responses, respectively.

We assume that the latent factors involved in a cognitive scenario can be
represented as nonnegative vectors of skills: the students’ abilities can be defined
as linear combinations of these skills. Formally, we suppose that the score matrix
R can be decomposed in the following form:

R = QS + E, (1)

where Q ∈ R
m×k is the item-skill matrix encoding the relationship between m

items and k latent skills [27]; S ∈ R
k×n is the skill-student matrix describing

the capabilities of n students with respect to k latent skills, k ∈ N (with k ≤
min(m,n)) is the number of latent skills; and E ∈ R

m×n is a real-value matrix
encoding a white noise inevitably connected with the score measurement process.

The Q-matrix is a nonnegative (possibly binary) matrix, with values rang-
ing in an interval. Each element in Q quantifies how much a particular skill
influences the possibility to correctly face an item. Depending on the adopted
formalism, the Q-matrix can be interpreted in different ways. In a conjunctive
interpretation, all the skill values in a row are necessary to successfully face
the corresponding item; in a disjunctive interpretation any skill is sufficient to
fulfill such a role; in a compensatory (or additive) interpretation the chance to
correctly face a selected item increases with the number of skills acquired by a
student.

As an example, the following binary Q-matrix can be considered, involving
four items and three skills:

Q =

⎛
⎜⎜⎝

0 1 1
0 0 1
1 0 0
1 0 1

⎞
⎟⎟⎠ (2)

Each row of Q corresponds to an item il (l = 1, . . . , 4) and each column corre-
sponds to a skill sj (j = 1, . . . , 3). As previously asserted, the interpretation of
the Q matrix may be different. With reference to item i1, a conjunctive interpre-
tation assumes that both skills s2 and s3 are required to correctly answer i1; a
disjunctive interpretation assumes that at least one of the skills s2, s3 is required
to correctly answer i1; a compensatory interpretation assumes that skills s2 and
s3 are required in order to provide a greater possibility to correctly answer i1.
It should be pointed out that the cognitive model represented in (1) relies on
standard matrix multiplicative operator: the elements of R are computed as a
linear combination of the skill values. Such an additive operator finds its proper
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correspondence with a compensatory model: the more a student is endowed with
pertinent skills, the greater her ability is to correctly answer an item.

In the linear model (1), skills can be thought as abstract data vectors useful
to understand a large dataset. Since skills are latent and their effective charac-
terization is unknown, the construction of a Q-matrix is a nontrivial process.
However, due to relationship k ≤ min(m,n), a dimensionality reduction must be
performed (starting from the analysis of the original data). Therefore, the con-
struction of Q can be carried out by resorting to some dimensionality reduction
techniques, such as matrix factorization, as we are going to discuss in the next
section.

2.1 NMF for Q-matrix Approximation

Generally, given a data matrix R ∈ R
m×n
+ whose elements are nonnegative, it is

possible to provide a Nonnegative Matrix Factorization (NMF) of R in terms of
additive combination of nonnegative factors representing realistic building blocks
for reconstructing the original data [11,18]. Formally, we can write:

R ≈ WH, (3)

with W ∈ R
m×k
+ and H ∈ R

k×n
+ . The value k is the rank of the factorization

representing the number of building blocks useful to synthetically describe the
original matrix. In general, k is chosen so that (n + m)k < nm.

NMF has been successfully applied in EDM contexts. Particularly, it proved
to be able to extract a Q-matrix moving from the analysis of real data concern-
ing student responses [8–10,24]. The matrices W and H derived through the
NMF approach can be regarded as the item-skill and the skill-student matrices
involved in the model (1), respectively. In this sense, the columns of the matrix
W represent the skills, and the rows of the matrix H represent the degree of
acquisition of a particular skill by the students. The nonnegativity property
automatically preserved by NMF factors is particularly useful in this contexts.
In fact, it is straightforward to observe that negative values in W and H would
make no sense: in psychometric testing, for example, it is rather impractical
to refer to items which are “negatively” associated with the latent skills being
tested. Similarly, it would be unreasonable to refer to students who demonstrate
“negative” capabilities for some skill. Finally, the capability of NMF to auto-
matically derive a Q-matrix (in terms of the factor matrix W ) must be related
to a compensatory interpretation of the cognitive model represented in (1). That
is due to the additive operator involved in the NMF definition.

To compute the NMF of R, we must take into account some quality measures
to evaluate how effective the product WH is in approximating R. Therefore, we
consider the Frobenius norm of the difference matrix R − WH which must be
minimized by identifying the nonnegative matrices W and H with rank k:

min
W≥0,H≥0

‖R − WH‖2F , (4)
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where ‖ · ‖F denotes the Frobenius norm on matrices. The factorization (3) can
be computed by solving the minimization (4) with non-negativity constraint.
This optimization problem is NP-hard and non convex in both W and H, that
are unknown variables. However, it is convex with respect to each variable taken
separately; this makes possible to split the original minimization problem into
two sub-problems (first H is fixed to estimate W , then W is fixed to estimate
H). Such an approach is carried on by exploiting alternating optimization tech-
niques, i.e. iterative methods suitable for solving this kind of problems. A number
of alternating optimization techniques may be considered (recent reviews of such
techniques are reported in [7,13]): in this work we refer to a particular version
of the Alternating Least Squares (ALS) algorithm [3]. Our choice is justified by
some advantages deriving from the adoption of ALS, including: the positions
of the zero elements in W and H are not fixed (in contrast with what hap-
pens with other methods); a single matrix requires to be initialized to start the
computation; a fast rate of convergence to a local minimum solution is obtained.
Moreover, since we adopt the Constraint Alternating Least Square (CALS) algo-
rithm [16,17], the sparsity on both factors W and H is enforced: the additional
sparsity constraint produces factors which reveal to be more interpretable in an
e-learning scenario. The CALS algorithm is designed in order to solve a mod-
ified optimization problem where (4) is penalized by adding two terms which
guarantee further sparsity patterns for both matrices W and H. In particular,
the algorithm used in this paper is designed to solve the following optimization
problem:

min
W,H

(‖R − WH‖2F + α‖H‖2F + β
∑
i

‖Wi:‖21), (5)

being Wi: the i row of W and ‖ · ‖1 the 1-norm to be evaluated on vectors;
the constants α, β are user defined parameters adopted to balance the trade-off
between the approximation accuracy and the sparseness of W and H. The main
steps performed by the CALS algorithm are reported in Algorithm1, where the
involved stopping criterion requires (5) to fall under a specified threshold value.

As can be observed, Algorithm 1 requires the specification of the rank value
k which must be someway estimated, as we are going to assess in the following
section.

2.2 Rank Estimation

The choice of the rank parameter k is critical in NMF and only empirical
approaches are known to select it. In e-learning contexts, k defines the number
of latent skills. This parameter is usually assigned as “a-priori” knowledge by
the domain expert; recently the application of an SVD-based approach to infer
an appropriate value of k has been explored [2]. Here, we adopted an approach
which is able to automatically select k in a given interval of values [5].

It should be observed that the choice of k determines the number of latent
factors standing as the guiding directions for grouping the samples inside the
data matrix. However, for each established k value such a grouping may be
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Algorithm 1. Constraint Alternating Least Square NMF (CALS)
Require: R ∈ R

m×n
+ {score matrix}

Require: k < min(m, n) {rank value}
Require: parameters α, β ∈ (0, 1)
Require: W ∈ R

m×k
+ {W is initialized as a random matrix; }

1: while stopping criterion is not met do
2: solve the matrix equation (W �W +

√
αIk)H = W �R w.r.t. H {being Ik the

identity matrix}
3: set all negative elements in H to 0;{projection step for H}
4: solve the matrix equation W (HH� +

√
β1k×k) = RH� w.r.t. W {being 1k×k

the k × k matrix of ones}
5: set all negative elements in W to 0; {projection step for W}
6: end while

varying. To assess the stability of the clustering process associated to the NMF
mechanism, the cophenetic correlation coefficient (CCC) can be considered [4].
At the same time, the choice of k affects the quality of WH in terms of its
capability to approximate R. More precisely, the trend of the approximation
error can be represented by a curve determined by the residual sum of squares
(RSS) [15]. In this way, we evaluate the CCC and RSS values for each k in the
given interval of values: k is finally set to the minimum value determining either
the point which foreruns the lowest CCC value or the inflection point of the RSS
curve.

3 Q-matrix Extraction from Real Response Data

The numerical test illustrated in this section aims at automatically extracting a
Q-matrix from real response data using NMF. The extracted Q-matrix has been
interpreted in the compensatory sense and the experimental session has been
practically conducted resorting to a NMF package available in the R software
environment [12]. Moreover, the parameters needed by CALS were set to α = −1
and β = 0.01.

3.1 Dataset Description and Data Preprocessing

We considered a dataset composed by the responses provided by 410 students to
24 items. The population of students underwent an entrance exam for enrolling
in a Bachelor degree course in Computer Science. The items administered to
the students during the exam have been extracted from a repository where each
included item pertains to one of six different subjects: Logics, Reasoning Com-
petence, Geometry, Equations and Inequalities, Basic Number Properties, and
Elementary Algebra. The available data correspond to the students’ responses
and were recorded as a binary score matrix: elements with value equal to “1” indi-
cate correct answers to items; elements with value equal to “0” indicate wrong
responses to items. However, since the students were allowed not to provide any
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Fig. 1. (a) Score-matrix with the results of 391 students (columns) to 24 questions
(rows). White color indicates correct answers, black color indicates wrong answers. (b)
Distribution of correct answers per item.

answer to some items, the resulting dataset comprises missing values which have
been treated during a preliminary pre-processing stage. Particularly, the Little’s
test has been applied to the data at hand, providing evidence that the missing
values belong to a specific category commonly referred to as “missing completely
at random” values [19]. Such a result, together with the limited occurrence of
missing values, suggested to simply tackle this problem by imposing the deletion
method.

In this way, the obtained score matrix R ∈ R
24×391 contains the responses

given by 391 students to 24 questions (items). A final re-arrangement of the items
was accomplished in order to group them according to their inherent subjects.
In this way, the entire set of 24 items can be intended as a sequence of 6 subsets
composed by 4 items pertaining to: Logics (items 1–4), Reasoning Competence
(items 5–8), Geometry (items 9–12), Equations and Inequalities (items 13–16),
Basic Number Properties (items 17–20), and Elementary Algebra (items 21–24).
Figure 1(a) reports the heatmap representation of the matrix R (“1” values are
reported in white, “0” values are reported in black), while Fig. 1(b) depicts the
distribution per item of the correct answers provided by the students.

Since the test was not originally developed on the basis of a predefined cogni-
tive diagnosis model, the skills measured by the questionnaire are unknown. The
conducted data analysis aimed at determining the existence of some basic set
of skills measured by the test and their potential relationship with the a-priori
topic labels assigned to each item. Particularly, the NMF analysis is oriented
to identify the item relational structure and to extract some meaningful skills
reflecting specific mathematical abilities connected with preassigned item topics.
The information extracted from the NMF analysis can be used as a template
to better understand the student learning behavior, in order to remedy specific
failures in the students’ competence.
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(a) Matrix W

(b) Matrix H

Fig. 2. Heatmap representation of Q-matrix W (a) and skill-student matrix H (b)
obtained by applying the CALS algorithm with rank value k = 6 (Color figure online)

3.2 Q-matrix Generated by the NMF Algorithm

We carried on a twofold experimentation, based on the choice for the k value.
Our first attempt was to a-priori set k = 6, related to the different subjects
involved in the questionnaire. In this sense, we intend to verify a correspondence
between the latent skills to be derived by NMF analysis and the pre-defined
topics under examination.

By applying the NMF analysis with k = 6, we obtained a factorization of
the original score matrix R in terms of a Q-matrix W ∈ R

24×6
+ and a coefficient

matrix H ∈ R
6×391
+ . In order to provide a visualization of such a result, Fig. 2

illustrates the heatmaps related to the obtained factors1. The color shade of each

1 The actual values of W and H have been normalized to allow the heatmap repre-
sentation.
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(a) Logics (b) Reasoning Compe-
tence

(c) Geometry

(d) Equations and In-
equalities

(e) Basic Number Proper-
ties

(f) Elementary Algebra

Fig. 3. Heatmap representations of the sub-matrices of W related to the 6 different
item subjects.

cell indicates the weight of the skills in characterizing the reported information.
Particularly, darker shades in the W matrix reveal a greater influence of the skill
to tackle a particular item; darker shades in the H matrix reveal a greater degree
of competence for a student in a specific skill. Moreover, in Fig. 2(a) the rows
of W have been rearranged in order to provide a more readable representation:
items pertaining to similar latent skills are reported in adjacent positions, while
distancing those characterized by different skills. An analogous re-ordering has
been applied on the columns of H in Fig. 2(b). Such a rearrangement process
has been carried out through a hierarchical clustering of row/column values
with average linkage (the material procedure was provided by the R software
environment).

It can be observed that the items reported in the W matrix appear to cluster
around the 6 latent skills derived by the NMF analysis. Even though such a par-
tition does not coincide with the 6 original subjects involved in the questionnaire,
a deeper analysis of matrix W highlights how the items pertaining to Logics and
Reasoning Competence are characterized by a specific subset of skills (namely,
skills 4, 5, and 6). On the other hand, the remaining items are characterized by
the other derived skills (namely, skills 1, 2, and 3). Such a dichotomy emerges
also from the analysis of Fig. 3, separately depicting the heatmaps related to the
items of the different subjects (actually, the derived matrix W has been split
in the Figs. 3(a–f)). It can be observed that the clouds composed by the darker
shades lean towards the right-side of the heatmaps in case (a–b), while leaning
towards the left-side of the heatmaps in the other cases.

This kind of results may suggest an affinity of items pertaining to Logics and
Reasoning Competence: this is in agreement with the semantic related to those
particular subjects. In fact, those kind of questions are presumably tackled by
arguing some line of reasoning. On the other hand, the items pertaining to the
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(a) Cophenetic Correlation Coefficient

(b) Residual Sum of Squares

Fig. 4. Behavior of the CCC in the interval [2, 10]. A decreasing behavior followed by
a slow drop off can be observed in the sub-interval [5, 7].

(a) k=2 (b) k=3 (c) k=4

(d) k=5 (e) k=6 (f) k=7

(g) k=8 (h) k=9 (i) k=10

Fig. 5. Consensus matrices computed for each rank value k in the interval [2, 10].

other subjects are usually tackled by applying some learned rules. In this sense,
an affinity can be traced among them, even if it appears to be somewhat fuzzier,
as shown by the shape of the corresponding cloud shades.
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(a) Matrix W

(b) Matrix H

Fig. 6. Heatmap representation of Q-matrix W and skill-student matrix H obtained
using CALS algorithm with rank value k = 5

As a second attempt to conduct the NMF analysis on the available data, we
performed an estimation for the k value. As previously discussed, such a value
should be selected as an integer falling into a specific interval which in our case
turns out to be [2, 24] (spanning the range defined by the item cardinality).
However, we restricted our analysis to the reduced range [2, 10] which appears
to be a suitable compromise both to reduce the computational burden required
to complete the experimentation and to ensure the interpretability of the final
results (in terms of the number of extracted latent skills).

For each integer value inside the considered interval, 50 runs of the CALS
algorithm have been performed, all of them initialized with a random nonnega-
tive matrix W0 ∈ R

24×k (alternative initialization methods can be adopted: see
[6]). Figure 4 illustrates the trends of the CCC and RSS curves. The automatic
process of rank estimation provided the value k = 5, corresponding to the value
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preceding the manifest drop point in the CCC graph of Fig. 4(a) (the RSS curve
is decreasing in the selected interval).

In literature, a qualitative measure to assess the stability of the factoriza-
tion results is provided by the computation of the consensus matrices (obtained
averaging the connectivity matrices) [23]. We evaluated the consensus matrices
for each integer value of k ∈ [2, 10]: they are represented in Fig. 5. The elements
of a consensus matrix (ranging in the interval values [0, 1]) can be interpreted
as the probabilities that an item is assigned to the same skill; hence the best
consistent result corresponds to consensus matrices whose patterns are closer to
block diagonal matrices. It can be observed how the matrix corresponding to
k = 5 provides a suitable assessment of stability.

Once established a value for k, we replied the application of the CALS algo-
rithm to the score matrix R. Figure 6 illustrates the heatmaps related to the
obtained factors W ∈ R

24×5
+ and H ∈ R

5×391
+ . The rearrangement of the rows

composing W highlights how different sets of items once again appear to cluster
around the directions pointed out by the extracted latent skills. Also in this case,
a dichotomy emerges separating the items pertaining to Logics and Reasoning
Competence from the other items. This results is in agreement with the previous
analysis performed on the basis of a different value for k. Actually, the emerging
clustering scheme appears to be even more evident, thus supporting the previous
remarks concerning the affinity among different class of items.

4 Conclusions and Future Work

This paper investigates the effectiveness of Nonnegative Matrix Factorization as
a tool for extracting latent knowledge from real response data and interpreting
it in terms of Q-matrix: this particular representation of knowledge can be useful
to understand and direct student learning. A real score matrix containing the
responses given by 391 students to 24 questions (items) has been analyzed using
a specific constraint NMF algorithm, namely the CALS algorithm, and different
sets of latent skills were extracted. Two experimental sessions were conducted:
the first one aimed at employing the CALS algorithm with an a-priori defined
number of skills, while the second one performed an NMF analysis of the score
matrix to automatically extract the proper number of latent skills as suggested
by the adopted extraction strategy. Both the experimental sessions have been
discussed in order to investigate the extracted latent factors and determine the
potential relationship with the a-priori topic subjects characterizing each item
included in the questionnaire. Even if none of the patterns corresponding to the
extracted skills fits the a-priori established groups of items, our analysis implies
that the derived latent skills suggest that the items inherently hint at the exis-
tence of some overlapping latent abilities. Moreover, a dichotomy emerges which
separates the items pertaining to Logics and Reasoning Competence (which must
be faced by conducting some line of reasoning) from the remaining items per-
taining to other subjects (which are usually tackled by applying some learned
rules).
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Further investigation is required to deepen the understanding of how
extracted knowledge influences the student learning behavior and how it can be
adopted to remedy specific failures in the students’ competence. Moreover, future
work will address to study the complexity and the scalability of the method when
big data are analyzed, test the effectiveness of other NMF algorithms in EDM
contexts, and to design different mechanisms estimating the proper number of
latent skills for each score matrix.

Acknowledgements. This work has been supported in part by the GNCS (Gruppo
Nazionale per il Calcolo Scientifico) of Istituto Nazionale di Alta Matematica Francesco
Severi, P.le Aldo Moro, Roma, Italy.

References

1. Alonso, J.M., Castiello, C., Mencar, C.: Interpretability of fuzzy systems: cur-
rent research trends and prospects. In: Kacprzyk, J., Pedrycz, W. (eds.) Springer
Handbook of Computational Intelligence, pp. 219–237. Springer, Heidelberg (2015).
doi:10.1007/978-3-662-43505-2 14

2. Beheshti, B., Desmarais, M.C., Naceur, R.: Methods to find the number of latent
skills. In: Proceedings of the 5th International Conference on Educational Data
Mining, EDM 2012, pp. 81–86 (2012)

3. Berry, M.W., Browne, M., Langville, A.N., Pauca, V.P., Plemmons, R.J.: Algo-
rithms and applications for approximate nonnegative matrix factorization. Com-
put. Stat. Data Anal. 52, 155–173 (2007)

4. Brunet, J.P., Tamayo, P., Golub, T.R., Mesirov, J.P.: Metagenes and molecular
pattern discovery using matrix factorization. Proc. Nat. Acad. Sci. 101(12), 4164–
4169 (2004)

5. Del Buono, N., Esposito, F., Fumarola, F., Boccarelli, A., Coluccia, M.: Breast can-
cer’s microarray data: pattern discovery using nonnegative matrix factorizations.
In: Pardalos, P.M., Conca, P., Giuffrida, G., Nicosia, G. (eds.) MOD 2016. LNCS,
vol. 10122, pp. 281–292. Springer, Cham (2016). doi:10.1007/978-3-319-51469-7 24

6. Casalino, G., Del Buono, N., Mencar, C.: Subtractive clustering for seeding non-
negative matrix factorizations. Inf. Sci. 257, 369–387 (2014)

7. Casalino, G., Del Buono, N., Mencar, C.: Non negative matrix factorizations for
intelligent data analysis. In: Naik, G.R. (ed.) Non-negative Matrix Factorization
Techniques: Advances in Theory and Applications. SCT, pp. 49–74. Springer, Hei-
delberg (2016). doi:10.1007/978-3-662-48331-2 2

8. Desmarais, M.C.: Conditions for effectively deriving a q-matrix from data with
non-negative matrix factorization (2011)

9. Desmarais, M.C., Beheshti, B., Naceur, R.: Item to skills mapping: deriving a
conjunctive q-matrix from data. In: Cerri, S.A., Clancey, W.J., Papadourakis, G.,
Panourgia, K. (eds.) ITS 2012. LNCS, vol. 7315, pp. 454–463. Springer, Heidelberg
(2012). doi:10.1007/978-3-642-30950-2 58

10. Desmarais, M.C., Naceur, R.: A matrix factorization method for mapping items
to skills and for enhancing expert-based q-matrices. In: Lane, H.C., Yacef, K.,
Mostow, J., Pavlik, P. (eds.) AIED 2013. LNCS, vol. 7926, pp. 441–450. Springer,
Heidelberg (2013). doi:10.1007/978-3-642-39112-5 45

http://dx.doi.org/10.1007/978-3-662-43505-2_14
http://dx.doi.org/10.1007/978-3-319-51469-7_24
http://dx.doi.org/10.1007/978-3-662-48331-2_2
http://dx.doi.org/10.1007/978-3-642-30950-2_58
http://dx.doi.org/10.1007/978-3-642-39112-5_45


216 G. Casalino et al.

11. Donoho, D., Stodden, V.: When does non-negative matrix factorization give a
correct decomposition into parts? In: Thrun, S., Saul, L., Schölkopf, B. (eds.)
Advances in Neural Information Processing Systems 16. MIT Press, Cambridge
(2004)

12. Gaujoux, R., Seoighe, C.: A flexible R package for nonnegative matrix factorization.
BMC Bioinform. 11(1), 1 (2010)

13. Gillis, N.: The Why and How of Nonnegative Matrix Factorization. Machine Learn-
ing and Pattern Recognition Series. Chapman and Hall/CRC, Boca Raton (2014).
pp. 257–291

14. Gulliksen, H.: Theory of Mental Tests. Lawrence Erlbaum, Hillsdale (1950)
15. Hutchins, L.N., Murphy, S.M., Singh, P., Graber, J.H.: Position-dependent motif

characterization using non-negative matrix factorization. Bioinformatics 24, 2684–
2690 (2008)

16. Kim, H., Park, H.: Sparse non-negative matrix factorizations via alternating non-
negativity-constrained least squares for microarray data analysis. Bioinformatics
23(12), 1495 (2007). http://dx.doi.org/10.1093/bioinformatics/btm134

17. Kim, H., Park, H.: Nonnegative matrix factorization based on alternating nonneg-
ativity constrained least squares and active set method. SIAM J. Matrix Anal.
Appl. 30(2), 713–730 (2008)

18. Lee, D.D., Seung, H.S.: Algorithms for non-negative matrix factorization. In: Pro-
ceedings of the Advances in Neural Information Processing Systems Conference,
vol. 13, pp. 556–562. MIT Press (2000)

19. Little, R.J.A.: A test of missing completely at random for multivariate data with
missing values. J. Am. Stat. Assoc. 83(404), 1198–1202 (1988)

20. Lord, F.: A theory of test scores. Psychometrika Monogr. 7 (1952)
21. Mencar, C., Castiello, C., Fanelli, A.M.: Fuzzy user profiling in e-learning contexts.

In: Lovrek, I., Howlett, R.J., Jain, L.C. (eds.) KES 2008. LNCS, vol. 5178, pp. 230–
237. Springer, Heidelberg (2008). doi:10.1007/978-3-540-85565-1 29

22. Mencar, C., Torsello, M., Dell’Agnello, D., Castellano, G., Castiello, C.: Modeling
user preferences through adaptive fuzzy profiles. In: ISDA 2009–9th International
Conference on Intelligent Systems Design and Applications, pp. 1031–1036 (2009)

23. Monti, S., Tamayo, P., Mesirov, J., Golub, T.: Consensus clustering: a resampling-
based method for class discovery and visualization of gene expression microarray
data. Mach. Learn. 52(1), 91–118 (2003)

24. Oeda, S., Yamanishi, K.: Extracting time-evolving latent skills from examination
time series. In: EDM2013, pp. 340–341 (2013)

25. Romero, C., Ventura, S.: Data mining in education. WIREs Data Min. Knowl.
Discov. 3, 12–27 (2013)

26. Silva, C., Fonseca, J.: Educational data mining: a literature review. In: Rocha, Á.,
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Abstract. Particle competition and cooperation (PCC) is a graph-
based semi-supervised learning approach. When PCC is applied to inter-
active image segmentation tasks, pixels are converted into network nodes,
and each node is connected to its k-nearest neighbors, according to the
distance between a set of features extracted from the image. Building
a proper network to feed PCC is crucial to achieve good segmentation
results. However, some features may be more important than others to
identify the segments, depending on the characteristics of the image to
be segmented. In this paper, an index to evaluate candidate networks is
proposed. Thus, building the network becomes a problem of optimizing
some feature weights based on the proposed index. Computer simulations
are performed on some real-world images from the Microsoft GrabCut
database, and the segmentation results related in this paper show the
effectiveness of the proposed method.

Keywords: Particle competition and cooperation · Image segmenta-
tion · Complex networks

1 Introduction

Image Segmentation is the process of dividing an image into multiple parts,
separating foreground from background, identifying objects, or other relevant
information [31]. This is one of the hardest tasks in image processing [23] and
completely automatic segmentation is still a big challenge, with existing methods
being domain dependent. Therefore, interactive image segmentation, partially
supervised by an specialist, became an interesting approach in the last decades
[1–4,20,21,24,25,28–30,33].

Many interactive image segmentation approaches are based on semi-supervised
learning (SSL), category of machine learning which is usually applied to prob-
lems where unlabeled data is abundant, but the process of labeling them is expen-
sive and/or time-consuming, usually requiring intense work of human specialists
[19,34]. SSL techniques employ both labeled and unlabeled data in their training
process, overcoming the limitations of supervised and unsupervised learning, in
which only labeled or unlabeled data is used for training, respectively. Regarding

c© Springer International Publishing AG 2017
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the interactive segmentation task, SSL techniques spread labels provided by the
user for some pixels to the unlabeled pixels, based on their similarity.

Particle competition and cooperation (PCC) [12] is a graph-based SSL app-
roach, which employs particles walking on a network represented by an undi-
rected and unweighted graph. Nodes represent the data elements and the parti-
cles represent the problem classes. Particles from the same class cooperate with
each other and compete against particles representing different classes for the
possession of the network nodes.

Many graph-based SSL techniques are similar and share the same regulariza-
tion framework [34]. They usually spread the labels globally, while PCC employs
a local propagation approach, through the walking particles. Therefore, its com-
putational cost is close to linear (O(N)) in the iterative step, while many other
state-of-the-art methods have cubic computational complexity (O(N3)).

PCC was already applied to some important machine learning tasks, such
as overlapped community detection [10,11], learning with label noise [9,17,18],
learning with concept drift [8,16], active learning [6,13,14], and interactive image
segmentation [5,7].

In the interactive segmentation task, PCC is applied to a network built from
the image to be segmented. Each pixel is represented by a network node. Edges
are created between nodes corresponding to similar pixels. Then, particles rep-
resenting the labeled pixels walk through the network trying to dominate most
of the unlabeled pixels, spreading their label and trying to avoid invasion from
enemy particles representing other classes in the nodes they already possess. In
the end of the iterative process, the particles territory frontiers are expected to
coincide with the frontiers among different image segments [5].

In the network formation stage, the edges between nodes are created based
on the similarity between the corresponding pixels, according to the Euclidean
distance between their features, which are extracted from the image. A large
amount of features may be extracted from each pixel. These include RGB (red,
green, and blue) components, intensity, hue, and saturation. Other features take
pixel location and neighborhood into account. Given an image, each feature
may have more or less discriminative capacity regarding the classes of interest.
Therefore, it is important to weight each feature according to its discriminative
capacity, so the PCC algorithm segmentation capacity is also increased.

Unfortunately, defining these weights is a difficult task. The methods pro-
posed so far work well in some images, but fail in others. In [15], four auto-
matic feature weight adjustment methods were proposed based on feature values
(mean, standard deviation, histogram) for each class in the labeled pixels. They
were applied to three images from the Microsoft GrabCut database [30]. Three
of the methods were able to increase PCC segmentation accuracy in at least one
image, but none of them increased accuracy in all of the three images.

In this paper, a new method to automatically define feature weights is pro-
posed. It is based on an index, which is extracted from candidate networks
built with all the features and their candidate weights. This approach has some
advantages over the methods that consider only individual features. For instance,
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individual features may not be good discriminators, but combined they may have
a higher discriminative capacity. A candidate network is built considering the
combination of all features and their respective weights. Therefore, the proposed
index, extracted from the candidate networks, may be used to evaluate if a given
set of weights leads to a proper network to be used by PCC.

In this sense, finding a good set of weights is just a matter of optimizing
the weights based on the index extracted from the candidate network built with
them. In this paper, a genetic algorithm [22,27] is used to optimize the weights,
with the proposed index used as the fitness function to be maximized.

Computer simulations are performed using some real-world images extracted
from the Microsoft GrabCut database. The PCC method is applied to both a
network built with feature weights optimized by the proposed method and a
network built with non-weighted features, used as baseline. The segmentation
accuracy is calculated on both resulting images, comparing them to the ground
truth images labeled by human specialists. The results show the efficacy of the
proposed method.

The remaining of this paper is organized as follows. Section 2 presents the
particle competition and cooperation model. In Sect. 3, the proposed method
is explained. Section 4 presents the experiments used to validate the method.
In Sect. 5, the computer simulation results are presented and discussed. Finally,
some conclusions are drawn on Sect. 6.

2 Image Segmentation Using Particle Competition
and Cooperation

In this section, the semi-supervised particle competition and cooperation app-
roach for interactive image segmentation is presented. The reader can find more
complete expositions in [5,12].

Overall, PCC may be applied to image segmentation tasks by converting each
image pixel into a network node, represented by an undirected and unweighted
graph. Edges among nodes are created between similar pixels, according to the
Euclidean distance between the pixel features. Then, a particle is created for
each labeled node, i.e., nodes representing labeled pixels. Particles representing
the same class belong to the same team, they cooperate with their teammates
to dominate unlabeled nodes, at the same time that they compete against par-
ticles from other teams. As the system runs, particles walk through the network
following a random-greedy rule.

Each node has a set of domination levels, each level belonging to a team.
When a particle visits a node, it raises its team domination level on that node,
at the same time that it lowers the other teams domination levels. Each particle
has a strength level, which changes according to its team domination level on the
node its visiting. Each team of particles also has a table to store the distances
between all the nodes it has visited and the closest labeled node of its class.
These distance tables are dynamically updated as the particles walk. At the
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end of the iterative process, each pixel will be labeled by the team that has the
highest domination level on its corresponding node.

A large amount of features may be extracted from each pixel xi. In this
paper, 23 features are considered: (1) the pixel row location; (2) the pixel column
location; (3) the red (R) component of the pixel; (4) the green (G) component
of the pixel; (5) the blue (B) component of the pixel; (6) the hue (H) component
of the pixel; (7) the saturation (S) component of the pixel; (8) the value (V)
component of the pixel; (9) the ExR component; (10) the ExG component; (11)
the ExB component; (12) the average of R on the pixel and its neighbors (MR);
(13) the average of G on the pixel and its neighbors (MG); (14) the average of
B on the pixel and its neighbors (MB); (15) the standard deviation of the R on
the pixel and its neighbors (SDR); (16) the standard deviation of G on the pixel
and its neighbors (SDG); (17) the standard deviation of B on the pixel and its
neighbors (SDB); (18) the average of H on the pixel and its neighbors (MH);
(19) the average of S on the pixel and its neighbors (MS); (20) the average of
V on the pixel and its neighbors (MV); (21) the standard deviation of H on the
pixel and its neighbors (SDH); (22) the standard deviation of S on the pixel
and its neighbors (SDS); (23) the standard deviation of V on the pixel and its
neighbors (SDV).

For all measures considering the pixel neighbors, an 8-connected neighbor-
hood is used, except on the borders where no wraparound is applied. All compo-
nents are normalized to have mean 0 and standard deviation 1. They may also be
scaled by a vector of weights λ in order to emphasize/deemphasize each feature
during the network generation. ExR, ExG, and ExB components are obtained
from the RGB components using the method described in [26]. The HSV com-
ponents are obtained from the RGB components using the method described
in [32].

The network is represented by the undirected and unweighted graph G =
(V,E), where V = {v1, v2, . . . , vN} is the set of nodes, and E is the set of edges
(vi, vj). Each node vi corresponds to the pixel xi. Two nodes vi and vj are
connected if vj is among the k-nearest neighbors of vi, or vice-versa, considering
the Euclidean distance between the features of xi and xj . Otherwise, vi and vj

are disconnected.
For each node vi ∈ {v1, v2, . . . , vL}, corresponding to a labeled pixel xi ∈ XL,

a particle ρi is generated and its initial position is defined as vi. Each particle
ρj has a variable ρω

j (t) ∈ [0, 1] to store its strength, which defines how much it
impacts the node it is visiting. The initial strength is always set to maximum,
ρω

j (0) = 1.
Each team of particles has a distance table, shared by all the particles

belonging to the team. It is defined as dc(t) = d1c(t), . . . , d
N
c (t)}. Each element

di
c(t) ∈ [0 N − 1] stores the distance between each node vi and the closest

labeled node of the class c. Particles initially know only that the distance to any
labeled node of its class is zero (di

c = 0 if y(xi) = c). All other distances are
adjusted to the maximum possible value (di

c = n − 1 if y(xi) �= c) and they are
updated dynamically as the particles walk.
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Each node vi has a dominance vector vω
i (t) = {vω1

i (t), vω2
i (t), . . . , vωC

i (t)},
where each element vωc

i (t) ∈ [0, 1] corresponds to the domination level of the
team c over the node vi. The sum of all domination levels in a node is always
constant:

C∑

c=1

vωc
i = 1. (1)

Nodes corresponding to labeled pixels have constant domination levels, and
they are always adjusted to maximum for the corresponding team and zero for
the others. On the other hand, nodes that correspond to unlabeled pixels have
variable dominance levels, initially equal for all teams, but varying as they are
visited by particles. Therefore, for each node vi, the dominance vector vω

i is
defined by:

vωc
i (0) =

⎧
⎨

⎩

1 if xi is labeled and y(xi) = c
0 if xi is labeled and y(xi) �= c
1
C if xi is unlabeled

. (2)

When a particle ρj visits an unlabeled node vi, domination levels are adjusted
as follows:

vωc
i (t + 1) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

max{0, vωc
i (t) − 0,1ρω

j (t)

C−1 }
if c �= ρc

j

vωc
i (t) +

∑
r �=c vωr

i (t) − vωr
i (t + 1)

if c = ρc
j

, (3)

where ρc
j represents the class label of particle ρj . Each particle ρj will change

the node its visiting vi by increasing the domination level of its class on it
(vωc

i , c = ρc
j) at the same time that it decreases the domination levels of other

classes (vωc
i , c �= ρc

j)). Since nodes corresponding to labeled pixels have constant
domination levels, (3) is not applied to them.

The particle strength changes according to the domination level of its class
in the node it is visiting. Thus, at each iteration, a particle strength is updated
as follows: ρω

j (t) = vωc
i (t), where vi is the node being visited, and c = ρc

j .
When a node vi is being visited, the particle updates its class distance table

as follows:

di
c(t + 1) =

{
dq

c(t) + 1 if dq
c(t) + 1 < di

c(t)
di

c(t) otherwise , (4)

where dq
c(t) is the distance from the previous visited node to the closest labeled

node of the particle class, and di
c(t) is the current distance from the node being

visited to the closest labeled node of the particle class. Notice that particles have
no knowledge of the graph connection patterns. They are only aware of which are
the neighbors of the node they are visiting. Unknown distances are discovered
dynamically as the particles walk and distances are updated as particles naturally
find shorter paths to the nodes.

At each iteration, each particle ρj chooses a node vi among the neighbors of
its current node to visit. The probability of choosing a node vi is given by: (a)
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the particle class domination on it, vωc
i , and (b) the inverse of its distance to the

closest labeled node from the particle class, di
c, as follows:

p(vi|ρj) =
Wqi

2
∑n

μ=1 Wqμ
+

Wqiv
ωc
i (1 + di

c)
−2

2
∑n

μ=1 Wqμvωc
μ (1 + dμ

c )−2
, (5)

where q is the index of the node being visited by particle ρj , c is the class label
of particle ρj , Wqi = 1 if there is an edge between the current node and the node
vi, and Wqi = 0 otherwise. A particle will stay on the visited node only if, after
applying (3), its class domination level is the largest on that node; otherwise,
the particle is expelled and it goes back to the node it was before, staying there
until the next iteration.

The stop criterion is defined as follows. Periodically, the highest domina-
tion level on each node is taken and their mean is calculated (〈vωm

i 〉, m =
arg maxc vωc

i ). This value usually has a quick increase in the first iterations,
then it stabilizes at a high level and it starts oscillating slightly. At this moment,
for each node vi, if vωc

i > 0.9, then the class c is assigned to the corresponding
pixel (y(xi) = c). The remaining nodes (if any) will be labeled at a second phase.

The second phase is a quick iterative process, where each unlabeled pixel xi

adjusts its corresponding vω
i as follows:

vω
i (t + 1) =

1
a

∑

j∈η

vω
j (t) dist(xi, xj), (6)

where η is the subset of a adjacents pixels of xi. a = 8, except in the borders
where no wraparound is applied. dist(xi, xj) is the function that returns the
Euclidean distance between features xi e xj , weighted by λ. Therefore, each
unlabeled pixel receives contributions of the neighboring pixels, which are pro-
portional to their similarity. The second phase ends when 〈vωm

i 〉 stabilizes. Now
unlabeled pixels finally receive their labels, y(xi) = arg maxc vωc

i (t).

3 Building Networks for PCC

As explained in Sect. 2, pixel features may be scaled by a vector of weights λ in
order to emphasize/deemphasize each feature to the upcoming network genera-
tion step. Increased segmentation accuracy by PCC is expected with a proper
choice of weights. Therefore, it is desirable to find methods to automatically
define λ.

In [5], λ was optimized using a genetic algorithm [22,27], but the segmen-
tation accuracy, measured comparing the algorithm output with ground truth
images segmented by humans, was used as the fitness function. This approach
was acceptable as proof of concept, but in real-world segmentation tasks ground
truth images are not available. Thus, in [15], four methods were proposed to
automatically adjust λ based on the data distribution for each feature and each
class, with only the user labeled pixels considered. That approach led to some
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mixed results, three of the four methods were able to increase PCC segmen-
tation accuracy, when compared to the results achieved without weighting the
features, in at least one of the three tested images. But none of the four methods
increased PCC segmentation accuracy for all the three tested images, which were
extracted from the Microsoft GrabCut database [30].

In this paper, a different approach is proposed. Instead of evaluating indi-
vidual features before the network construction, networks are built with some
candidate values for λ. The resulting candidate networks are evaluated using a
proposed network index. Therefore, finding a good λ becomes an optimization
problem, where the proposed network index is maximized.

This approach has the advantage of considering all the features together,
already weighted by the candidate λ. Therefore, individual features, which
are not good discriminators alone and would be deemphasized in previ-
ous approaches, may be combined to produce a proper network for PCC
segmentation.

The proposed network index φ, to be maximized, is calculated by analyzing
the edges between labeled nodes in the candidate network. It is defined as follows:

φ =
zi

zt
, (7)

where zi is the amount of edges between two labeled nodes representing the
same class, and zt is the total amount of edges between any labeled nodes, no
matter which class they belong. Thus, φ is higher as the proportion of edges
between nodes of the same class increases. Candidate networks with fewer edges
between nodes representing different classes are desirable, since this is a clue
that different classes data are well-separated in that network, making the PCC
job easier.

Notice that theoretically 0 ≤ φ ≤ 1, but φ ≈ 1 in most practical situations,
so the difference in φ for networks built with different λ may be very small.
Therefore, an improved index α is defined as:

α =
(

zi

zt

)σ

, (8)

where

σ =
ln(0.5)
ln(Φ)

, (9)

with Φ as the result of (7) when it receives a network built without any feature
weighting, i.e., the same as if λ = {1, 1, . . . , 1}. Notice that 0 ≤ α ≤ 1 with the
differences in α for different choices of λ being much easier to notice then in
σ. α < 0.5 means that the choice of λ is probably bad and may lead to PCC
accuracy worse than when it is applied to the features without any weighting.
α > 0.5 means the choice of λ is probably effective. The higher α is, more
appropriate the network is expected to be. So, α is maximized to find a proper
network to feed PCC.
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Figure 1a shows a example of a candidate network. Suppose that it was built
without any feature weighting. There are 27 nodes, 8 of them belong to the
“blue” class, 8 of them belong to the “orange” class, and the remaining 11 nodes
are unlabeled. There are 15 edges (colored green) connecting nodes from the
same class and 5 edges (colored red) connecting nodes from different classes.
Therefore, by applying (7), φ = 15

20 = 0.75. Then, σ = 2.4094. The index α for
the same network will be α =

(
15
20

)2.4094 = 0.5.

(a) (b)

Fig. 1. Examples of candidate networks with 27 nodes. Labeled nodes are colored in
blue and orange. Unlabeled nodes are colored gray. (a) 15 edges between nodes of the
same class are represented in green, while 5 edges between nodes of different classes
are represented in red. (b) 16 edges between nodes of the same class are represented
in green, while a single edge between nodes of different classes is represented in red.
(Color figure online)

Now, suppose that, during the optimization process, the network represented
in Fig. 1b is built given a candidate λ. By applying (8), we have α =

(
16
17

)2.4094 =
0.8641. The higher α means that this network have higher class separability and
it would probably allow PCC to achieve a higher classification accuracy then the
network on Fig. 1a.

4 Experiments

In order to validate the proposed technique, three images were selected from the
Microsoft GrabCut database [30]. The selected images, their trimaps providing
seed regions, and the ground truth images are shown on Fig. 2. In the trimaps,
black (0) represents the background, which is ignored; dark gray (64) is the
labeled background; light gray (128) is the unlabeled region, which labels will be
estimated by the proposed method; and white (255) is the labeled foreground.

In the first experiment, networks were built for each image without any
weighting and with different values for the parameter k. PCC was applied to
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(a) (b) (c)

Fig. 2. (a) Original images from the GrabCut dataset, (b) the trimaps providing the
seed regions, and (c) the original ground truth images.
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each of them and the best segmentation accuracy result was taken for each
image. These results are used as the baseline.

In the second experiment, for each image, the weight vector λ was opti-
mized using the genetic algorithm available in Global Optimization Toolbox of
MATLAB, with its default parameters, while k = 100 was kept fixed. Once the
optimal λ (based on the index σ) was found, networks with the optimal λ and
different values for the parameter k were generated. PCC was applied to each
of them and the best segmentation accuracy result was taken for each image as
well.

5 Results and Discussion

The experiments described in Sect. 4 were applied on the three images shown on
Fig. 2. The best segmentation results achieved with the PCC applied to the net-
works without feature weighting and to the networks with the optimized weights
are shown on Figs. 3, 4, and 5. Error rates are computed as the fraction between
the amount of incorrectly classified pixels and the total amount of unlabeled
pixels (light gray on trimaps images). Notice that ground truth images have a
thin contour of gray pixels, which corresponds to uncertainty, i.e., they received
different labels by the different persons who did the manual classification. These
pixels are not computed in the classification error.

(a) Error: 1.89% (b) Error: 1.86%

Fig. 3. Teddy - Segmentation results achieved by PCC applied to: (a) networks built
without feature weighting; (b) networks built with feature weights optimized by the
proposed method
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(a) Error: 2.81% (b) Error: 1.67%

Fig. 4. Person7 - Segmentation results achieved by PCC applied to: (a) networks built
without feature weighting; (b) networks built with feature weights optimized by the
proposed method

Segmentation error rates are also summarized on Table 1. By analyzing the
results we notice that the feature weight optimization using the proposed method
lead to lower segmentation error rates on the three tested images, showing its
effectiveness.

The optimized indexes σ found for each image were 1.0 in all scenarios (32-
bit float precision), which means they would probably improve the segmentation
results, as they actually did. The networks generated for “teddy” easily reached
σ = 1.0, as more than half of the random selected weights would lead to σ = 1.0.
This explains why the first random generated weights (first individual) were
returned by the genetic algorithm. On the other hand, “person7” and “sheep”
took 40 and 164 generations, respectively, to finally reach σ = 1.0. Each gen-
eration has 200 individuals. The optimized features weights (λ) are shown on
Table 2.

In the selected images, the row and the column of the pixels clearly are the
most important features. Though the other features got lower weights in mean,
the proper weights for each image were important to provide the decrease in
classification error.
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Table 1. Segmentation error rates when PCC is applied to networks built without
feature weighting (baseline) and to networks built with feature weights optimized by
the proposed method

Image/method Teddy Person7 Sheep Mean

Baseline 1.89% 2.81% 2.90% 2.53%

Proposed method 1.86% 1.67% 2.04% 1.86%

Table 2. Feature weights optimized by the proposed method
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(a) Error: 2.90% (b) Error: 2.04%

Fig. 5. Sheep - Segmentation results achieved by PCC applied to: (a) networks built
without feature weighting; (b) networks built with feature weights optimized by the
proposed method

6 Conclusion

In this paper, a new approach to build networks representing image pixels was
proposed. The networks are used in the image segmentation task, using the
semi-supervised learning method known as particle competition and cooperation
(PCC). The approach consists in optimizing a proposed index which is calculated
for each candidate network. The optimization process automatically calculates
weights for the features which are extracted from the image to be segmented.

Computer simulations with some real-world images show that the proposed
method is effective in improving segmentation accuracy, lowering pixel classifi-
cation error. As future work, the method will be applied on more images and
using more features, searching for some pattern on the images and the corre-
sponding optimized weights. The index may also be improved to provide even
better networks to feed PCC and further increase segmentation accuracy. The
optimized feature weights might be used on similar images. Features with low
weight might be excluded to improve execution time and segmentation accu-
racy. Finally, the method may be applied to images with less labeled pixels, like
“scribbles” instead of “trimaps”, since PCC is a semi-supervised method and
does not require so many labeled data points.
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Abstract. Internet of Things allows people’s everyday objects to be
connected to the Internet and to each other, which gives them the abil-
ity to communicate between themselves and with the end users. This
allows such objects to contribute to the improvement of the accomplish-
ment of tasks such as: environment monitoring, people’s health moni-
toring, natural resources management, and many other activities. This
way, this work designs, implements and evaluates a solution for queue
monitoring. This solution used as its first use scenario the University
Restaurant (UR) of the Universidade Federal do Rio Grande do Norte
(Federal University of Rio Grande do Norte - UFRN). The goal was to
inform the restaurant’s users the best times to go to the UR in order to
avoid queues, consequently making better use of their time. To achieve
this goal, a prototype of the solution was developed involving sensors,
connectivity, a mobile application and an IoT platform.

Keywords: Internet of Things (IoT) · Sensors · Platform · Raspberry
Pi · Android

1 Introduction

Nowadays, the use of smart devices and other types of sensors has been widely
disseminated, mainly because they have a low cost, low power consumption, high
information processing power and high connectivity capacity [1]. Thus, devices
that are connected to the Internet surpassed the number of people in the world
in 2011; by the year of 2013, 9 billion devices were connected to the large network
[4]. In addition, it is estimated that this number reaches 25 billion in 2020 [3].
c© Springer International Publishing AG 2017
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QueueWe: An IoT-Based Solution for Queue Monitoring 233

This way, it is possible to note the fast dissemination of these devices and the
fact that it is foreseeable that in the near future they will be even more present
in people’s daily lives. In this context, the Internet of Things (IoT) emerges,
which represents a paradigm in which people’s everyday objects are equipped to
have the ability to communicate with each other and with users, which makes
them part of the Internet [9]. Moreover, in this paradigm, the things connected
to the network collaborate in the accomplishment of important tasks that will
bring numerous benefits to everyone’s lives [5].

Many places (banks, supermarkets, shops, etc.) face issues related to the
existence of large queues at certain times of their operation, which results in
loss of time for their users and, consequently, in dissatisfaction with the ser-
vice provided. On the other hand, at times the flow of people in these environ-
ments is very low and they are underutilized. Thus, it is possible to identify the
opportunity to develop solutions that can help users decide on the best time
to attend such places. In particular, this problem is part of the daily life of
UFRN’s University Restaurant, which causes annoyances to students, teachers
and administrative technicians who usually attend the place.

This way, the main goal of this article is to design, implement and evaluate a
queue monitoring solution using UFRN’s UR as the first test scenario. Therefore,
the proposed solution intends to inform the UR’s users of the times when there
is a less flow of people in such environment, thus helping them to decide what
is the best time to eat their meals.

The rest of this article is organized as follows: Section 2 presents UFRN’s
University Restaurant. Section 3 describes the proposed queue monitoring solu-
tion, which was named QueueWe. Section 4, in its turn, shows details related to
the implementation of the solution and discusses the evaluation process. Finally,
Sect. 5 discusses the conclusions and proposes future works for this study.

2 UFRN’s University Restaurant

By analyzing some data gathered from UFRN’s Superintendência de Informática
(Informatics Superintendence - SINFO), it is possible to note the gradual increase
in demand for the services offered by the University Restaurant. In 2016, 740,237
meals were served. This number reflects the use of the services provided by the
Restaurant located in UFRN’s main campus in the period of 01/02/2016 to
12/18/2016 and represents an increase of 13.24% over the same period in the
previous year.

Currently, the University Restaurant operates in three periods of time a day,
offering breakfast, lunch, and dinner to University staff, students, and adminis-
trative technicians. These times are [8]:

– Breakfast from 6:30 A.M. to 9:15 A.M. On Saturdays, Sundays and holidays
from 7:30 A.M. to 8:30 A.M.;

– Lunch from 10:30 A.M. to 2:30 P.M. On Saturdays, Sundays and holidays
from 11 A.M. to 1 P.M.;

– Dinner from 5 P.M. to 7 P.M. On Saturdays, Sundays and holidays from 5
P.M. to 6 P.M.
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An eminent fact is that, with the expansion of UFRN’s main campus, the
Institution has won hundreds of new students. Each semester, new students join
the University, making the demand for the services provided by the UR grow.

With this growing demand, the agglomeration of users at the entrance of the
building is one of the most disturbing factors, since they usually have to face
huge queues, as shown in Fig. 1.

Fig. 1. Queues outside the UR.

In addition, with the problem of agglomeration of people at the entrance of
the University Restaurant, it is necessary to create a solution that serves those
who usually enjoy the UR’s service. Taking this into consideration, the idea to
develop a system that facilitates the organization and monitoring of people in the
UR’s queue emerged. This way, the user would have real-time access to the status
of the queue through an application made available via mobile device. With this
tool in hand, the user has the possibility to choose the best time to go to the UR
in order to avoid facing large queues. In addition, the UR’s management could
also monitor the queue and take actions to increase and improve the service in
order to avoid uncontrolled queue increase. Besides that, it would also be possible
to analyze historical data using analytics techniques [7], which could assist the
management to continue to operate in order to maintain the expected demand.
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3 QueueWe: IoT-Based Queue Monitoring Solution

Currently, users of the University Restaurant do not have a mechanism that
enables them to find out the queue size at a given time without having to go to the
venue. This makes it difficult for them to choose the best time to go there. Unable
to get the information in advance, many end up going to the Restaurant, finding
huge queues and consequently contributing to further increase the number of
people waiting to be served, which causes them frustration and disruptions.

Considering all the reported problems related to the UR’s queues, it was
thought to develop a solution that would measure and show the restaurant
queue’s approximate size to its users in real time. The idea was that they could
view this information from their mobile devices, such as smartphones. This way,
university students would be able to assess the best time to go to the UR so as
to make better use of their time and avoid possible annoyances.

One challenge for accomplishing this is that the restaurant’s queue usually
does not follow a well-defined logical pattern since there are no physical struc-
tures in place to guide it. In order for the project to work, we decided to build
a structure that would make the queue pattern more organized so that it would
follow a unique path, making the process of counting the people in the queue
easier. Figure 2 illustrates the proposal.

Along the queue, several sensors are installed to detect presence. They com-
municate with the Kaa Project1, the IoT platform chosen for the project, which
acts as a middleware connecting other two parts of the solution: the intelligence
application and the mobile devices, as shown in Fig. 3. The sensors use Kaa

Fig. 2. UR’s queue design.

1 http://www.kaaproject.org/.

http://www.kaaproject.org/
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Fig. 3. Parts that make up the solution and their relationships.

Project to send information about people’s presence to the intelligence applica-
tion, which is responsible for collecting the data and estimating the queue size
based on the readings performed by the sensors. The intelligence application
communicates back to the Kaa Project sending information on the estimated
queue size so that the Kaa Project can retransmit it to the mobile applications
of users who have registered to receive information about the UR’s occupation.

3.1 The Solution’s General Architecture

The architecture was designed to ensure support for the various data sources
found in the most varied queue monitoring contexts. Thus, it provides support
for the heterogeneity of information that the sensors are capable of generating.
Therefore, components that are part of the solution’s overall architecture include
sensors, an IoT platform, and end devices (mobile applications). An intelligence
module was also designed as both a complement and part of the architecture,
being responsible for processing data from the sensors.

Mobile devices will act exclusively as consumers for the data provided by the
IoT platform. The sensors, in its turn, are responsible for providing data to the
platform. Between sensors and mobile applications, the IoT platform manages
the communication of the entire solution. It provides resources and protocols that
make the solution extensible, allowing the integration of other types of data and
devices. Finally, mobile applications are in charge of consuming the data and
displaying the queue’s occupation percentage to the application’s users.

In summary, three main components were used to make up the set of tech-
nologies involved in the operation of the QueueWe solution: Raspberry Pi with
UltraSound Sensors, Kaa Project platform, and mobile application. In addition,
the intelligence module was used to process the data.
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3.2 Technologies Involved

Among the components mentioned in the architecture, it was necessary to make
decisions about which technologies had to be used to support and meet the
project’s initial requirements. Regarding the IoT platform, the Platform Kaa
Project [2] was chosen because it is mentioned and used in several articles and
because it has characteristics that are considered important for the project [6]. It
was also identified that Kaa Project uses an alternative communication method,
providing a Software Development Kit (SDK) for the application to communicate
with the platform in an abstract way. This criterion was initially identified as
positive for the development of the project, but some productivity issues were
found with its use.

Kaa Project is opensource, so there is a community of developers who work
for project growth. The community is very active, since all the doubts that we
found in the development of QueueWe were solved in the own Kaa Project forum
in a few hours. The average time to update documentation errors is one day, also
the project evolution is fast, as they provide new versions of the platform in short
times. Another reason is to allow the installation of a local machine with network
configurations geared towards the project. The project sought to work with a
platform that uses a data format that is consolidated and accepted among the
existing ones [6]. Thus, JSON stands out as the standard data format to be used.
Also, as an initial requirement for the project, it was necessary to work with a
platform that provides good documentation quality and Kaa Project provided a
complete documentation, allowing us to faster understand how it works [6].

The mobile application (application for end users) was developed on the
Android platform, which was chosen due to its great popularity. Since the tar-
get audience of the QueueWe project is mostly made of students who use the
UR, it is notable that Android impacts more potential users. Another reason to
use Android is the smaller number of difficulties found in the beginning of the
development process. It does not require large financial expenses to create an
application and the number of software requirements is also low since you only
need a computer with minimal settings to run Android Studio.

Regarding the Raspberry Pi with presence sensors, there was a variety
of sensors that could be used in queue monitoring. However, since we are dealing
with a specific region (linear) and not a radial area (beam), the strategy for using
sensors was to assign checkpoints along the queue, identifying the points in which
there are people. The UR’s space is wide and open, so using a presence sensor,
for example, could provide inaccurate data, leading to presenting users with
wrong information. In the chosen strategy, using a presence sensor would lead
to a situation where people close to the queue but outside it would activate the
sensor, giving the impression that there were more people in line than it actually
existed. Thus, among the existing sensors with specific region characteristics,
precision tests were performed on UltraSound Sensors, proving them to have
good indications of use. According to the tests, the maximum distance with
acceptable accuracy was greater than the width of a queue, therefore its use
seemed fair. Further details of its use are described in Sect. 4.2.
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Finally, it was necessary to create an Intelligence Module for the project. It
was identified, throughout the development of the work, that Kaa Project does
not provide a data treatment/data analysis functionality in the version used
(0.8.x). Thus, the system’s intelligence module is responsible for synchroniz-
ing, identifying, organizing and converting the data into useful information for
the Android application’s users. It was developed in Java and installed on the
same machine where the Kaa Project is configured. It receives data from the
Raspberry Pi that are organized in a range and thus builds a snapshot of
the queue. With this, it is possible to calculate and determine which points
of the queue are occupied, which can give the user a final value that indicates
the queue’s occupation percentage.

By knowing the technologies that make up the project and its needs, it is
easier to understand the operation of the entire solution.

3.3 The Solution’s Operation

The solution proposed in this work works as shown in Fig. 4. As it is possible to
see, QueueWe follows a set of five steps:

1. A certain group of sensors performs readings regarding the presence of objects
in front of them. The data from these readings are routed to the devices
(Raspberry Pi) and pooled until all of the sensors connected to the device
have sent their readings;

2. This data, along with the identification of the device and its sensors, are sent
to the IoT platform (Kaa Project);

Fig. 4. The solution’s operation.
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3. Soon after, the IoT platform sends the received data to the Intelligence Mod-
ule and it performs the necessary treatments and calculations so that the
queue’s occupation is correctly informed;

4. Then, the Intelligence Module sends the queue’s occupation value to the IoT
platform;

5. Finally, the IoT platform sends the queue’s occupation percentage to the
mobile application. The data is processed so that it is displayed to the user
in a graphic format.

4 The Solution’s Implementation and Evaluation

In this section, the proof of concept implemented in this study is described.

4.1 Proofs of Concept

Aiming to use technologies that make the development of this proposal easier, a
survey of the IoT platforms available to carry out the treatment of information
received from sensors and the communication with the Android client application
was performed.

Table 1. Comparison of IoT Platforms

AWS Azure Carriots Fiware Kaa OpenIoT ThingSpeak

Open source No No No Yes Yes Yes No

Free No No No Yes Yes Yes No

Local
installation

No No No Yes Yes Yes No

Programming
language

C,
Node.Js

.NET,
Java, C,
Node.Js

Rest API Java Java Java Java, C,
Node.js

Support Active Active Active Active Active Inactive Active

Interoperability Yes Yes Yes Yes Yes Yes Yes

After the survey, the Kaa Project platform was chosen because it is open
source, it is implemented in a well-known and used language (Java), it has good
support and documentation and it is free for development, as seen in Table 1.

Although the Fiware also meets many of the requirements, it was discarded
for having a complex module implementation and for having high hardware
requirements for the proposed implementation.

Regarding the sensors, UltraSound Sensors were chosen. In order to connect
these sensors, the Raspberry Pi platform was used since it has its own operating
system, as well as input and output components that make the development of
the proposed solution easier. The tests performed aimed to identify the sensors’
accuracy. The sensors underwent tests simulating different distances between
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them and the obstacles, which were able to identify an ideal value for the dis-
tances. With this value, it is possible to define the maximum width for the
queue.

Table 2 presents the data obtained by varying the distance between the sensor
and the barrier, which, in the UR queue’s case, is a person; as well as analyzing
how high the sensor would work better: if on the floor, 75 cm or 100 cm from
the ground. It was possible to notice that the sensor can obtain good results in
distances up to two meters; for longer distances, the results become inconsistent
and the tests often generate errors.

Table 2. UltraSound sensor’s accuracy

Distance (cm)/Height 100 cm 75 cm Floor

60 57,7 77,9 79,5

120 116,3 125,5 135,4

180 174,8 184,5 200,1

240 ∼230 ∼190 ∼200

300 0 0 0

Upon reaching the 240 cm test, 50% of the data had reception failures; the
rest of them were able to score approximately 230 cm. With these data, we can
observe that the ideal positioning distance between the sensors and the obstacle
is no greater than 200 cm and that the height in which the sensors were when they
were able to get closer to informing the exact distance to the obstacle was 100 cm.

Based on the observations resulting from these tests, the queue’s structure
can be designed according to Fig. 2, with the sensors positioned at points that
would improve the accuracy of the readings and consequently the accuracy of
the solution as a whole.

4.2 Implementation

UltraSound Sensor. The set of UltraSound Sensors is responsible for main-
taining sensing in the physical structure of the queue’s handrails. Each sensor is
positioned to represent the occupation range in a space. This is previously deter-
mined in accordance with the characteristics of the environment to be monitored,
which, in this case, is the University Restaurant.

Individually, each sensor must behave like a flag that indicates the presence of
users within the space where it is located. As a solution centered on viability, the
HC-SR04 model was chosen, which has determinant characteristics and proven
efficiency for distances between 2 cm up to 2 m, being able to capture presence
in a controlled radius of 15◦ from the sound source when positioned at 1 m in
height, which is satisfactory for the queue’s structure. Each sensor is statically
arranged in the queue so that it can represent an estimated range for a given
number of people, thus forming the sensor range.
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For the operation of each sensor, it is necessary to have 5 V working at 15
mA (on the sensor, Vcc port). Therefore, a single Raspberry Pi model B can be
capable of delivering the energy requirement of up to 600 mA, making it possible
to use the same power supply for several sensors. The same proposal is valid for
grounding (on the sensor, GND port). Therefore, two ports of the Raspberry Pi
device can respond to all sensors in the range.

All UltraSound Sensors should receive a request (on the sensor, trigger port)
in the form of 8 40Khz pulses. This pulse triggers each of the elements in the
sensor range so that they can independently hear some feedback. It is worth
noting that for the queue’s structure the pulse is expected to return positive for
human presence only if it can hear the trigger request at a distance lower than
the width between the handrails. In this case, each UltraSound Sensor occupies
a previously controlled position in the Raspberry Pi. For the other positive
values that are higher than the distance of the handrail (i.e., above the distance
between handrails) and also for the negative values, the sensor considers that
there is no human presence detected for the calculation of the queue’s occupancy
estimation.

Raspberry Pi. Due to the characteristics of the built-in UltraSound Sensor
model, the Raspberry Pi acts as a mediator between the information collected
by each UltraSound Sensor and the IoT platform. This equipment potentially
has the following responsibilities:

– supply power to the sensors;
– send measurement requests to the sensor (trigger pulse);
– individually collect the response from each sensor (echo);
– calculate the distance between the intercepted object and the UltraSound

Sensor considering the time difference between the request and the response;
– and, finally, send the collected data to the Kaa Project Platform.

This data is organized in a structure that contains the references for the
microcontroller and each of its sensors. It is up to the RaspBerry Pi to send the
collected data to the IoT platform where, in the future, it should be validated
and the queue’s occupancy values should be indicated.

Thus, the microcontroller is responsible for providing connectivity between
the sensor range and the Kaa Project platform, as well as for providing the
technical requirements for the operation of the sensors. For the prototype, the
model B Raspberry Pi 2 was used with an ARM Cortex-A7 quad-core processor
and 1 GHz of RAM memory, powered by a dual voltage source with 5 V output
voltage and a maximum output current of 2A.

Kaa Project. It is a platform that is still in development, as well as an open
source middleware supported by CyberVision Inc. The purpose of its use is to
make possible the communication between devices that communicate in different
ways, making the system interoperable. It has peculiar characteristics such as
the generation of a Software Development Kit (SDK).
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Kaa Project’s SDKs are embedded in the device and implement real-time
bi-directional data exchange with the server. These kits provide all the meth-
ods responsible for performing communication between the platform and other
devices without having to thoroughly understand the communication data, for
example, port connection, IP and transfer mode.

Middleware administration can be performed in two ways: through a User
Interface (UI) or a REST API. By using these modes, it is possible to create users
with different types of permissions, define profiles and configure communication
modes.

These communication modes can be separated into three different types:
Notification, Log, and Events. They are used for different purposes and follow
particular data flows. For device management, the Notification is commonly
used.

The Kaa Project notification feature allows the transfer of any data between
the server and the endpoints. The structure of the data that is transported by the
notifications is defined by the notification scheme configured in the Kaa Project
server and embedded in the Kaa Project endpoints [2].

For storing data in the cloud, it is necessary to use the Log communication
mode. It allows to extract data from devices and send them to the cloud. The
data are stored in storage systems that are already used in scientific and techno-
logical environments, such as Cassandra, MongoDB and Oracle [2]. It is possible
to note, therefore, that between these two types of Kaa Project communication
there is no possibility of performing point-to-point communication between the
devices, that is, to send data captured by a sensor, pass it through the server
and deliver it to a mobile device. The only possible way to accomplish this is
using Events, which was done in this solution.

The Kaa Project Events subsystem allows the generation of sensor data in
real time by manipulating these events in a Kaa Project server and sending them
to the mobile application that belongs to the same user [2]. The Kaa Project
events structure is determined by an Event Class Schema (ECF).

In the QueueWe project, the ECFs were the SensorEventCF and the Queue-
InfoEventCF, which are respectively used to perform communication between
the sensors and the Kaa Project and from the Kaa Project to mobile devices. It
was also necessary to create two classes of events, one for each communication
interval: SensorEvent and QueueEvent. Both classes of events are classified as
the Record type, with the variable name message and String type. As described
in Sect. 3.3, the data is written through the Raspberry Pi Application in the Sen-
sorEvent and later sent to the Kaa Project. Upon arriving at the Kaa Project,
the Intelligence Module listens to this action, processes the data and writes it in
the QueueEvent, thus sending it to anyone who listens to the QueueEvent, that
is, Android applications.

As mentioned, the events communicate only among the same users. Therefore,
it was also necessary to create different types of users to make the use of the appli-
cation possible. There are four types of users: the platform’s general administrator
(Administrator); the application’s administrator (Tenant Administrator); a user
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responsible for configuring the EventClass (Tenant Developer); and a user that
was not used in our application nor described in the Kaa Project documentation
(Tenant User). A single user checker, the smartru.verifier, was then created to be
used in the entire application.

With this configuration, it was possible to generate the SDKs to be embedded
in their individual applications. Thus, the SDK was generated for the Raspberry
Pi Application, for the Intelligence Module, and for the Android Application.

Intelligence Module. The Intelligence Module is responsible for knowing the
queue’s configuration and form according to the arrangement of the sensors in
the real environment and the calculation of the queue’s occupancy percentage
according to the physical layout chosen for the sensors.

For the correct functioning of the Intelligence Module, it was necessary to
disregard the old idea of what a queue is and define the domain involved as
follows: a queue is the static organization of several devices, which periodically
sends readings from each device to the platform in the cloud (Kaa Project).
The devices, in turn, are composed of several sensors that are responsible for
performing the readings for a certain position in the queue. The need to formalize
the concept of a queue for the application started with the goal of having a
completely adaptable and reconfigurable solution, a characteristic that is under
the exclusive responsibility of the Intelligence Module.

The Intelligence Module works by receiving readings from each device
(Raspberry Pi) and observing the development of a queue occupation “snap-
shot” at a given time. If all the devices have sent their readings, the “snapshot”
is considered complete and a queue occupation matrix is stored in a buffer.
When a given number of queue occupancy matrices is obtained, the application
performs parameterized validity calculations of the readings for each sensor and
summarizes a final value for queue occupation.

It is necessary to mention that all of these steps are needed given the sensors’
vulnerability to exception cases such as people who do not move along with
the queue, sensor that stopped working, etc. With this, the Intelligence Module
must deal with missing, noisy or invalid data and function properly even in these
situations.

After the process described above, the queue’s occupancy percentage calcu-
lated is sent back to the IoT platform (Kaa Project) for proper forwarding.

Android. The Android application is in charge of displaying queue size infor-
mation to users. This information will only load when the application is being
used, thus avoiding unnecessary processing and data consumption.

Kaa Project is in charge of sending queue information to all applications that
are connected at that time. It does this using its SDK, in other words, through
the QueueInfoEventClassFamily event family.

The application displays, in percentage, the size of the UR’s queue. The
percentage refers to the maximum capacity supported by the queue’s physical
structure. The values are displayed in graphics, which are accompanied by texts
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that indicate whether the queue is too full or not. Figure 5 illustrates this, show-
ing different scenarios for queue status.

Fig. 5. UR’s application with different queue statuses.

Figure 6 represents a real photograph of the prototype. In it, we can observe
a basic example of how the queue structure will be when the system is imple-
mented, as well as the positioning of the sensors, which can be seen in the Fig. 7.

Fig. 6. Prototype photography
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Fig. 7. UltraSound Sensor used in the prototype

5 Conclusions and Future Works

This article presents a queuing monitoring solution based on the IoT infrastruc-
ture, which uses as components UltraSound Sensors, microcontroller, IoT plat-
form, intelligence module and an Android mobile application. The implementa-
tion of this solution was a challenge given the characteristics of the chosen IoT
platform which, at the time of development, was in its initial version; and the
specificity of the UltraSound Sensors considering resistance to dust and water,
since they must be robust because they are exposed to an external environ-
ment. Regarding the challenge of using the IoT platform (Kaa Project), it was
necessary to create the Intelligence Module to obtain information from the pres-
ence data captured in the queue. This module interprets the captured data and
reports in real time the queue’s current status.

As future works for this solution, we intend to carry out the evaluation of the
implementation results and how it is helping to promote comfort for UFRN’s
University Restaurant users. We intend to perform a comparative analysis of our
solution with others that have the same purpose. We also intend to use infrared
sensors and RFID to calculate the occupation inside the UR. Finally, we intend
to use images obtained from cameras as an alternative solution to using sensors.
In this approach, we intend to use image processing techniques to estimate the
number of people in the queue and inside the University Restaurant.
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Abstract. Routing system has been implemented in the outdoor rout-
ing and the indoor routing. There are significant differences that make
indoor routing is more complex than outdoor routing, which is the out-
door routing implements two dimensional spaces, while at the indoor
routing allows the routing of the three dimensional spaces that represent
multi-level building. This research concern about the prototype devel-
opment of the inter-building routing system. The construction of this
prototype needs to consider both outdoor and indoor routing. Shortest
path algorithms could be implemented after the construction of three
dimensional spaces spatial data structure in order to inform the users
about the shortest route between two points in indoor spaces.

Keywords: Spatial · Inter-building rout · Three dimensional spaces ·
Graph · Shortest path algorithm

1 Introduction

In recent years, a navigation system or outdoor routing systems like Google
Maps is become very beneficial [1]. This navigation system is also implemented
in a smaller area, like mapping on indoor spaces [2]. Even the needs of the
construction of this indoor routing system is increasing continuously, especially
for the public point of interest like malls, airports, offices, school, etc. [3–7]. With
the indoor routing system, someone will be facilitated in finding any rooms since
most individuals spend their lives in indoor environments [8–10]. However, the
majority of users still use manual mapping system by displaying a room map
plan in the building.

There are significant differences that make indoor routing more complex than
outdoor routing, which is the outdoor routing generally implemented in two-
dimensional spaces, while at the indoor routing allows the routing of the three-
dimensional spaces that represent high rise building [11]. A large number of
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applications focus only on the region (not the exact coordinate location) [12,13].
A building may have numbers of rooms and numbers of corridors [14]. Each
room allows for a variety of doors that connect the room with another spaces.
And the building can be a multi-level building that has stairs, lifts, or elevators
to move from one level to another. The entire spaces must have identified by
labels as well as connectivity between the spaces.

The aim of this research is to develop the prototype of Inter-Building route
system. We combine the outdoor routing system with indoor routing system.
There are several kinds of liaisons between buildings like corridors, highways,
tunnels, flyovers, etc. Three dimensional spaces could be a solution to build this
system. We define and categorize the indoor distances between indoor uncertain
objects [15]. This data structure will identify an object accurately by storing
geographic data that are represented to undirected graph form which has three-
dimensional attributes x, y, and z, where x is the longitude, y is the latitude,
and z represents the height level of the points. For further research, this routing
approach could be used to implement any kind of indoor indexing method. We
intend to develop a new indoor indexing method and compare with others for
the performance check.

This paper is organized as follow. Section 2 describes the data structure and
how to build the prototype. The next section is about how to implement short-
est path algorithms in the indoor routing system in three dimensional spaces.
Section 4 presents the testing and analysis result of the system performance.
Section 5 are the conclusion and future work of this research.

2 Inter-building Data Structure

Inter-building routing system is a routing system implementation in the build-
ings. The main problem in inter-building routing system is how to construct the
data structure that represent the indoor spaces (Fig. 1).

Fig. 1. Illustration of distance between two rooms.

By considering the illustration, it would be easy for human to find out the
path to go from R1 to R2. But for the computer, it needs the exact data structure
that can represent the rooms, the corridors, and also the stairs. The undirected
graph can be implemented.
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2.1 Three Dimensional Spaces

Consider the example in Fig. 2. That is the picture of how the three dimensional
spaces could be implement in representing the buildings. As we can see here, a
building could be not just in one level, but it also could be a multi-level build-
ing. Each nodes of rooms, stairs, corridors will have its own three dimensional
attribute. x attribute is the longitude coordinate in decimal, y attribute is the
latitude coordinate also in decimal, and z attribute is the height or floor level of
the building which is in ordinal. The value of z could be negative that presents
the underground building.

Fig. 2. Illustration of three dimensional spaces for inter-building routing.

And in Table 1, it is the idea of how to represent the indoor routing system
using the undirected graph.

Table 1. The concept of indoor spaces modeling

Domain concept Modeling concept

Room A node

Door An edge

Corridor One or more nodes with one or more edges

Stair One or more nodes with one or more edges

Elevator One node with several edges

Pathway One or more nodes with several edges

In this research, the case study is the area of Telkom University, Bandung,
Indonesia especially the D, E, and F buildings in School of Computing, Telkom
University. There are many kinds of buildings connector, such as: corridors,
flyovers, tunnels, etc. In this case, there are two kinds of corridors that connect
the buildings, the open corridors and the close corridors (Figs. 3 and 4).
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Fig. 3. (a) The picture of the buildings captured from above using Google Earth. (b)
The overlaid of multi-two dimensional spaces model with the points of rooms, corridors,
and stairs.

Fig. 4. (a) The overlaid of multi-two dimensional spaces undirected graph. (b) The
same graph after coordinate shifting process. (c) The graph’s legend.
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3 Shortest Path Calculation

The routing system method by applying two dimensional spaces should also
applicable to three dimensional spaces. Consider the main process of the system
in Algorithm below1.

Algorithm 1. Algorithm for indoor routing system
Input: Starting Point and Destination Point in
Output: The shortest route and the closed shortest route out

Initialisation :
1: Load datasets
2: Input Starting Point and Destination Point
3: Select the Shortest Path Algorithm
4: if (closed shortest path available) then
5: return the shortest route and the closed shortest route
6: else
7: return the shortest route
8: end if
9: System performance check

The system will be able to receive two inputs, the first input is the location of
starting point and the second input is the destination point. The system would
then output the shortest route from those points using the shortest algorithm.
There are two kinds of shortest route, first is the shortest route that will consider
all nodes in the graph, second is the closed shortest route that will eliminate all
the open space nodes like the outdoor corridor that have no roof over it.

The small example of graph as shown in Fig. 5 is the graph that will be used
it this section to be implement in each algorithm. Assume that the source node
is node A and the destination node is node F.

Fig. 5. Smaller graph example

1 Datasets and source code available at http://bit.ly/2ql47JQ.

http://bit.ly/2ql47JQ
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Fig. 6. Dijkstra’s algorithm pseudocode

3.1 Dijkstra’s Algorithm

Figure 6 is the pseudocode.
Dijkstras algorithm is an iterative procedure of dynamic programming func-

tional equation associated with the shortest path problem given that the arc
lengths are non-negative [16]. Dijkstras algorithm will do n iterations until all
vertices have been visited. From the list of unvisited vertices we have to choose
the vertex which has the minimum value at its label. We will choose a starting
point s first. After that, we will consider all neighbors of this vertex. For each
unvisited neighbor we will consider a new length, which is equal to the sum of
the labels value at the initial vertex v(d[v]) and the length of edge l that connects
them. If the resulting value is less than the value at the label, then we have to
change the value in that label with the newly obtained value [17].

d[neighbors] = min(d[neighbors], d[v] + l) (1)

After considering all of the neighbors, we will assign the initial vertex as
visited (u[v] = true). After repeating this step n times, all vertices of the graph
will be visited and the algorithm terminates. The vertices that are not connected
with the starting point will remain by being assigned to infinity. In order to
restore the shortest path from the starting point to other vertices, we need to
identify array p[], where for each vertex, where v �= s, we will store the number of
vertex p[v]. In other words, a complete path from s to v is equal to the following
statement [17].

P = (s, · · · , p[p[p[v]]], p[p[v]], p[v], v) (2)

Dijkstra’s algorithm runs in O(V 2). Dijkstra will find the shortest path from
a single source to all vertex [18]. Table 2 is an example of the output of Dijkstra’s
algorithm.

3.2 Floyd-Warshall Algorithm

Figure 7 is the pseudocode of Floyd-Warshall algorithm. Consider the graph G
that contains n vertices. Notation dijk means the shortest path from i to j that
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Table 2. Dijkstra’s algorithm result

Step Visited A B C D E F

0 0 ∞ ∞ ∞ ∞ ∞
1 A 0

√
5 ∞ 3 ∞ ∞

2 A, B 0
√

5 3
√

5 3 2 +
√

5 3
√

5

3 A, B, D 0
√

5 3
√

5 3 2 +
√

5 3
√

5

4 A, B, D, E 0
√

5 3
√

5 3 2 +
√

5 3
√

5

5 A, B, D, E, F 0
√

5 3
√

5 3 2 +
√

5 3
√

5

6 A, B, E, D, F, C 0
√

5 3
√

5 3 2 +
√

5 3
√

5

passes through vertex k. If there is exists edge between vertices i and j, it will
be equal to dij0, otherwise it can assigned as infinity. The value of dijk will be
equal to dijk−1 if the shortest path from i to j does not pass through the vertex
k. But if the shortest path from i to j passes through the vertex k then first it
goes from i to k, after that goes from k to j. In this case the value of dijk will be
equal to dikk−1 + dkjk−1. And in order to determine the shortest path we need
to find the minimum of these two statements [17].

dij0 = the length of edge between vertices i and j (3)

dijk = min(dijk−1, dikk−1 + dkjk−1) (4)

Fig. 7. Floyd-Warshall algorithm pseudocode

Floyd-Warshall algorithm has three times looping of the vertex which mean
it runs in O(V 3). Floyd-Warshall will find the shortest path for all pairs shortest
path [19] as shown in Table 3 as the result of this case.

3.3 Bellman-Ford Algorithm

Bellman-Ford algorithm acknowledges the edges with negative weights. However
the graph we have in this research does not contain any cycles of negative weights.
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Table 3. Floyd-Warshall algorithm result

A B C D E F

A 0 2.236068 6.708204 3 4.236068 6.708204

B 2.236068 0 4.472136 2.828427 2 4.472136

C 6.708204 4.472136 0 7.300563 6.472136 4

D 3 2.828427 7.300563 0 2 6

E 4.236068 2 6.472136 2 0 4

F 6.708204 4.472136 4 6 4 0

Consider we have array d[], it will store the minimal length from the starting
point s to other vertices. The algorithm consists of several phases, where in each
phase it needs to minimize the value of all edges by replacing d[b] where b are
vertices of the graph to following statement d[a]+c; a where c is the corresponding
edge that connects them. The length of all shortest paths requires n1 phases,
but the value of elements of the array will remain by being assigned to infinity
for those vertices of a graph that are unreachable, [17].

Figure 8 is the pseudocode of Bellman-Ford algorithm.

Fig. 8. Bellman-Ford algorithm pseudocode

Bellman-Ford algorithm runs in O(V E). Just like Dijkstra’s algorithm,
Bellman-Ford will find the shortest path from a single source node to all nodes
[20]. The output of this algorithm for this case is shown in Table 4.

Table 4. Bellman-Ford algorithm result

A B C D E F

A 0 2.236068 6.708204 3 4.236068 6.708204
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3.4 A* Algorithm

The A* use a heuristic value to be considered in the algorithm. A heuristic value
is a value that assume as the best length from a vertex to the goal. The formula
itself is expressed as:

f(n) = g(n) + h(n) (5)

f(n) is the estimate of the best solution that goes through n, g(n) is the
actual cheapest cost of arriving at from the start node to n and h(n) is the
heuristic estimate of the cost to the goal from n. The time complexity is increased
depending on the number of nodes and edges in the graph [18]. Figure 9 is the
pseudocode.

Fig. 9. A* algorithm pseudocode

A* runs in O(V ). A* find the shortest path for a single source node to a
single destination node as shown in Fig. 10 as the result of this case.

Fig. 10. A* algorithm output



256 T.A. Dionti et al.

4 System Testing and Analyzing

The result of this testing and analyzing process will show how good the perfor-
mance of the system is. There are two aspects that will be the concern in this
step, they are execution time and the correctness of the outputs. We use Java
programming to implement the algorithms. The specification of the device is
Windows 7 Professional 64 bit Intel Core i7-3770 CPU with 4 GB RAM. Also
we use NetBeans IDE 8.1 with standard Java platform JDK 8.

4.1 Time Execution Testing Result

Here are the result of time execution testing. For the testing sample, the shortest
path between node IF1.01.01 to node IF3.03.07 were chosen as a sample. The
testing do the searching process five times for each algorithm. All time values are
in seconds. Consider the chart in Fig. 11 that shows the comparison in shortest
path calculation which has 272 nodes to be calculated. Figure 12 shows the com-
parison in closed shortest path calculation which has 266 nodes to be calculated.
Figure 13 shows the comparison in both shortest path and closed shortest path
calculation since the system will give the result of both in once it runs. From

Fig. 11. Execution time comparison for shortest path calculation

Fig. 12. Execution time comparison for closed shortest path
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Fig. 13. Execution time comparison in system

those three charts we can see that A* always give us the lower execution time
than Dijkstra’s algorithm. It could be concluded that A* is more suitable to be
implemented in this Indoor Routing System case.

4.2 Distance Result Testing

Here are the result of the system’s accuracy testing. This testing will show the
deviation between the result of system calculation and the real distance mea-
surements as shown in Tables 5 and 6. All the distances are in meters.

Figures 14 and 15 shows the fluctuation of the testing deviation result. From
the chart, we can see that the deviation result is quiet fluctuate. Because of that,
we can use the formula of sample standard deviation denoted by s. By using this

Table 5. Distance deviation in shortest path search

No. Scenario Source Destination Shortest distance Deviation (|S - R|)
in System (S) in Real (R)

1 Same IF3.03.04 IF3.03.05 8.661221996 6 2.661221996

2 Building, IF3.02.05 IF3.02.01 34.78388051 34.7 0.083880508

3 Same Z IF3.01.02 IF3.01.03 21.56047226 21.7 0.139527743

4 Same IF3.03.03 IF3.02.05 38.7783564 34.1 4.6783564

5 Building, IF3.03.03 IF3.01.05 41.18405404 35.4 5.784054043

6 Different Z IF2.01.10 IF2.02.09 36.66114963 31 5.661149626

7 Different IF2.01.05 IF3.01.05 69.19729964 69.3 0.102700358

8 Building, IF2.01.10 IF3.01.08 102.1953267 94 8.195326717

9 Same Z IF2.01.10 IF1.01.01 120.0752443 114.2 5.875244347

10 Different IF3.01.05 IF2.02.05 78.71397663 79.6 0.886023374

11 Building, IF2.02.01 IF3.01.02 120.9040472 113.1 7.804047212

12 Different Z IF3.03.04 IF2.01.05 87.21359285 87.6 0.386407153

AVERAGE 3.521495
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Table 6. Distance deviation in closed shortest path search

No. Scenario Source Destination Shortest distance Deviation (|S - R|)
in System (S) in Real (R)

1 Same IF3.03.04 IF3.03.05 8.661221996 6 2.661221996

2 Building, IF3.02.05 IF3.02.01 34.78388051 34.7 0.083880508

3 Same Z IF3.01.02 IF3.01.03 21.56047226 21.7 0.139527743

4 Same IF3.03.03 IF3.02.05 38.7783564 34.1 4.6783564

5 Building IF3.03.03 IF3.01.05 41.18405404 35.4 5.784054043

6 Different Z IF2.01.10 IF2.02.09 36.66114963 31 5.661149626

7 Different IF2.01.05 IF3.01.05 168.010905 168.8 0.789095019

8 Building, IF2.01.10 IF3.01.08 102.1953267 94 8.195326717

9 Same Z IF2.01.10 IF1.01.01 140.9867135 135.5 5.48671352

10 Different IF3.01.05 IF2.02.05 177.5121245 177.8 0.287875482

11 Building, IF2.02.01 IF3.01.02 234.2925391 234.6 0.307460939

12 Different Z IF3.03.04 IF2.01.05 187.8782596 184.8 3.07825964

AVERAGE 3.096076803

Fig. 14. Distance deviation testing result for shortest path

formula, we get the standard deviation by the sample data distribution that
is 3.142778377203 meters. The standard deviation formula is equal to the
following statement.

s =

√
√
√
√ 1

N − 1

N∑

i=1

(xi − x̄) (6)
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Fig. 15. Distance deviation testing result for close shortest path

5 Conclusion

Indoor Routing System could be implemented using three dimensional spaces.
The most suitable Shortest Path Algorithm to the three dimensional spaces data
between Dijkstra and A* Algorithms is A* Algorithm that give the lowest value
of execution time. This System still lack of resulting the exact distance after it
compared with the distance in real life. There are a few reason of this drawbacks
such as the process in getting the nodes coordinate is still not accurate enough
and for buildings that have a bit length of stairs to connect to the outer space,
it assumed as one height level, so there will be a little bit difference between
the calculation result and the measurement result. In this case, the calculation
result could be called as an approximate distance. The shortest path through
the specific spaces could be obtained by eliminating the unwanted nodes (In this
case, we eliminate the open space nodes to get the closed shortest path). There
are a lot of suggestions from the authors about the continuation of this research.
More research needed to obtain the exact longitude and latitude coordinate of the
points. It would be better if the graph could be viewed with the 3D blueprints
of the buildings. This system could be implemented in more spacious area to
become an inter-area rout system with more kinds of liaison.
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Università della Campania, Aversa, Italy

{giovannipaolo.reina,giuliano.destefano}@unicampania.it

Abstract. Computational fluid dynamics is used to study the wind
loads on a high aspect ratio ground-mounted solar panel. Reynolds-
averaged Navier-Stokes simulations are performed using a commercial
finite volume-based code with two different numerical approaches. First,
the entire panel is directly simulated in a three-dimensional domain.
Then, a small portion of the panel is considered, by imposing periodic
boundary conditions in the spanwise homogeneous direction. The com-
parison shows a good match between the results obtained with the two
different models, in terms of pressure coefficient and aerodynamic loads.
The main consequence is a considerable reduction of the computational
costs when using the reduced model.

Keywords: Computational fluid dynamics · Solar panel · Wind loads

1 Introduction

In recent years, solar power has been strongly emerging as the first source of
alternative energy for industrial applications. The main reasons lie in the sim-
plicity of the electricity production process, the possibility of reducing global
warming and air pollution and the continuously decreasing price of photovoltaic
(PV) panels.

However, the efficiency of PV cells represents a challenging issue, since the
maximum value reached by the large-area commercial cells is about 24% [1]. In
the industrial field, a widespread solution to the problem of low efficiency is the
use of solar farms, which are large-scale PV power stations capable of generating
large quantities of electricity. In these plants, even thousands of ground-mounted
solar panels are connected to form systems of length equal to tens of meters.

One of the most important goals of the engineering research on PV systems
is the analysis of the aerodynamic loads acting on both the panels and their
support structures. However, from the experimental point of view, the study
of this ground-mounted systems is very complex, since the characteristic spatial
scales that are involved require the realization of very small models for boundary
layer wind tunnel tests.

Among the others, important experimental findings were obtained by
Stathopoulos et al. [2], who studied the aerodynamic loads on a stand-alone
c© Springer International Publishing AG 2017
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PV panel for different configurations and inclinations. The pressure field on the
upper and lower surfaces of a single panel for different wind directions was inves-
tigated by Abiola-Ogedengbe et al. [3], while the effect of lateral and longitudinal
spacing between panels on the wind loading of a ground-mounted solar array was
studied by Warsido et al. [4].

Also due to the difficulties encountered in wind tunnel testing, the Compu-
tational Fluid Dynamics (CFD) analysis of PV ground-mounted systems has
recently become an important predictive tool. For instance, Aly and Bitsuamlak
[5] investigated the sensitivity of wind loads on the geometric scale of a stand-
alone panel. Jubayer and Hangan [6] carried out unsteady Reynolds-averaged
Navier-Stokes (URANS) simulations in order to investigate the wind load and
the flow field features for a ground-mounted stand-alone PV system immersed
in the atmospheric boundary layer (ABL), with a variable wind direction.

The main goal of this work is the CFD study of the wind loads on high aspect
ratio ground-mounted solar panels that are commonly used in solar farms. Two
different numerical approaches are followed. First, the entire panel is directly
simulated in a three-dimensional domain. The second approach consists in the
simulation of a small portion of the panel by imposing periodic boundary con-
ditions in the spanwise homogeneous direction.

2 Computational Domain and Grid

The geometric model investigated in this work corresponds to a high aspect ratio
ground-mounted solar panel. The PV system, which is typical of solar farms,
consists of 36 panels arranged in a single row. The dimensions of each row are
1.2 m in length, 2 m in width, and 0.007 m in thickness, so the overall dimensions
of the whole system are 43.2 m (L) and 2 m (C). The panel is supported by means
of six columns, modeled as bars 1 m high with square cross section, equally spaced
by 7.2 m. The analyses are conducted at two inclination angles of the PV panel
with respect to the horizontal wind direction: θ = −25◦ and θ = 25◦.

The gaps between the single panels in the real geometry are neglected in the
realization of the CFD model, since their effect is considered to be negligible, as
suggested by Wu [7]. The dimensions of the final computational domain are 32
C (length), 6.3 C (height) and 21.6 C (width). The distances of the boundaries
from the panel are given in Fig. 1. The entire model is created with similar
characteristics to the geometry described in [6], which is chosen as main reference
for the validation of the present approach.

A sub-domain with a length of 3.6 C is obtained from the full model, as
depicted in Fig. 2, in which the geometric scale is enlarged with respect to the
previous figure. The two side faces, obtained by cutting vertically the previous
domain, and therefore also the panel, have an equal distance of 1.8 C from
the center of one column along the z-axis direction. This model is used in the
hypothesis of infinite panel, imposing periodicity to the two side surfaces in the
CFD solver.

An unstructured mesh is generated throughout the fluid domain in both
models with a minimum cell size of 1 × 10−3 m. The only exception is in areas
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Fig. 1. Computational domain for the complete model of the PV panel

Fig. 2. Computational domain for the periodic model of the PV panel

close to the solid walls (panel surfaces, columns and ground), where 20 layers
of hexahedral cells are inflated in order to obtain a value of y+ ≤ 1, so as to
better calculate the boundary layer. The overall numerical grid involves about
12 million computational cells for the full model, and about 2 million cells for
the periodic one. In order to impose the periodicity of the model, in the second
domain the two side faces are matched. This way, the nodes on each side are
coincident with those of the other side, so as to obtain a global mesh that can
be virtually repeated infinite times along the longitudinal direction.



264 G.P. Reina and G. De Stefano

3 Flow Solver Settings

The incompressible turbulent flow field is solved by using the Reynolds Averaged
Navier-Stokes (RANS) approach, supplied with the Shear Stress Transport k−ω
turbulence model [8]. This turbulence model is considered particularly suitable
for blunt body flow simulation, as suggested by Yang et al. [9].

The wind that hits the PV panel, chosen from ESDU [10,11], has got a
speed of 26 m/s at the height of 10 m, so that the flow Reynolds number is
3.56 × 106, based on the wind speed and the chord length of the panel. The
wind is simulated by imposing the logarithmic law boundary layer profile at the
inlet of the computational domain. The turbulent kinetic energy and the specific
turbulence dissipation rate profiles are coupled to the velocity profile, in order
to obtain an equilibrium Atmospheric Boundary Layer (ABL). These profiles
are therefore all applied to the inlet of the computational domain, which is set
as velocity-inlet in the boundary conditions. The outlet of the domain is set as
pressure-outlet, the sides and upper boundaries as symmetry. Regarding solid
walls, the panel and the columns surfaces are all set as no-slip smooth walls, while
the bottom of the domain is modeled as no-slip rough wall. In order to correctly
simulate the ground under the PV system and to obtain an equilibrium ABL
flow, the roughness height is set ks = 4.9 × 10−6 m and the roughness constant
Cs = 6 × 104, in accordance with the ks = Ey0/Cs relationship [12], in which
E = 9.793 is an integration constant and y0 is the aerodynamic roughness length,
that is 0.03 m for open terrain [10,11].

For the periodic case, the boundary conditions and the solver settings are
the same as for the full model. The only difference is in the two sides of the
domain, which are set as periodic boundaries. All the numerical simulations are
performed by using the commercial CFD code ANSYS Fluent R16.2.

4 Results and Discussion

To validate the overall computational modeling approach, a RANS three-
dimensional simulation is carried out on a single ground-mounted solar panel,
which dimensions are 2.48 m (B), 7.29 m (W) and 1.65 m (H). This panel, shown
in Fig. 3, is inclined by −25◦ with respect to the wind direction. It was studied in
two previous works by Jubayer and Hangan [6] and Abiola-Ogedengbe et al. [3],
both numerically and experimentally. The pressure coefficient along the mid-line
of the panel surface determined from the present simulation is compared with
the previous results in Fig. 4. The diagram shows a good agreement for the upper
surface of the panel with both reference data, while the curve of the pressure
coefficient on the lower surface is more similar to the wind tunnel result than
the numerical one.

On the other hand, in Table 1, the aerodynamic coefficients are compared
with that ones obtained by Jubayer [6]. It can be seen that the drag and the lift
coefficients have a percentage error that is fully acceptable.

After this preliminary validation, the analyses on the present models are
performed at two angles of inclination, that are θ = −25◦ (shown in Fig. 5)
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Fig. 3. Numerical model of the PV panel (from Jubayer and Hangan [6])

Fig. 4. Comparison of CP for the validation case

Table 1. Aerodynamic coefficients comparison with the CFD study of Jubayer and
Hangan [6]

CD CL CM

Present results 0.56 −1.20 0.11

Previous results 0.57 −1.24 -

Error −1.7% −3.2% -

and θ = 25◦ with respect to the wind direction. Each calculation is made on a
parallel workstation by employing 2 Intel Xeon 2.20 GHz processors and it took
about 12 h for the full models and about 1 h and a half for the periodic ones.
The simulations are carried out with and without considering the supporting
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Fig. 5. Definition of the inclination angle θ

columns, but no significant difference emerges in the flow between the two cases.
Therefore, only the results obtained in the presence of the columns are actually
given.

Figure 6 shows the pressure coefficient diagrams obtained on the two mod-
els at each inclination angle, in which the curves refers to the panel section
at the centerline of a column, while in Table 2 the comparison of the aerody-
namic coefficients is reported. CD and CL are respectively defined by CD =
D/(0.5ρV 2

refSref ) and CL = L/(0.5ρV 2
refSref ), in which Vref is the reference

velocity, that is, the wind velocity at the height of 10 m (m/s), Sref is the front
surface area of the panel (m2), D and L are the forces acting on the panel along
the x and y directions (N). CM is defined as CM = M/(0.5ρV 2

refSrefC), in
which C is the chord of the panel, chosen as reference length (m), and M is
the aerodynamic moment about the z-axis (Nm), calculated with respect to the
center of the panel.

The pressure distribution is practically the same for both inclination angles.
Regarding the aerodynamic coefficients, as expected, the angle variation causes
a change of sign of both CL and CM . Furthermore, the absolute values of the CL

and CD are comparable for the two inclination angles, owing to the symmetry
of the problem. In Figs. 7 and 8 the distributions of CP on the upper surface
for θ = −25◦ and for the lower surfaces for θ = 25◦ are shown. A good match
emerges from the comparison between the periodic model and the central part
of the full one. The pressure coefficient tends to decrease at the lateral side of
the full model, which is shown only for a half in Fig. 7. This is due to the existing
three-dimensionality of the flow.

These results demonstrate that the aerodynamic behavior of a solar panel
of considerable length can be derived from the study of a part of it, charac-
terized by a more limited length, assuming that this is repeated in a periodic
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Fig. 6. Comparison of CP on the panel section at the centerline of a supporting column
between the full model and the periodic one at θ = −25◦ (a), 25◦ (b)
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Table 2. Comparison of the aerodynamic coefficients between the two models

θ = −25◦ CD CL CM θ = −25◦ CD CL CM

FM 0.360 −0.774 0.102 FM 0.314 0.675 −0.089

PM 0.362 −0.779 0.094 PM 0.332 0.716 −0.088

Error −0.5% −0.6% 7.84% Error −5.73% −6.07% −1.13%

Fig. 7. Contours of CP on the panel for θ = −25◦
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Fig. 8. Contours of CP on the panel for θ = 25◦

manner along the longitudinal direction. The main consequence is a considerable
reduction of the computational cost and of the simulation time for a single CFD
analysis. Lastly, to get a better view of the flow around the panel, the streamlines
superimposed with the contour of vorticity in the middle section of the support
column are shown in Fig. 9.
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Fig. 9. Sectional flow streamlines superimposed with the vorticity contours on the
periodic model at θ = −25◦ (a), 25◦ (b)
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5 Conclusions

In this work a CFD study of wind loads on high aspect ratio ground-mounted
photovoltaic panels was performed by following two different approaches. The
entire panel was directly simulated in a full three-dimensional domain and a
reduced model was obtained by considering a small portion of the panel, by
imposing periodic boundary conditions in the homogeneous spanwise direction.

The PV panel was analyzed for two different inclination angles with respect to
the wind direction. The simulations were carried out using a Reynolds-Averaged
Navier Stokes (RANS) numerical approach supplied with the Shear Stress Trans-
port k − ω turbulence model with a hybrid mesh scheme. The wind flow at the
inlet of the computational domain was simulated by imposing the logarithmic law
boundary layer profile, in order to obtain an equilibrium Atmospheric Boundary
Layer (ABL).

The results obtained on the panel portion showed a good correspondence
when compared to the full panel, both in terms of pressure coefficient, calculated
at the centerline section of the two models, and the aerodynamic coefficients. It
was demonstrated that, by means of CFD, it is possible to determine the wind
loads on a panel of high aspect ratio from the simulation of a small portion of
it, assuming that this is repeated periodically along the longitudinal direction.

The main advantage is a considerable saving in terms of computational time,
since each calculation on the periodic model was achieved in approximately 1/8
of the time required for the simulation on the full model.
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Abstract. Formal specification techniques still remain a challenge for
applying formal methods in practice how to reduce unnecessary changes
during and after writing formal specifications. We proposed a GUI-aided
approach to constructing formal specifications, but its effectiveness has
not been evaluated. This paper describes an experiment we have con-
ducted to systematically evaluate the GUI-aided approach by comparing
it with the existing refinement approach for constructing a formal spec-
ification based on an informal requirements specification. We chose a
travel reservation system as the target system for the experiment, and
developed half of its functions using the GUI-aided approach and the
other using the existing refinement approach. The comparative experi-
ment shows how we analyzed the data collected during the development
and presents the findings. The result indicates that the GUI-aided app-
roach is superior to the existing refinement approach due to focus on
adequate requirement acquisitions in the early phase of software design.

1 Introduction

Graphical user interface (GUI) design has been seen as an important factor in
developments of highly interactive software systems, whether the interfaces and
system behaviors meet to users’ perceptions. Many definitions and disciplines of
User eXperience (UX) [1,2] have been suggested by human-computer interaction
community. In industry, some prototyping tools [3,4] are available for construct-
ing visual models to give a framework of an interactive web system or service.
The visual models may help to evaluate a website layout at an early stage of
development, but it is not enough to ensure the quality of the interactive soft-
ware systems. Such models do not provide exactly what services or functions in
interactive software systems to implement and how to verify whether the final
product executes properly in accordance with the users’ expectations.

Formal methods are powerful techniques for software developments, and com-
prise of formal specification and verification techniques. Formal specifications can
clarify user requirements by mathematical notations, and formal verifications sup-
port to ensure correct behaviors. Some of formal specification techniques applied
c© Springer International Publishing AG 2017
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in practice for deleting inconsistency and ambiguity in specifications. Honestly
speaking, they are useful for describing required functions in rigorous ways, but
not suitable for designing GUIs. In addition, if a GUI changes during and after
writing a formal specification, it will raise development cost considerably.

To address the problems, our research group proposed a GUI-aided approach
for constructing formal specifications [5,6]. The GUI-aided approach uses GUI
models derived from the structured informal requirements specification that clar-
ifies required functions, input and output data items, and their constraints for a
system. And then, the initial informal specification is improved on the result of
observations and discussions through the GUI models. Finally, a formal specifi-
cation is constructed on the basis of the improved informal specification for the
design of the system. This approach applies rapid prototyping techniques [7] for
eliciting end-users’ requirements in the early stage of development. However, at
the same moment, it contains a disadvantage of rapid prototyping developments:
“it may increase the complexity of the system as the scope of the system may
expand beyond original plans” [8]. To evaluate this point, we conducted a com-
parison between the GUI-aided approach and the existing refinement approach
that constructs a formal specification based on an informal requirements spec-
ification. In a development of a travel reservation system, we developed half of
functions using the GUI-aided approach and the other using the existing refine-
ment approach. In order to facilitate the construction of a formal specification in
a comprehensible manner, we use the Structured Object-Oriented Formal Lan-
guage (SOFL) [9] as the specification language. It provides well-designed require-
ment analysis [10], and systematic inspection [11] and testing [12] in practical
software developments.

The rest of this paper is organized as follows. Section 2 briefly introduces a
refinement approach for constructing a formal specification in SOFL. Section 3
explains an outline of the GUI-aided approach. Then, Sect. 4 describes a com-
parative study in accordance with our GUI-aided approach and the existing
refinement approach. Section 5 reviews the related work. Lastly, in Sect. 6, we
give conclusions and point out future research directions.

2 Refinement Approach in SOFL

SOFL integrates Vienna Development Method Specification Language (VDM-
SL) [13], Data Flow Diagram [14], and Petri Nets [15] for setting up practical
textual notations and graphical notations. The formal textual notations give
precise definitions of data and operations by simple propositional logics, basic
set theory and predicates for describing formal specifications. The graphical
notations give understandings of overall architecture, associations with functions,
and hierarchic structure of the system.

Developing software systems with SOFL begins to document user’s require-
ments informally based on communications between software developers and the
end-users. Figure 1 illustrates the refinement approach in SOFL. It shows an out-
line of constructing a formal specification from an informal requirements specifi-
cation. An informal specification in SOFL is composed of three parts: functions,
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data resources and constraints as the left-hand side of Fig. 1. Informal spec-
ifications equal informal documentations to be written in a natural language in
order to summarize findings from the communications. The developers precisely
describe the functions to be implemented by the system, the data resources to
be used, and the necessary constraints on both functions and resources.

Fig. 1. Refinement approach in SOFL

The right-hand side of Fig. 1 shows a formal specification. A formal specifi-
cation is composed of classes, modules, and hierarchical Condition Data Flow
Diagrams (CDFDs). A class contains a set of variables and a set of methods. The
value of each variable represents an attribute of the corresponding object, and
each method provides an operation that can change or access to the state of the
object. A module is a functional abstraction: it consists of a module name, con-
stant declarations, type declarations, variable declarations, an invariant section,
and a list of process names. A process defines an operation for transforming into
outputs from inputs: it is composed of a process name, input and output ports,
pre-condition, and post-condition. The pre-condition describes a constraint on
the input data flows before the execution of the process, while the post-condition
provides a constraint on the output data flows after the execution. These classes
and modules represent an architecture of the entire system. A CDFD is a diagram
for representing functional behaviors, by each box, for a process; each directed
line, for an input or output data flow; and each box with a number, for a data
store.

The refinement approach in SOFL is systematically designed, but it is impos-
sible to keep away from any change of specifications during and after writing
them due to the lack of sufficient requirement analysis. Model based develop-
ments are well known to improve development productivity in engineering. Mod-
els make developers shift of focus on the early phases in development processes.
We will explain the GUI-aided approach for constructing formal specifications,
and how to reduce unnecessary changes on the later phases of development
processes.
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3 A GUI-aided Approach

In accordance with our GUI-aided approach, a construction of a formal specifi-
cation includes three steps as follows:

– First, a developer derives GUI models from an initial informal specification.
The informal specification defines functions, data resources, and con-
straints in a natural language. Then, the developer demonstrates it to the
end-users, discusses about desirable functions, and gets user’s feedback to
refine the GUI models. The developer revises and enhances the GUI models
until all necessary required functions and the corresponding input and output
data items are specified.

– Second, the developer improves the initial informal specification on the basis
of the GUI models. The improved informal specification needs to denote dec-
larations of input data and output data, each parameter, and each value in
the functions part. To find such data declarations, we use an animation
technique produced by motions of the GUI models through button-related
functions. The motions of button-related functions guide a common under-
standing about system behaviors of the target system and it is effective to
elicit users’ real requirements.

– Finally, a formal specification is constructed based on the improved infor-
mal specification. A hierarchical structure of operations is derived from the
functions part in the improved informal specification. Then, a sequence of
modules and processes is specified in a hierarchical fashion. Also, he/she draws
CDFDs for each module with an emphasis on contract with the corresponding
module.

The next section shows an example of the GUI-aided approach for construct-
ing of a formal specification step by step.

4 A Comparative Study

We conducted a comparative study of constructing a formal specification to mea-
sure cost-effectiveness between the GUI-aided approach and the existing refine-
ment approach for a development of functionality and interactive features ser-
vice. In this study, one designer, with eight end-users supports, engaged in
describing an informal specification, developing GUI models for half of func-
tions, and defining the half of formal specification by the GUI-aided approach
and the other by the ordinary refinement approach in SOFL. One might assume
that it would be better to have applied the GUI-aided approach and the refined
approach in all functions, and then compare the results for each function. We
took our experimental methodology because we have only one subject who could
conduct the experiment. If the designer was required to carry out the compari-
son for the same application using the two different techniques, it would create a
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threat to the validity of the experiment result because the use of one technique
will definitely impact on the result of applying another technique to the same
functions of the same system. Our methodology is not ideal, but it allows us
to independently observe the effect of applying each technique on the functions
that possess similar feature and nature.

The end-users required the new service they want, reviewed the informal spec-
ification and GUI-models, and provided their feedback to improve the informal
specification. A program was implemented independently based on each formal
specification in different approach, and verified by functional testing whether
it meets the user requirements. Also, the designer tracked the actual time that
was spent for each development step to evaluate the approaches. We will explain
the informal specification, GUI-models, formal specification, the test result, and
spending times for the development.

4.1 Informal Specification

The travel reservation system makes it easy to find a good hotel from partner-
ship hotels around the world, find flights for one-way or round-trip including
international flights, and find fun things to do as day trips & excursions from
international travel agents. Moreover, booking the hotels, the air tickets, and the
activities are available. The system includes management functions by the user
to show the reservation statuses and cancel them. An informal specification of
the travel reservation system is specified as follows:

– Functions:
• Find hotels
• Book hotels
• Find flights
• Book flights
• Find day trips & excursions
• Book day trips & excursions
• Confirm and cancel reservations

– Data Resources:
• hotels: hotel ID, hotel name, rank, location, credit card availability, room

list, best price list.
• rooms: room ID, hotel ID, room type, maximum occupancy, vacancy list.
• air tickets: flight number, airline name, departure date, departure time,

departure place, arrival date, arrival time, arrival place, seat class, credit
card availability, seat list.
...

– Constraints:
• Hotel ID should be unique.
• A set of flight number and departure date should be unique.
• All search conditions of the hotels should include locations.
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• All search conditions of the flights should include the number of
passengers.
...

GUI models for half of functions, such as Find hotels, Book hotels, Find
flights, Book flights, were created in our comparative study. In contrast, the
other functions in the informal specification were translated into a formal spec-
ification directly.

4.2 GUI Models

In our comparative study, eleven GUI models for representing four functions
were implemented under the Eclipse environment using Swing in Java. These
models incorporate buttons, menu bar, or menu items to represent event handling
functions, but each handler does not need to be associated with any database.

Fig. 2. The GUI model for finding hotels

For instance, Fig. 2 displays a look and feel for the function of Find hotels.
The GUI model requires input data: travel destination, number of persons,
number of rooms, number of hotel stays, and check-in/check-out dates. After
inputting them and pushing “next” button, an accommodation list will appear
in a next GUI model. The designer demonstrated it in front of the end-users,
discussed with the clients about desirable functions, refined the model on the
basis of users’ feedback. In our comparative study, the designer expected only
showing available rooms for the requested period is enough for users. However,
the end-users wanted to add the optional function that all accommodations are
displayed, including fully booked hotels for the requested dates. Not only that,
they wanted to sort the accommodation list by price rather than hotel rank.
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The GUI models facilitate more deepening of understanding about functional
behaviors and the corresponding input and output data in operation levels. In
this way, the informal specification was improved to clarify a hierarchical struc-
ture of operations and add data declarations for input and output data.

4.3 Formal Specification

Half of the functions in the travel reservation system are improved through a
prototype analysis by GUI models, and a formal specification was created as
follows:

module Travel System/FindingHotels Decom
type

roomData = composed of
rID : roomID
hotel : hotelID
rank : string
capacity : nat
vacancy : boolean
amount : nat

end;
. . . . . .
var

rooms: seq of roomData; . . . . . .
process Show unlimit (hotelIDs:hotelIDs, amount:nat, date:Calendar) d:ho-

telIDs
ext rd rooms
pre true
post forall[i:inds(hotelIDs)]| exists[j:inds(hotelIDs(i).roomIDs)]|

rooms(hotelIDs(i), roomIDs(j)).capacity >= humanNum and
rooms(hotelIDs(i), roomIDs(j)).amount(date) <= amount) and
d = conc(˜d, hotelIDs(j))

end process;

As we explained in Sect. 2, a module defines a module name, constant dec-
larations, type declarations, variable declarations, an invariant section, and a
sequence of processes. The module FindingHotels Decom relates with the GUI
model given in the Fig. 2.

The process of Show unlimit declares input parameter: a list of accommoda-
tions, amount, date, output parameter: a new list of available accommodations,
external variable: rooms, and their types respectively. The pre-condition defines
no specific constraints as true. The post-condition denotes that if an accom-
modation fits within a budget, less than maximum occupancy of a room, and
a reservation is also possible during the requested period, then the accommo-
dation’s ID adds a list of the available accommodations. Figure 3 represents the
functional behaviors of the module of FindingHotels Decom.
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Fig. 3. The CDFD for finding hotels

At the same time, the rest of the three functions in the travel reservation sys-
tem required to write a formal specification without GUI models for comparison.
We translated into a formal specification from the informal specification about
the functions: Find day trips & excursions, Book day trips & excursions,
Confirm and cancel reservations, then drew the CDFDs for each module.

4.4 Results

In order to evaluate the effectiveness between the GUI-aided approach and the
existing refinement approach, we implemented a Java program using each half
of formal specification, generated test cases, and executed them. A program-
mer translated from the processes specified in the formal specifications into a
class or a set of classes in the Java program with the intention of identifying a
relationship between the formal specification and the program. Next, functional
scenarios derived from the formal specifications for generation of the test cases.
We applied a specification based testing [12] to verify the correctness of program
by generating test cases from the formal specification. Then, we verified whether
the program covers functional scenarios defined in the specification including
failure paths cases. Table 1 shows the test result that how many bugs found by
testing in the source codes. It is not surprising that the failures in functional
testing by the GUI-aided approach is few, since the approach used a superior
model for analyzing functional behaviors.

Also, we recorded each time for the following activities: constructing the infor-
mal specification, GUI modeling & improved informal specification, construct-
ing formal specification, coding, generating test cases, executing the test, and
debugging with the GUI-aided approach and the existing refinement approach
respectively. Table 2 represents the result of each development time (hours). The
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Table 1. Test result

GUI-aided approach Existing refinement

Functional test errors 3 11

Failure path test errors 6 3

Total number of errors 9 14

Table 2. The development hours

GUI-aided approach Existing refinement

Informal specification 1:54 3:06

GUI models & improve 8:33 -

Formal specification 11:52 9:48

Coding 33:08 42:02

Test & debug 1:05 3:11

Total time 56:32 58:07

constructing time for the formal specification by the GUI-aided approach is a
seemingly inefficient, however it caused by difference of code lengths for the
covered functions. The total codes have written 7.7 thousand of lines of code
(KLOC), with the GUI-aided approach, 3.5 KLOC; with the existing refine-
ment approach, 2.4 KLOC, and the other for the intersecting parts, 1.8 KLOC.
Despite this, the coding was done in less time with the GUI-aided approach than
the existing refinement approach. Especially, we should note that the executing
test and debugging with the GUI-aided approach is cost-effective compared to
the other.

5 Related Work

In human-computer interaction community, prototypes categorize low or high-
fidelity [16]. Fidelity means a classification of similarity between a prototype
and a final service or product. Low-fidelity prototypes are constructed quickly
and low-cost, and provide restricted functions and little or no interactions to
address screen layout issues for user-interface designs. In contrast, high-fidelity
prototypes are fully interactive for describing the complete functionality of a
product [17]. It supports usability testing for containing the similar behaviors of
the final product. Consequently, a high-fidelity prototype is more expensive and
more time-consuming than a low-fidelity prototype. It is a common limitation
for model-based developments.

In spite of many tools’ supports for low or high-fidelity prototypes, it is dif-
ficult for a designer to precisely express behaviors of a product to developers
or other stakeholders. According to [18], 76% of the designers reported that
communicating the design of behaviors to developers is more difficult than the
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appearance. After all, designers need to use any text document, such as annota-
tion, with the pictures to serve as a specification for developers. For the purpose
of covering this disadvantage, we believe formal methods strongly support to
define functional behaviors in a formal specification.

6 Conclusions

This paper describes a comparative study between the GUI-aided approach and
the ordinary refinement approach in SOFL for developing a travel reservation
system. The GUI-aided approach aims to discover functional behaviors, including
end-users’ implicit requirements through GUI models. In our comparative study,
we described a well-designed informal specification for the target system, devel-
oped GUI models for half of its functions defined in the informal specification
using the GUI-aided approach and improved it. Next, a formal specification was
defined by the GUI-aided approach and the existing refinement approach respec-
tively. Then, the formal specification translated into a Java program. Finally, we
generated test cases based on a specification based testing, executed the testing,
and fixed errors.

The result of the comparative study shows the GUI-aided approach does not
have a tremendous advantage in total development time, however, it is cost-
effective compared to the other in test and debug. Also, we do not find any
increase of the complexity of the system development. In fact, only one program-
mer carried out the implementation of the formal specification. This process
is quite straightforward because the formal specification has clearly indicated
the input variables, output variables, and the precise definition of the desired
functions.

Meanwhile, we need more analyses for comparing the GUI-aided approach
with other formal techniques in our future work. Since our experiment does not
concentrate on the process of obtaining and applying the feedback from the end-
user, nothing can be clearly reported in this paper. We will investigate what is
added after getting the feedback, and how it alters the formal specification of
the system behavior in more detail.

Acknowledgement. We would like to thank Daisuke Noguchi for developing GUI
models, including writing the SOFL specifications and completing the implementation
in Java. This work was supported by JSPS KAKENHI Grant Number 26240008.

References

1. Law, E.L.C., Roto, V., Hassenzahl, M., Vermeeren, A.P., Kort, J.: Understanding,
scoping and defining user experience: a survey approach. In: Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems, CHI 2009, New
York, NY, USA, ACM (2009) 719–728

2. Spohrer, J.C., Freund, L.E. (eds.): Advances in the Human Side of Service Engi-
neering. Advances in Human Factors and Ergonomics Series. CRC Press, Boca
Raton (2012)



A Comparative Study of a GUI-Aided Approach 283

3. Axure Software Solutions Inc.: Axure RP. https://www.axure.com/
4. Balsamiq Studios LLC.: Balsamiq mockups. https://balsamiq.com/
5. Liu, S.: A GUI-Aided approach to formal specification construction. In: Liu, S.,

Duan, Z. (eds.) SOFL+MSVL 2015. LNCS, vol. 9559, pp. 44–56. Springer, Cham
(2016). doi:10.1007/978-3-319-31220-0 4

6. Nagoya, F., Liu, S.: A case study of a GUI-Aided approach to construct-
ing formal specifications. In: Liu, S., Duan, Z., Tian, C., Nagoya, F. (eds.)
SOFL+MSVL 2016. LNCS, vol. 10189, pp. 74–84. Springer, Cham (2017). doi:10.
1007/978-3-319-57708-1 5

7. Gomaa, H.: The impact of rapid prototyping on specifying user requirements. SIG-
SOFT Softw. Eng. Notes 8, 17–27 (1983)

8. Meghanathan, N., Chaki, N., Nagamalai, D. (eds.): CCSIT 2012. LNICSSITE, vol.
86. Springer, Heidelberg (2012)

9. Liu, S.: Formal Engineering for Industrial Software Development. Springer, Hei-
delberg (2004)

10. Miao, W., Liu, S.: A formal engineering framework for service-based software mod-
eling. IEEE Trans. Serv. Comput. 6, 536–550 (2013)

11. Li, M., Liu, S.: Integrating animation-based inspection into formal design specifi-
cation construction for reliable software systems. IEEE Trans. Reliab. 65, 88–106
(2016)

12. Liu, S., Nakajima, S.: A decompositional approach to automatic test case gen-
eration based on formal specifications. In: Proceedings of the 2010 Fourth Inter-
national Conference on Secure Software Integration and Reliability Improvement,
SSIRI 2010, IEEE Computer Society, Washington, DC, pp. 147–155 (2010)

13. Jones, C.B.: Systematic Software Development Using VDM. Prentice Hall Inter-
national (UK) Ltd., Upper Saddle River (1986)

14. DeMarco, T.: Structured Analysis and System Specification. Prentice Hall PTR,
Upper Saddle River (1979)

15. Reisig, W.: Petri Nets: An Introduction. Springer, New York (1985)
16. Rudd, J., Stern, K., Isensee, S.: Low vs. high-fidelity prototyping debate. Interac-

tions 3, 76–85 (1996)
17. Carter, A.S., Hundhausen, C.D.: How is user interface prototyping really done in

practice? A survey of user interface designers. In: 2010 IEEE Symposium on Visual
Languages and Human-Centric Computing, pp. 207–211 (2010)

18. Myers, B., Park, S.Y., Nakano, Y., Mueller, G., Ko, A.: How designers design and
program interactive behaviors. In: Proceedings of the 2008 IEEE Symposium on
Visual Languages and Human-Centric Computing, VLHCC 2008. IEEE Computer
Society, Washington, DC pp. 177–184 (2008)

https://www.axure.com/
https://balsamiq.com/
http://dx.doi.org/10.1007/978-3-319-31220-0_4
http://dx.doi.org/10.1007/978-3-319-57708-1_5
http://dx.doi.org/10.1007/978-3-319-57708-1_5


Missing Data Completion Using Diffusion Maps
and Laplacian Pyramids

Neta Rabin and Dalia Fishelov(B)

Department of Mathematics, Afeka - Tel Aviv Academic College of Engineering,
Tel Aviv, Israel

{netar,daliaf}@afeka.ac.il

Abstract. A challenging problem in machine learning is handling miss-
ing data, also known as imputation. Simple imputation techniques com-
plete the missing data by the mean or the median values. A more sophis-
ticated approach is to use regression to predict the missing data from the
complete input columns. In case the dimension of the input data is high,
dimensionality reduction methods may be applied to compactly describe
the complete input. Then, a regression from the low-dimensional space
to the incomplete data column can be constructed from imputation. In
this work, we propose a two-step algorithm for data completion. The first
step utilizes a non-linear manifold learning technique, named diffusion
maps, for reducing the dimension of the data. This method faithfully
embeds complex data while preserving its geometric structure. The sec-
ond step is the Laplacian pyramids multi-scale method, which is applied
for regression. Laplacian pyramids construct kernels of decreasing scales
to capture finer modes of the data. Experimental results demonstrate
the efficiency of our approach on a publicly available dataset.

Keywords: Missing data · Dimensionality reduction · Diffusion maps ·
Laplacian pyramids

1 Introduction

A challenging problem in machine learning is preprocessing of the dataset that
involves data normalization, detection of input outliers and handling missing
data. This work focuses on completion of missing data, also known as imputa-
tion. There are several common ways to deal with this problem. Simple imputa-
tion techniques complete the missing data by replacing it with the mean or the
median value of the column. Another simple imputation approach is to replace
the missing values with a sample that is randomly selected from the same col-
umn [10,11]. A more sophisticated approach is to use a regression to predict
the missing data in specific column from the rest of the columns. In case the
dimension of the input data is high, it is reasonable to assume that the data
columns are correlated, thus the input matrix X resides in a low-dimensional
space. Therefore, a dimensionality reduction method can be applied to the set
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of full columns and the result may be used as the regression input to predict
the missing values in the other columns. Such an approach was suggested in
[1] for data imputation in road networks. UshaRani and Sammulal [17] apply
dimensionality reduction and clustering for completion of missing medical data.
Recently, Pierson and Yau [15] used a linear dimensionality reduction technique
to fill in zero-values of single-cell gene expression data.

Dimensionality reduction methods can be separated into feature selection
techniques, in which a subset of the columns is selected on the one hand, and
feature extraction methods that construct latent combinations of all of the input
columns on the other hand. Principal complainant analysis [14] is a common
linear dimensionality reduction method that constructs linear combinations of
the data columns while minimizing the reconstruction error. However, if the
high-dimensional data contains non-linear relations, then linear methods fail to
faithfully reduce the dimension of the dataset. Manifold learning methods that
include Local Linear Embedding [20], Laplacian Eigenmaps [2,3] and Diffusion
Maps [5], aim to reveal the intrinsic parameters that drive the data. These intrin-
sic modes parameterize the data in a low dimension space while preserving some
properties of interest. In this work, diffusion maps are utilized for dimension-
ally reduction. There, the data is compactly re-organized data according to a
diffusion distance metric that is defined by a random walk on the points in the
ambient space. In the embedding space, the diffusion distance is the Euclidean
distance between the embedded data points, thus the embedding is distance
preserving.

Once the dimension of the data is reduced, several methods may be applied
for imputations. Linear regression is a simple choice, but it relies on the assump-
tion that there is a linear relationship between the function and the data. Regres-
sion using a k nearest neighbors is another simple regression approach, the draw-
back is that in case different columns need to be imputed, an optimal value for
k should be set according to the smoothness of column’s data. In this paper, we
propose to use Laplcain pyramids for regression from the low-dimensional space
to the column with the missing data. The Laplacian pyramids method was pro-
posed in [19] and improved by adding an automatic stopping criteria in [7,9].
The method was applied in [6] for reconstruction data points in the ambient
space, in [22] for analog forecasting and in [8] for meteorological data analysis.
Here, we emphasize the advantage of this method to automatically stop at a
suitable scale that fits the data, without manually tuning the scale parameters.
This property is important when running many consecutive regressions for data
completion.

2 Mathematical Background

This section describes the two central mathematical tools that are proposed for
imputation. First, we review the diffusion maps framework, then the Lalpacian
pyramids method is explained.
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2.1 Diffusion Maps

Let X = {x1, . . . , xN} be a set of data points in R
m, hence xi of size 1 × m is

the i-th row of X. In order to construct a low-dimensional representation of X,
a graph G = (X,W) is built. The kernel W, defined by W = (w(xi, xj))N×N ,
contains the weights of the graph edges. We assume that the kernel is

– symmetric;
– positive preserving: w (xi, xj) ≥ 0 for all xi, xj ∈ X;
– positive semi-definite: for all real-valued bounded function f defined on X,∑

i

∑
j w (xi, xj) f(xi)f(xj) ≥ 0.

Diffusion Kernels. Typically, kernels of the form Wε =
(
h

(−‖xi−xj‖2

2ε

))

are chosen since they are directionally independent. Here ε defines the width of
the kernel. A common choice is the Gaussian kernel Wε = (wε(xi, xj)), where

wε(xi, xj) = e
−‖xi−xj‖2

2ε . The scale parameter ε can be defined (see [21]) by

ε = median{dij}, (1)

where D = (di,j)N×N is the matrix of pairwise Euclidean distances of the set X.
A general normalized form of the kernel, having a parameter α which controls

the normalization type, was introduced in [5]. It is given by

w(α)
ε (xi, xj) =

wε(xi, xj)
qα(xi)qα(xj)

, q(xi) =
∑

j

wε(xi, xj). (2)

Then, a Markov transition matrix is defined by

P(α) =
(
p(α)(xi, xj)

)
, where p(α)(xi, xj) =

w
(α)
ε (xi, xj)

∑
j w

(α)
ε (xi, xj)

(3)

Three values of α that are commonly in use are α = 0, 1, 0.5. When ε → 0,
Pα approximates the following operators:

1. α = 0: the classical graph Laplacian [4];
2. α = 1: the Laplace-Beltrami operator [5];
3. α = 1

2 : the diffussion of the Foller-Planck equation [12].

In this paper α was set to be 1, denoting P(α=1) as P.

Spectral Decomposition. The construction of the low-dimensional data rep-
resentation involves the eigendecomposition of P. This is computed by

p(xi, xj) =
∑

k≥0

λkψk(xi)φk(xj). (4)
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Here {λk}N−1
k=0 are the eigenvalues of P and {φk}N−1

k=0 , {ψk}N−1
k=0 are the cor-

responding left and right eigenvectors. We note that P is similar to a symmet-
ric matrix A, i.e., A = D

1
2 PD− 1

2 , where D is a diagonal matrix with values∑
j wα

ε (xi, xj) on its diagonal. Thus, P and A share the same set of eigenvalues.
The spectral decomposition of the matrix A = (a(xi, xj)) is given by

a(xi, xj) =
∑

k≥0

λkvk(xi)vk(xj). (5)

Since A is symmetric the set eigenvalues {λk}N−1
k=0 are real and the set of eigen-

vectors {vk}N−1
k=0 are orthogonal. The left and the right eigenvectors of P are

related to {vk}N−1
k=0 by

ψk = D− 1
2 vk, φk = D

1
2 vk. (6)

The orthonormality of {vk} yields the biorthonormality of {φk} and {ψk}.
This property is used for defining a metric on the data. In addition, since the
eigenvalues decay fast to zero, the sum in Eq. (4) can be approximated by a
small number of leading terms. These terms are used to define the diffusion
maps embedding

Ψ(xi) = (λ1ψ1(xi), λ2ψ2(xi), λ3ψ3(xi), · · · ) . (7)

Diffusion Distances. This embedding (Eq. (7)) results in a compact represen-
tation of the data, in which the distances between the data points are determined
by the geometric structure of the data. Following the definitions in [5,13], the
diffusion distance between two data points xi and xj is the weighted L2 distance

D2(xi, xj) =
∑

xl∈X

(p(xi, xl) − p(xl, xj))
2

φ0(xl)
, (8)

where the value of 1
φ0(xi)

depends on the point’s density. In this metric, two data
points are close to each other if they are connected by many paths. Substituting
Eq. (4) in Eq. (8) and using the biorthogonality properties, we obtain that the
diffusion distance is expressed by

D2(xi, xj) =
∑

k≥1

λk(ψk(xi) − ψk(xj))2. (9)

In these new set of diffusion maps coordinates, the Euclidean distance between
two points in the embedded space represents the distances between the points
as defined by a random walk.

2.2 The Laplacian Pyramid

The Laplacian pyramid is a multi-scale algorithm for approximating and extend-
ing an empirical function f , which is defined on a dataset Z = {z0, z1, . . . , zn},
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to new data points. In this algorithm, Gaussian kernels with descending widths
are applied on the points in Z to construct a multi-resolution approximation
of f . Then, this approximation can be extended to evaluate f for new points
{z̄}. An initial Gaussian kernel, having a relatively large scale σ0, is defined on
Z by G0 = (g0(zi, zj)) where

g0(zi, zj) = e
−‖zi−zj‖2

σ0 , zi, zj ∈ Z. (10)

Normalizing G0 results in a smoothing operator K0 = (k0(zi, zj)), where

k0(zi, zj) = q−1
0 (zi)g0(zi, zj), where q0(zi) =

∑

j

g0(zi, zj). (11)

At a finer scale l, the Gaussian kernel Gl = (gl(zi, zj)) is defined by

gl(zi, zj) = e−‖(zi−zj)‖2/(
σ0
2l ), l = 1, 2, 3, . . . (12)

Normalization of Gl yields the smoothing operator Kl = (kl(zi, zj)), where

kl(zi, zj) = q−1
l (zi)gl(zi, zj), ql(zi) =

∑

j

gl(zi, zj), l = 1, 2, 3, . . . (13)

The Laplacian Pyramid representation of f is iteratively defined as follows. For
the first level l = 0, a smooth approximation of f is

f0(zk) =
n∑

i=1

k0(zk, zi)f(zi), k = 1, . . . , n, zi, zk ∈ Z. (14)

Let
d1(zi) = f(zi) − f0(zi), i = 1, 2, . . . , n zi ∈ Z,

then a finer representation of f is

f1(zk) = f0(zk) +
n∑

i=1

k1(zk, zi)d1(zi), k = 1, . . . , n.

In general, for l = 1, 2, 3 . . .,

dl(zi) = f(zi) − fl−1(zi), i = 1, . . . , n, (15)

fl(zk) = fl−1(zk) +
n∑

i=1

kl(zk, zi)dl(zi), k = 1, . . . , n, (16)

where f0 is defined in Eq. (14). Equation (16) approximates a given function f
by the series of functions {f0, f1, f2, . . .} in a multi-scale manner, going from
a coarser to a finer representation. The functions {f0, f1, f2, . . .} can be easily
extended to a new point z̄ in the following way.

f0(z̄) =
n∑

i=1

k0(z̄, zi)f(zi) for l = 0 (17)
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fl(z̄) = fl−1(z̄) +
n∑

i=1

kl(z̄, zi)dl(zi) for l = 1, 2, 3, . . . , (18)

where dl(zi) is defined in Eq. (15).
The following example (taken from [6]) demonstrates the multi-scale approx-

imation of the function

f(x) =

⎧
⎨

⎩

−0.02(x − 4π)2 + sin(x) 0 ≤ x ≤ 4π
−0.02(x − 4π)2 + sin(x) + 1

2sin(3x) 4π < x ≤ 7.5π
−0.02(x − 4π)2 + sin(x) + 1

2sin(3x) + 1
4sin(9x) 7.5π < x ≤ 10π

(19)

Fig. 1. Approximations of the function f that was defined in Eq. (19) for scales l =
3, 5, 8, 11 going from left to right. The function is plotted in blue in each of the top
images, approximations fl in black and the corresponding residuals dl on the bottom
row in red. (Color figure online)

Stopping Criteria and the Auto-adaptive Laplacian Pyramids. The
Laplacian Pyramids iterations may be stopped by setting an admissible error to
a small threshold err, for example by requiring ‖f − fl‖ < err . When err is too
large, then the iterations stop at a coarse scale, thus the approximation does not
capture finer structures of the function f . If err is too small, then in finer scales
a point may have few or no neighbors, thus over-fitting may occur. The auto-
adaptive Laplacian Pyramids, which were introduced in [7,9], slightly modify
the kernels constructed in Eqs. (10) and (12). This prevents over-fitting and
provides a criteria for selecting a proper stopping scale l. The main modification
is to replace the kernels Gl = (gl(zi, zj)) by G̃l, which are defined by

G̃l(zi, zj) =
{

Gl(zi, zj) i �= j
0 i = j.

(20)

These yield the normalized operators k̃l(zi, zj) = q̃−1
l (zi)g̃l(zi, zj), where

q̃l(zi) =
∑

j g̃l(zi, zj) and the iterative construction

f0(zk) =
n∑

i=1

k̃0(zk, zi)f(zi) for level l = 0 (21)

fl(zk) = fl−1(zk) +
n∑

i=1

k̃l(zk, zi)dl(zi) for l = 1, 2, . . . . (22)

Extension to new points is done in a similar manner, z̄ replaces zk in Eqs. (21)
and (22).
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By using the above modification, the pyramids are constructed using a Leave-
one-out-cross-validation that is inherent in the algorithm, as each train point
in Z is treated as test point. The approximation of f at zi is built without
using the value of the point itself, the contribution is only from z′

is neighboring
points. This modification makes the procedure more robust in the presence of
noise. The stopping scale l is determined by computing the mean square error
errl = ‖f − fl‖ at each level and choosing the stopping scale l as the minimum
value of the vector errl. To conclude, this procedure is equivalent to running the
Laplacian Pyramids algorithm in a Leave one out cross validation manner and
choosing the scale where the error is minimal.

3 Imputation via Diffusion Maps and Adaptive Laplacian
Pyramids

This section describes how diffusion maps and Laplacian pyramids are used for
completing values of missing data. Let X be the input data matrix of size N ×m.
For example, in a medical application N represents the number of patients and
m is the number of medical results for each patient. For simplicity, we assume
that missing data occurs in a single column X(j) of the input matrix X, and
that the other columns {X(k)}k �= j are complete. Thus, one can regress X(j)

using {X(k)}k �= j or its corresponding low-dimensional representation.
Figure 2 provides an illustrative description of our approach. The input

matrix {X(k)}k �= j is given on the left of the figure in black. It is of dimen-
sion N × (m − 1). The blue column next to it, X(j), is of dimension N × 1. Its
red circles represent missing data while the blue line markers represent complete
values. In accordance, the black lines in the matrix {X(k)}k �= j indicate rows that
have a value in X(j), while the red lines correspond to rows with missing data in
X(j). In the center of the figure, the diffusion maps representation of the matrix
{X(k)}k �= j is plotted. Here, the black and red circles represent the embedding of
black and red lines of the matrix {X(k)}k �= j , accordingly. On the right side of the
figure, the column X(j) is plotted as a function that is defined on the embedded
points. Laplacian pyramids are constructed using the low-dimensional model on
the right.

The proposed algorithm consist of the following three steps, a pre-processing
step (Step 0) is also described.

Step 0: Preprocessing.

– For the simplicity of notations, sort the N points in X so that the first n,
n < N points are those that have a value in X(j) and the following N − n
points have missing values in X(j).

– In order to apply diffusion maps, the column of the input data matrix
{X(k)}k �= j should be of a comparable scale. Otherwise, if columns with large
values dominate the pairwise distanced that are constructed in the kernel (see
Sect. 2.1). A simple scale normalization can be performed by subtracting the
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Fig. 2. Illustrative description of the proposed algorithm.

mean and dividing by the variance of each column. Another simple approach
is to divide each column by it norm. A more sophisticated approach, which
is based on diffusion kernels, was proposed in [18,19]. For the next step, we
assume {X(k)}k �= j holds columns of comparable scales.

Step 1: Reduce the dimension of the set {X(k)}k �= j containing N rows and m
columns via diffusion maps.

1. Construct a kernel

Wε = wε(xi, xj)) = e
−‖xi−xj‖2

2ε .

The scale parameter ε can be computed as explained in Sect. 2.1. This
results in an N × N symmetric matrix.

2. Use the Laplace-Bletrami normalization (see Sect. 2.1) and build

W(1)
ε = w(1)

ε (xi, xj) =
wε(xi, xj)
q(xi)q(xj)

, q(xi) =
∑

j

wε(xi, xj).

3. Apply a row-normalization and obtain the Markov matrix

P = p(xi, xj) =
w1

ε (xi, xj)∑
j w1

ε (xi, xj)
.

4. Compute the spectral decomposition of P,

P = p(xi, xj) =
∑

k≥0

λkψk(xi)φk(xj).

5. Use the first d << N leading diffusion coordinates

Ψ(xi) = (λ1ψ1(xi), . . . , λdψd(xi)) .

to embed {X(k)}k �= j in a d-dimensional space.
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Step 2: Set f = X(j) and approximate from the corresponding points in the
low-dimensional space.

1. Collect the subset of points from the embedding space that have a value
in f . Denote these n point (n < N) by Z = {Ψ(xi)}n

i=1, where xi are
points for which f(xi) = X(j)(i) is known.

2. Collect the subset of points from the embedding space that have a missing
value in f . Denote these N −n points X̄ = {Ψ(xi)}N

i=N−n+1, xi are points
for which X(j)(i) needs to be imputed.

3. Compute the auto-adaptive Laplacian pyramids for the function f = X(j)

using the points in Z by

f0(zk) =
n∑

i=1

k̃0(zk, zi)f(zi) for l = 0

fl(zk) = fl−1(zk) +
n∑

i=1

k̃l(zk, zi)dl(zi) for l = 1, 2, . . .

4. In each level store the error errl = ‖f − fl‖.
5. Set the final (stopping) level l̃ to be l̃ = min(errl).

Step 3: For each point z̄ ∈ Z̄, impute its value f(z̄), where f = X(j) by

f0(z̄) =
n∑

i=1

k̃0(z̄, zi)f(zi) for l = 0

fl(z̄) = fl−1(z̄) +
n∑

i=1

k̃l(z̄, zi)dl(zi) for l = 1, 2, . . . , l̃.

Set the missing values f(z̄) to be fl(z̄).

4 Experimental Results

The application of the proposed algorithm is demonstrated on a mice protein
expression dataset, taken from the UCI repository [16]. The data set consists
of the expression levels of 77 proteins that produced detectable signals in the
nuclear fraction of cortex. These types of biological datasets, including the above
dataset, often have missing values. From this dataset, we select a subset of
N = 1000 rows and m = 66 columns, which do not contain missing data. Assum-
ing now that some data is missing in a particular column, then diffusion maps
followed by Laplacian pyramids (see Sect. 3) is applied for imputation. We mea-
sure the efficiently of the proposed algorithm by calculating the mean and maxi-
mum errors. We compare our results to linear regression and K-nearest neighbors
techniques. The evaluation is carried out using a 5-fold cross validation.

Let {X(k)}k �=10 be the full dataset and X(10) be a column with missing data.
First, the data set {X(k)}k �=10 is pre-processed according to Step 0 in Sect. 3
by substraction of the mean and division by the standard deviation of each
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Fig. 3. Diffusion maps embedding of the set {X(k)}k �=10. Points with known values in
X(10) are colored blue and points with missing values in X(10) are colored red. (Color
figure online)

Fig. 4. Diffusion maps embedding of the set {X(k)}k �=10 colored by the values of
f = X(10).

column. Next, diffusion maps is applied to the set {X(k)}k �=10 and embedded
in a 3-dimensional space. The values of X(10) are known for n = 800 points
and unknown for the remaining N − n = 200 points. Figure 3 presents the 3-
dimensional embedding of {X(k)}k �=10. The 800 points for which the values of
X(10) are known are colored in blue where as the 200 points that have missing
values in X(10) are colored in red. Coloring the embedding by the values of the
function f = X(10), we can induce from Fig. 4 that the function is smooth on
the embedded data.

Next, the adaptive Laplacian pyramids are constructed with n = 800 known
values. The stopping level l̃ for the Laplacian pyramids is set to be the itera-
tion having the minimum error (as explained in Sect. 2.2). Figure 5 displays the
values of errl as computed for each iteration of the Laplacian pyramids; the
minimum is reached for l = 14. This is the stopping scale used for extending
the pyramids (see Step 3 in Sect. 3). Last, the N − n = 200 missing values
are imputed with Laplacian pyramids and compared to linear regression and
k-nearest neighbors. All three methods rely on the embedded data instead of
the original high-dimensional space. Figure 6 displays the approximated values
as imputed by the Laplacian pyramids (in blue), linear regression (in green) and
k-nn with k = 7 (in yellow). The error bars as computed from a 5-fold cross
validation are presented in Fig. 7. We plot the mean square error in the left
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Fig. 5. Approximation errors for each scale l in the Laplacian pyramid construction.
The stopping scale is set to be the level l̃ with the minimal error, here l̃ = 14.

Fig. 6. Imputation of f = X(10) (the missing values are sorted) using the adaptive
Laplacian pyramids (blue), linear regression (green) and k-nn, k = 7 (yellow). The
true values are in black. (Color figure online)

Fig. 7. Mean squared error (left) and maximum error (right) for the 5-fold cross vali-
dation imputation of f = X(10).

chart and the maximum error in the right chart. It can be seen that the linear
regression results with the largest error and that the pyramids based imputation
yields the smallest errors.
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Fig. 8. Diffusion maps embedding of the set {X(k)}k �=48 colored by the values of
f = X(48).

Fig. 9. Imputation of f = X(48) (the missing values are sorted) using the adaptive
Laplacian pyramids (blue), linear regression (green) and k-nn, k = 7 (yellow). The
true values are in black. (Color figure online)

Fig. 10. Mean squared error (left) and maximum error (right) for the 5-fold cross
validation imputation of f = X(48).

We repeat the above example for another column X(48). As before, the set
{X(k)}k �=48 is embedded into a 3-dimensional space. The function f = X(48)

is not as smooth as X(10), this is displayed in Fig. 8, where the diffusion maps
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embedding is colored by f = X(48). Figure 9 plots the imputation results for the
missing values (sorted) as evaluated by the adaptive Laplacian pyramids, linear
regression and k-nn with k = 7. The means square errors and the maximum
errors are presented in Fig. 10. The pyramids approximations maintain small
mean and max errors throughout all of the 5 folds.

5 Conclusions

In this paper, a two-step method was presented for data completion, which is
suitable for high dimensional data. The proposed algorithm uses diffusion maps
for reducing the dimension of the training samples with complete data in the
first step. Next, a regression process is carried out in order to evaluate missing
values from a particular column. The regression analysis is done with a multi-
scale method named adaptive Laplacian pyramids that learns the suitable scale
for regression. The method is not sensitive to the choice of parameters. Since in
such imputation problems, regression is applied many times for filling in data
from different columns, such properties are important. Experimental results show
the advantages of the proposed method compared to linear regression and local
k-nearest neighbors regression.
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9. Fernández, Á., Rabin, N., Fishelov, D., Dorronsoro, J.R.: Auto-adaptive Laplacian
Pyramids. In: 24th European Symposium on Artificial Neural Networks. Compu-
tational Intelligence and Machine Learning, ESANN, pp. 59–64, Bruges, Belgium
(2016)

10. Huisman, M.: Missing data in behavioral science research: investigation of a col-
lection of data sets. Kwant. Methoden 57, 69–93 (1998)

http://arxiv.org/abs/1311.6594


Missing Data Completion Using Diffusion Maps and Laplacian Pyramids 297

11. Little, J.A.R., Rubin, B.D.: Statistical Analysis with Missing Data, 2nd edn. Wiley,
Hoboken (2002)

12. Nadler, B., Lafon, S., Coifman, R.R., Kevrekidis, I.G.: Diffusion maps, spectral
clustering and eigenfunctions of Fokker-Planck operators. In: Neural Information
Processing Systems (NIPS), vol. 18 (2005)

13. Nadler, B., Lafon, S., Coifman, R.R., Kevrekidis, I.G.: Diffusion maps, spectral
clustering and reaction coordinate of dynamical systems. Appl. Comput. Harmon.
Anal. 21, 113–127 (2006)

14. Pearson, K.: On lines and planes of closest fit to systems of points in space. Philos.
Mag. 2(11), 559–572 (1901)

15. Pierson, E., Yau, C.: ZIFA: dimensionality reduction for zero-inflated single-cell
gene expression analysis. Genome Biol. 16, 241 (2015)

16. http://archive.ics.uci.edu/ml/datasets
17. UshaRani, Y., Sammulal, P.: An efficient disease prediction and classification using

feature reduction based imputation technique. In: International Conference on
Engineering & MIS (ICEMIS) (2016)

18. Rabin, N., Averbuch, A.: Detection of anomaly trends in dynamically evolving
systems. In: 2010 AAAI Fall Symposium Series, pp. 44–49 (2010)

19. Rabin, N., Coifman, R.R.: Heterogeneous datasets representation and learning
using diffusion maps and Laplacian pyramids. In: Proceedings of the 2012 SIAM
International Conference on Data Mining, pp. 189–199 (2012)

20. Roweis, S.T., Saul, L.K.: Nonlinear dimensionality reduction by locally linear
embedding. Science 290, 2323–2326 (2000)

21. Schclar, A.: A diffusion framework for dimensionality reduction. In: Maimon, O.,
Rokach, L. (eds.) Soft Computing for Knowledge Discovery and Data Mining, pp.
315–325. Springer, Heidelberg (2008). doi:10.1007/978-0-387-69935-6 13

22. Zhao, Z., Giannakis, D.: Analog forecasting with dynamics-adapted kernels. Non-
linearity 29, 2888 (2016)

http://archive.ics.uci.edu/ml/datasets
http://dx.doi.org/10.1007/978-0-387-69935-6_13


Classification of Cocaine Dependents from fMRI
Data Using Cluster-Based Stratification

and Deep Learning

Jeferson S. Santos1, Ricardo M. Savii1, Jaime S. Ide2, Chiang-Shan R. Li2,
Marcos G. Quiles1(B), and Márcio P. Basgalupp1
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Abstract. Cocaine dependence continues to devastate millions of
human lives. According to the 2013 National Survey on Drug Use and
Health, approximately 1.5 million Americans are currently addicted to
cocaine. It is important to understand how cocaine addicts and non-
addicted individuals differ in the functional organization of the brain.
This work advances the identification of cocaine dependence based on
fMRI classification and innovates by employing deep learning methods.
Deep learning has proved its utility in machine learning community,
mainly in computational vision and voice recognition. Recently, studies
have successfully applied it to fMRI data for brain decoding and clas-
sification of pathologies, such as schizophrenia and Alzheimer’s disease.
These fMRI data were relatively large, and the use of deep learning in
small data sets still remains a challenge. In this study, we fill this gap
by (i) using Deep Belief Networks and Deep Neural Network to classify
cocaine dependents from fMRI, and (ii) presenting a novel stratification
method for robust training and evaluation of a relatively small data set.
Our results show that deep learning outperforms traditional techniques
in most cases, and present a great potential for improvement.

1 Introduction

According to the 2013 National Survey on Drug Use and Health, approximately
1.5 million Americans are currently addicted to cocaine. Despite treatment, indi-
viduals relapse to drug use at a very high rate, leading to prolonged, devasta-
ting impacts on human lives and the society. Understanding the neurobiology
of cocaine dependence is therefore of extreme importance to public health. In
particular, functional magnetic resonance imaging (fMRI) allows us to delineate
brain dysfunctions in cocaine addiction.

Two main approaches have being proposed for the analysis of fMRI data: the
standard mass-univariate approach known as general linear modeling (GLM) [5]
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and the multi-voxel pattern analysis (MVPA) using pattern recognition tech-
niques [9]. GLM requires a priori task-design and is limited to observable or at
least measurable task conditions [5]. On the other hand, MVPA has the ability to
delineate complex associations between multiple voxel signals, stimuli, or mental
states in a data-driven way. Unlike most previous work on brain decoding, our
focus consists in predicting neuropathology, that is, identifying cocaine depen-
dence and its associated neural features. This is a challenging task because of
the commonly large inter-subject variability and small sample size of the data
set [12].

In this context, the increasingly popular deep learning methods are poten-
tially very promising tools for the classification task of addiction pathology using
fMRI. However, the use of deep learning in fMRI with small data set is still an
unexplored research area. This is critical because data from clinical populations
are often times expensive to obtain and relatively small. In this work, we con-
tribute by: (i) examining a small but rich fMRI data of 163 individuals (cocaine
dependents and healthy individuals) performing a cognitive control task while
in the MR scanner; (ii) delineating the optimal fMRI features for cocaine depen-
dence classification. Traditional MVPA methods are based on high-dimensional
voxel-wise data. Here, we deal with this challenge by using low-dimensional brain
circuit-based features; (iii) investigating the performance of two deep learning
models, and identifying the best architecture of these neural networks; and (iv)
presenting a novel stratification strategy based on Growing Neural Gas (GNG)
for robust learning.

This work is organized as follows. Section 2 presents a background about
deep learning and fMRI. Section 3 describes cocaine dependence and cognitive
control. Section 4 reports our experimental protocol, and Sect. 5 presents the
experimental results and their analyses. Finally, Sect. 6 presents our conclusions
and some future research directions.

2 Background

Bio-inspired techniques have diversified and been widely implemented through-
out the scientific community, from parameters optimization with Genetic Algo-
rithms [2] to classification and regression with Artificial Neural Networks
(ANNs) [10]. Particularly the ANNs are a hot trend in machine learning com-
munity. Its evolution unveiled diverse applications in computer vision and voice
recognition [16], among other fields [21,22].

An important limitation of ANN concerns the “Gradient vanish” in its learn-
ing algorithm. These limitations did not permit its use for high abstraction prob-
lems or deeper architecture [7]. In 2006, some of these problems were solved and
Deep Learning emerged as a new field [11]. Following initial advancements, deep
learning techniques were promoted by leading researchers and its effects began
to reach out to the broader community [19].

Whilst deep learning’s main improvements are in image understanding and
voice recognition [16], its use is diversifying. Some researchers have applied deep
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models to fMRI data. For instance, Koyomada et al. [15] used deep learning
techniques to identify human sentiments generated from visual stimuli. Plis et
al. [23] used a deep learning neural network to classify healthy individuals and
patients with schizophrenia. A common characteristic of previous image and
voice processing work, as well as fMRI applications, is the data volume. Usually,
deep networks are trained on data sets containing thousands or even millions of
examples.

Large companies like Google, Facebook, Microsoft, Apple, and others focus
on the use of deep learning techniques in big data [14]. However, in an open letter
sent to one of the leading experts in deep learning Yann LeCun1, Shalini Ananda
pointed that most of the deep learning successes relies on big data scenarios,
and drawn the attention to a gap in studies focused on smaller data sets. In
the letter, Ananda observed that among the difficulties of dealing with small
datasets are the extraction of information by the specialist and the configuration
of suitable model parameters. To address these matters and to achieve success
might be necessary an interdisciplinary approach. The interdisciplinarity requires
expertise in both directions; for example, a deep learning engineer specialized
in neuroscience and a neuroscientist with expertise in computational learning
techniques.

3 Cognitive Control, Cocaine Dependence and Functional
Connectivity

Cognitive control is a critical executive function, defined as the ability to with-
hold or modify actions in response to a dynamically changing environment. With
a variety of laboratory paradigms, numerous studies have characterized deficits
in cognitive control in chronic cocaine users. For example, in the stop signal task
(SST) where ones respond quickly to an imperative “go” stimulus and must
withhold response as instructed by an occasional “stop” signal, cocaine depen-
dent individuals (CD) demonstrated diminished response inhibition and error
processing, as compared to demographically matched healthy controls (HC) [18].

In a recent large scale study involving 461 subjects, authors demonstrated
that individuals’ lifestyle, demographic and psychometric measures are closely
associated with pattern of brain connectivity [25]. Therefore, functional con-
nectivity measures might be better predictors of cocaine dependence. In fact,
previous work have shown disrupted/altered functional connectivity in cocaine
abusers while performing a cognitive task [27] or even during resting state [26].
In Fig. 1, we depict relevant brain regions extracted from the current population
in study and their associated functional connectivity.

4 Methodology

This section describes the methodology employed in this work. First, we present
the dataset and its pre-processing. Then, we describe the deep learning models
1 https://medium.com/@ShaliniAnanda1.

https://medium.com/@ShaliniAnanda1
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Fig. 1. Disrupted frontoparietal circuit in cocaine addicts. The frontoparietal circuit
included six regions responding to Bayesian conflict anticipation [13] (“S”) and regions
of motor slowing (“RT”). (a) CD and HC shared connections (orange arrows); (b) We
represent connectivity strengths between nodes for each individual subject in CD (red
line) and HC (blue line) groups. (Color figure online)

used in this study. We also specify the baseline algorithms considered in the
comparative analysis. Finally, we introduce the statistical tests undertaken in
this investigation.

4.1 Data Acquisition and Pre-processing

One-hundred and sixty-eight subjects were recruited from the New Haven area,
and MRI data were collected while subjects performed the stop signal task
(SST), a common task used to study inhibition control [17]. The fMRI data
were collected according to the protocol approved by the Yale Human Investi-
gation Committee.

The data were preprocessed using Statistical Parametric Mapping 12 [4],
following standard procedures. Further, fMRI time-series were extracted from
particular regions of interest (ROIs) by averaging and linear detrending.

Unlikely most of the multivariate pattern analysis approaches [20], which use
activation maps, we employed functional connectivity measures as features since
based on our initial experiments, the later provided consistent and better results.
Following previous studies [13], six ROIs were selected: bilateral parietal, left
precentral cortex, supplementary motor area, inferior frontal gyrus, right medial
frontal gyrus and bilateral insula. These regions were significantly activated in
response to conflict expectation and are part of a frontoparietal circuit involved
in attention and inhibitory control [13].

The time series of each ROI were concatenated through sessions and aver-
aged across voxels. These 6 time-series were entered into a multivariate Granger
Casualty analysis (mGCA), and cross-correlation computation. Finally, pairwise
functional connectivity measures were generated as follows:

1. F-Value - represents the Granger causality strength estimated through stan-
dard F-statistics;
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2. F-Geweke - represents the Granger causality strength computed through
F-geweke [24];

3. Degree of Influence (DOI) - difference in F-geweke between two regions [24];
4. Pearson’s coefficients - standard correlation coefficients;

Table 1 shows the 8 data sets generated from each original set of features (1–4)
and their combinations (5–8), each data set containing 163 examples (each exam-
ple represents one patient), with 75 cocaine dependent and 88 healthy controls.

Table 1. Classification data sets

Data-set #Features Acronym Features

1 30 F-values F-statistics

2 30 F-Geweke Geweke coefficients

3 30 DOI Degree of influence

4 15 Pearson Pearson coefficients

5 45 *** F-values (30) + Pearson (15)

6 45 *** F-Geweke (30) + Pearson (15)

7 45 *** DOI (30) + Pearson (15)

8 105 *** F-values + F-Geweke + DOI + Pearson

4.2 Algorithms

Here, we took two deep learning models into account: the DBN (Deep Belief
Networks) and the DNN (Deep Neural Network). (i) DBN is a model with unsu-
pervised pre-training before supervised training [11]. The pre-training is done by
applying a network called Restricted Boltzmann Machine (RBM), which captures
the probability distribution of the set [11]. After the pre-training phase, the net-
work is trained in a supervised fashion with the Backpropagation algorithm [10].
Following this step, networks are trained with more than two layers to avoid the
vanishing gradient problem. With more layers, the abstraction capacity of the
model is enhanced [16]. (ii) DNN is a supervised model which does not require
pre-training. The DNN adopts a rectified linear unit activation function (ReLU)
[7]. Once the ReLU is taken into account, the vanishing gradient problem is also
avoided, which permits the setup of deeper topologies [7].

In this work, we adopted an unbiased exploratory strategy, and did not apply
any particular method to optimize the parameters of the deep learning models.
Instead, we empirically tested 229 different combinations by varying the following
parameters: (i) number of layers (1–5); (ii) number of neurons per layer (100–
600); (iii) learning rate (0.1, 0.01); and (iv) activation functions (sigmoid, ReLU
and Softmax).

In order to make a comparative analysis, we used the following baseline
algorithms available on WEKA [8] framework: J48, Random Forest, BayesNet,
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Multilayer Perceptron (MLP), and SMO (SVM WEKA’s implementation). All
of the baseline classification algorithms were used with the default parameters
values as adopted by WEKA, which typically represent robust values that work
well across different datasets. None of the baseline classification algorithms had
their parameter values optimized specifically for our fMRI data sets, since we
consider the default values are already tuned for a high number of “generic” data
sets. A more robust parameter optimization procedure, considering all methods,
is open for future research.

4.3 Evaluation

A 10-fold cross-validation procedure was used to evaluate the seven algorithms
(two deep learning methods plus five baselines algorithms). As the deep learning
approaches are non-deterministic, results corresponded to an average over five
executions. The main predictive measure used here was the accuracy. During
the learning of the deep methods, for each fold the training data was divided
into sub-training (80%) and validation (20%) sets, with the later being used to
estimate the predictive performance as learning stop criterion.

In order to provide some reassurance about the validity and non-randomness
of the obtained results, we present the results of statistical tests by following
the approach proposed by Demšar [1]. In brief, this approach seeks to compare
multiple algorithms on multiple data sets, and it is based on the use of the
Friedman test with a corresponding post-hoc test. The Friedman test is a non-
parametric counterpart of the well-known ANOVA, as follows. Let Rj

i be the rank
of the jth of k algorithms on the ith of N data sets. The Friedman test compares
the average ranks of algorithms, Rj = 1

N

∑
i Rj

i . The Friedman statistic is given
by Eqs. 1 and 2.

χ2
F =

12N

k(k + 1)

⎡

⎣
∑

j

R2
j − k(k + 1)2

4

⎤

⎦ (1)

is distributed according to χ2
F with k − 1 degrees of freedom, when N and k are

big enough.

Ff =
(N − 1) × χ2

F

N × (k − 1) − χ2
F

(2)

which is distributed according to the F -distribution with k−1 and (k−1)(N −1)
degrees of freedom.

If the null hypothesis of similar performances is rejected, then we proceed
with the Nemenyi post-hoc test for pairwise comparisons. The performance of
two classifiers is significantly different if their corresponding average ranks differ
by at least the critical difference

CD = qα

√
k(k + 1)

6N
(3)

where critical values qα are based on the Studentized range statistic divided
by

√
2.
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5 Experiments and Results

Our experiments and analyses are presented in two parts. The first part shows
which datasets generated the best results with respect to both deep learning
models (DBN and DNN), including a comparison with the baseline methods.
The second part introduces a new stratification method for cross-validation,
which considerably improved the results obtained by all methods.

5.1 Comparative Analysis

Figure 2 presents the results for all datasets. It is worth noting that the experi-
ments with dataset number 4 achieved the best results. Moreover, the datasets
5–8, which represent a combination of dataset 4 with other features also deliver
better results than those observed in datasets 1–3.
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Accuracy by Dataset

Datasets

Ac
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Fig. 2. Results for 8 data-sets

Table 2 depicts the comparison to the other classifiers. The columns Shallow
and Deep refer to the Neural models considered in this work. The column Shallow
contains the information about networks with a maximum of two layers; the Deep
column shows the results with deeper architecture (more than two layers). All the
results (except Shallow and Deep) were generated using software (workbench)
that is a collection of machine learning algorithm called WEKA [8].

For the statistical analysis, the computed value of Ff = 4.98. Since Ff >
F0.05(6, 42) (4.98 > 2.32), the null-hypothesis is rejected, and thus we can
argue that there are significant differences among the four methods regarding
Accuracy. If we proceed with a post-hoc Nemenyi test, the critical difference is
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Table 2. Average accuracy obtained by the deep approach and the baselines.

Data-sets MLP BayesNet J48 RD SVM Shallow Deep

1 0.620 0.533 0.573 0.653 0.627 0.651 0.677

2 0.633 0.553 0.627 0.687 0.640 0.561 0.533

3 0.593 0.560 0.593 0.607 0.627 0.643 0.535

4 0.687 0.693 0.633 0.673 0.700 0.705 0.691

5 0.687 0.673 0.680 0.713 0.727 0.659 0.679

6 0.680 0.673 0.593 0.700 0.700 0.704 0.704

7 0.667 0.673 0.600 0.687 0.707 0.705 0.700

8 0.673 0.647 0.620 0.713 0.680 0.665 0.659

CD = 3.18, and we can observe that SVM statistically outperforms both J48
and BayesNet, since the differences between SVM and J48 (3.625) and between
SVM and BayesNet (3.438) are greater than CD (Fig. 3).

CD

1 2 3 4 5 6 7

SVM
RD

Shallow

J48
BayesNet

MLP
Deep

Fig. 3. Critical diagrams showing average ranks and Nemenyi’s critical difference for
accuracy.

Figure 3 shows the Nemenyi’s critical diagram, as suggested by Demsǎr [1]. In
this diagram, a horizontal line represents the axis on which we plot the average
rank values of the methods. The axis is turned so that the lowest (best) ranks
are to the left since we perceive the methods on the left side as better. When
comparing all the criteria against each other, we connect the groups of criteria
that are not significantly different through a bold horizontal line. We also show
the critical difference given by the Nemenyi’s test above the graph. We can
see that SVM is not connected to J48 and BayesNet (significant difference).
However, all other methods are connected among them, which means that there
is no statistically significant difference among these methods.

The low accuracy rate has motivated the investigation of the characteristics
of the data sets, since we have noticed a large dispersion among folds. This
evidence might be confirmed by analyzing the ranking presented in Fig. 4, which
shows the top10 best results achieved by the DBN and the DNN models. Despite
reaching an average accuracy of 70%, the dispersion is prominent with accuracy
ranging from about 50% to 90%, i.e., a high standard deviation among the folds.
Besides the ranking itself, this figure also shows which model (DBN or DNN),
the number of layers, and the dataset considered in the experiments.
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Fig. 5. Standard deviation levels intra-folds and inter-folds.

In Fig. 5 it is possible to observe the standard deviation levels intra-folds
and inter-folds. By analyzing this figure, we can notice that the variance among
(inter) folds generally does not repeat in the runs considering each fold (intra).
This observation suggests that the high standard deviation values are a result
of data split, possibly explaining the dispersion (between 50% and 90%). In the
context of intra-folds, the majority of cases has a deviation lesser or equal to
0.05 in accuracy.
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5.2 GNG-Based Stratification

To avoid the above-mentioned grouping problem, we propose a new method to
stratify the examples during the cross-validation procedure. Instead of using the
classes, we propose to use the “cluster information” to split the examples in
different folds. To analyze this difference between folds, we take an unsupervised
self-organizing neural network known as Growing Neural Gas (GNG) [6] into
account.

The GNG has been widely applied to unsupervised problems for representing
high-dimensional feature space into a low dimensional space. In particular, the
GNG can learn the intrinsic topological relation between samples in an incre-
mental fashion. During the learning phase, the GNG adjusts its topology by
adding and removing neurons and links [6]. As a result, after the training phase,
each GNG neuron might be considered as a prototype of a cluster it represents.
Moreover, the GNG as a whole might be seen as a graph that links prototypes
from each region of the feature space.

Thus, in contrast to splitting the folds based exclusively on the class infor-
mation, which does not take the feature similarity of samples into account, the
clusters might offer further information regarding representative samples that
should be learned by the system.

In Fig. 6, we illustrate stratification problem. Consider we have a sample
with two classes (circles and squares) and two groups (clusters) based on feature
similarity (gray and black colors). When considering the samples in Fig. 6A and
a traditional stratification, it is possible that all black squares might be assigned
to the same fold (Fig. 6B). Thus, it would be impossible to classify correctly
these samples since none of them is present in the training set (see Fig. 6C).
Although these individuals (black squares) belong to class 1 (square), they are
closer (in terms of similarity) to individuals from cluster 1, and also black but
actually belong to class 2 (circle). This scenario is even more probable when
dealing with small datasets, such as the one considered in this investigation.

Thus, the idea is not only split the data according to the class information
but also based on the feature similarity by using the outcome of GNG network.

Fig. 6. Stratification problem.
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Table 3. Neurons and community by experiment.
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Fig. 7. Distribution analysis by cluster/community from GNG/COM considering the
original split (10 folds). (A) training set (all folds except 4); (B) test set (fold 4); (C)
training set (all folds except 6); and (D) test set (fold 6).

Besides, assuming that the GNG is a graph and to reduce the number of clusters
in our data, we run a community detection method, named Multilevel Commu-
nity [3], to group the former GNG neuron clusters into a set of community of
clusters. Here a community represents a set of densely connected (or densely link)
GNG neurons. The communities might be considered as coarse-grained clusters
of the feature space, which are the conglomerate of small clusters. From here,
we will refer to these two stratified approaches as GNG and COM, respectively.

Table 3 shows the number of neurons generated and communities detected in
five runs of these algorithms. All experiments from this section were executed
for dataset number 4, which achieved the best results in Sect. 5.1.

Considering a specific run (4) from Table 3, Fig. 7 illustrates the distribution
of the examples belonging to partitions 4 (best results) and 6 (worst results)
covered by the neurons (clusters) detected by GNG and COM. Examples quan-
tity is split with two colors: black, representing the control group; and gray
representing the cocaine dependents. In the best scenario (partition 4, i.e., when
fold 4 is used as test set), it is possible to observe that both control group and
cocaine dependents, when present in the test set (B) are also represented in the
training set (A). However, when considering the worst scenario (partition 6, i.e.,
when fold 6 is used as test set), there are examples in the test set (D) that are
not represented in its correspondent cluster in the training set (C). For example,
cluster/community 15/1 contains two cocaine dependents in the test set (D) but
none in the training set (C). This type of situation hampers learning, resulting
in low predictive accuracy.
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Fig. 8. Distribution analysis by cluster/community obtained by GNG/COM with
4-fold cross-validation.

Since we are dealing with small datasets, some clusters contained a small
number of examples after we applied GNG/COM stratification approaches.
Thus, we used 4-folds cross-validation, instead of 10-folds, in order to increase
the chances of having all clusters represented in each fold, and to produce reliable
training. In contrast with the traditional stratification approach (Fig. 7), we can
observe the data distribution considering GNG/COM approaches in Fig. 8. Now,
in all partitions we can observe representativeness of both classes in almost all
clusters, which, according to our hypothesis, can improve the learning process
and consequently increase the prediction accuracy. Even thought some clus-
ters/communities in the test sets still containing examples whose classes are not
represented in the training set (for example, cluster/community 3/1 in Fig. 8D),
the number of cases when it occurs is smaller, making possible (according to our
hypothesis) to increase the accuracy rate.

In order to verify our hypothesis, we run the classification algorithms over the
4-fold cross-validation generated by GNG and COM. The results are presented
in Tables 4 and 5, respectively. The improvement of the results obtained after
applying both stratification approaches, GNG and COM, is notable when com-
pared with the traditional stratification approach. This improvement is observed
for all classification methods, but especially for DNN, which achieved an average
accuracy of 0.765 (against 0.71 when using the traditional stratification). More-
over, it is possible to highlight that DNN obtained an accuracy of 0.855 in one
execution (COM 4). This is an evidence that the model is able to achieve high
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Table 4. Accuracy values obtained by each classification algorithm using stratification
with GNG

GNG 1 GNG 2 GNG 3 GNG 4 GNG 5 Mean SD

BayesNet 0.714 0.665 0.728 0.671 0.664 0.688 0.030

J48 0.654 0.636 0.667 0.633 0.629 0.644 0.016

MLP 0.772 0.713 0.710 0.737 0.678 0.722 0.035

RD 0.712 0.646 0.679 0.683 0.664 0.677 0.024

SVM 0.701 0.702 0.665 0.683 0.722 0.695 0.022

DNN 0.776 0.722 0.741 0.730 0.728 0.739 0.022

Table 5. Accuracy values obtained by each classification algorithm using stratification
with COM

COM 1 COM 2 COM 3 COM 4 COM 5 Mean SD

BayesNet 0.686 0.707 0.686 0.714 0.687 0.696 0.013

J48 0.583 0.627 0.643 0.794 0.626 0.655 0.081

MLP 0.784 0.713 0.735 0.849 0.699 0.756 0.061

RD 0.691 0.688 0.680 0.843 0.687 0.718 0.070

SVM 0.705 0.688 0.711 0.714 0.711 0.706 0.010

DNN 0.776 0.715 0.741 0.855 0.738 0.765 0.055
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Fig. 9. Standard deviation levels intra-folds and inter-folds after applying the proposed
stratification approach.

accuracy rate when using this stratification approach, and maybe even more so
with a parameter optimization procedure, which is open for future research.

Figure 9 shows the standard deviation levels intra-folds and inter-folds con-
sidering the GNG stratification approach. Of note, the new standard deviation
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values are much lower than the ones presented in Fig. 5, when using the tradi-
tional stratification approach. This decrease is also notable when observing the
inter-folds values, clearly suggesting that our hypothesis is correct.

6 Conclusion

fMRI is a widely used and accepted tool to scrutinize the organization of brain
circuits and their association with several mental diseases. In this paper, we
have investigated the use of deep learning models to classify fMRI signals. In
particular, fMRI data of cocaine dependent and health subjects were used to
train deep learning models, with different sets of features.

Our results have shown that the functional connectivity measures of the fron-
toparietal circuits are very informative features to classify cocaine dependence
from fMRI data. This is in line with previous investigations highlighting the
importance of those connection weights to identify brain pathology [25–27]. In
particular, we observed that Pearson coefficients are the best set of features to
describe neural circuit disruption in cocaine dependence. This conclusion is based
on exhaustive experimental analyses performed. Moreover, instead of using tradi-
tional stratified cross-validation, here, we have introduced a cluster-based strati-
fied cross-validation by applying a GNG neural network followed by a community
detection algorithm. Experimental evaluation has demonstrated that this new
approach improved the classification accuracy of the deep model. Even thought
the problem became more difficult with 4-fold cross-validation, with less exam-
ples in the training sets, the final results significantly improved thanks to the
new folds distribution. In fact, overall results with 4-folds cross-validation with-
out GNG stratification (Table 6) are worst than the ones presented in Table 2
due to smaller training set. Our results also indicated that deep learning outper-
forms baseline methods even with a relatively small and heterogeneous dataset
of cocaine dependents.

Table 6. Baselines results 4 folds

Dataset BayesNet J48 MLP RD SVM

1 0.500 0.600 0.569 0.562 0.519

2 0.519 0.600 0.588 0.606 0.606

3 0.550 0.588 0.469 0.562 0.556

4 0.662 0.612 0.712 0.650 0.662

5 0.669 0.612 0.656 0.700 0.662

6 0.612 0.612 0.619 0.688 0.675

7 0.612 0.581 0.600 0.662 0.694

8 0.606 0.612 0.594 0.631 0.619
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1 Instituto de Matemática, Estat́ıstica e Computação Cient́ıfica,
UNICAMP, Campinas, Brazil
sdcardell@ime.unicamp.br
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Abstract. Different binary sequence generators produce sequences
whose period is a power of 2. Although these sequences exhibit good
cryptographic properties, in this work it is proved that such sequences
can be obtained as output sequences from simple linear structures. More
precisely, every one of these sequences is a particular solution of a lin-
ear difference equation with binary coefficients. This fact allows one to
analyze the structural properties of the sequences with such a period
from the point of view of the linear difference equations. In addition, a
new application of the Pascal’s triangle to the cryptographic sequences
has been introduced. In fact, it is shown that all these binary sequences
can be obtained by XORing a finite number of binomial sequences that
correspond to the diagonals of the Pascal’s triangle reduced modulo 2.

Keywords: Binary sequence · Period · Linear complexity · Difference
linear equation · Binomial sequence · Pascal’s triangle

1 Introduction

Stream ciphers are the fastest among the encryption procedures. Because stream
ciphers tend to be small and fast, they are particularly adequate for applications
with little computational resources, e.g. cell phones or other small embedded
devices. GSM mobile phones [8] and RC4 stream cipher algorithm for encrypting
Internet traffic [15] are some of the most relevant stream cipher applications in
modern technologies.

Assuming that the information is given as binary sequences, stream ciphers
encrypt bits individually [14]. The ciphertext is obtained by XORing the original
message (plaintext) and a binary sequence (keystream sequence) with certain
pseudorandomness characteristics. The decryption is performed in the same way,
that is by XORing the ciphertext and the same keystream sequence. The main
concern in stream ciphers is to generate from a short key a long keystream
sequence that looks as random as possible.

In cryptographic terms, the keystream sequence is expected to exhibit
some “good properties”, such as long period and large linear complexity.
c© Springer International Publishing AG 2017
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The linear complexity of a sequence, denoted by LC, is defined as the length of
the shortest Linear Feedback Shift Register (LFSR) [7] that can generate such a
sequence. Indeed, linear complexity is related with the amount of sequence needed
to reconstruct the whole sequence. Thus, in cryptographic terms linear complex-
ity must be as large as possible. In fact, the Berlekamp-Massey algorithm [11] effi-
ciently computes the length and characteristic polynomial of the shortest LFSR
that generates a sequence given at least 2 · LC of its bits. Due to their low linear
complexity, LFSRs should never be used alone as keystream generators. Never-
theless, sequences generated from LFSRs have good statistical properties, such
as a long period, good distribution of 0s and 1s or excellent autocorrelation [7],
but their linearity has to be destroyed; that is, their linear complexity has to be
increased before such sequences are used for cryptographic purposes.

In this work, we study the family of binary sequences with period 2L, L being
a positive integer. Among the keystream generators producing sequences with
such a period, we can enumerate: the self-shrinking generator, the modified self-
shrinking generator and the generalized self-shrinking generator (see [9,10,13]).
Given a fixed value for L, it can be proven that the linear complexity of a
sequence with period 2L satisfies the inequality 2L−2 < LC ≤ 2L−1 [9]. Although
both properties (period and linear complexity) are adequate in cryptographic
terms, sometimes these sequences present a weakness based on its linearity. For
example, it has been proven that the self-shrinking generators can be modeled
by linear structures based on cellular automata (see [1–4]). In this work, we
prove that each sequence with period 2L, can be obtained by XORing particular
binary sequences known as binomial sequences. Such sequences are the binary
diagonals of the Pascal’s triangle [12] and their inherent linearity is a weakness
that can be used to launch a cryptanalytic attack on the generators whose output
sequences have period of value a power of 2. Besides, we propose an algorithm
that computes the different combinations of binomial sequences that provide a
given sequence of period 2L. In particular, binomial sequences have also period
2L and it can be seen that the structure of their set of combinations is the
same as that one of the CA-image generated by rule 102 after having applied 15
iterations to the one-dimensional cellular automata (see [16]).

This paper is organized as follows: in Sect. 2, we introduce the basic concepts
and definitions in order to understand the rest of the work. In Sect. 3, we prove
that the sequences with period 2L are solutions of a linear difference equation
and that these sequences can be obtained by XORing binomial sequences. We
also provide an algorithm that computes the different binomial sequences that
characterize a given sequence depending on its starting point. Finally, in Sect. 4,
some conclusions are given to close the paper.

2 Preliminaries and Basic Notation

Let F2 be the Galois field of two elements or the binary field. Let {ai} =
{a0, a1, a2, . . .} be a sequence over F2 if its terms ai ∈ F2, for i = 0, 1, 2, . . ..
The sequence {ai} is said to be periodic if and only if there exists an integer T ,
called period, such that ai+T = ai, for all i ≥ 0.
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Let L be a positive integer, and let c0, c1, . . . , cL−1 be given elements of F2.
A sequence {ai} of elements in F2 satisfying the relation

ai+L = c0ai + c1ai+1 + · · · + cL−2ai+L−2 + cL−1ai+L−1, i ≥ 0, (1)

is called a (L-th order) linear recurring sequence in F2. The first L terms
a0, a1, . . . , aL−1 determine the rest of the sequence uniquely and are referred
to as the initial state. A relation of the form given in expression (1) is called a
(L-th order) linear recurrence relation.

The monic polynomial of degree L, given by p(x) = c0+c1x+· · ·+cL−2x
L−2+

cL−1x
L−1 + xL ∈ F2[x], is called the characteristic polynomial of the linear

recurring sequence and this sequence {ai} is said to be generated by p(x).
There exist several tools to generate linear recurring sequences. For example,

the generation of this class of sequences can be implemented by Linear Feed-
back Shift Registers (LFSRs) [7]. Such devices are based on shifts and linear
feedback, as its name indicates, and process information in the form of elements
of F2. An LFSR has L memory cells (or stages), shift to the adjacent stage and
linear feedback to the empty stage (see Fig. 1). If the characteristic polynomial of
the linear recurrence sequence is primitive, then the LFSR is said to be maximal-
length and its output sequence has period 2L −1. This output sequence is called
PN-sequence (pseudonoise sequence) or m-sequence (maximal sequence).

· · ·

· · ·

at−L at−L+1 at−L+2 at−2 at−1

c0 c1 c2 cL−2 cL−1

Fig. 1. An LFSR of length L

As we said before, the linear complexity of a sequence is related with the
concept of LFSR. In fact, the linear complexity is the length of the shortest
LFSR that generates such a sequence.

3 Linear Structures for the Sequences

Let E be the one-sided shift operator that acts on the sequence terms, that is
Ean = an+1 and Ekan = an+k. Consider the equations of the form

(Er +
r∑

j=1

ajE
r−j)mzn = 0, for n ≥ 0, (2)

with m a positive integer and pm(x) = p(x)m = (xr +
∑r

j=1 ajx
r−j)m its char-

acteristic polynomial. If p(x) is a primitive polynomial, then the roots of pm(x)
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are the same as those of p(x), that is α, α2, . . . , α2r−1
, but with multiplicity m.

Therefore, the solutions of Eq. (2) are given by

zn =
m−1∑

i=0

⎡

⎣
(

n

i

) r−1∑

j=0

c2
j

i α2jn

⎤

⎦ , (3)

where ci ∈ F2 and
(
n
i

)
are binomial coefficients reduced modulo 2 (see [5]).

Now, a more simple type of difference equation is considered as well as the
main result relating our sequences with linear difference equations is introduced.

Theorem 1. A sequence {sj} with period T = 2L is a particular solution of the
homogeneous linear difference equation

(E + 1)2
L

zn = 0, (4)

whose characteristic polynomial is (1 + x)2
L

.

Proof. We know that the period T is a power of 2 and (1 + x)T = 1 + xT in
F2. On the other hand, given q(x) the characteristic polynomial of the shortest
LFSR that generates {sj}, then q(x)|1+xT what implies that the characteristic
polynomial of the sequence has the form q(x) = (1 + x)N , where N is its linear
complexity. It is a well known fact that the linear complexity of a periodic
sequence is less or equal that its period [11]. Therefore, we know that N ≤ 2L

and q(x) divides the polynomial (1 + x)2
L

. Thus, {sj} satisfies Eq. (4) and is a
particular solution of this homogeneous linear difference equation. ��

According to (3), the solutions of Eq. (4) have the following form:

zn =
(

n

0

)
c0 +

(
n

1

)
c1 + · · · +

(
n

T − 1

)
cT−1 for n ≥ 0,

where the coefficients ci ∈ F2, α = 1 is the unique root of the polynomial
(1 + x)T , with multiplicity T and

(
n
i

)
are binomial coefficients modulo 2. The

sequence {zn} is just a bit-wise XOR of binary sequences weighted by coeffi-
cients ci. Different choices of ci will produce different sequences with different
characteristics, but all of them have period 2l, with l ≤ L.

The binomial coefficient
(
n
i

)
is the coefficient of the power xi in the polyno-

mial expansion of (1 + x)n. For every positive integer n, it is a well-known fact
that

(
n
0

)
= 1 and

(
n
i

)
= 0 for i > n. When n takes successive values, each bino-

mial coefficient modulo 2 defines a binary sequence with constant period Ti. We
call these sequences (binary) binomial sequences. Table 1 shows the sequences
and values of Ti for the first binomial coefficients

(
n
i

)
, i = 0, 1, . . . , 7 [6].

It is worth noticing that if we arrange these binomial coefficients into rows
for successive values of n, the generated structure is the Pascal’s triangle (see
Fig. 2). The most-left diagonal is the identically 1 sequence, the next diagonal
is the sequence of natural numbers {1, 2, 3, . . .}, the next one is the sequence of
triangular numbers {1, 3, 6, 10, . . .}, etc. Other fascinating sequences (tetrahedral
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Table 1. Binomial coefficients reduced modulo 2, binary sequences and periods

Bino. coeff. Binary sequences Ti
(
n
0

)
11111111 T0 = 1

(
n
1

)
01010101 T1 = 2

(
n
2

)
00110011 T2 = 4

(
n
3

)
00010001 T3 = 4

(
n
4

)
00001111 T4 = 8

(
n
5

)
00000101 T5 = 8

(
n
6

)
00000011 T6 = 8

(
n
7

)
00000001 T7 = 8

numbers, pentatope numbers, hexagonal numbers, Fibonacci sequence, etc.) can
be found in the diagonals of this triangle. On the other hand, if we color the
odd numbers of the Pascal’s triangle and shade the other ones, we can find the
Sierpinski’s triangle (see Fig. 3).

0
0

)

1
0

)
1
1

)

2
0

)
2
1

)
2
2

)

3
0

)
3
1

)
3
2

)
3
3

)

4
0

)
4
1

)
4
2

)
4
3

)
4
4

)

5
0

)
5
1

)
5
2

)
5
3

)
5
4

)
5
5

)

Fig. 2. Binomial coefficients arranged as the Pascal’s triangle

In the following example, we apply the previous results to the sequences pro-
duced by a keystream generator known as modified self-shrinking generator [10].

Example 1. The modified self-shrinking generator (MSSG) was introduced
by Kanso in 2010 for hardware implementations [10]. Given three consecutive
bits {u2i, u2i+1, u2i+2}, i = 0, 1, 2, . . . of a PN-sequence {ui}, the output sequence
{sj} is computed as

{
If u2i + u2i+1 = 1 then sj = u2i+2

If u2i + u2i+1 = 0 then u2i+2 is discarded.
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1

11

121

131 3

1441 6

1101 10 55

1201 66 15 15

11 7 21 35 35 21 7

Fig. 3. Sierpinski’s triangle (Color figure online)

We call the sequence {sj} as the modified self-shrunken sequence (MSS-
sequence). If L (odd) is the length of the maximum-length LFSR that generates
{ui}, then the linear complexity LC of the corresponding modified self-shrunken
sequence satisfies:

2�L
3 �−1 ≤ LC ≤ 2L−1 − (L − 2),

and the period T of the sequence satisfies:

2�L
3 � ≤ T ≤ 2L−1,

as proved in [10], where L is the length of the LFSR that generates the PN-
sequence {ui}. As usual, the key of this generator is the initial state of the
LFSR. Moreover, the characteristic polynomial of the register, p(x), is also rec-
ommended to be part of the key.

Consider the LFSR generated by the primitive polynomial p(x) = 1 + x2 +
x5 and consider the initial state 11111. The MSS-sequence generated with this
polynomial is given by:

{1 1 0 0 1 0 0 1 0 1 1 1 0 0 1 0}
This sequence can be obtained XOR-ing the successive binomial sequences:

(
n
0

)
,(

n
2

)
,
(
n
5

)
,
(
n
8

)
,
(
n
9

)
,
(
n
11

)
(see Table 2). As a conclusion, we can say that the MSS-

sequence {sj} can be obtained XOR-ing binomial sequences corresponding to
different diagonals in the (binary) Pascal’s triangle.

It is worth noting that the binary sequences match exactly with the diagonals
of the binary Sierpinski’s triangle (see Fig. 4), but starting in a different bit.
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Table 2. MSS-sequence in Example 1 generated XORing binomial sequences

(
n
0

)
1111111111111111

(
n
2

)
0011001100110011

(
n
5

)
0000010100000101

(
n
8

)
0000000011111111

(
n
9

)
0000000001010101

(
n
11

)
0000000000010001

MSS-seq. 1100100101110010

1

11

101

111 1

1001 0

101 0 11

101 00 1 1

11 1 1 1 1 1 1

1

11

101

1111

1001 0

101 0 11

101 00 1 1

11 1 1 1 1 1 1

1

11

1 0 1

1 1 1 1

1 0 0 10

1 0 101 1

1 0 10 011

1 1111111

0 000 0 00

000 0 00

0 000 0

000 0

0 00

00

0

Fig. 4. Binary Sierpinski’s triangle

For example, the sequence in red in Fig. 4 corresponds to the binomial sequence(
n
4

)
. Therefore, every sequence of period 2L can be obtained by XORing diagonals

of the binary Sierpinski’s triangle.
The set of binomial sequences necessary to obtain a sequence is called the

characterization of such a sequence. We know that this characterization is
different depending on the starting bit. Given a binomial sequence

(
n
t

)
, t ≥ 1, if

we shift such a sequence one bit, then we obtain
(
n
t

)
+

(
n

t−1

)
. If t = 0, the sequence

remains the same (in this case the sequence is the identically 1 sequence). For
example:
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(
n

2

)
: 0 0 1 1 0 0 1 1 . . .

(
n

2

)
+

(
n

1

)
: 0 1 1 0 0 1 1 0 . . .

Therefore, given the characterization of a sequence
∑LC−1

i=0 ai

(
n
i

)
, with ai ∈ F2,

if we shift one bit of the sequence we obtain the following characterization:

LC−1∑

i=1

ai

[(
n

i

)
+

(
n

i − 1

)]
+ a0

(
n

0

)
.

Since the period of the sequences we are dealing with is 2L, we propose an
algorithm that generates the 2L characterizations of every sequence (given one
characterization). The input of the algorithm will be one characterization of
the sequence, represented by the binary coefficients [a0 a1 . . . aLC−1] and the
output will be a matrix where each row represents a different characterization
(see Algorithm 1).

Algorithm 1. Characterizations of a sequence

Input: Characterization aaa = [a0 a1 . . . aLC−1]
01: Store aaa in A: A = [aaa]
02: Store the length of aaa in aux: aux = length(aaa);
03: for j = 1 : 2L − 1
04: aux1 = [a(1), zeros(1, aux− 1)];
05: aux2 = [zeros(1, aux)];
06: for i = 2 : aux;
07: if a(i) == 1;
08: aux1(i) = 1;
09: aux2(i− 1) = 1;
10: endif
11: endfor
12: Store in aaa the new characterization: a = mod(aux1 + aux2, 2);
13: Store aaa in A: A = [A; a];
14: endfor
Output:

Matrix A of characterizations

For example, in Table 3, we can find the 16 characterizations of
(
n
15

)
provided

by the algorithm.
Recall now, the definition of rule 102 according to Wolfram’s notation [16]

in theory of one-dimensional linear Cellular Automata (CA). For k = 3, k being
the neighborhood factor, rule 102 is given by:
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Table 3. Characterizations for
(
n
15

)

n
0

)
n
1

)
n
2

)
n
3

)
n
4

)
n
5

)
n
6

)
n
7

)
n
8

)
n
9

)
n
10

)
n
11

)
n
12

)
n
13

)
n
14

)
n
15

)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1

0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1

0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1

0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1

0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1

0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1

0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1

0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1

0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1

0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1

0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1

0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 1 1 0 0 1 1 0

Fig. 5. Rule 102 depicted in terms of Wolfram’s notation

Rule 102: xt+1
i = xt

i + xt
i+1

111 110 101 100 011 010 001 000
0 1 1 0 0 1 1 0

The number 01100110 is the binary representation of the decimal number 102.
In Fig. 5, it is possible to see this rule using the terminology introduced by
Wolfram [16], where a white square represents the digit 0 and a black square
represents the digit 1.

If we color the ones for every characterization of
(
n
15

)
(Table 3), the general

structure of the set of characterizations is the same as that one of the CA-image
generated by rule 102 after having applied 15 iterations to the one-dimensional
cellular automata (see Fig. 6).

On the other hand, we know that the representation of the binomial sequence(
n
t

)
showed in the binary Sierpinski’s triangle starts in a different bit from the

representation given in Table 1. In particular, the sequences start in the first non-
zero bit, thus the characterization will be different. We can find the corresponding
characterization in the t + 1-th row of the matrix of characterizations provided
by Algorithm 1. For example, for

(
n
15

)
, the characterization of the sequence in

the binary Sierpinski’s triangle will be the last one of Table 3:
∑15

i=0

(
n
i

)
.
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Fig. 6. CA-images generated with rule 102

4 Conclusions

The family of binary sequences considered in this work, sequences whose period
is a power of 2, has good cryptographic properties such as long period and
large linear complexity. However, we have seen that such sequences are simple
solutions of linear difference equations with constant coefficients and can be
obtained by XORing binomial binary sequences corresponding to diagonals of
Pascal’s triangle reduced modulo 2. Although different non-linear procedures,
e.g. irregular decimation, are introduced to break the linearity of the LFSR-
based sequence generators, this linearity is still visible in their output sequences.
Consequently, such a linearity makes the generators that produce the previous
sequences vulnerable against cryptanalysis and makes them not suitable as part
of more complex cryptographic structures.
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Abstract. All the data volume generated by modern applications brings
opportunities for knowledge extraction and value creation. In this sense,
the integration of predictive and prescriptive analytics may help the
industry and users to be more productive and successful. It means not
only to estimate an outcome but also to act on it in the real world.
Nonetheless, mastering these concepts and providing their integration
is not an easy task. This work proposes PrescStream, a proof of con-
cept framework that uses machine learning based prediction, and process
this outcome result to do prescriptive analytics, allowing researchers to
integrate predictive and prescriptive analytics into their experiments. It
has a scalable, fault-tolerant microservices based architecture, making
it ideal for cloud deployment and IoT (internet of things) applications.
The paper describes the general architecture of the system, as well as a
validation usage with result analysis.

Keywords: Predictive analytics · Prescriptive analytics · Microser-
vices · Internet of things · Architecture frameworks

1 Introduction

Computing and storage costs are decreasing every year and on top of that com-
puters are becoming more and more pervasive to our environment. Smartphones
with internet access are a common view and more wearable devices, like smart
watches and glasses, are being developed and pushed to the market; even tra-
ditional simple devices, such as camcorders, are becoming “smart” and saving
extra data coming from sensors together with the video. The Internet of Things
(IoT) seems to be the next wave of technology; some authors claims that more
data will be generated by devices and objects than by humans [1].

This scenario, coupled with the traditional computer usage and the internet,
is generating a massive amount of data as never seen in the history of mankind,
in such a way that some are even considering the data as the 21st century Oil.
The opportunity then, is not to only use all this data for operational and service
purposes but also to be able to extract knowledge and value from it.

c© Springer International Publishing AG 2017
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The business industry is already benefiting from data analytics to extract
knowledge from their data and harness new opportunities from it. Having specific
knowledge can make a company focus on where it can gain the most. There are
many simple examples, as of consumers tending to buy the same kind of products,
which can be put together on the shelf, or to power a recommendation system
on a web based business. These techniques are well known, and they get refined
every day.

Much more challenging (and rewarding) is to use data for prediction. This
kind of analytics may have many different applications: from companies, that
predict a trend ahead of time and prepares to take advantage of it, to systems
that can be used for detecting machine failures ahead of time. The list of real
life projects that already employs these principles is vast. Some examples to
illustrate are the following:

– Ford is developing a car that detects whether the driver is intoxicated and
driving in harmful ways and fires an alarm [14];

– Target has developed a system to detect whether a client is pregnant, and
sends a directed catalog to her;

– Many companies uses prediction to pre select customers more likely to
respond to some advertisement or catalogs in order to save money on printing
and mailing, as well as to increase the return of investment [14];

– Educational institutions are using predictive analytics to identify students
more likely to drop out and intervene to prevent it [2].

Applications are endless, and every day people are finding new ways to get
value out of predictive analytics.

On this paper, we focus on the design and implementation of a framework,
namely PrescStream, that enable researchers to run experiments that will use
predictive analytics coupled with prescriptive analytics. As far as we know, dif-
ferently from most of the propositions in the literature, the system not only
incorporates a predictive model, based on machine learning techniques, but also
make prescriptive push like real-time actuation, based on processing coming from
this model.

The PrescStream framework is generic enough to be coupled easily with
most existing systems. Its microservice design allows users to plug to different
backends and infrastructure to better suit their applications. It also provides
ready to use components that plugs to known technologies, allowing users to use
the system right away, just by extending a few classes. The result is a system
exhibiting a flexible, scalable, fault-tolerant architecture, making it ideal for IoT
and cloud computing scenarios. An implementation of the proposal and a test
experiment are provided in order to validate the architecture.

The rest of the paper is organized as follows: Sect. 2 describes related works;
Sect. 3 presents fundamental concepts; Sect. 4 describes PrescStream; Sect. 5
presents the experiment; Sect. 6 presents the conclusion and future works.
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2 Related Work

Huang [8] uses prediction as a decision support tool for complex networks. It
uses a trained system to plot graphs to help humans adjust power grids in order
to have minimum impact in case of a partial failure. The paper presents a good
case for predictive analytics, but the system is not real-time push enabled, as
the one presented in this work.

Tönjes et al. [15] designs a generic framework to enable smart cities, in a way
that it processes stream of data coming from Internet of Things (IoT) devices,
does analytics about it, and provides models as API’s (application programming
interface) for services that need those information. The authors cite some ongoing
projects that will use this tool, to enable better transportation, public safety,
and open innovation for citizens interested in using these services and data to
improve life quality and better city experience.

3 Model Construction, Validation and Concepts

The specification of the model is an important step to attain good results. The
choices done in this phase must be carried out by someone with good knowledge
in data sciences, able to make the right decisions about the method to use, and
knowing how to validate it.

Firstly, it is necessary to decide what exactly the model will predict; this
can be a generic business goal, such as, for example, which users will cancel a
service, whose loans will default; what is the probability of a heart attack, given
the actual conditions, etc. Depending on the question asked and the data that
is available to answer, the model for prediction must be chosen.

The models are normally grouped into the following categories [17]:

– Classification: To assign labels to a result, one example would be to classify
students by their probability of dropping out of a course; the classifications
could be: Low Risk, High Risk. Another one, to classify animal pictures by
species, like dog, cat, mice, etc.

– Scoring: Are tasks that have a continuous output. It could be, e.g., the pre-
diction of a house price based on location, quantity of rooms and size; the
algorithm learns the relationship between the input variables and predicts
output for new instances of values. Normally, regression models are used for
this task.

– Clustering: To group objects by their similarity and separate them from the
ones that are different. It is very useful for exploratory experiments in order
to find hidden patterns inside of the data.

The model defines what will be answered to the user; it could be a probability
number, a score of some sort, or just the label of something, as in the case of
classification. How these questions will be answered is the role of the algorithm.
There is not a one to one algorithm for each model type; normally, the same
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problem can use a variety of algorithms, and the data scientist must test, choose
and tune to decide which one is a better fit for the problem at hand.

Despite of the model, the method and the data, there is a common workflow
that must be followed in every data science endeavors to ensure that the business
goals will be met. Their phases are:

1. Acquire and clean data to be used for the model’s training;
2. Acquire and clean data to be used in the model validation;
3. Train the model;
4. Validate the model and verify if it reached the desired precision, if not, repeat

step 3;
5. Validate the tuned model;

The validation Phase 4 is very important and it is imperative to test the
model with real world data, to make sure it will perform as expected when it
goes to production. It would be a disaster to have a model that works perfectly
with simulated data but performs poorly in the real world.

3.1 Training, Test and Validation Data

When building a model, the data is the most important ingredient. It has to be
a good representation of the phenomenon that is being predicted. If the data is
inaccurate and inconsistent, it will be very hard to build a model, and even if
one is built, it will perform very poorly when in production. Once a dataset is
acquired to be used to train the model, it should be split in two or three parts,
depending on the case. They are:

– Training data: The dataset that will be used to train the model. It can be
used over and over, until the model is well tuned and has a good precision on
predicting it;

– Test data: It should be used only once, to test if the model is really working
when the dataset changes. It serves as a “real world” test case for the model;

– Validation data (optional): It can be used as a sanity check, to double validate
the model. Or, in some cases, whenever the model does not do well with the
test data, it can act as a second test after the model is corrected due to failure
in the test phase.

Normally, the option of having a validation dataset depends on how much
data is available for creating the model. If there is very little data, the majority of
it should be used to train the model, ensuring reasonably efficiency. The training,
test and validation data must come from the same dataset. There are ways of
randomly sampling it to get a more realistic partition for the different stages of
the construction of the model. The rule of the thumb is:

– If you have a large dataset, use 60% for training, 20% for testing, 20% for
validation;
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– If you have a medium or small dataset, then use 60% for training and 40%
for testing.

The reason to use the test and validation dataset only once is mainly to
prevent the situation when a model did not perform well during the test and it
was tuned again, taking the test results into consideration. This can lead to a
situation where the test set served as a training dataset and when new, unseen,
real world data is used, the model will perform poorly again.

3.2 Microservices Architecture

Microservices is a software architecture methodology that has as its corner stone
the concept of breaking the application down into small independent services,
instead of bigger monolithic applications [5]. On the conventional application
architecture, one application has all the services within it, and when it needs to
scale, all services are scaled together, having complete copies of the application,
as show in Fig. 1.

Fig. 1. Monolithic architecture.

In the case of microservices, parts of the application, the microservices, can
be scaled independently, as show in Fig. 2. This allows a more efficient usage of
resources, making it ideal for cloud computing scenarios.

Some other benefits of using this strategy are the following:

– Each microservice may have its own release cycle, so that it has not to wait
for the whole testing of the rest of the application;

– The services can be written using different programming languages and be
deployed on different platforms, providing extra flexibility to the developer
that may choose the most appropriate tool for the situation;

– It is transparent to the final user;
– The different teams, responsible for their own services, can work indepen-

dently and have more specialized skill sets.
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Fig. 2. Microservices architecture.

4 System Architecture

The model describes the predictive side of the whole solution. The other side
is the prescriptive analytics strategy. In the case of this paper, it will be an
actuation push based strategy. Specifically, based on a stream of incoming data,
as near to real time as possible, the system will be consulting the model to guide
a data driven decision.

Some examples of applications are:

– Real time health monitoring device that, based on occurrences of heart attacks
during sport practices, could inform the athlete via an alarm that he/she is
hitting a threshold, based on the age, body mass index and health history;

– Smart homes that would predict user habits and prepare the house for better
comfort, as to determine the best temperature according to the weather,
alarm the home owner when some activity deviates from the normal behavior
of the people that lives in the house. Predict the arrival time in order to
adjust the house temperature in a way that saves energy and the owner does
not have to wait to the temperature to reach the ideal value;

– Trading systems that can analyze in real time the incoming data stream, and
post orders that will maximize profit of the investors;

– Smart software that can be trained to identify malicious behavior of a system’s
intruder and alarm security personnel to take action, or try to fend off the
attacker.

To be able to integrate with most systems and enable researchers to conduct
experiments, the system must rely on open formats and protocols. In this case
the API (Application Programming Interface) is accessible via REST (Represen-
tational State Transfer) [6], and the communication format is JSON (JavaScript
Object Notation). For actuation or push based notification, an active REST
request can be issued by the software, or an active connection can be main-
tained using Websockets protocol.

As shown in Fig. 3, the architecture has three layers:
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Fig. 3. System architecture.

– Front-end: REST and Websocket web servers that interact with the user, and
also do the actuations via REST calls or Websocket push messages;

– Back-end: The Daemons where the developer extents the classes to configure
its application and where all the processing happens;

– Storage System: The system assumes that there are two storage systems, one
for the training data and another for persisting the trained model that will
be used.

The front-end and back-end are connected trough message queues that
have different communication patterns depending on the case. The PrescStream
framework also uses the microservices approach, therefore each service can be
scaled independently. For the client code, there are three major services: Data
Storage, Training Service and Prescription Service.

All the three services can be independently horizontally scaled, and each of its
instances can have a different back-end scaling as well. If the storage daemon, for
instance, becomes a bottleneck, more back-end workers can be added to increase
the throughput. As long as the web server is not the bottleneck, more workers
can be added in the back-end up to when the web server becomes saturated.
At this point, more web servers for that service can be instantiated with its
own back-end workers. This approach fits very well for cloud deployment where
failures are expected to happen, but it should not affect the clients [9].

Another positive aspect of this architecture is that it has the capacity for
automatic failover, which is very important when deploying applications on the
cloud. As shown in Fig. 4, if a back-end worker fails, the message is delivered
again to another worker, that processes the message again, and only removes
it from the queue when the task is accomplished. For the storage systems the
PrescStream framework relies on the cluster solution for the storage technology
being used. By default, the system comes with a Cassandra [4] back-end imple-
mented for storing training data and a Redis [12] implementation for storing
trained models.

It is worth mentioning that the flexible approach provides the system with
default interfaces which allows for expansion and support for other technologies.
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This approach is taken in every layer of the system as it will be shown in the
next subsections.

Fig. 4. Storage back-end daemon failover example.

4.1 Storage Service

The storage service is responsible for storing the training data for a given appli-
cation. It is important to emphasize that the architecture on this module serves
as the basis for the other services as well. As shown in Fig. 4, the web server
communicates with the back-end via message queue. In our default implemen-
tation, RabbitMQ [11] is used, but as shown in the diagram in Fig. 5, this can
be easily replaceable by other messaging solutions (i.e. Kafka, ZeroMQ, Storm).

RabbitMQMessageBinder
connect_to_broker(): void
disconnect_from_broker(): void

DataStoreServiceDaemon

CassandraTrainingDAO

TrainingDataProvider
save_traning_instance(appid, data): void
get_all_classification_training_instances(appId): list
get_all_classification_training_instances_as_numpy_array(appId) : numpyarray

DataStoreService
save_traning_instance(appid, data): void

DataStorageMessageHandlerRMQ
on_message(properties, msg) : void

MessageHandlerBaseRMQ
setup_exchanges(ch: channel): void
setup_queues(ch: channel): void

«instanceOf»

«instanceOf»

Fig. 5. Storage daemon internal design.

Every CSV (Comma Separated Values) instance is stored in a keyspace cre-
ated by the user and in a table with the application name. For classification and
regression every instance is unique for a given result; from a training perspective
we should not have one instance with multiple results, this is enforced by the
database constraint.

For the front-end REST API, the NodeJS [10] server was the choice because of
its easy way to develop and deploy, and also due to the many packages available
to integrate with other systems. That also does not mean that it cannot be
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replaced by another front-end, as long as the interaction with the message queue
does not change. If higher throughput is desired, more data servers may be added
to the cluster and more Storage Daemons may be added to the back-end. This
is ideal for cloud scenarios and Big Data applications. The back-end daemons
can also be seem as microservices.

For each application, this module supports two method calls done via REST
by the client code:

– Store CSV instance: Adds an instance of CSV with its regression result or
classification label, for a given application.

– Clear all data: Clear all training data for a given application, in case the user
wants to start with a different dataset.

4.2 Training Service

This module is responsible for fetching training data, apply automatic tranfor-
mation to data, choose most relevant features, train with different algorithms,
and choose the best trained model for the data. The model is then stored in
the model storage cluster. The overall architecture is very similar to the Storage
Service, which includes failover and back-end scaling (Fig. 6).

Fig. 6. Training services data access.

This service also supports two commands for the client:

– Train Model: Triggers the training for a given application and generates a
model for the training data;

– Get Training Status: Gets the training status for a given application; these
status can be: failed, success and training.

The training implementation has several steps that corresponds to the normal
pipeline of model generation, which frees the researcher from a lot of the hard
work. Using the framework philosophy enables the community to add more pre-
processing logics and more algorithms to the system.

These are the steps that occur when the training is triggered:

– Verify columns that need transformation, such as ISO formatted dates
(Fig. 7a), categorical variables and text instances, that need to be one hot
encoded, as shown in Fig. 7b;

– Save the indexes of the data to be transformed and the encoders;
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– Normalize the training data and save the normalizer encoder;
– Train different algorithms, with more than one parameter if necessary, and

check for unnecessary features;
– Save the index of the features to be removed;
– Save the best scoring model to the model storage cluster.

(a) ISO date extraction (b) One hot en-
coding

Fig. 7. Automatic data transformations.

In the default implementation, Redis [12] is used for the storage of the trained
model; nonetheless, as seem in Fig. 8, the user can replace the storage backend.
For model generation, the default implementation uses scikit-learn [13], but it
can be replaced to support other machine learning libraries as well, even by using
a high performance cluster in the backend. The example in Fig. 8 is showing the
classification case; regression problems use an analog architecture, with changes
in the model builders and the message queue name. The implementation done
is currently using two model builders and considers the Random Forest [3] and
the SVM [7] (Support Vector Machine) models.

RabbitMQMessageBinder
connect_to_broker(): void
disconnect_from_broker(): void

TrainingServiceDaemon

SVMModelBuilderRandomForestModelBuilder

ModelBuilder
train_model(ds_train, ds_test, cls_train, cls_test) : model

RedisModelDAOCassandraTrainingDAO

ModelDataProvider
get_app_training_status(appid) : string
set_app_training_status(appid, status) : void

get_app_model(appid) : model
set_app_model(appid, model) : void

TrainingDataProvider
save_traning_instance(appid,data): void
get_all_classification_training_instances(appId): list
get_all_classification_training_instances_as_numpy_array(appId) : numpyarray

ClassificationTrainingServiceSK

ClassificationTrainingService
train_classification_model(appid) : void

ClassificationTrainingMessageHandlerRMQ
on_message(properties, msg) : void

MessageHandlerBaseRMQ
setup_exchanges(ch: channel): void
setup_queues(ch: channel): void

«instanceOf»«instanceOf»

0..n

«instanceOf»
«instanceOf»

«instanceOf»
«instanceOf»

Fig. 8. Training daemon internal design.
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4.3 Prescription Service

This service is responsible for receiving the stream of data and make prescriptions
from it. As shown in Fig. 9, it has a slightly different architecture compared to
the other two services. It has a return queue for RPC (Remote Procedure Call)
that sends data back to the web server to be consumed by the clients.

Fig. 9. Prescription services architecture.

Currently, it suports four types of communication:

– REST request reply communication: The client issues a REST call and
receives the prescription as a response, as shown in Fig. 10a;

– Websocket request reply communication: It works analogous to the REST
case, but it uses the Websocket protocol instead;

– REST actuation: The client sends the data either via REST or Websocket,
and the server makes a REST call to another service provided by the user to
actuate, as shown in Fig. 10b. The REST call is built by user defined logic
and will be described in the next subsection;

– Websocket Publish-Subscribe actuation: In this pattern, when a user makes a
request, either by REST or Websocket, the prescription goes to all Websocket
subscribers for the application, as shown if Fig. 10c.

(a) Request reply commu-
nication.

(b) REST actua-
tion.

(c) Publish subscribe
actuation: Websock-
et/REST.

Fig. 10. Communication patterns.

Nothing prevents the client application to just get the prescription from the
system and do the actuation itself. The idea behind this possibility is that the
solution is generic enough to allow for all kinds of integration.
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The internal design of the prescription service is shown in Fig. 11; the classes
that the user extends are better explained in the next subsection.

App2ActuatorApp1Actuator

ApplicationActuator
get_rest_actuator(data, cleaneddata, prediction, prescription) : restcall
build_message(data, cleaneddata, prediction, prescription) : message

App1Prescriber App2Prescriber

ApplicationPrescriber
prescribe(data, cleaneddata, prediction) : prescription

UserDefinedApp2UserDefinedApp1

Application

RabbitMQMessageBinder
connect_to_broker(): void
disconnect_from_broker(): void

PrescriptionServiceDaemon

RedisModelDAO

ModelDataProvider
get_app_training_status(appid) : string
set_app_training_status(appid, status) : void

get_app_model(appid) : model
set_app_model(appid, model) : void

PrescriptionService
prescribe(appid, data) : prescription

PrescriptionMessageHandlerRMQ
on_message(properties, msg) : void

MessageHandlerBaseRMQ
setup_exchanges(ch: channel): void
setup_queues(ch: channel): void

«instanceOf»
«instanceOf»

0..n

«instanceOf»
«instanceOf»

0..n

«instanceOf»«instanceOf»

0..n

«instanceOf»

«instanceOf»

Fig. 11. Prescription daemon internal design.

4.4 Application Model

Figure 12 shows the major domain classes that are mostly important for the
users of the PrescStream framework.

TrainedModel
name : string
model : model
columnsToConvert : list
enconders : list
normalizer : normalizer
columnsToRemove :list
score : floatUserDefinedPrescriber

ApplicationPrescriber
prescribe(data, cleaneddata, prediction) : prescription

UserDefinedActuator

ApplicationActuator
get_rest_actuator(data, cleaneddata, prediction, prescription) : restcall
build_message(data, cleaneddata, prediction, prescription) : message

UserDefinedApp

Application
name : string
hasPrescribeFunction : bool
hasRESTActuators : bool
usesWebsocket : bool
enableWebSocketPush : bool

«instanceOf»

«instanceOf»
«instanceOf»

Fig. 12. Application model.

– Application class: This class needs to be extended by the user in order to set
the configurations of the application. It is important to note that the servers
may serve more than one application, as shown in Fig. 18, and each application
may have distinct models and communication patterns. The properties are
self explanatory, such as application name, whether it uses REST actuators
or does publish subscribe communication;

– ApplicationPrescriber class: It needs to be extended by the user as well and
it is where the optimization of prescriber model is plugged. Because this can
be quite complex, there is not a default implementation for it and it is the
user responsibility to implement it with the application relevant logic. The
method prescribe receives the original data instance, the transformed data
and the prediction, so that the user logic can make the prescription that will
be send to the clients of the system;
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– ApplicationActuator: Is the class that receives the outcome of the prescription
and all previous data fed to it, afterwards it builds the REST actuator or the
message to be pushed via Websocket.

Only by implementing these simple classes the framework user can build very
powerful data driven actuating prescribing applications that are easy to integrate
and scale on the cloud.

5 Experiment

In order to validate the architecture, an experiment was developed to show an
example of how this structure can be used in a real life scenario. Data is the
main fuel for any experiment involving analytics. Since the acquisition of such
data would require setting up a lab, finding volunteers, using special devices and
running several measurements, it would be too much for the author to go into
all this length to test the architecture. The solution found was to use available
public data, and simulate a real world scenario. All the calls to the system uses
the same interface and protocols as a client application would. The same applies
to all received push notifications; in this case, a software emulating a Websocket
client was developed to verify that these notifications are coming as well.

Table 1. Experiment system configuration.

Processor: Intel(R) Xeon(R) CPU E5-1607 v2 3.00GHz

RAM: 16Gb DDR3 1800Mhz

Operating system: CentOS 7.2

Python: 2.7.5

NodeJS: 4.4.3

RabbitMQ: 3.6.1

Cassandra: 3.0.5

Redis: 3.0.7

Scikit-learn: 0.17.0

5.1 The Data

Velloso et al. [16] conducted a series of experiments that use machine learning to
quantify the quality of execution of a gym exercise. They used sensors in a belt,
armband, glove and in the dumbbell, and had volunteers executing the exercise
either correctly or in four other wrong postures. These data contains the sensor’s
pitch, roll, yaw, raw accelerometer, gyroscope and magnetometer [16]. All this
information has been classified and made available to the public in CSV format.
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5.2 The Test

The test emulates the idea that, in the near future, people will have such sensors
embedded in their clothes which will communicate to a more complex device,
such as a smart watch. This smart device will then be communicating to prescrip-
tion services that incorporate models to prevent people from executing exercises
the wrong way. The user would have a vibration feedback or an alarm beep when
doing the exercise in an improper posture.

In order to emulate this behavior the dataset was filtered in order to remove
features that are not necessary to build the model; empty and “NA” fields were
removed as well. All the observations were then randomly split and a 30% of
rows were separated to do the simulation. The training data was then fed to the
system trough the REST API. To emulate such a client, a Python script has
been developed to make the REST calls. After the loading of the training data,
the model was generated triggered by the REST call. The best classification
model was automatically chosen for the given data.

The prescription were set to get specific warning notifications whenever the
instances would be classified as some wrong posture to the exercise being exe-
cuted. These notifications would contain a prescription in what should be cor-
rected to execute the movement in a correct fashion. The principle is to emulate
what a smartwatch would give as advice for someone doing her workout. Table 2
shows the possible prescriptions.

Table 2. Experiment possible prescriptions.

Correct elbow position

Lift the dumbbell higher

Lower the dumbbell further

Correct hips position

A second Python script then made calls to get prescription using REST
calls, passing the test instances separated in the data cleaning step. Another
Python client was also developed to get these notifications via Websocket to
make sure the push notification is also working. Latter on, it is measured how
many prescriptions were expected, and how many actually came. This will be
the number of the model precision in the end.

5.3 Results

From a black box perspective, considering that the application just uploaded the
data, requested a model creation, set the necessary prescriptions, what should
be analyzed is whether the prescriptions that arrived were correct or not. For
that, the following three cases are considered:
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– In a first case, it is measured how many correct prescriptions were expected,
that is, whether the user was doing an exercise in an inadequate fashion and
he should be notified to correct this execution.

– The second case considers the false positives and false negatives. A false
positive’s when the user is doing the activity correctly and it is prescribed to
change what he is doing. A false negative’s when the user is doing the exercise
in a wrong manner and he is not notified to do it correctly.

– The last case considers the number of wrong prescriptions, when the user is
executing the exercise incorrectly and receives a wrong prescription.

Since models are imperfect and probabilistic by nature, all the situations
described are likely to occur. The Table 3 shows the results of the experiment.

Table 3. Experiment prescription results.

Total prescriptions 5886

Correct prescriptions 5749 (98%)

False positives 12

False negatives 26

Wrong prescriptions 99

Looking into a white box approach, it is interesting to observe that the logs
on the system reported that first it tried to train a model using SVM (Support
Vector Machine) algorithm [7], but it only yielded a 0.274 precision which would
be an unusable model, then the system tested with the Random Forest algo-
rithm [3] and got a 0.98 score, which is confirmed in the live tests. All this was
transparent for the user of the system, that only had to upload the data and
issue commands to train the model and configure the prescriptions.

There are other important aspects to observe in the results. The main one is
related to the system’s performance. Since this is a system designed to be able
to handle IoT, and busy websites kinds of workload, the transactions per second
must be high. Table 4 shows some timings. Considering the setup described in
Table 1, the systems throughput is quite high.

Table 4. Experiment performance results.

CSV instance stores per second 1056

Prescriptions per sercond 82
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6 Conclusion and Future Work

Data analytics is a preponderant tool in scenarios of generation of large volumes
of data, like IoT. This paper presented PrescStream, a generic and flexible frame-
work that allows developers to incorporate predictive and prescriptive analytics,
while allowing timely action for the application user. The framework was devel-
oped with technologies that favor its modularity, integration, fault tolerance and
performance. Its microservices architecture enables performance improvement
by allowing the availability of computational power, precisely where bottlenecks
happen, thus optimizing resource utilization.

Indeed, the system was designed to have a strong horizontal scalability, mean-
ing that if the application’s processing demand grows, it is possible to add more
servers and the system can grow with it. There are many ways of scaling the
system and one must identify where the bottleneck is, to add more resources.

A test experiment, based on simulations, was performed, demonstrating the
feasibility of the framework considering scenarios with high data load. The
troughput achieved was sufficient in order to have a heavy load application
working with real time data streaming.

As future work, it is planned to implement the solution in real live settings
with sensors streaming data, in addition to remote servers, in order to test the
performance of the data flow under these conditions. Another interesting test
would be the horizontal replication of the services, in order to verify the increase
in transactions per second of the application, validating the architecture for
Big Data and IoT scenarios. A number of future work may also involve the
use of other model-building technologies such as deep learning models, image
recognition applications and support for other storage systems.
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Abstract. The goal of this paper is to describe an optimization app-
roach for selecting a reduced number of samples of the linear prediction
residual. This can be extremely useful in pattern recognition tools. Sam-
ple determination is a combinatorial problem. Our approach addresses
the combinatorial problem with simulated annealing based optimization.
We show that better results than that obtained by a standard approx-
imation approach, namely the multi-pulse algorithm, are obtained with
our approach. Multi-pulse selects pulse locations by a sequential, sub-
optimal, algorithm and computes the pulses amplitudes according to an
optimization criteria. Our approach finds the optimal residual samples by
means of an optimization algorithm approach without amplitudes opti-
mization. The compressed residual is fed to an all-pole model of speech
obtaining better results than standard Multipulse modeling. We believe
that this algorithm could be used as an alternative to other algorithms
for medium-rate coding of speech in low complexity embedded devices.
We also discuss performance and complexity issues of the described algo-
rithm.

1 Introduction

Research on approximation of the linear prediction residue has been an active
field for many years in the past. Important results have been obtained with
the multi-pulse approach [1,2]. The multi-pulse approach has been extensively
used to model the prediction residual in medium-rate speech coders. High-quality
speech coders at bit-rates in the vicinity of 8 Kbits have been developed with the
multi-pulse approach. However, it is very difficult to reduce the bit-rate with this
approach, basically because of the quantization of the pulses amplitudes. CELP
coders [3], which model the excitation signal with a binary sequence, can produce
good-quality speech at bit rates as low as 4.8 Kbits, but they require a costly -
from a computational point of view - code-book search. Multi-pulse algorithms,
on the other hand, have to solve a nonlinear minimization problem for search-
ing the pulse locations. Therefore, one problem of multi-pulse algorithms is the
determination of optimal excitation sequences with a reasonable computational
c© Springer International Publishing AG 2017
O. Gervasi et al. (Eds.): ICCSA 2017, Part I, LNCS 10404, pp. 342–356, 2017.
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complexity. Such determination can be computationally simplified by using some
approximations during the derivation, but this leads to suboptimal results. The
classical multi-pulse algorithms described in [1,2] in fact use sequential, step-
by-step procedures where the next pulse location is determined assuming that
all the other locations remain constant. The high performance of the algorithm
described in [1,2] is based on optimal adjustment of the pulse amplitudes during
the location search.

CELP is based on the assumption that the short- and long-term LPC residual
can be modeled with a zero-mean Gaussian process. A stochastic code-book
filled with instances of a Gaussian process is then exhaustively searched for
the minimum of the mean-squared error. However, standard CELP [3] is not
without pitfalls. First, we should assume that the code-book is large enough
to model any kind of voiced and unvoiced excitations. Therefore, the CELP
performance depends on the size of the code-book and on the assumed statistical
distribution. Improvements can be obtained using training algorithms for the
design of the random code-books [4,5] and using adaptive codebooks [6]. Second,
exhaustive search imposes high computational complexity, which can be reduced
using suitable structures of the code-book [7,8]. Significant complexity reduction
has been also described in [9–11], where a somehow different approach to low-bit
rate coding is described.

A different approach to LP residual encoding is available from the year 2006,
when Candès and Donoho proposed the Compressed Sensing or Compressed
Sampling (CS) approach [12,13]. CS approach states the possibility to sample a
signal well below the Nyquist rate without degradation of the recovered signal
provided that two hypothesis concerning sparsity and incoherence are satisfied.
The approach moves the complexity from the encoder to the decoder. Thus the
receiver requires much more computational power than the transmitter, since
signal recovery at the receiver is performed by solving an optimization prob-
lem. Compressed sampling of LP residual is appealing since the residual is a
sparse signal. Giacobello et al. in [14,15] describe the computation of a sparse
approximation of speech residual using compressed sensing.

In this paper we describe a different approach for the optimal determina-
tion of a sparse approximation of the residual sequence through a minimization
carried out with simulated annealing. Standard multi-pulse finds pulse locations
through a sub-optimal algorithm, trying to compensate the sub-optimality of
pulse location with an optimal estimation of the pulses amplitudes. Our algo-
rithm try to optimally estimate the sample locations while the amplitudes are
the actual residual values at the found locations. This can be extremely useful
in pattern recognition tools.

Quality achieved and complexity figures indicate that the algorithm described
in this paper is an alternative to Multipulse and Celp approaches. Instead of
searching a code-book like CELP, the proposed algorithm determines the opti-
mum residual samples using heuristic optimization. The algorithm has many
interesting features. First of all, besides the initial LPC analysis and the
computation of auto- and cross-correlations, it requires only additions during
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the optimum samples determination. Secondly, the convergence of simulated
annealing applied to this problem is easily reached with a simple exponential
cooling schedule. The algorithm’s objective performance (segmental SNR) have
been compared with the standard multi-pulse performance and with an adaptive
compressed sampling algorithm. Moreover, informal subjective tests conducted
with the proposed algorithm compared with standard CELP show indistinguish-
able quality at a bit-rate of 5–6 Kbits. Finally, the algorithm can be implemented
on a low-cost embedded system, as suggested by the simulation results.

The paper is structured as follows: in Sect. 2, the linear prediction of speech
basis are briefly reviewed. In Sect. 3, we summarize the Compressed sensing algo-
rithm to show its similarities with our approach. In Sect. 4, we briefly review the
standard Multi-pulse approach which is compared with our approach. Section 5
describes our approach and Sect. 6 describes the optimization algorithm based
on Simulated annealing. In Sect. 7 we report some experimental results about
performance, and an analysis example of a speech frame. Finally, in Sect. 8, some
concluding remarks and future work are discussed.

2 Preliminaries

According to the Linear Prediction (LP) of speech (e.g. [16]), in Z domain the
LP residue is given by

E(z) =

(
1 −

p∑
i=1

aiz
−i

)
X(z) = A(z)X(z) (1)

where E(z) is the LP residue, X(z) is the speech signal, ai are the linear pre-
diction coefficients and p is the linear prediction order. Consequently, X(z) =
E(z) 1

A(z) . Turning to the discrete time domain, we have x(n) =
∑p

i=0 h(i)e(n−i),
where x(n) is the speech signal, h(i) is the impulse response of the all-pole sys-
tem 1

A(z) and e(n) is the LP residue. LP-based efficient coding of speech is based
on finding an approximation ẽ(n) of the LP residual such that a high perceptual
quality version x̃(n) of the original speech signal is reconstructed at a lower bit
rate using Eq. (2).

x̃(n) =
p∑

i=0

h(i)ẽ(n − i) (2)

An important residual approximation approach is multi-pulse [1], where the
residual is approximated with a series of pulses whose amplitudes are optimized.
Other popular approaches are based on the selection of the optimum residue
from a code-book of residues randomly generated [3]. Recently, Giacobello et al.
[14] use Compressed sampling for representing the LP residual in a compressed
sampling framework. In this paper we propose to sample the residue by solving
the related combinatorial problem with Simulated Annealing.
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3 Compressed Sampling Principles

Candés et al. and Donoho in 2006 develop in [12,13] the Compressed Sampling
(or sensing) theory (CS). By CS theory, under sparsity and incoherence hypothe-
sis, a signal can be reconstructed from very few samples, well below the Nyquist-
Shannon rate. Sparsity means that a signal frame x = [x(1), x(2), . . . , x(N)] may
be expanded onto a basis Ψ = [ψ1, ψ2, . . . , ψN ] so that x(n) is represented by
only K significant coefficients, K � N . The expansion is represented by Eq. (3)
where only K coefficients in c are nonzero.

x = Ψc (3)

The signal is randomly sampled, so that M < N random samples of x are
taken, as described in Eq. (4).

x̂ = Φx = ΦΨc (4)

The M × N measurement matrix Φ is made by random ortho-basis vectors.
By the CS theory, if Φ and Ψ are incoherent, the original signal x can be recon-
structed from x̂ within the approximation error ε by solving the optimization
problem described in Eq. (5).

min
c∈RN

N∑
n=1

|c(n)| such that
N∑
i=1

[x(n) − x̂(n)]2 ≤ ε (5)

Note that this optimization problem is solved at the receiver.

4 Review of LP Residue Approximation by Standard
Multi-pulse Approach

In the standard multipulse algorithm, [1], the LP residual is approximated with
an impulsive sequence u(n). The standard multipulse algorithm uses a closed-
loop procedure for computing u(n), once the impulse response h(n) of the all-pole
filter 1

A(z) is determined. The reconstructed signal ˜x(n) is obtained by filtering
the impulse excitation sequence u(n) with the all-pole filter as reported in Eq. (6).

x̃(n) =
p∑

i=0

h(i)u(n − i) (6)

The pulse sequence u(n) is a model of the prediction residual signal and is
given by Eq. (7) which is a linear combination of Kroneker delta functions.

u(n) =
M−1∑
i=0

βiδ(n − ni) (7)
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In Eq. (7) βi, ni, and M are the pulse amplitudes, the pulse locations, and
the number of pulses respectively. In [1] the error between the input signal and
the reconstructed one, r(n) = x(n) − x̃(n), is weighted with a perceptual filter
derived from A(z). The perceptual filter is intended to un-emphasize the error
energy in the high-energy regions of the signal spectrum, according to auditory
masking criteria [17]. The best values of pulse amplitude and locations βi and
ni is attained by minimizing the energy of the weighted reconstruction error.
Because the weighting filter is linear, the minimization problem is equivalent to
minimizing the un-weighted mean squared error between the weighted speech
signal xw(n) and the corresponding weighted synthetic signal x̂w(n). The opti-
mization problem of [1] is described by Eq. (8).

(ni, βi) = argmin
N−1∑
n=0

[xw(n) − x̂w(n)]2 (8)

where N is the number of samples in the voice signal frame. The problem stated
in Eq. (8) can be solved at different levels of optimality depending on the pro-
cedure for the pulse location search. The algorithm described in [1] uses a step-
by-step procedure for finding the M locations of the best pulse sequence. On
the other hand, the sequential approach to location space scanning does not
guarantee the optimal solution to the minimization problem.

5 A Novel Approach for Sparse Approximation
of the Speech LP Residue

Our Sparse Approximation of the residual is simply the selection of a reduced
number of residual samples that is still able to give good signal reconstruction
performance. It is an approach of compressed sampling of the residual. Com-
pressed sampling on N points sequence may be viewed as a combinatorial prob-
lem, in the sense that a small number of K samples are selected out of N to
represent the sequence according to an optimization criterion. The number of
the possible sets of K samples Γ is given by Eq. (9).

Γ =
(

N
K

)
(9)

In theory, the selection of the optimal set of samples would be performed as
follows. All the possible sets of compressed samples are generated, and for each
set an error measure is computed. The set corresponding to the minimum error
is thus selected. However, let us consider a simple example. If we start from a
sequence of 20 ms at a sampling rate of 11 K samples per second, we have a
sequence of 220 points. If for example we want to select only 13 samples out of
220 points, the number of possible sets is about 3E20. Clearly, the computation
of an error measure for each set is computationally impossible. For this reason
we perform the compressed sampling with a Simulated Annealing optimization
procedure [18].
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The sampled residue u(n) is given by Eq. (10), where e(n) is the LP residue,
nk are the sampling locations and M is the number of samples.

u(n) =
M−1∑
k=0

e(nk)δ(n − nk) (10)

The sampled residue is fed to the all-pole filter whose impulse response is
h(n). Thus the reconstructed signal x̂(n) is described by Eq. (11).

x̂(n) =
N∑
i=0

h(i)u(n − i) =
N∑
i=0

h(i)
M−1∑
k=0

e(nk)δ(n − i − nk) =
M−1∑
k=0

e(nk)h(n − nk)

(11)
The reconstruction error E is reported in Eq. (12).

E =
N−1∑
n=0

[x(n) − x̂(n)]2 =
N−1∑
n=0

[
x(n) −

M−1∑
k=0

e(nk)h(n − nk)

]2

=
N−1∑
n=0

x2(n) +
N−1∑
i=0

[
M−1∑
i=0

e(ni)h(n − ni)

] ⎡
⎣M−1∑

j=0

e(nj)h(n − nj)

⎤
⎦

− 2
N−1∑
n=0

x(n)
M−1∑
k=0

e(nk)h(n − nk)

=
N−1∑
n=0

x2(n) +
M−1∑
i=0

M−1∑
j=0

e(ni)e(nj)
N−1∑
n=0

h(n − ni)h(n − nj)

− 2
M−1∑
k=0

e(nk)
N−1∑
n=0

x(n)h(n − nk)

=
N−1∑
n=0

x2(n) +
M−1∑
i=0

M−1∑
j=0

e(ni)e(nj)Rhh(ni, nj) − 2
M−1∑
k=1

e(nk)Rxh(nk) (12)

where Rhh(ni, nj) is the auto-correlation of the impulse response at (ni, nj) and
Rxh(nk) the cross-correlation at nk.

5.1 The Simulated Annealing Algorithm

Simulated annealing (SA) is an heuristic optimization procedure proposed by
Kirkpatrick in [19]. Initially applied to the solution of combinatorial problems.
Other reported applications of SA, besides combinatorial problems, include pin
assignment optimization [20], image segmentation [21] and image reconstruc-
tion in Electrical Impedance tomography [22]. The compressed samples locations
determination problem is indeed a combinatorial one as M locations out of N
(the number of samples in a frame) must be found according to a suitable MSE
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criterion. In [20–22] Simulated Annealing optimization is applied only once. In
the present applications, however, SA shall be applied for each signal segment.
Therefore, real-time computation issue is fundamental.

Roughly, the concept of Simulated Annealing comes from the physical process
called annealing, where a solid is heated to melt. Subsequently the solid is slowly
cooled to asses its reticule. In algorithmic terms, starting from an initial state,
related to a starting temperature and associated to an energy definition, the
state is randomly modified. If the energy associated to the new state is reduced
with respect to the previous state, then the perturbed state is accepted and a
new perturbation is performed. Otherwise, a new perturbation is performed. If
the new state is in thermal equilibrium, as verified by the Boltzmann distrib-
ution, the perturbed state is accepted and the process continue. The sequence
of random perturbations forms a Markov chain and it is generated until the
thermal equilibrium is reached. Then, the temperature is reduced and another
sequence of Markov chains is generated.

Thus, the algorithm consists in a sequence of Markov chains, each at a differ-
ent decreasing temperature. The test for thermal equilibrium has been proposed
by Metropolis et al. [23]. In summary, the Simulated Annealing algorithm is
described in Algorithm 1.

Algorithm 1. Simulated annealing algorithm
(T0, α)

1: procedure SA
2: T ← T0

3: E ← Energy definition
4: Cooling Schedule ← T = αT
5: Current Model ← random()
6: while Not converged do
7: New Model ← Randomly Perturbed Current Model
8: ΔE ← E(New Model) - E(Current Model)
9: if ΔE ≤ 0 then
10: Current Model ← New Model
11: else
12: r ← randomnumber perturbation

13: if (r ≤ e−
ΔE
T )) then

14: Current Model ← New Model
15: end if
16: end if
17: end while
18: return Current Model
19: end procedure

6 Compressed Sampling of Linear Prediction Residue

The SA solution of the sample selection problem is described as follows: a start-
ing set of locations is randomly chosen and a generation scheme is suitably
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defined so that, given a set of locations, another set of locations is obtained. For
each new set of locations a cost function E is computed as the weighted mean
squared error between the original and the reconstructed signal. The new set of
locations is accepted if the Metropolis test is satisfied. This process continues
until a minimum is obtained. The Metropolis test is based on the Boltzmann
distribution and uses ΔE and Tk. These two parameters are, respectively, the
variation of the cost between two iterations, and the temperature that controls
the annealing process. The temperature Tk is updated at each iteration k.

6.1 Generation of Samples Locations

In theory, at each Simulated Annealing iteration the algorithm should manage
a set of M different random locations. Recall that to each iteration corresponds
a generation of a Markov chain where the M locations are randomly perturbed.
Therefore, a multivariate random generator with a Gaussian distribution should
be used. This approach would introduce this difficulty: each parameter might
require a different annealing schedule for a good convergence and the computa-
tion of the cost function would be high. For these reasons, we developed a more
robust samples locations generation scheme, where only one location at a time is
modified according to a uni-variate Gaussian distribution. Therefore, the scheme
we use to generate a new set of sample locations is the following:

1. Randomly select one pulse.
2. Perturb its location according to a uni-variate Gaussian distribution.

6.2 Algorithm for Determining Optimal Residual Samples

The initial value of the temperature, T0, is set to the value of the standard
deviation of the cost function computed during an initial free Markov chain.
According to [18], the temperature update is realized as reported in Eq. 13.

Tk+1 = αkTk, αk = e−0.4
Tk
σ2 (13)

where σ2 is the variance of the cost function during the k-th iteration.
The optimization algorithm for the determination of the optimal residual

samples is described in the Algorithm 2.
The Metropolis test is based on the variation of the error function, as shown

in Eq. (14).

ΔE =Enew − Eold =
M−1∑
i=0

M−1∑
j=0

e(nnew
i )e(nnew

j )Rhh(nnew
i , nnew

j ) − 2
M−1∑
k=1

e(nnew
k )Rxh(nnew

k )

−
⎡
⎣M−1∑

i=0

M−1∑
j=0

e(nold
i )e(nnew

j )Rhh(nold
i , nold

j ) − 2
M−1∑
k=1

e(nold
k )Rxh(nold

k )

⎤
⎦

(14)
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Algorithm 2. Compressed sampling of the linear prediction residue
(T0, α)

1: procedure SA1
2: T ← T0

3: Current Locations set ← random() � random samples initialization
4: while Not converged do
5: while Iterations not terminated do
6: New Locations set ← Randomly Perturbed Current Locations set
7: ΔE ← E(New) - E(Current)
8: if ΔE ≤ 0 then
9: Current Samples Locations ← New Samples Locations
10: else
11: r ← random()

12: if (r < e−
ΔE
T )) then � Metropolis test

13: Current Locations set ← New Locations set
14: end if
15: end if
16: end while
17: T = αT � Temperature Annealing
18: end while
19: return Current Samples Locations
20: end procedure

However many of the terms before and after the minus sign in Eq. (14) are
equal because of the samples locations generation scheme: only one location is
perturbed at each iteration. Thus many terms are canceled and Eq. (14) reduces
to Eq. (15)

ΔE =Enew − Eold = Rhh(nnew, nnew) − Rhh(nold, nold)

− 2e(nnew)

⎡
⎣Rxh(nnew) −

∑
k �=old

e(nk)Rhh(nnew, nk)

⎤
⎦

+ 2e(mold)

⎡
⎣Rxh(nold) −

∑
k �=old

e(nk)Rhh(nold, nk)

⎤
⎦

(15)

where Enew and Eold are the error functions related to the actual and the pre-
vious iterations.

6.3 Convergence Behavior

In Fig. 1 the convergence behavior of the algorithm is shown. This figure describes
the segmental SNR versus Markov chain length for 13, 16, and 22 samples per
frame. Recall that in our experiments we use 20ms long frames, which at 11025
sampling rate means 220 samples. Thus 22 samples per frame is a 90% residual
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compression. The correct convergence is ensured by the saturation in the SNR
as the Markov chain length increases. The best length value has been taken in
correspondence of the saturation edge, and it was set to 300. The number of
temperature decrements was experimentally found to be about 20 in order to
reach the minimum.

Fig. 1. Segmental SNR versus Markov chain length for various numbers of samples per
frame.

All the products in Eq. (15) are computed prior to the Simulated Annealing
iterations. Thus each Simulated Annealing iteration require only additions and
the iterations are very fast.

7 Experimental Results and Analysis

Experimental results are obtained with sentences extracted from the Artic speech
dataset from CMU [24]. One hundred sentences spoken by two US male speakers
are extracted from the database and the results are averaged among the two
speakers. The data is down-sampled at 11000 samples per second, and analyzed
with 20 ms frames, namely 220 samples long. We used a 10th-order LPC analysis
with a correlation approach. The segmental SNR is defined as shown in Eq. (16).

Segmental SNR =
10
M

M−1∑
m=0

log

∑N ·n+N−1
n=N ·n x2(n)

sumN ·n+N−1
n=N ·n [x(n) − x̂(n)]2

(16)

The performance results, averaged over all the utterances and speakers, are
shown in Fig. 2. More precisely, Fig. 2 shows the objective performances of the
proposed algorithm and of the multi-pulse algorithms described in [1] versus the
bit rate.
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Fig. 2. Segmental SNR versus bit rate of the proposed algorithm compared to standard
multipulse algorithm.

It should be noted that the bit rate used in this figure include the bits needed
to code the excitation signal plus the 10-th order linear predictor, represented
with Line Spectrum Pairs parameters and coded with 35 bits per frame. We
should also note that no pitch prediction at all was used in obtaining all the
data shown in Fig. 2.

We then implemented in Matlab the adaptive compressed algorithm
described in [25] and executed on the same data. The SNR results are reported
in Fig. 3, where the performance of our algorithm are included for comparison.

Fig. 3. Segmental SNR versus bit rate of the proposed algorithm compared to Com-
pressed Sampling.
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Fig. 4. Input 20ms speech frame sampled at 11000 samples per second.

Fig. 5. 10-th order Linear Prediction residual.
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Fig. 6. Compressed sampling of the LP residual with 22 pulses per frame.

We finally report an example of an analysis performed with our algorithm
on a frame of speech data. In Fig. 4 the input frame, 20 ms long, is reported.

The corresponding 10-th order linear prediction residue is shown in Fig. 5.
The Simulated Annealing based optimization algorithm selects the 22 sam-

ples per frame reported in Fig. 6, where the selected samples are overlapped with
the residual signal. This compressed sampled residual is given in input to the
A(z) system to reconstruct the input signal.

The reconstructed signal is reported in Fig. 7 using thin line, overlapped
with the original signal which is plotted using a strong line in order to see the
differences.
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Fig. 7. Reconstructed signal with compressed LP residual (thin line) overlapped to the
original signal (strong line).

8 Final Remarks and Future Work

In this paper, we describe an optimization algorithm based on Simulated Anneal-
ing for solving an optimization problem related to the approximate representa-
tion of the Linear prediction residual. We show that the approach turns out to
be a form of compressed sampling of the residual signal. The algorithm described
in this paper can produce coded speech at different levels of quality and bit rate
depending on how many linear prediction residual samples are used to repre-
sent the excitation signal. The optimization procedure requires only additions in
every iteration. The LPC parameters used for coding were the LSP, which have
been coded with 35 bits per frame.

Future work concerns the real time implementation of the described algo-
rithm on of the ARM-based embedded device currently available. On the other
hand, another possible direction is considering recent big data issues (e.g.,
[26–28]) to be explored.
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Abstract. In this paper, we describe an algorithm to estimate the
parameters of Iterated Function System (IFS) fractal models. We use
IFS to model Speech and Electroencephalographic signals and compare
the results. The IFS parameters estimation is performed by means of a
genetic optimization approach. We show that the estimation algorithm
has a very good convergence to the global minimum. This can be success-
fully exploited by pattern recognition tools. However, the set-up of the
genetic algorithm should be properly tuned. In this paper, besides the
optimal set-up description, we describe also the best tradeoff between
performance and computational complexity. To simplify the optimiza-
tion problem some constraints are introduced. A comparison with sub-
optimal algorithms is reported. The performance of IFS modeling of the
considered signals are in accordance with known measures of the fractal
dimension.

Keywords: Iterated function systems · Fractal · Genetic optimization ·
Speech · EEG

1 Introduction

The interest in fractal models of signals arises from the observation that many
signals, like images and speech, possess some degree of fractal properties [1].
A popular tool for describing and generating fractal objects is Iterated Function
System (IFS) [2]. Very complex objects with fractal properties, such as self-
affinity, are easily generated with IFS. However, the types of data an IFS can
represent well are limited. Thus different IFS models, such as the piecewise
self-affine [3] or the hidden-variable [4] models, has been developed in order
to represent signals that are neither self-affine nor self-similar. In this paper,
we use self-affine and piecewise self-affine IFS fractal models. The estimation
of the parameters of an IFS model that reconstructs a given function, which
c© Springer International Publishing AG 2017
O. Gervasi et al. (Eds.): ICCSA 2017, Part I, LNCS 10404, pp. 357–371, 2017.
DOI: 10.1007/978-3-319-62392-4 26
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is called inverse problem of the IFS, can be carried out in various ways. This
can be successfully exploited by pattern recognition tools. In [5] an approach is
proposed through wavelet decomposition and the moment method. Alternatively,
the inverse problem can be formulated through least squares [6], and therefore a
function minimization algorithm can be used. In [4], an optimization approach
for the determination of the parameters of IFS models is used.

However, the optimization problem turns out to be quite complex, because
the function to be minimized is nonlinear with many local minima and because
many parameters are involved. In [7] a heuristic approach based on simulated
annealing is used, but some drawbacks are pointed out, such as the very slow
convergence to the global optimum and the critical tuning of the optimization
algorithm. If constraints are imposed on the variables, however, efficient subop-
timal solutions can be obtained and the definition of the best trade-off between
complexity and performance becomes the major concern. In [8] a computation-
ally efficient suboptimal inverse algorithm is described, but the search space is
greatly limited. The main question would then be whether the imposition of
different constraints could lead to better results. The answer to this question is
not trivial because it requires extensive experimentation. The main goal of this
paper is therefore to evaluate the trade-offs between performance and computa-
tional requirements related to different constraints in order to find the best one.
The estimation is carried out with Genetic Algorithms (GAs) based optimiza-
tion, which offers greater robustness with respect to other heuristic optimization
algorithms, better convergence to the global minimum, and ease of program-
ming, code maintenance, and updating. Moreover, GA’s lead quite naturally to
parallel implementations [9].

This paper is organized as follows. Section 2 reviews some concepts of fractal
geometry and describes the self-affine and piecewise self-affine fractal models,
useful to this work. Section 3 gives a brief description of GAs. Sections 4 and 5
describe, respectively, the tuning of the optimization algorithm based on GAs
and the experimental results. Finally, Sect. 6 provides conclusions and future
work.

2 Fractal Geometry, IFS, Linear and Piecewise Fractal
Interpolation

Fractal geometry extends Euclidean geometry and describes objects character-
ized by a non-integer dimension. If we define H(Rn) as the set of compact subsets
of Rn, we can say that a fractal object is an element of H(Rn). The usual distance
between two compact subsets is the Hausdorff distance [10], which introduces
a metric in H(Rn). Let us consider the bi-dimensional case, that is, n = 2.
A succession in the metric space H(R2) is obtained by an iterative application
of affine transformations. An affine transformation is a deformation of elements
of H(R2) realized by means of suitable maps, which can be represented in matrix
form as shown in Eq. (1).

Y =
[
a b
c d

]
X +

[
e
f

]
(1)
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An important class of affine transformations is the class of contractive
affine transformations [11]. An IFS is given by a complete metric space, in
our case R2, a distance measure (the Hausdorff distance), and a number N
of affine contractive transformations on the metric space wn : R2 → R2, each
with a contraction factor sn. The contraction factor of the IFS is given by
s = max{sn, n = 1, 2, . . . , N}. Let us define a function W : H(R2) → H(R2) as
reported in Eq. (2).

W (B) =
N⋃

n=1

wn(B) (2)

Then W is itself a contractive transformation on the complete metric space
H(R2). That is, calling h(. . . , . . .) the Hausdorf distance, ∃s, 0 < s < 1, such
that Eq. (3) holds, for each B,C ∈ H(R2).

h(W (B)) ≤ s · h(B,C) (3)

Therefore the succession An = W (An−1) converges to a point of H(R2),
called attractor of the IFS or fractal. The fractal A = W (A) can be represented
as shown in Eq. (4).

A =
N⋃

n=1

wn(A) (4)

Two algorithms can be used for the generation of a fractal by means of
IFS: the deterministic and the random iteration algorithm [3]. The deterministic
algorithm is a direct application of the definition of attractor mentioned above.
Assume that an initial set A0 is given. Then the succession An, computed as
reported in Eq. (5), converges to the attractor of the IFS.

An =
N⋃
j=1

wj(An−1) n = 1, 2, . . . (5)

The random iteration algorithm is the following: let us take a given IFS,
together with a set of probabilities pi, one for each transformation. Starting
from an initial point x0, we then select one transformation wi with probability
pi. A succession of points is then generated as reported in Eq. (6).

xn = wi(xn−1) (6)

The succession of points xn converges to the attractor of the IFS. For the
work described in this paper, a very important result is the so-called Collage
Theorem [12,13], described in (7).

given L ∈ H(R2), ε ≥ 0 and an IFS such that h(L, W (L)) ≤ ε → h(L, A) ≤ ε

1s
(7)

where A is the attractor of the IFS and s the contraction factor of the IFS. The
importance of this theorem is that it provides a way to test an IFS without the
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need to compute the attractor. Because we want to represent a function, the
affine transformations suitable for us are the so-called shear transformations,
reported in Eq. (8).

wi

[
x
y

]
=

[
ai 0
ci di

]
·
[
x
y

]
+

[
ei
fi

]
(8)

A shear transformation maps vertical lines into vertical lines, and therefore
it represents a single-valued function.

The fractal interpolation approach [3] is applicable to self-affine curves. Let
us assume that a number of data points (un, vn), n = 0 . . . N and un < un+1

are given. A set of interpolation points (xi, yi), i = 0 . . .M and M < N are also
given. The interpolation points are a sub-set of the data points with (x0, y0) =
(u0, v0), (xM , yM ) = (uN , vN ). Using fractal interpolation, an IFS can be built
according to the constraints reported in Eq. (9).

wi

[
x0

y0

]
=

[
xi−1

yi−1

]
; wi

[
xN

yN

]
=

[
xi

yi

]
; i = 1, . . .M (9)

For each interpolation point the system of four equations into five unknowns
described in Eq. (10) can therefore be written.

ai · x0 + ei = xi−1 ai · xm + ei = xi

ci · x0 + di · y0 + fi = yi−1 ci · x0 + di · y0 + fi = yi−1
(10)

Equation (10) can be solved fixing one of the coefficients, usually the so-
called contraction factors di. The are two ways of fixing these coefficients. The
first one [14] consists in imposing a given fractal dimension to the final curve. In
the second one [8], the contraction factor is computed through a least-squares
minimization of the error given by the difference between the original data and
the collage.

Once all the five parameters are determined, an IFS describing the data points
is derived. We can state that this IFS is a fractal model of the signal (un, vn), n =
0 . . . N . As stated in the introduction, for many signal a piecewise self-affine
fractal model [8] is more appropriate. The piecewise self-affine model, which is
merely an extension of the linear self-affine model, contains many degrees of
freedom and is therefore extremely flexible. In the following, a brief description
of the fractal piecewise model is given.

At each interpolation point (xi, yi), i = 0 . . .M an affine map wi and two
points, called addresses in [8], described as (x̃1

i , ỹ
1
i ) and (x̃2

i , ỹ
2
i ) are associated.

The affine maps wi map the function between the addresses and the interpolation
points. Therefore we can write the condition reported in Eq. (11).

wi

[
x̃1
i

ỹ1i

]
=

[
xi−1

yi−1

]
wi

[
x̃2
i

ỹ2i

]
=

[
xi

yi

]
i = 1, . . .M (11)

Also in this case according to (7) a set of four equation into five unknown
(the IFS’s parameters) can be written [8], if the interpolation points and the
addresses are known.
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The generation of a fractal function by means of the piecewise model must
be done only through the deterministic algorithm, because the random iteration
algorithm does not guarantee that the points within a given interpolation section
are necessarily contained within any address interval.

3 Genetic Algorithms

Genetic algorithms (GAs) are well-known population-based heuristic algorithms
for the optimization of complex problems. In contrast with other optimization
methods, GAs adopt a parallel approach in the search of the global optimum
because during the search a “population” of candidates to the optimum is main-
tained. Each candidate solution is characterized by its fitness, which is a measure
of the goodness of the solution. Some operators, which exploit an analogy with
the processes of natural selection and sexual reproduction, are applied to the
candidates during the process.

Each element of the population is given a “genetic code”, usually a string
built with characters taken from a given alphabet V = a0, al, . . . , an−1 called
“chromosomes” (this is a first analogy with nature). During the elaboration
the population is updated, old individuals being replaced with new ones. At
each process iteration, called a “generation”, the new solutions, forming the new
population, are created applying suitable procedures (operators) to the chro-
mosomes. These procedures are selection (the analogue of natural selection),
cross-over (sexual reproduction) and mutation.

A basic concept of GAs is the “scheme”, which describes the configurations
evaluated during each iteration of the algorithm. Note that during the evalua-
tion of a configuration’s fitness, GAs also gain some information about all the
hyperplanes to which that configuration belongs [15]. The techniques used in the
choice of the parents of a new solution is of fundamental importance. The parents
are chosen between the best scoring elements of the population, that is, the ones
with the extreme values of the objective function. In the simplest procedure,
the roulette wheel selection [15], parents are chosen according to a probability
distribution based on the fitness of the population’s elements. This technique,
although very simple and immediate, is strongly inconvenient: it tends to lead
to premature convergence owing to the lack of restorative pressure, which in
terms of GAs means that the population loses its genotype diversity. In order to
maintain good genotype diversity we have adopted a simple strategy, which we
call in this paper modified roulette wheel selection (MRWS) and is described as
follows. The elements of the population are chosen as in RWS, but the parents
are selected only if the genotype difference is greater than a given threshold.
The genotype difference between coded strings is computed with the Euclidean
distance.

We have found that another procedure, the so-called local selection [16], gives
better results. In this procedure the elements are arranged on a bi-dimensional
grid and two parents are chosen through a random walk over the grid, starting
from the element to be replaced and selecting the elements with the best fitness.
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This kind of selection, while giving the chance of mixing the genetic patrimony,
maintains a good genetic diversity, thus preserving the process from premature
convergence.

In the context of GAs, the cross-over operator realizes the genetic recom-
bination, which is fundamental because it allows for an efficient sampling in
the space of the solutions. If the cross-over is too low, its effect is negligible
and a premature convergence is eventually introduced. If it is too high, it intro-
duces a schemes disruption that eventually rejects the high fitness schemes. The
chromosome is generated concatenating the coded strings of the parameters. In
the classical 1-point cross-over operator, the cross-over can take place anywhere
inside the genetic string, whereas in our 1-point modified cross-over operator it
can happen only at the boundary between groups of genes that represent an IFS
transformation. This is like working with a high cardinality alphabet, since the
disruptive effects are reduced and the convergence is speeded-up.

The continuous cross-over is an attempt to balance the two main phenomena
of genetic computation, that is, exploration of the solution space and exploita-
tion of solutions that have already been found. Another important GA operator
is mutation, which is a change in an hereditary character. In this work, three
approaches were considered: the soft, hard, and dynamic ones. Soft mutation is
performed by incrementing (or decrementing) the integer value of one parame-
ter, chosen with a given probability. Hard mutation was performed by changing
the value of a parameter with a random one. Finally, dynamic mutation [17] is
performed by modifying the value of a given parameter by a value that decreases,
according to a given perturbation function, as the generations go on. The result
of this approach is to make the exploration in the solutions space more and more
local as the algorithm proceeds. The last issue concerning GAs is the way to han-
dle constraints. In the case that a given solution does not satisfy a constraint,
we added a penalty to the solution itself. Our coding performs a very complex
mapping between genotypes and phenotypes, because some parameters are opti-
mized in a genetic way and others are computed in closed form. Therefore, the
constraints cannot be applied directly to the values of the genes.

4 Optimal Determination of the IFS Parameters

The parameters involved in linear self-affine models are interpolation points and
contraction factors, whereas the piecewise self-affine models are controlled by
interpolation points, contraction factors, and the addresses associated with each
section of the discrete sequence. In order to reduce the number of variables, the
contraction factors are computed in a closed form [8]. All the other parame-
ters are estimated through the minimization of the fitness function reported in
Eq. (12).

E =
N∑

n=1

[s(n) − c(n)]2 (12)
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where s(n) is the input signal and c(n) the collage W (L), defined in Eq. (12).
Clearly, L is the input frame and N its dimension. It is worth noticing that,
in virtue of the Collage theorem, described in (7), the Collage instead of the
attractor is used.

As the parameters are not correlated to each other, a complete genetic opti-
mization of all the parameters should be performed. However, this is the most
critical situation for the GAs. In order to reduce the number of parameters to
be optimized, constraints should be imposed on the parameters. The estimated
solution is sub-optimal because the constraints limit the search space. In order
to solve the minimization problem described in Eq. (12), algorithms have been
developed [8] that perform an exhaustive search over the solution space, although
they are subject to a number of constraints that keep the complexity low. For
an exhaustive algorithm to be computationally affordable, the constraints on
the search space must be quite heavy. For example, the algorithm described in
[8] explores only 32 out of 1.32E36 possible points (in the hypothesis of eight
interpolation sections and four address intervals, with eight bit parameters). The
introduction of GAs allows us to relax the constraints keeping the computational
time sufficiently low.

In conclusion, depending on what parameters are included in the optimization
process and on the type of constraints, a number of sub-optimal solutions can be
obtained. Each solution is therefore a trade-off between required computational
power and performances. For example, if the interpolation points are distributed
in some known way and we want to determine the optimum dis and address
positions (x̃1

i , x̃
2
i ), the chromosome must be set as reported in Eq. (13).

{d0, x̃1
0, x̃

2
0, . . . , dn, x̃

1
n, x̃

2
n} (13)

Then the genetic algorithm described in Sect. 3 is used to minimize Eq. (12).
In the following, we describe the tuning of the GAs used for the optimal

determination of IFS parameters, that is, the optimal setup for coding, selec-
tion, mutation, and cross-over. Several experiments are performed to obtain
the optimum set-up. Data for experiments is obtained for two class of signals,
namely speech and electroencephalography signals. Speech data is extracted from
the Artic speech dataset from CMU [18] and electroencephalography data is
extracted from the KDD Archive from UC at Irvine, CA [19].

Speech data in Artic is sampled at 16 KHz. The signal is divided in 18.75 ms
frames or 300 samples long. On the other hand, electroencephalography data is
sampled at 256 Hz and the signal is divided in 400 ms frames or 102 samples.

One hundred of speech sentences from Artic and one hundred of electroen-
cephalography measurements from the KDD Archive are selected and the results
are averaged among them. In Fig. 1 the convergence behavior is shown. Three
selection procedures “roulette wheel, modified roulette wheel, and local selec-
tion” are reported in this figure.

The best selection turns out to be the local selection, in terms of better con-
vergence with smaller difference between minimum and average values. We have
implemented and tested a number of variants of the classical genetic algorithm,
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Fig. 1. Average value of the population for the three selection operators as in the
figure.
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Fig. 2. Average value of the population for the three cross-over operators as in the
figure.

including non binary coding and cross-over. Figure 2 reports the average value of
the population versus cross-over probability, showing different kinds of cross-over
procedures.

The procedure that achieves the lowest values is a variant of the classical
1-point cross-over procedure, namely the 1-point modified operator, with a prob-
ability of 90%. Finally, we also tested several mutation operators. In Fig. 3 the
average value of the population versus mutation rate for dynamic and hard
mutation is shown.
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Fig. 3. Average value of the population for the three mutation operators as in the
figure.

The best operator we found is a dynamical mutation at a 1/100 rate,
where the amount by which a “gene” is changed is a function of time, starting
with higher values at the beginning of the elaboration and decreasing towards
the end.

5 Experimental Results and Analysis

Experimental results are obtained with the same data described before. The
segmental SNR is defined as shown in Eq. (14).

Segmental SNR =
10
M

M−1∑
m=0

log

∑N ·n+N−1
n=N ·n x2(n)

sumN ·n+N−1
n=N ·n [x(n) − x̂(n))]2

(14)

where x(n) is the original signals and x̂(n) is the attractor of the IFS estimated
from the original signal by means of genetic optimization. In Sect. 4 the design
of the GAs for the determination of the fractal models parameters (local selec-
tion, modified one-point cross-over with a 90% probability, dynamic mutation
with 1/100 rate) has been made through experimental measurements. We first
implemented the linear self-affine fractal interpolation with genetic optimization
of the interpolation nodes (called method 1 in the following). For comparison
purposes, moreover, the suboptimal procedure described in [4] and called the
Mazel/Hayes method has been implemented. In summary, we implemented the
following versions of the piecewise self-affine fractal interpolation:

– method 1: linear self-affine fractal interpolation with genetic optimization of
the interpolation nodes
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– method 2: uniformly distributed interpolation nodes and genetic optimization
of the addresses

– method 3: complete genetic optimization of the interpolation nodes and of
the addresses

– method 4: uniformly distributed addresses and genetic optimization of the
interpolation nodes

– method 5:uniformly distributed addresses and interpolation nodes, with opti-
mization of the indexing be-tween interpolation sections and addresses

– method 6: genetic optimization of the interpolation nodes and of the indexing
between interpolation sections and addresses. The addresses correspond to the
interpolation nodes.

Figure 4 reports the average segmental SNR versus the number of IFS trans-
formations for each of the above methods, and Fig. 5 shows the relative compu-
tational complexity of the described methods.
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Fig. 4. Segmental SNR versus the number of IFS transformations for each method.

Let’s make some considerations on Figs. 4 and 5. Methods 1 and 5 are worst
in terms of SNR performance, as method 1 is not suitable for modeling sequences
that are not self-similar, and method 5’s constraints limit the search space too
much. On the other hand, methods 2 and 4 behave quite similarly, suggesting
that their setup is equivalent. The efficient Hayes/Mazel method, described in
[8], though better than methods 1 and 5, gives worse performances than all the
other methods. Moreover, method 3, which is a complete genetic optimization of
the parameters, seldom gives very high results, supporting the conclusion that
convergence, in this case, is quite difficult to reach. In any case, Fig. 5 shows
that method 3 is the most expensive piecewise method in terms of required



Genetic Estimation of Iterated Function Systems 367

8 10 12 14 16 18 20 22 24
0

10

20

30

40

50

60

70

80

Number of IFS Transformations

N
or

m
al

iz
ed

 E
xe

cu
tio

n 
Ti

m
e 

(M
az

el
/H

ay
es

=1
) [

s]

Execution Time vs. Number of IFS

Method 1
Method 2
Method 3
Method 4
Method 5
Method 6
Method Mazel/Hayes
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Fig. 6. Waveform of one speech sentence.

computational power. In summary, comparing the different methods, method 6
offers high performances without requiring too much computation, and thus it
represents the best tradeoff between SNR, compression ratio, and computational
complexity. We then used method 6 to model the data sequences.

The first results concern the modeling of speech. In Fig. 6 a speech sentence
from the Artic database is reported. The signal is divided into frames which are
separately-modeled with IFS.
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Fig. 7. Segmental SNR of the speech sentence reported in Fig. 6
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Fig. 8. Waveform of an Electroencephalographic signal extracted from the KDD
dataset

The quality of IFS modeling is shown by reconstruction the original signal
and comparing the two. In this example, 24 IFS maps for each frame were used.
The segmental SNR (frame by frame) computed according to Eq. (14) is reported
in Fig. 7.

Piecewise fractal model is then applied to a Electroencephalography (EEG)
signals [20], which is a measure of the electrical activity of the brain. Using
method 6 with 16 IFS transformations per 102 samples frame and 30 generations,
we obtained an average SNR, among all the extracted recordings, of about 19
dB. The waveform of a section of an Electroencephalographic recording from
one channel is reported in Fig. 8.

Figure 9 shows the frame-by-frame SNR results related to an analysis of an
EEG signal. With the same parameters as before, that is, 16 IFS for each frame
and 102 samples per frame, we obtained an average SNR of about 26 dB.
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Fig. 9. Segmental SNR of the signal reported in Fig. 8.

6 Final Remarks and Conclusions

We have described an optimization approach to the determination of fractal
models of speech and electroencephalography signals. Very good Segmental SNR
results were obtained by estimating the IFS fractal models with genetic algo-
rithms. It is worth noting that the SNR results depend on how much the signals
possess fractal properties. This can be measured by computed the fractal dimen-
sion of the signals. There are several different definitions of fractal dimension
[16,21]. In speech signals the fractal dimension depends on the phoneme type.
The values of fractal dimension can range normally from 1.2 to 1.6 for vowels
and from 1.6 to 1.8 for consonants [16]. For electroencephalography signals the
values of fractal dimension can range normally from 1.7 to 1.9 depending on the
pathological conditions of the subject [22]. Our electroencephalography data is
related to alcoholic subjects and thus the fractal dimension is expected to be
high. Turning to the Segmental SNR reported in Figs. 7 and 9, this is the rea-
son why the values of SNR are higher for the electroencephalography data then
speech data we considered.

A number of constraints on the search space were explored and the best
tradeoff are experimentally defined. The proposed method gives much higher
SNR performance than suboptimal techniques. On the other hand, even if sub-
optimal approaches are the most efficient, the proposed method requires the same
order of computational effort as the number of IFS transformations increases.
The problem of efficient coding of the estimated parameters for storing or trans-
mission purposes are not considered in this paper. Future work may also comprise
recent and emerging big data trends (e.g., [23–25]), which well cope with pattern
recognition problems.
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Abstract. Soft and hard clustering efficiency evaluation of novel app-
roach of frequent pattern growth based fuzzy particle swarm optimiza-
tion for clustering web documents is studied and analyzed in this paper.
The conventional approaches K-Means and Fuzzy c-means (FCM) fails
with regard to random initialization and local minima hookups. To over-
come this drawbacks, bio inspired mechanisms like genetic algorithm,
ant colony optimization and particle swarm optimization (PSO) are used
to optimize the K-means and FCM clustering. The major contribution
of the novel method are three fold. Primarily in its ways to automat-
ically find effective cluster numbers, cluster centroids and swarms for
the bio inspired fuzzy particle swarm optimization. Second in yielding
fuzzy overlapping clusters using the FCM objective function overcom-
ing the drawbacks of the existing methods. Third, the methodology dis-
cusses in this paper prunes out the irrelevant elements from the search
space and thereby retains all relationships with search query as semantic
conditionally relatable sets. The evaluation results show that our pro-
posed approach performs better for Adjusted Rand Index (ARI), Nor-
malized Mutual Information (NMI) and Adjusted Concordance Index
(ACI) against various distance based similarity measures and FCMPSO.

Keywords: Fuzzy · Information retrieval · Particle swarm optimiza-
tion · Frequent pattern growth · Adjusted concordance index

1 Introduction

Clustering is the unsupervised strategy of partitioning data elements into dis-
joint sets by minimizing intra cluster similarity and maximizing inter cluster
similarity. The traditional approaches in practice like K-Means, maximum mar-
gin clustering, mixture models mainly caters to hard clustering, which in real
world applications fails for reasons of finding overlapping clusters as seen in web
documents.
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Web Documents are dynamic, vague and unstructured. The huge influx of
information makes the task of finding relevant information rather tenuous for
the users. In the case of web documents the question is more complex as the
same document may show its presence in diverse areas and domains. So the
task of clustering becomes more complex when the demarcation is not possible.
The option left to cluster web documents become more of soft clustering. Soft
clustering in comparison to hard clustering allows a single document to belong
to multiple clusters with fractional membership degrees. The end user can inter-
pret the degrees by setting a threshold limits to turn a soft to hard clusters
for further evaluation. Fuzzy clustering a soft partitional clustering technique is
the widely used. The most popular of soft clustering algorithm in use is fuzzy
c-means proposed by [1] and had been modified by [2] which raises the issue
of local minima hookup with random centroid initialization by the user. In the
fuzzy c-means (FCM) objective function, the difference between data objects
and cluster centroids is the key deciding factor for final clustering of documents.
The proposed methodology extends the Fuzzy particle swarm optimisation with
FP Growth to finds the cluster numbers, centroids and swarm for fuzzy particle
swarm optimization to cluster web documents. Particle swarm optimisation is a
meta heuristic stochastic tool to overcome the drawbacks of FCM. Authors in [3]
discussses on the combination of PSO and Fuzzy C-Means. There is also an inte-
gration of PSO and K-means algorithm (KPSO). While in [5] improves KPSO
algorithm by proposing an enhanced cluster matching. Prior to the PSO updat-
ing process, the sequence of cluster centroids encoded in a particle is matched
with the corresponding ones in the global best particle with the closest distance.
A comprehensive use of PSO with FCM algorithm and their applications to clus-
tering can be found in paper [4]. In [6] presented the concept of constant inertia
weight.

Having discussed the issues of existing methodologies, the authors in their
previous work in [10] proposes use of frequent pattern growth without candi-
date generation for improving fuzzy particle swarm optimization. The frequent
pattern growth algorithm is used to prune the irrelevant with respect to the
search query and thereby reducing the search space by retaining only items or
terms and frequent item sets matching or in relevance with the search context.
These frequent items sets can be treated as semantic conditionally relatable set
giving all combinations of item sets matching to the search context. Once the
system is learned to reduce the search space and retain items matching other
user requirements we are left with highly related and relevant set of semantic
related conditional terms matching user requirements.

These conditionally related sets then needs to be fuzzy clustered and imbibe
in them a systematic herd behavior like honey bee swarming and fish schooling.
This learned behavior can be inherited by new web documents as well.

The rest of the paper is organized as follows. Section 2 describes the paper
objective. Section 3 discusses proposed methodology. The experimental results
and discussions in Sect. 4. Conclusions are described in Sect. 5.
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2 Paper Objective

The objective of the paper is to evaluate the proposed methodology that is
modeled to cluster web documents with varying degrees of membership to all its
respective clusters using frequent pattern growth approach based fuzzy particle
swarm optimization. The method works by

1. Reducing search space by retaining the relationships with its search context.
2. Generate cluster centroids and particles automatically for fuzzy particle

swarm optimization to begin.
3. Finally to evaluate and investigate into the effectiveness and efficiency of the

designed model for NMI, ARI and ACI measures.

3 Proposed Methodology

Proposed methodology as discussed by the authors in their previous work in
[10] uses frequent pattern approach and fuzzy particle swarm optimization for
achieving the objectives mentioned as in Sect. 2. While each part mentioned in
the objective is detailed in the following subsections.

3.1 Reducing Search Space Using Frequent Pattern Growth
Algorithm

Frequent pattern growth approach commonly known as FP Growth algorithm is
traditionally used for market basket analysis. The method works in two phases.
First phase is the indexed compressed FP tree generation. In this the term
document matrix (TDM) is considered as the transaction database used in FP
growth. The transaction id and items in transaction database is rephrased to
document id’s and terms in term document matrix as given in Tables 1 and 2.
The elements in each node of the FP tree are sorted and ordered based on the
relevant threshold set to match with the support and confidence.

Table 1. Transaction database for FP growth

Transaction ID Items in each transaction

TID1 A, B

TID2 B, C

Table 2. Term document matrix for FP growth

Document ID Terms occurring in document

D1 Computer, server

D2 Usr, openwindows
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This TDM will be used as input to the FP Growth algorithm to generate
the indexed compressed data structure, frequent pattern tree (FP tree). From
Table 2, each transaction say D1 is mapped to a path in the FP-Tree from the
root (null) node. As different documents can have common terms, and if their
path overlaps, the count of each such term is incremented by 1. Else a new node
is created with a count of 1 for each new terms in the path. An example for FP
tree generation as discussed in the paper [7] is given below in Fig. 1.

Fig. 1. Reference for FP tree generation

As a result of FP Tree generation a complete and compact set of frequently
occurring terms relevant to the search context are retrieved and stored in FP
Tree.

3.2 Semantically Related Conditional Pattern Base

For example few key terms chosen to illustrate the algorithm after pre-processing
of text documents from 20Newsgroup dataset are sun, file, openwindows, xview,
echo and usr. Denoted as A, B, C, D, E, F then after FP tree it shows the
co-occurrence of each keyword and in every chain of keywords how many times
the particular terms have been traversed. With FP growth, it finally generates
all possible combinations like [sun, file], [sun, server], [usr, openwindows, echo],
[sun, file, server, openwindows] etc. matching the threshold support. A tem-
plate of the semantic relatable set retrieved from the FP growth algorithm is

Fig. 2. Reference format for semantic conditional frequent patterns generation
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as given below in Fig. 2. From Sects. 3.1 and 3.2, the proposed method gener-
ates all possible combinations of terms matching the user search context support
and confidence threshold. This is considered as swarms or particles in the whole
set of population for fuzzy particle swarm optimization (FPSO). Cluster cen-
troids are calculated as average of all items under each frequent item sets. The
transformation of outputs from frequent pattern growth to fuzzy particle swarm
optimization are shown in Table 3.

Table 3. Translating frequent mining concepts to fuzzy particle swarm clustering.

FP growth concepts Fuzzy PSO clustering

Items Population/dimension

Itemsets Semantically related terms

Frequent itemsets Swarms for PSO

Cluster centroids Average of each items under frequent itemsets

3.3 Fuzzy Particle Swarm Optimization

Fuzzy particle swarm optimization (FPSO) is a genre of particle swarm opti-
mization (PSO) as discussed by authors in [9,12]. The FPSO as discussed by
authors in [8,10,11] begins with the initialisation of population of particles and
initial number of clusters whose positions represent the potential solutions for the
studied problems and velocities are randomly initialized in the search space. The
particle or swarms derived from Sect. 3.2 are assumed to be spread across differ-
ent positions in the search space as potential solutions. At its current location
each of the particle are evaluated for the fitness function. The fitness function
chosen for the discussed approach is the inverse of objective function of fuzzy
c-means algorithm as used by authors in [8]. Once the function is evaluated, the
particle makes its next move in the search space comparing the current, indi-
vidual best fitness so far obtained and social best position so far obtained by its
neighbors in the swarm. This global and local search mechanism overcomes the
issue of local minima hookups. Next iteration starts when all the particle have
moved to its respective best positions which is a position near to the optimal
cluster centroids computed as in Sect. 3.2. After every iteration the particles are
nearing to its respective cluster centroids or attractive points. This is like birds
searching for food or finding their nests. Here all documents take their transition
from initial location in search for its respective domains which are the cluster
centroids calculated as in Sect. 3.2.

FPSO being a part of fuzzy clustering, every particle is assigned a fuzzy
membership degree to every other cluster centroids. The various parameters in
use for the FPSO is as given below:

The fuzzy clustering of objects is described by a fuzzy matrix µ with n rows
and c columns in which n is the number of data objects and c is the number of
clusters. The element in the ith row and jth column in µij , indicates the degree
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of association or membership function of the ith object with the jth cluster. The
characteristics of µ and Jm are as follows:

µij ∈ [0, 1]∀i = 1, 2 . . . n∀j = 1, 2 . . . c (1)

c∑

j=1

µij = 1,∀i = 1, 2, . . . n (2)

Jm =
c∑

j=1

n∑

i=1

µm
ijdij where dij = ‖oi − zj ‖ (3)

zj =

∑n
i=1 µ

m
ijoi∑n

i=1 µ
m
ij

(4)

µij =
1∑c
k−1

dij
dik

2
m−1

(5)

The position matrix X is redefined in this proposed algorithm, represent the
fuzzy relation (membership function) between the frequent items sets (particles)
in columns and cluster centers as rows. The position matrix is given below:

X =

⎡

⎢⎣
µ11 · · · µ1c

...
. . .

...
µn1 · · · µnc

⎤

⎥⎦ (6)

In each of its iteration, the search for optimal solution is executed by updating
the particle velocities and its position. The fitness value of each frequent item sets
(particles or swarm) is determined using a fitness function as discussed in [10,11]

F =
K

Jm
(7)

based on Euclidean distance measure and K is any constant.Jm is calculated
as in Eq. 3. The velocity of each particle is updated using two best position,
individual best position ibest and social best solution sbest. The individual best
position ibest is the best position that particle has visited so far and sbest is the
best position the swarm has visited so far. A particle velocity and position are
updated as follows:

V (t + 1) = w ⊗ V (t) ⊕ c1r1 ⊗ (ibest(t) � X(t)) ⊕ c2r2(sbest(t) ⊕ X(t))) (8)

K : 1, 2, . . . , P (9)

X(t + 1) = X(t) ⊕ V (t + 1) (10)

where X and Y are position and velocity of particles respectively. w is inertia
weight, c1 and c2 are constants, called acceleration coefficients which control the
influence of ibest and sbest on the search process, P is the number of particles
in the swarm derived from the frequent itemsets generated from FP Growth, r1
and r2 are random values in the range [0, 1].
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3.4 Frequent Pattern Growth Based Fuzzy Particle Swarm
Optimization

The authors in their previous work [10] details the hybrid method for web doc-
ument clustering in two phases: first the frequent Pattern approach for swarm
and cluster centroid generation as discussed in Sects. 3.1 and 3.2. Second stage
is fuzzy particle swarm optimization running on the swarm received from first
stage. Based upon the fitness function evaluated which is inversely proportional
to the objective function Jm, the particle with least fitness function can be elim-
inated to help improve the search space.

A stage reaches where the position of the particle saturates with no changes
in the position further. Here the algorithm converges to retrieve the final fuzzy
cluster positions of individual documents to its respective clusters.

4 Experimental Result and Discussion

4.1 Description of Data Set

The proposed method for evaluation uses 20Newsgroup and Reuters-21578 from
the site [22,23]. Table 4 gives the overview of the 20Newsgroup data set chosen
for the study with the categories and number of instances taken respectively.
After running frequent pattern based fuzzy particle swarm optimization, a small
snippet of final fuzzy cluster positions of two categories computer and science
(357 instances chosen with 3127 terms after pre-processing) of 20Newsgroup data
set is as shown in Table 5. Set 1 and Set 2 of Table 5 represents the class science
and computer in 20Newsgroup data set retrieved by the method automatically.

From Reuters-21578,300 documents from six classes each with 50 documents
and 1232 terms (earn, money-supply sugar, trade, ship and gold) is selected.

Table 4. List of items and instances chosen from Newsgroup data set.

Group Target.Group (#) Category

2 Comp.graphics (54) Comp

3 Comp.os.ms-windows.misc (52) Comp

4 Comp.sys.ibm.pc.hardware (60) Comp

5 Comp.sys.mac.hardware (63) Comp

14 Sci.med (63) Sci

15 Sci.space (65) Sci

Translating the Table 5 to its respective terms and cluster combinations are
given below in Table 6:
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Table 5. Final document cluster membership positions

Message ID’s Set1 Set2

1 0.0508929 0.9491071

2 0.2453241 0.7546759

3 0.8683597 0.1316403

4 0.0000000 1.0000000

5 1.000000 0.0000000

6 0.4734385 0.5265615

7 0.0000000 1.0000000

8 0.0000000 1.0000000

9 0.000000 1.0000000

10 0.000000 1.0000000

Table 6. Final fuzzy cluster positions for the documents

Class set Clusters Message ID

Comp {C1, C2, C3, C4} {D1, D2, D4}, {D7, D10}, {D8}, {D9}
Sci {C5, C6} {D3, D5}, {D6}

4.2 Evaluation Measures

Finally to evaluate the performance of the frequent pattern based fuzzy particle
swarm optimization we have chosen FCM, K-means [14], PSO [15] and FCMPSO
[4]. From the studies conducted by [4] it can be inferred that FCMPSO method
outperforms K-means and PSO. The proposed algorithm retrieves the member-
ship degrees of each to its respective clusters with its respective positions in d
dimensional space as shown in Table 5. These membership degrees needs to be
converted to hard clusters by assigning the documents with highest membership
degrees to one cluster. For example considering Table 5, message id 1 will be
hard clustered to set 2 with a membership degree of 0.9491071. This assignment
makes it possible to measure the hard clustering performance of these algorithms
along with the soft clustering measures [13]. Hard clustering metrics used in the
study are normalized mutual information (NMI) and adjusted rand index (ARI)
[16,17]. As in [17,28] NMI is used to compare two hard partitions, A and B
of a data set X with N objects. In our case A and B are set 1 and set 2 as
shown in Table 5. Assume that A and B have m and n clusters, respectively. The
probability P (i) that a randomly selected object from X falls into cluster A.

P (i) =
‖Ai‖
N

(11)
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The entropy, E(A) is then defined as

E(A) =
m∑

i=1

P (i)logP (i) (12)

Let P(i, j) denote the probability that an object belongs to cluster Ai and Bi in
class A and B respectively then

P (i, j) =
‖A ∩ B‖

N
(13)

The NMI [16,17] between the two hard partitions A and B can then be defined as

NMI(A,B) =

∑m
i=1

∑n
j=1 P (i, j)log

P (i, j)
P (i)P (j)√

(E(A)E(B)
(14)

For Rand Index the following cardinals need to be detailed with reference to the
example in Tables 5 and 6:

a: number of data points belonging to the same class in A and to the same
cluster in B.

b: number of data points belonging to the same class in A and to different
clusters in B.

c: the number of data points belonging to different classes in A and to the same
cluster in B.

d: the number of data points belonging to different classes in A and to different
clusters in B. Rand Index (RI) is defined as:

RI =
a + d

a + b + c + d
(15)

and the Adjusted Rand Index used in the study is given as:

ARI =
a − (a + b)(a + c)

a + b + c + d
(a + b) + (a + c)

2
− (a + b)(a + c)

a + b + c + d

(16)

Both NMI and ARI [24] gives the efficiency of the proposed algorithm when
compared to the ground truth values of clustering.

While considering soft clustering measures as pointed out by [18,19], when
soft clusterings is converted to hard clustering techniques by simple assignment
it often fails to reflect the performance of soft clustering algorithms. For example,
different fuzzy partitions may result in the same crisp partition for various cases
as discussed in [19]. This loss of information due to the disposal of the fuzzy
membership values makes the hard clustering measures intolerant to overlapping
clusters.
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To overcome these issues, [18] proposed a fuzzy extension of the Rand index,
Adjusted Concordance Index (ACI) is used [26]. Whose parameters are obtained
by rewriting the formulation of the adjusted rand index in Eq. 16 a fully equiv-
alent form using following concepts discussed below. Given two fuzzy member-
ship partition, A and B as shown in Table 5, the basic idea underneath the fuzzy
extension of the Rand index, Adjusted Concordance Index (ACI) is to generalize
the concept of concordance in the following way.

Considering a pair (x, x
′
) ∈ X as being concordant as A and B agree on its

degree of equivalence, [20] define the degree of concordance as:

doc = 1 − ‖EQA(x, x
′
) − EQB(x, x

′
) ∈ [0, 1] (17)

and the degree of discordance as:

dodc = ‖EQA(x, x
′
) − EQB(x, x

′
) ∈ [0, 1] (18)

where EQ is defined as a fuzzy equivalence relation on X in terms of similarity
measure as:

EQ = 1 − ‖P (x) − P (x′‖ (19)

EP is equal to 1 if and only if x and x
′
have the same membership pattern and

is equal to 0 otherwise.
ACI quantities are defined as:

• a conc: objects x and x′ are concordant because their degree of equivalence
in A and in B is similar and their degree of equivalence in A and in B is high.
a = 	(1 − ‖EQ(x, x′) − EQ(x, x′)‖,	(‖EQ(x, x′) − EQ(x, x′)‖

• b conc: the degree of equivalence of x and x′ in A is larger than in B
b = max(‖EQ(x, x′) − EQ(x, x′)‖)

• c conc: the degree of equivalence of x and x′ in A is smaller than in B
b = max(‖EQ(x, x′) − ‖EQ(x, x′))

• d conc: negation of a concordance
a = 	(1 − ‖EQ(x, x′) − EQ(x, x′)‖,⊥(1 − ‖EQ(x, x′), 1 − EQ(x, x′)‖
To measure the similarity between pair of documents we have used Cosine

Similarity, Jaccard coefficient and Pearson correlation coefficient after normal-
izing the document vectors respectively. Finally all similarity functions are nor-
malized for final evaluation results.

(1) Cosine Similarity: When documents are represented as term vectors, the
similarity between them corresponds to the correlation between the two
vectors. This is quantified as the cosine of the angle between vectors. Cosine
similarity is one of the most popular similarity measure applied to text
documents, such as in numerous information retrieval applications [21] and
clustering too [27].

(2) Jaccard Coefficient/Tanimoto Coefficient: Compares the sum weight
of shared terms to the sum weight of terms that are present in either of the
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two document but are not the shared terms. The value of Jaccard coefficient
ranges from 0 to 1, 1 when documents ta = tb are equal and 0 when ta �= tb.

Fjc =
ta.tb

|ta|2 × |tb|2 − ta.tb
(20)

(3) Pearson Correlation Coefficient:

Fpc =
m × (ta.tb) − TFa × TFb√

AB
, (21)

where

TFa =
m∑

t=1

tfidf(da, t), TFb =
m∑

t=1

tfidf(db, t), (22)

A = m

m∑

t=1

tfidf(da, t)2 − TF 2
a , B = m

m∑

t=1

tfidf(db, t)2 − TF 2
b (23)

Table 7. Comparison of different similarity measure functions in terms of ARI

Dataset Fcs Fjc Fpc FCM FCMPSO FPFPSO

20Newsgroup .152 .138 .148 .152 .150 .155

Reuters −21578 .293 .278 .283 .293 .301 .315

5 Conclusion

The proposed hybrid algorithm of extending the utility of frequent pattern
growth algorithm to fuzzy particle swarm optimization is used for clustering
text datasets to its respective clusters. The proposed algorithm is easy to imple-
ment and find ways by itself for initialization of cluster centers, reducing the
redundancies and irrelevancies in the search space and get rid of local minima
hookups. Obtained results are compared against conventional algorithms for
similarity measures.

Figure 1 (taken from [7]) and Fig. 2 shows a frame of reference on how FP
growth approach performs the search space reduction and how its retrieves
semantically related conditional term base. These conditional term base with
frequent item sets get morphed to swarms and cluster centroids as shown in
Table 3. Final fuzzy clusters with its respective particle positions and varying
membership degrees for different clusters are shown in Tables 5 and 6. This
Table 5 forms the base for hard and soft clustering evaluation. For hard cluster-
ing highest membership degree is assigned to the data points. Evaluation results
for ARI, NMI and soft clustering metric ACI and various similarity measures
are shown in Tables 7, 8, and 9. The tables shows that the proposed algorithm is
highly robust and offers a better efficiency in comparison to tested algorithms.
The fact behind this success is attributed to FPSO for its global search mecha-
nism and added to it is the use of FP Growth for retaining the relevant search
space.
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Table 8. Comparison of different similarity measure functions in terms of NMI

Dataset Fcs Fjc Fpc FCM FCMPSO FPFPSO

20Newsgroup .401 .386 .402 .401 .408 .410

Reuters −21578 .426 .403 .421 .426 .437 .438

Table 9. Comparison of different similarity measure functions in terms of ACI

Dataset Fcs Fjc Fpc FCM FCMPSO FPFPSO

20Newsgroup .282 .265 .280 282 .293 .301

Reuters −21578 .363 .331 .343 .363 .364 .368
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Abstract. A rich and balanced diet, combined with physical exercises,
is the most common and efficient manner to achieve a healthy body.
Since the classic Diet Problem proposed by Stigler, several works in the
literature proposed to compute a diet that respects the nutritional needs
of an individual. This work deals with a variation of the Diet Problem,
called Caloric-Restricted Diet Problem (CRDP). The CRDP objective is
to find a reduced caloric diet that also respects the nutritional needs of
an individual, thus enabling weight loss in a healthy way. In this paper
we propose an Island-based Differential Evolution algorithm, a distrib-
uted metaheuristic that evolves a set of populations semi-isolated from
each other. Computational experiments showed that this island-based
structure outperforms its non-distributed implementation, generating a
greater variety of diets with small calorie count.

Keywords: Differential Evolution · Islands model · Diet problem ·
Calories · Obesity

1 Introduction

A high calorie diet and the lack of physical activity are the main causes of
overweight and obesity [12]. An efficient treatment for obesity consists in the
ingestion of a hypocaloric diet [1,6]. It is indicated that a hypocaloric diet with
1200 kilocalories (kcal) can be used by overweight woman to reduce their body
fat [17]. Besides, a hypocaloric diet with 1000 to 1200 kcal can improve the life
quality of obese individuals in less than 30 days [5]. However, these diets also
need to provide all the necessary vitamins and nutrients, such as carbohydrates,
iron, zinc and fibers, among others [20].

The Diet Problem (DP) [23], one of the most classical linear optimization
problems, aims at computing a minimum cost diet that satisfies all nutritional
needs of an individual. Despite its relevance for the operational research and
linear programming communities, the results obtained in [23] can not be used in
c© Springer International Publishing AG 2017
O. Gervasi et al. (Eds.): ICCSA 2017, Part I, LNCS 10404, pp. 385–400, 2017.
DOI: 10.1007/978-3-319-62392-4 28
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practice, as the generated diet lacks of food variety and palatability. Besides, it
is only focused in healthy individuals, not being applicable to prevent or treat
any disease.

The Caloric-Restricted Diet Problem (CRDP), a variation of DP that min-
imizes the calorie count of a diet, was introduced in [21]. Instead of the classic
objective function that minimizes the financial cost, CRDP aims to build a diet
that minimizes the number of ingested calories, while respecting the minimal
amount of nutrients. Besides, it models a real life diet as a CRDP, representing
a diet by six different meals that can be eaten in a daily basis.

CRDP was originally solved by a Differential Evolution algorithm (DE) [21].
In this work, we extend this algorithm by proposing an Island-Based Differen-
tial Evolution algorithm (IBDE). It distributes the DE population into several
smaller subpopulations that evolves semi-isolated from each other. In such sub-
division, a subpopulation communicates with another by means of a migration
operator, exchanging solutions among them. We show that IBDE can gener-
ate diets with a smaller number of calories than DE with the same number of
evaluations.

The remainder of this paper is organized as follow. Section 2 presents the
studied problem. Section 3 presents the Island-Based Differential Evolution.
Section 4 presents and discuss the computational experiments, comparing IBDE
with its non-distributed version. Finally, the conclusions of this work are drawn
in the last section.

2 The Caloric-Restricted Diet Problem

It is notable that a diet with a high amount of calories is correlated with weight
gain [3,16]. More than simple affecting the body weight, it can greatly affects the
health of an individual, being responsible for a great number of chronic diseases,
such as coronary heart diseases [7], diabetes [13] and kidney diseases [11].

It is difficult to develop a caloric-restricted diet that provides all necessary
nutrients, such as proteins, zinc and iron, among others. The first attempt to
develop an algorithm for computing a healthy diet was presented in [23]. How-
ever, it only seeks for a minimum cost diet, not being concerned with the appli-
cation of such diet in a daily basis. Besides, the developed diet lacks of food
variety and palatability, being hard to follow.

With the increasing number of overweight and obese individuals [26], the
development of computational methods to generate diets that are healthy and
tasty at the same time is needed. The work [21] presented the Caloric-Restricted
Diet Problem (CRDP), an optimization problem that aims to compute caloric-
restricted diets that are healthy and tasty at the same time. A diet was modeled
as six different meals and each meal is represented by a set of foods.

Let T and N be respectively the set of available foods and the set of nutrients
considered in the problem. The CRDP mathematical formulation is defined with
binary decision variables y such that yi = 1 if food i ∈ T is included into the diet
and yi = 0 otherwise. Besides, auxiliary variables pi ∈ R+ represent the amount
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of food i ∈ T to be consumed. Also, let ci represent the cost per portion of food
i ∈ T,mij represent the amount of nutrient j ∈ N contained in food i ∈ T , and
bj be the minimal requirement of the nutrient j ∈ N . Finally, let kcali repre-
sents the calorie count of one portion of food i ∈ T . CRDP can be expressed by
Eqs. 1–4. One can see that this is a Mixed-Integer Quadratic Programming prob-
lem. Therefore, it is a NP -Hard optimization problem [10].

min

∣
∣
∣
∣
∣
1200 −

∑

i

kcali pi yi

∣
∣
∣
∣
∣
, ∀i ∈ T (1)

∑

i

∑

j

mij pi yi ≥ bj , ∀i ∈ T, j ∈ N (2)

yi ∈ {0, 1}, ∀i ∈ T (3)

pi ∈ [0.5, 3], ∀i ∈ T (4)

The objective function (1) aims at developing a diet with 1200 kcal. This
number was fixed since a diet with 1200 kcal is the most indicated one to reduce
weight [5,17], such that a higher amount of calories does not greatly contribute
to this objective. On the other hand, a diet with a smaller amount of calories
can represent a risk to the health of an individual. Inequalities (2) maintain
all necessary nutrients at a required amount. Equations (3) and (4) define the
domain of the variables y and p, respectively. This model considers that a portion
contains 100 g of a food or 100 mL of a beverage. The value of pi is limited
within the interval [0.5, 3]. Therefore, neither a large quantity of some food is
prescribed, thus dominating the diet, or a small portion of some food to be
included. It prevents an impracticable real situation (imagine to cook only 10 g
of fish at dinner, for instance).

Besides the number of calories of the diet, CRDP takes into account another
nine nutrients, namely dietary fibers (Df), carbohydrates (C), proteins (Pt),
calcium (Ca), manganese (Mn), iron (Fe), magnesium (Mg), phosphor (P ),
and zinc (Zn). Table 1 presents the daily intake recommendation of nutrients
[24]. These minimum requirements are guaranteed by Inequalities 2.

Table 1. Nutrients daily intake recommendation [24]

Nutrient requirement (g) Nutrient requirement (mg)

Df ≥ 25 Ca ≥ 1000

C ≥ 300 Mn ≥ 2.3

Pt ≥ 75 Fe ≥ 14

Mg ≥ 260

P ≥ 700

Zn ≥ 7
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The nutrients of each food product used in this work were obtained from the
Brazilian Table of Food Composition (TACO) (Tabela Brasileira de Composição
de Alimentos, in Portuguese) [15]. TACO was elaborated by the University of
Campinas (UNICAMP), Brazil. It contains data from a large number of foods
and beverages, with a quantitative description about 25 of their nutrients. Each
data represents a portion of 100 g (or 100 mL, when appropriate) of a product.

TACO displays information about foods in a variety of states. For instance, it
presents uncooked meat, uncooked meat with salt, and cooked meat. Thus, only
a subset of the foods from TACO (that can be served in a meal) are selected
to be included in T . Moreover, this work only considers the most important
nutrients, thus considering 9 from the 25 nutrients from TACO in the problem.
The selected nutrients are displayed at the odd numbered columns of Table 1.

The selected subset of food products were classified into 9 categories, accord-
ing to their characteristics. This procedure was carried out by a specialist in
the area. These categories are displayed in Table 2. The first column displays
the category name. The second column shows the symbol associated with each
category. The third column indicates the number of foods in each category. The
last column shows the interval of numbers associated with each category. This
interval will be used to represent a solution for the Island-Based Differential
Evolution (see Sect. 3.1).

Table 2. Different classification of products from TACO [15]

Product Symbol # Interval

Beverages B 21 1–21

Juices J 11 22–32

Fruits F 62 33–94

Lacteal L 19 95–113

Carbohydrates 1 C1 21 114–134

Carbohydrates 2 C2 12 135–146

Grains G 12 147–158

Vegetables V 41 159–199

Proteins P 95 200–294

Beverages, except natural juices and alcoholic beverages, are symbolized as
B. Natural fruit juices are represented by the symbol J . Fruits, in general, are
represented as F . Milk-derived products have the symbol L. Carbohydrates are
separated into two different groups, symbolized by C1 and C2. C1 contains
snacks, as bread, cookies and crackers, while C2 are the main meal carbohy-
drates, such as rice, potato and cassava. Grains and leguminous foods, such as
lentils and beans, are represented as G and vegetables are symbolized as V . The
last category contains high protein foods, such as meat, chicken and eggs. It is
represented by the symbol P .
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3 Island-Based Differential Evolution for CRDP

The Differential Evolution algorithm (DE) [18] is a classical evolutionary algo-
rithm that originally deals with real-valued variables. It is a general algorithm
that can be easily adapted to a wide range of problems. In the literature, it is
possible to find DE applications in engineering [14], chemistry [2], biology [4],
finances [19], and artificial intelligence [25], among others [8].

Despites other evolutionary algorithms, DE algorithm operators are applied
in a different order, as shown in Algorithm1. First, the parents are selected. Next,
the mutation, recombination and evaluation phases are executed, in this order.
Finally, the most fitted individuals are selected to go to the next generation.

Algorithm 1. DE pseudocode
1: Initialize the population
2: while stopping criterion is not met do
3: Selection
4: Mutation
5: Recombination
6: Selection
7: end while
8: return the best solution found
9: end

3.1 Representation of Solutions

This work uses the same representation of solution proposed in [21] for the
CRDP. It proposes to represent a diet as a set of different meals. Thus, a solution
is modeled as a combination of the most common types of products consumed
in each meal. Since foods are divided in categories (see Table 2), it is possible
to build a diet that has a great variety of products every day. Figure 1 displays
such solution modeling.

Fig. 1. The model of a solution. There are 6 different meals made up of 17 distinct
food products.

The solution presented in Fig. 1 considers that an individual has 6 different
meals in a given day, namely breakfast, two snacks, lunch, dinner, and supper.
Breakfast is the first meal by the morning. Snacks are small meals that takes
place between two major meals. Supper is the last meal of the day, after the
dinner and before sleep, which is common to a great number of individuals.
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Fig. 2. Representation of a IBDE solution for CRDP

From Fig. 1, it is possible to build an IBDE’s solution representation as shown
in Fig. 2. A solution consists in two vectors of 17 variables each, representing the
6 meals of Fig. 1. Each position of the vectors is said to be a gene. The first
vector, called portions vector, represents the portions pi of the selected food
product. The second vector, denoted ID vector, contains an integer number in
the range [1, 294]. A bijective function f : N �→ T that maps each number as a
different food is applied to each gene of the ID vector. It is worth to mention
that each gene of this vector is just allowed to assume the numbers that map
products from it’s own category, as shown in the fourth column of Table 2.

3.2 Population Initialization

IBDE initial population X is randomly generated with |X| = pop individuals.
For the portions vector, a random real number is generated in the interval [0.5; 3]
for each gene. Next, a random integer number is generated for each gene of the
ID vector. This integer number is within the interval of its class, as mentioned
above.

3.3 Mutation Operator

Mutation is the process that inserts random information in the population, thus
expanding the search space. Mutation produces a new population of trial indi-
viduals V = {v0, . . . , vpop}, such that |V | = |X| = pop. The IBDE for CRDP
applies two different mutation operators, one for each vector of the solution.

The portions vector of the trial individual vs ∈ V is generated as the addi-
tion of an individual from X to the difference between two other individuals,
also from X. This process employs a factor of perturbation F ∈ [0; 2] that
weighs the inserted randomness. This factor needs to be given as a parameter
for IBDE. There are many different mutation processes described in the litera-
ture, as reported in [18]. However, the most used of them is the DE/rand/1. It
is explained below.

Let Xg denote the IBDE population at generation g. Also, let xα, xβ and xγ

be three distinct random individuals that belong to Xg and let xk
j denote the

k-th gene of individual xj ∈ Xg. DE/best/1 generates a trial individual vs that
belongs to the generation g + 1 as show in Eq. (5). This operator is applied to
each gene separately. If vk

s results in a value smaller than 0.5 or greater than 3,
then it is rounded to the nearest acceptable value of the interval.

vk
s = xk

α + F (xk
β − xk

γ) (5)
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The ID vector of the trial individual vs is generated by a different operator.
Each gene k ∈ {1, . . . , 17} from vs is generated by randomly selecting one of the
k-th genes from solution xα, xβ or xγ with the same probability. Thus, each gene
of the trial individual also respects its food category and does not compromise
the solution’s modeling.

3.4 Recombination Operator

The recombination operator intensifies the search into good solutions by reusing
previously successful individuals. For each target individual xs ∈ X a trial indi-
vidual vs ∈ V is generated from mutation. Then, an individual us, denominated
offspring, is generated as

uk
s =

{
vk

s , if r ≤ Rr
xk

s , if r > Rr
, ∀i ∈ {1, . . . , 17}, r ∈ [0; 1]

where uk
s , v

k
s and xk

s are the k-th gene of the individuals us, vs, and xs, respec-
tively. These solutions are inserted into a new population U = {u0, . . . , upop}. The
value r ∈ [0; 1] is randomly generated at each iteration of IBDE. Rr is a parame-
ter required by IBDE that represents the recombination ratio, i.e. the probability
that an offspring inherits the genes from the trial individual vs. As r,Rr is in the
interval [0; 1]. When Rr = 1, the offspring will be equal to the trial individual
vk

s and IBDE does not intensify any solution. On the other hand, when Rr = 0,
the offspring will be equal to the target vector xk

s and IBDE does not insert any
randomness in the population during its evolution process. If 0 < Rr < 1, the
offspring can receive genes from both vk

s and xk
s . One can see that this is a key

parameter for IBDE, as it controls the exploration/intensification ratio.

3.5 Selection Operator

As the number of offsprings is the same of the number of individuals in the
current generation, the selection operator compares one offspring with one indi-
vidual from the current population. Then, the individual with the worst fitness is
discarded and the other undergo to the next generation. This procedure ensures
that generation g + 1 always will be equal or better than the generation g.

3.6 Constraint Handling

When no constraint is violated, IBDE employs the objective function, described
by Eq. (1), as the fitness function. However, when some constraint is violated,
a mechanism to handle these violations must be adopted. Hence, the fitness
function becomes the objective function plus a penalization term [9].

Let N ′ represents the set of violated constraints. Also let M be a big constant
number, used as a penalty term for violated constraints. Besides, mij , pi, yi, and
bj are the same as denoted in the mathematical formulation described by Eqs. (1)
and (4). The fitness function with penalization is stated as Eq. (6).
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min |Kcal − 1200| +
∑

j

(∣
∣
∑

i∈F (mij pi yi) − bj

∣
∣

bj

)

· M, ∀ ∈ N ′ (6)

One can see that there is no penalty for the value of yi. The limits of yi are
handled by the mutation operator (see Sect. 3.3). Therefore, the value of yi do
not need to be penalized.

3.7 The Island-Based Implementation

Island models is a class of distributed evolutionary algorithms in which the
population is split into multiple subpopulations, called islands. Separate EAs
run independently on each island, but they interact by means of a migration
operator [22]. Figure 3 graphically represents this model. The use of the island
allows n populations in n islands, where each one can be designed with its own
behavior or not.

This work implements an island model with 12 islands, where each island has
a different behavior. Such behaviors are defined by a set of different parameters.
Thus, some islands intensify their population, while other islands diversify the
solution.

The set of parameters were selected according to scenarios applied by Silva
et al. [21], in this way it is possible to compare the performance obtained in this
work to the existing results. Table 3 shows the behavior of each island, i.e., how
each island is parametrized in the tests. In Table 3, F is the mutation factor and
Fc is the crossover probability.

Fig. 3. Island representation.

Migration. The migration operator in islands model consists in sending infor-
mation from a population x to another population y via the exchange of indi-
viduals. This procedure leads to a greater solution diversity, since an individual
has characteristics of his own island. This operator can be beneficial or not, and
this is what we want to check for this problem.

In literature we can find a migration rate of up to 25%. In this work, the
migration rate is 10% of total individuals, which are randomly chosen. The
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Table 3. Parameters by island.

Island F Fc

1 0.3 0.4

2 0.3 0.6

3 0.3 0.8

4 0.8 0.4

5 0.8 0.6

6 0.8 0.8

7 1.3 0.4

8 1.3 0.6

9 1.3 0.8

10 1.8 0.4

11 1.8 0.6

12 1.8 0.8

topology used in this work was a random ring topology. In this topology, islands
are randomly disposed in a ring and the individuals migrate to the island in
right hand side of their island, as illustrated by Fig. 4.

Fig. 4. Illustration of migration
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In [21], the non-distributed version of this algorithm was executed for 100
generations and, for this reason, the experiments in this work also use 100 gener-
ations, with migration of individuals every 8 or 9 generations, until the number
of migrations reach 12, the number of islands.

4 Computational Experiments

The computational experiments were performed an Intel Core i5 CPU 5200U
with 2.2 GHz and 4 GB of RAM, running a Linux operating system. The ED
algorithm was implemented in C and compiled with the GNU GCC 4.7.3 version.

4.1 Parameters

DE has three main parameters: the pertubation factor, the crossover probability,
and the population size. The pertubation factor F varies in the range [0; 2]. The
crossover probability Fc is a percentage value, and it varies in the range [0; 1].
The population size |X| is an integer greater than 2. In order to adjust the
algorithm, a complete experiment was developed with the three parameters in
order to choose the best value for each.

The value of the perturbation factor F varies in the set {0.3, 0.8, 1.3, 1.8}. The
crossover probability Fc varies in the set {0.4, 0.6, 0.8}. Finally, the population
size |X| is varied the set {10, 50, 100}.

Considering these values and assigning each combination of parameters to
an island, a complete factorial experiment was performed in order to evaluate
the DE parameters. Since DE is not a deterministic algorithm, it is necessary
to run each experiment several times in order to mitigate its non-deterministic
behavior. Thus, each experiment was repeated 20 times. An algorithm execution
results in 12 populations of solutions one on each island, so the experiment was
executed 20 times for each population size.

5 Results

Table 4 presents the results of 20 executions, with the mean of all results, the
best result and the worst result by island, for the different population sizes. Note
that the best mean of each population size (in bold) is reached by the first island,
where the individuals have low factor of perturbation and medium-high crossing
probability, showing that for this problem a lower mutation rate reaches better
solutions.

One can see that, with the increase of population size, the standard deviation
decreases, suggesting that bigger populations show more reliable results.

The main results of the work are shown in Table 5, where it is verified that for
the same parameters and number of DE generations the introduction of island
migration improves the average of the solutions.

The graphics in Fig. 5 present the evolution of best fitness by generation on
island-based model for different population size, 10 (Fig. 5(a)), 50 (Fig. 5(b)) and
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Table 4. Results obtained by the island-based algorithm.

Island Poputation size F Fc Mean Best Worst Std deviation

1 10 0.3 0.4 1584.727 1526.087 1714.201 45.732

2 10 0.3 0.6 1576.349 1508.180 1641.985 34.808

3 10 0.3 0.8 1566.870 1510.431 1680.196 51.341

4 10 0.8 0.4 1579.300 1518.449 1667.008 42.668

5 10 0.8 0.6 1571.683 1497.961 1655.754 42.506

6 10 0.8 0.8 1574.803 1520.849 1670.674 33.787

7 10 1.3 0.4 1590.469 1515.916 1682.579 52.149

8 10 1.3 0.6 1583.563 1534.461 1677.312 35.338

9 10 1.3 0.8 1592.272 1526.582 1683.061 42.631

10 10 1.8 0.4 1589.054 1480.454 1659.647 50.069

11 10 1.8 0.6 1579.753 1451.473 1720.354 59.738

12 10 1.8 0.8 1583.554 1543.748 1637.938 27.478

1 50 0.3 0.4 1508.034 1479.616 1538.132 15.126

2 50 0.3 0.6 1492.527 1451.569 1530.977 20.583

3 50 0.3 0.8 1495.263 1457.470 1531.463 18.593

4 50 0.8 0.4 1514.669 1476.914 1549.676 20.433

5 50 0.8 0.6 1500.373 1470.604 1539.000 19.356

6 50 0.8 0.8 1511.098 1479.673 1550.212 20.334

7 50 1.3 0.4 1520.804 1487.961 1547.607 16.943

8 50 1.3 0.6 1520.687 1475.837 1565.738 25.748

9 50 1.3 0.8 1508.995 1459.175 1545.719 25.205

10 50 1.8 0.4 1514.497 1473.839 1542.139 20.410

11 50 1.8 0.6 1517.421 1484.751 1559.145 18.369

12 50 1.8 0.8 1514.563 1473.484 1542.221 14.471

1 100 0.3 0.4 1489.824 1453.768 1526.610 18.976

2 100 0.3 0.6 1473.319 1454.195 1499.285 15.598

3 100 0.3 0.8 1462.901 1430.271 1502.436 17.696

4 100 0.8 0.4 1494.771 1461.473 1539.541 20.197

5 100 0.8 0.6 1488.132 1457.017 1520.509 14.514

6 100 0.8 0.8 1484.361 1445.291 1519.070 20.279

7 100 1.3 0.4 1497.502 1468.686 1529.350 17.216

8 100 1.3 0.6 1486.994 1457.932 1522.724 16.831

9 100 1.3 0.8 1492.142 1469.386 1526.784 15.017

10 100 1.8 0.4 1499.688 1443.144 1529.011 18.304

11 100 1.8 0.6 1495.918 1468.918 1520.644 13.848

12 100 1.8 0.8 1495.496 1456.164 1539.773 22.698
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(a) Population Size 10

(b) Population Size 50

(c) Population Size 100

Fig. 5. Fitness by generation in island-based model

100 (Fig. 5(c)). We can see that the final results are reached early than generation
number 100, being the main improvements between generation number 10 and
generation number 60.

From Table 5, it is easy to see that the hypothesis of this work is verified
and the proposed goals are achieved, since the proposed implementation using
islands shows better results than the original model in 92% (33 of total of 36)
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Table 5. Mean - island-based model × original model.

Population size F Fc Mean island-based Original Difference

10 0.3 0.4 1584.727 1665.81 −81.083

10 0.3 0.6 1576.349 1761.16 −184.811

10 0.3 0.8 1566.870 1869.79 −302.95

10 0.8 0.4 1579.300 1631.13 −51.83

10 0.8 0.6 1571.683 1659.09 −87.407

10 0.8 0.8 1574.803 1675.09 −100.287

10 1.3 0.4 1590.469 1630.83 −40.361

10 1.3 0.6 1583.563 1633.73 −50.167

10 1.3 0.8 1592.272 1696.47 −104.198

10 1.8 0.4 1589.054 1650.69 −61.636

10 1.8 0.6 1579.753 1667.26 −87.507

10 1.8 0.8 1583.554 1749.45 −165.896

50 0.3 0.4 1508.034 1507.89 +0.144

50 0.3 0.6 1492.527 1508.93 −16.403

50 0.3 0.8 1495.263 1522.09 −26.827

50 0.8 0.4 1514.669 1519.45 −4.781

50 0.8 0.6 1500.373 1514.38 −14.007

50 0.8 0.8 1511.098 1522.015 −10.917

50 1.3 0.4 1520.804 1530.11 −9.306

50 1.3 0.6 1520.687 1518.93 −1.757

50 1.3 0.8 1508.995 1528.54 −19.545

50 1.8 0.4 1514.497 1517.64 −3.143

50 1.8 0.6 1517.421 1527.42 −9.999

50 1.8 0.8 1514.563 1531.6 −17.037

100 0.3 0.4 1489.824 1491.56 −1.736

100 0.3 0.6 1473.319 1479.08 −5.761

100 0.3 0.8 1462.901 1484.84 −21.939

100 0.8 0.4 1494.771 1496.23 −1.459

100 0.8 0.6 1488.132 1487.97 +0.162

100 0.8 0.8 1484.361 1493.18 −8.819

100 1.3 0.4 1497.502 1507.45 −9.948

100 1.3 0.6 1486.994 1499.52 −12.526

100 1.3 0.8 1492.142 1509.47 −17.328

100 1.8 0.4 1499.688 1511.4 −11.712

100 1.8 0.6 1495.918 1503.08 −7.162

100 1.8 0.8 1495.496 1507.61 −12.114
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of all tests. Probably, the migration improves the diversity, which improves the
results. Specially in tests with small population size, it helps the algorithm to
scape from local solution. Tests with small population size considering the islands
model achieve results similar to those obtained with larger population sizes with
the original methodology.

Table 6 shows possibles diets generated by IBDE. We can see a large diversity
of foods and drinks in all meals.

IBDE can be executed many times to solve CRDP in seconds, thus generating
different diets on each execution. Therefore, a weekly diet can be generated in
seconds. The great diversity of foods and drinks makes diets easy to be followed,
so the taste will not be tired with repetitive meals, thus becoming easier to lose
weight.

Table 6. Diet examples

Diet 1 Diet 2

1501.92 kcal 1507.72 kcal

Breakfest

Black tea 65 ml Coconut water 175 ml

Gold banana (raw) 50 g Pear (raw) 295 g

Corn cream 50 g Bread with gluten 55 g

Snack

Fermented milk 300 ml Breadfruit 260 g

Lunch

Cassava (cooked) 300 g Sweet potatoes (boiled) 235 g

Peas in pod 50 g Baked rosy beans 150 g

Catalan (raw) 300 g Arugula (raw) 220 g

watercress (raw) 50 g Lettuce 135 g

grilled sardines 50 g Raw kibe 75 g

Lemon lime juice 260 g Lemon lime juice 150 ml

Snack

Orange juice 60 ml Natural yogurt 50 ml

Whole bread 50 g Corn cream 75 g

Dinner

Potato (cooked) 50 g Sweet potatoes (boiled) 80 g

Purple beans 250 g Lentils (cooked) 250 g

Broccoli (cooked) 300 g Alfavaca 150 g

Roasted kibe 50 g Crab (cooked) 80 g

Supper

Fuji apple 90 g Acerola 115 g
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6 Conclusions and Future Works

The key point to solve CRDP is to generate a great diversity of solutions. Thus,
various diets can be easily generated by a DE. Deterministic methods, such as
branch-and-bound approaches or mathematical programming methods, can not
be adequately used to solve CRDP as it would always generate the same diet.

The use of the island-based model achieved great results, since it was able to
reduce the amount of calories of the diets without violating the restrictions in
majority of the scenarios. This work can be applied in real scenarios, as it can
generate a lot of diets in short time.

For future works, we propose to analyze the migration rate from an island
to another, test new topologies and scenarios to minimize the caloric values in
diets.

Another idea for future direction is to develop a multi-objective version of
CRDP, to minimize, in addition to the number of calories, the financial cost
or the sodium consume, while maximizing the amount of fiber and protein, for
example.
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Abstract. In this paper, we propose an implementation of a parallel
one-dimensional real fast Fourier transform (FFT) on Intel Xeon Phi
processors. The proposed implementation of the parallel one-dimensional
real FFT is based on the conjugate symmetry property for the discrete
Fourier transform (DFT) and the six-step FFT algorithm. We vectorized
FFT kernels using the Intel Advanced Vector Extensions 512 (AVX-512)
instructions, and parallelized the six-step FFT by using OpenMP. Per-
formance results of one-dimensional FFTs on Intel Xeon Phi processors
are reported. We successfully achieved a performance of over 91 GFlops
on an Intel Xeon Phi 7250 (1.4 GHz, 68 cores) for a 229-point real FFT.

1 Introduction

The Intel Xeon Phi processor has emerged as an important computational accel-
erator in high-performance computing systems. Knights Landing processor [14] is
the second-generation Intel Xeon Phi product. Cori, a system equipped with the
Knights Landing processor, placed the 5th in the TOP500 list in November 2016
[1]. The fast Fourier transform (FFT) [6] is widely used in science and engineer-
ing. Parallel FFTs on many-core processors have been implemented [3,8]. Today,
a number of processors have short vector SIMD instructions. These instructions
provide substantial speedup for digital signal processing applications. Efficient
FFT implementations with short vector SIMD instructions have also been inves-
tigated thoroughly [7,12,13,18]. Both vectorization and parallelization are of
particular importance with respect to Intel Xeon Phi processors. We vectorized
FFT kernels using the Intel Advanced Vector Extensions 512 (AVX-512) instruc-
tions. Furthermore, the proposed approach makes use of the parallelism of the
Intel Xeon Phi processor by loop collapse.

In this paper, we propose an implementation of a parallel one-dimensional
real fast Fourier transform (FFT) on Intel Xeon Phi processors. We implemented
the parallel one-dimensional real FFT on an Intel Xeon Phi processor and herein
report the resulting performance.

The remainder of this paper is organized as follows. Section 2 describes the
vectorization of FFT kernels. Section 3 describes the six-step FFT algorithm
and the real FFT algorithm. Section 4 describes the parallelization of the six-
step FFT. Section 5 presents the performance results. In Sect. 6, we provide
concluding remarks.
c© Springer International Publishing AG 2017
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2 Vectorization of FFT Kernels

The Intel AVX-512 [9] is a 512-bit single-instruction multiple data (SIMD)
instruction sets on the Intel Xeon Phi processor. AVX-512 supports 512-bit wide
SIMD registers (ZMM0–ZMM31).

The most direct way to use the AVX-512 is to insert the assembly language
instructions inline into the source code. However, this can be time-consuming
and tedious. Instead, Intel provides for easy implementation through the use
of API extension sets referred to as intrinsics [10]. The latest version of the
FFTW library (version 3.3.6-pl1) [7] uses the AVX-512 intrinsics to access SIMD
hardware. The Intel C/C++ and Fortran compilers also use Intel AVX-512 to
support automatic vectorization. In this paper, we use automatic vectorization.

An example of a vectorizable radix-2 FFT kernel is shown in Fig. 1. In this
figure, arrays A and B are the input array and the output array, respectively.
The twiddle factors [5] are stored in array W. The problem size n corresponds
to M× L× 2. For the Intel Xeon Phi processor, memory movement is optimal
when the data starting address lies on 64-byte boundaries. Thus, we specified
the directive “!DIR$ ATTRIBUTED ALIGN : 64” for the arrays.

SUBROUTINE FFT(A,B,W,M,L)

COMPLEX*16 A(M,L,*),B(M,2,*),W(*)

COMPLEX*16 C0,C1

DO J=1,L

DO I=1,M

C0=A(I,J,1)

C1=A(I,J,2)

B(I,1,J)=C0+C1

B(I,2,J)=W(J)*(C0-C1)

END DO

END DO

RETURN

END

Fig. 1. Example of a vectorizable radix-2 FFT kernel [18]

In the radix-2 FFT kernel, the innermost loop lengths are varied from 1 to
n/2 for n-point FFTs during log2 n stages. For the first stage of the radix-2 FFT
kernel in Fig. 1, the innermost loop length is 1. In this case, the double-nested
loop can be collapsed into a single-nested loop to expand the innermost loop
length, as shown in Fig. 2.

We use the radix-2, 4, 8, and 16 Stockham autosort FFT algorithm [15] for in-
cache FFTs. Although the Stockham autosort FFT algorithm requires a scratch
array of the same size as the input array, the algorithm does not include digit-
reverse permutation. Table 1 shows the real inner-loop operations for radix-2, 4,
8, and 16 double-precision complex FFT kernels. In view of the Byte/Flop ratio,
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SUBROUTINE FFT1ST(A,B,W,L)

COMPLEX*16 A(L,*),B(2,*),W(*)

COMPLEX*16 C0,C1

DO J=1,L

C0=A(J,1)

C1=A(J,2)

B(1,J)=C0+C1

B(2,J)=W(J)*(C0-C1)

END DO

RETURN

END

Fig. 2. First stage of a vectorizable radix-2 FFT kernel [18]

Table 1. Real inner-loop operations for radix-2, 4, 8, and 16 double-precision complex
FFT kernels based on the Stockham FFT

Radix-2 Radix-4 Radix-8 Radix-16

Loads 4 8 16 32

Stores 4 8 16 32

Multiplications 4 12 32 84

Additions 6 22 66 174

Byte/Flop ratio 6.400 3.765 2.612 1.984

the radix-16 FFT is preferable to the radix-2, 4, and 8 FFTs [17]. Although
higher radix FFTs require more floating-point registers to hold intermediate
results, the Intel Xeon Phi processor has 32 ZMM 512-bit registers. A power-
of-two point FFT (more than or equal to 64-point FFT) can be performed by
a combination of radix-8 and radix-16 steps containing at most three radix-8
steps. In other words, power-of-two FFTs can be performed as a length n =
2p = 8q16r (p ≥ 6, 0 ≤ q ≤ 3, r ≥ 0).

3 Six-Step FFT Algorithm and Real FFT Algorithm

The discrete Fourier transform (DFT) is given by

yk =
n−1∑

j=0

xjω
jk
n , 0 ≤ k ≤ n − 1, (1)

where ωn = e−2πi/n and i =
√−1.

If n has factors n1 and n2 (n = n1×n2), then indices j and k can be expressed
as

j = j1 + j2n1, k = k2 + k1n2. (2)
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We define x and y as two-dimensional arrays (in Fortran notation):

xj = x(j1, j2), 0 ≤ j1 ≤ n1 − 1, 0 ≤ j2 ≤ n2 − 1, (3)
yk = y(k2, k1), 0 ≤ k1 ≤ n1 − 1, 0 ≤ k2 ≤ n2 − 1. (4)

Substituting the indices j and k in Eq. (1) with those in Eq. (2) and using
the relation n = n1 × n2, we derive the following equation:

y(k2, k1) =
n1−1∑

j1=0

n2−1∑

j2=0

x(j1, j2)ωj2k2
n2

ωj1k2
n1n2

ωj1k1
n1

. (5)

This derivation yields the following six-step FFT algorithm [4,19]:

Step 1 : Transpose
x1(j2, j1) = x(j1, j2).

Step 2 : n1 individual n2-point multicolumn FFTs

x2(k2, j1) =
n2−1∑

j2=0

x1(j2, j1)ωj2k2
n2

.

Step 3 : Twiddle factor multiplication
x3(k2, j1) = x2(k2, j1)ωj1k2

n1n2
.

Step 4 : Transpose
x4(j1, k2) = x3(k2, j1).

Step 5 : n2 individual n1-point multicolumn FFTs

x5(k1, k2) =
n1−1∑

j1=0

x4(j1, k2)ωj1k1
n1

.

Step 6 : Transpose
y(k2, k1) = x5(k1, k2).

In the six-step FFT algorithm, two multicolumn FFTs are performed in steps
2 and 5. The locality of the memory reference in the multicolumn FFT is high.
Thus, the six-step FFT is suitable for cache-based processors because of the high
hit rates in the cache memory. On the other hand, the three transpose steps
(steps 1, 4, and 6) are typically the chief bottlenecks in cache-based processors.
To reduce the number of cache misses in matrix transposition, we can use cache
blocking. An example of matrix transposition with cache blocking is shown in
Fig. 3. Parameter NB is the blocking parameter.

When the input data of the DFT are real, an n-point real DFT can be
computed using an n/2-point complex DFT [5].

Let
xj = a2j + ia2j+1, 0 ≤ j ≤ n/2 − 1, (6)

where a0, a1, · · · , an−1 are n-point real input data.
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We obtain the n-point real DFT as follows:

bk = yk − 1
2
(yk − yn/2−k)(1 + iωk

n), 1 ≤ k ≤ n/4 − 1. (7)

bn/2−k = yn/2−k +
1
2
(yk − yn/2−k)(1 + iωk

n), 1 ≤ k ≤ n/4 − 1. (8)

b0 = Re(y0) + Im(y0). (9)
bn/2 = Re(y0) − Im(y0). (10)
bn/4 = yn/4, (11)

where b0, b1, · · · , bn/2 are (n/2 + 1)-point complex output data. Note that
bk (n/2 < k ≤ n − 1) can be reconstructed using the symmetry bk = bn−k.

4 Parallelization of Six-Step FFT

When we parallelize the six-step FFT by using OpenMP, the outermost loop of
each FFT step is distributed across the cores. In Fig. 3, the outermost loop length
may not have sufficient parallelism for many-core processors. For an n = 218-
point FFT, we assume N1=N2=512 and NB=8. In this case, the outermost loop
length is 64 (=512/8), which is less than the number of cores (68) on the Intel
Xeon Phi 7250 processor. Thus, insufficient parallelism always leads to load
imbalance.

A loop collapsing makes the length of a loop long by collapsing nested loops
into a single-nested loop. When using the OpenMP collapse clause, which is
supported from OpenMP 3.0 [2], the loops must be perfectly nested. Since the
outermost nested loop in Fig. 3 is a perfectly nested loop, it can be collapsed into
a single-nested loop. Figure 4 shows the parallelization of six-step FFT with loop
collapse. Arrays X and Y are the input array and the output array, respectively.
The twiddle factors (ωj1k2

n1n2
) in Eq. (5) are stored in the array W. By using the

OpenMP collapse clause, the parallelism of the outermost loop can be expanded
from 64 to 4096 (= 64 × 64) for the n = 218-point FFT.

COMPLEX*16 X(N1,N2),Y(N2,N1)

!$OMP PARALLEL DO PRIVATE(I,J,JJ)

DO II=1,N1,NB

DO JJ=1,N2,NB

DO I=II,MIN(II+NB-1,N1)

DO J=JJ,MIN(JJ+NB-1,N2)

Y(J,I)=X(I,J)

END DO

END DO

END DO

END DO

Fig. 3. Example of matrix transposition with cache blocking
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COMPLEX*16 X(N1,N2),Y(N2,N1) DO J=JJ,MIN(JJ+NB-1,N2)

)1N,1-BN+II(NIM,II=IOD)2N,1N(W61*XELPMOC

)J,I(W*)I,J(Y=)J,I(XLELLARAPPMO$!

! Step 1: Transpose N1*N2 to N2*N1 END DO

!$OMP DO COLLAPSE(2) PRIVATE(I,J,JJ) END DO

ODDNEBN,1N,1=IIOD

ODDNEBN,2N,1=JJOD

DO I=II,MIN(II+NB-1,N1) ! Step 5: N2 individual N1-point

DO J=JJ,MIN(JJ+NB-1,N2) ! multicolumn FFTs

Y(J,I)=X(I,J) !$OMP DO

2N,1=JODODDNE

)1N,)J,1(X(TFF_EHCAC_NILLACODDNE

ODDNEODDNE

1N*2Not2N*1NesopsnarT:6petS!ODDNE

! Step 2: N1 individual N2-point !$OMP DO COLLAPSE(2) PRIVATE(I,J,JJ)

! multicolumn FFTs DO II=1,N1,NB

BN,2N,1=JJODODPMO$!

)1N,1-BN+II(NIM,II=IOD1N,1=IOD

CALL IN_CACHE_FFT(Y(1,I),N2) DO J=JJ,MIN(JJ+NB-1,N2)

)J,I(X=)I,J(YODDNE

ODDNErotcafelddiwT:4-3spetS!

! multiplication and END DO

! transpose N2*N1 to N1*N2 END DO

!$OMP DO COLLAPSE(2) PRIVATE(I,II,J) END DO

LELLARAPDNEPMO$!BN,2N,1=JJOD

DO II=1,N1,NB

Fig. 4. Parallelization of six-step FFT with loop collapse

A block six-step FFT algorithm [16] improves performance by utilizing the
cache memory more effectively. In the block six-step FFT, the multicolumn FFTs
and the transpositions are combined to further reuse data in the cache memory
by strip mining. Since the loops in the block six-step FFT are not perfectly
nested, the loops cannot be collapsed. We emphasize parallelism rather than
cache utilization and use the implementation of Fig. 4.

We combine the twiddle factor multiplication (Step 3) and the transposi-
tion (Step 4) to gain efficiency in utilizing the memory bandwidth. For one-
dimensional real FFT, Eqs. (7) and (8) can be easily vectorized and parallelized.

5 Performance Results

To evaluate the implemented parallel one-dimensional real FFT, referred to as
FFTE (version 6.2alpha), we compared its performance with that of the FFTW
(version 3.3.6-pl1) [7] and the Intel Math Kernel Library (MKL, version 2017
Update 1) [3]. The FFTW and the MKL support the AVX-512 instructions.

The elapsed times obtained from 10 executions of real-to-complex FFTs were
averaged. The input is in normal order, and the output is in a conjugate-even
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Table 2. Specifications of the platform

Platform Intel Xeon Phi processor

Number of cores 68

CPU type Intel Xeon Phi 7250

Knights Landing 1.4 GHz

L1 Cache (per core) I-Cache: 32 KB

D-Cache: 32KB

L2 Cache 1 MB

(shared between two cores)

Main memory MCDRAM 16 GB + DDR4-2400 96GB

OS Linux 3.10.0-327.22.2.el7.xppsl 1.4.1.3272.x86 64

order. The real FFTs were performed on double-precision real data, and the
table for twiddle factors was prepared in advance. In the FFTW, the “measure”
planner was used. The specifications of the platform used herein are shown in
Table 2. We note that Hyper-Threading (HT) [11] was enabled on the Intel Xeon
Phi 7250.

The compiler used was the Intel Fortran Compiler (ifort, version 17.0.1.132)
for the FFTE and the MKL. The compiler options used were specified as ifort
-O3 -xMIC-AVX512 -qopenmp. The compiler used was the Intel C Compiler
(icc, version 17.0.1.132) for the FFTW, with the compiler options icc -O3
-xMIC-AVX512 -qopenmp. The compiler option -O3 specifies to optimize for
maximum speed and enable more aggressive optimizations. The compiler option
-xMIC-AVX512 specifies to generate AVX-512 Foundation instructions, AVX-512
Conflict Detection instructions, AVX-512 Exponential and Reciprocal instruc-
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tions, and AVX-512 Prefetch instructions. The compiler option -qopenmp speci-
fies to enable the compiler to generate multi-threaded code based on the OpenMP
directives. The executions were performed in “flat mode” and “quadrant
mode”. The environment variable KMP AFFINITY=granularity=fine,balanced
was specified. All programs were run in MCDRAM.

Figures 5 and 6 compare GFlops of the FFTE, the FFTW, and the MKL.
The GFlops values are each based on 5n log2 n for a transform of size n = 2m.
As shown in Figs. 5 and 6, the FFTE is faster than the FFTW. As shown in
Fig. 5, the FFTE is faster than the MKL for the cases of n = 222, 224 ≤ n ≤ 225

and n = 229 on 272 threads. Figure 6 indicates that hyper-threading is effective
for the FFTE.
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Fig. 6. Performance of one-dimensional real FFTs (Intel Xeon Phi 7250, n = 229)

6 Conclusion

In this paper, we proposed the implementation of the parallel one-dimensional
real FFT on Intel Xeon Phi processors. The proposed implementation of the
parallel one-dimensional real FFT is based on the conjugate symmetry property
for the DFT and the six-step FFT algorithm. We vectorized FFT kernels using
the AVX-512 instructions and parallelized the six-step FFT by using OpenMP.
The performance of the implemented parallel one-dimensional real FFT remains
at a high level even for a larger problem size, owing to cache blocking. We
succeeded in obtaining a performance of over 91 GFlops on an Intel Xeon Phi
7250 (1.4 GHz, 68 cores) for a 229-point real FFT. These performance results
demonstrate that the implemented parallel one-dimensional real FFT utilizes
cache memory effectively and exploits the AVX-512 instructions.
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ization of fast Fourier transforms for the Larrabee and AVX instruction sets. In:
Proceedings of the 25th International Conference on Supercomputing (ICS 2011),
pp. 265–274 (2011)
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Abstract. Human activity recognition has been extensively studied and
achieves promising results in Computer Vision community. Typical activ-
ity recognition methods require observe the whole process, then extract
features and build a model to classify the activity. However, in many
applications, the ability to early recognition or prediction a human activ-
ity before it completes is necessary. This task is challenging because of
the lack of information when only a fraction of the activity is observed.
To get an accurate prediction, the methods must have high discriminated
power with just the beginning part of activity. While activity recogni-
tion is very popular and has a lot of surveys, activity prediction is still
a new and relatively unexplored problem. To the best of our knowledge,
there is no survey specifically focusing on human activity prediction. In
this survey, we give a systematic review of current methods for activity
prediction and how they overcome the above challenge. Moreover, this
paper also compares performances of various techniques on the common
dataset to show the current state of research.

Keywords: Activity prediction · Activity representation · Activity
datasets · Review · Survey

1 Introduction

Human activity recognition has a lot of applications and attracts a significant
amount of works. There are many methods which have been introduced to deal
with various kind of video input and achieve good performance. The typical
approach converts the input video data into a spatial-temporal representation,
and then infer labels over these representations. These works use different types
of information, such as human pose, interaction with objects, object shapes and
appearance features.

However, these methods can only recognize an already completed activity and
cannot be used to anticipate what can happen next. Recognition performance
c© Springer International Publishing AG 2017
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can be expected to be poor if we use these methods to classify partially observed
activity video. In many real-world applications, the ability to predict an activity
before it fully executed is important. It has a wide range of application such
as surveillance, human-robot interaction (enable a robot to plan ahead to assist
human) and prevention of dangerous event. Koppula and Saxena [1] made a real-
life assistant robot application. When the robot sees a person walking toward
a fridge and carrying an object, it will predict that she/he needs that object
putting in the fridge and will make a response opening the door to help that
person.

The overall goal of early activity recognition methods is illustrated in Fig. 1.

Fig. 1. The difference between activity classification and activity prediction [2]

Ryoo [2] gave a formal definition about the activity prediction as an inference
of the ongoing activity given temporally incomplete observations. The system
must detect an ongoing activity at its early stage after it starts but before it
ends. The major difference between activity recognition and activity prediction
is that the whole activity is observed in recognition, while only the beginning
activity segment is provided in prediction. Therefore, to achieve a good accuracy,
activity prediction system must have strong discriminative power with just the
beginning part of the activity video input and it is also important to capture
history activity information.

There is a huge amount of works about human activity recognition and also
a lot of surveys on this topic [3–5]. However, methods specifically dealing with
activity prediction are still limited and to the best of our knowledge, there is no
review about activity prediction yet. Our main contribution in this paper is pro-
viding a comprehensive survey of human activity recognition methods about how
they can capture activity information through feature extraction and modeling.
Moreover, we introduce some activity datasets which is commonly used in this
research field together with their strong and weak points. The benchmark of
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different activity prediction methods testing on these datasets also is provided
to show the current state of the art.

The general idea of activity prediction is how to build a model to represent
the activity. The decision at prediction phase is made based on the likelihood
between partial observed video and activity model. General flowchart for human
activity prediction consists of three steps: pre-processing, video representation,
and activity modeling/classifier. In Fig. 2, we proposed a taxonomy for activity
prediction methods.

Activity
prediction

Pre-processing

Video
representation

Model &
classification

Temporal
segmentation [6–8]

Activity
prediction [9]

Low-level
feature

Mid-level
feature

Unsupervised
feature

Discriminative
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HMM [26]
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LSTM [20, 13]

DRN [27]

Fig. 2. Taxomony for human activity prediction methods
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Many methods start with dividing video input into multi-temporal segments
[6–8], each segment represents a sub-activity. Some methods require activity pre-
diction - localize the activity of interest through bounding box or detector [9].
The purpose of video representation is to convert input video data into discrim-
inative and robust features. There are various kinds of features extracted from
a video which we categorize into three groups. Low level features capture visual
information and temporal information such as Cuboid [10]. These features are
usually clustered using a bag of visual word model to gain robust representation.
Building on top of low-level feature is mid-level features which represent higher
semantic meaning, such as poselet [11], actionlet [7], object [1]. Unsupervised
feature extracted from a deep network is quite different. It can be either low
or mid-level depends on how deep of the extraction network. After extracting
features, a model is built to represent activity and classifier to recognize activity.
We category model into two types: Discriminative model and Generative model.
Many models were developed based on SVM [2,9], HMM [7,12], Deep neural
network [13].

The rest of the paper is organized as follows: in Sect. 2, we review vari-
ous video features in three categories: low-level features, mid-level features, and
unsupervised features. In Sect. 3, we present activity modeling methods in both
discriminative and generative model. In Sect. 4, commonly used activity dataset
for prediction are introduced. We also summarize the performance of many meth-
ods on each dataset. Finally, conclusions are drawn in Sect. 5.

2 Video Representation

2.1 Low-Level Feature

This kind feature will capture visual information on both spatial and temporal
domain. It does not have much semantic meaning, but serves as a building block
for higher-level semantic features. Histogram of oriented gradients (HoG) [14] is
a well-known feature focusing on describing static appearance information by the
distribution of intensity gradients or edge directions. This feature is particular
good when dealing with human recognition. Histograms of optical flow (HoF)
which captures local motion information is also widely used.

Cuboid [10] is a sparse feature for behavior recognition in spatial-temporal
domain. These features are robust in anticipation of noise and pose variation.
They also adapt well to changing in size, appearance, illumination and image
clutter. Harris3D is used to detect interesting point and then HoG and HoF for
descriptor. Cuboid descriptor is widely used in many methods [2,6,8,9,15].

Dense trajectory [16] is a robust feature incorporating trajectory shape,
appearance, and motion information. It is particularly good in an uncontrolled
realistic environment. They sample dense points from each frame and track them
using dense optical flow field and use a novel descriptor based on motion bound-
ary histogram.
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2.2 Mid-Level Feature

These kinds of features have some semantic meaning and are usually built from
low-level feature extracted before. Onset signature [17] feature captures his-
tory activity information from its sub-actions. Onset activity is short and sub-
tle human motion (waving and reaching) observable before the main activity
(shaking a hand or throwing an object). Given a streaming video, they measure
the similarity between each possible video segment and the onset activity, then
record how this similarity changes over time. This onset feature is combined with
typical visual features to predict activity.

Actionlet features capture sub-action information. In many methods, the first
step is temporally segmented input video into semantic units. These segments
are called actionlet which represents atomic actions (taking, cutting). Li and
Fu [7] detected the boundary between actionlet by monitoring velocity changes
of human action. They use Harris corner detector to extract interesting points,
then generate a trajectory for these key points. Finally, they accumulate the tra-
jectories to get velocity magnitude. Each hill in the graph represents a semantic
atomic action. The velocity is lower at the start and end of each actionlet, and
reach peak at the intermediate stage.

Poselet describes a particular part of the human pose under a given viewpoint
[18]. Poselet is very helpful when dealing with clutter and occlusion. In activity
prediction setting, poselet can capture partial pose which has strong discrimina-
tive information and provides a semantic, mid-level representation. In original
work, Bourdev and Malik [18] used linear SVM to build a poselet classifier with
HoG feature. However, HoG cannot capture fine local appearance details and
motion information which are important for activity prediction. To overcome
that drawback, [11] augment HoG-based poselets with BoW poselet which con-
tains dense descriptors (SIFT, HoG, MBH). This poselet representation allows
them to have a spatially localize representation and defines semantics poselet
which are both generic (spanning multiple activities) and also action specific.

Context information such as objects (ball, milk, man), scene types (kitchen,
field) is useful cues to help prediction activity. For example, when a person
reaches a disk near the kitchen sink, we can tell that she/he prepares to wash. Li
and Fu [7] applied human detection, object detection, and scene understanding
to get these context information. Then they incorporated these clues in their
context-aware prediction model by using sequential pattern mining.

2.3 Unsupervised Feature

Many activity prediction methods depend on hand-crafted features such as bag-
of-words [2]. However, these kinds of features are not powerful enough to capture
the salient motion information due to their loss of the global structure in the
data. Unsupervised features have been shown that they perform better than the
traditional hand craft-features in many computer vision problems [19], especially
in the large scale dataset.
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Ke et al. [13] used Convolution Neural Network (CNN) to capture both
spatial and temporal information. They fed input frame images and a set of
consecutive optical flow images to CNN to extract spatial and temporal feature
respectively. They also divided an image into several local parts (left haft, right
half, and the four corners), then fed its frame image and optical flow image into
CNN to extract structural features. Ma et al. [20] also used CNN fed with each
video frame to extract visual features.

3 Model and Classification

3.1 Discriminative Model

Discriminative models focus on modeling conditional probability distribution
P (y|x). It only models about target variables conditional on observed variables
and less depends on distribution assumption of data.

Ryoo [2] proposed an integral bag-of-words model which can represent an
activity as an integral histogram of spatio-temporal features and make a predic-
tion based on the similarity between histogram representation of testing video
and activity model. They also improved the above model by incorporating tem-
poral relation among extracted features. This new model is called Dynamic Bag
of words. However, both models are not really good when facing large intra-class
variations and sensitive to outliers.

Cao et al. [6] used a spare coding (SC) method to learn feature base and
build an activity model. They also extended SC methods by including more
SC bases constructed from a mixture of segments with different lengths and
locations (MSSC). This model overcomes the problem in Ryoo [2] work about
outliers in training data and large intra-class variations. It also can handle the
problem about limited training data.

Koppula [1] modeled the rich spatial-temporal structure of activities and
object using CRF. Then they extended it to include future possible scenarios in a
new model called anticipatory temporal conditional random field (ATCRF). This
is CRF but augmented with trajectories, object affordances, and sub-activities.

Xu et al. [8] proposed a novel framework named combinatorial sparse repre-
sentations based on 3D XYZ local interesting spatial-temporal descriptors. This
method computes the likelihood of each segment labeled with a specific class
based on combinatorial coefficients.

Wang et al. [15] considered human activity prediction as a Dynamic Time
warping problem, a technique for measuring the similarity between two time-
series which may vary in speed. They proposed a model called temporally-weight
generally time warping (TGTW) extending of their previous work - generalized
time warping (GTW) by adding temporal constraints over the warping path to
encourage alignment in the early part of an activity sequence. The similarity
derives from TGTW is put into the k-nearest neighbors algorithm to predict the
activity class.

Hu et al. [21] focused on RGB-D video and showed that RGB-D yields better
performance than only use RGB channel. They introduce a new RGB-D feature
called local accumulative frame feature (LAFF) which can compute efficiently
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to make the whole process possible for the real-time applications. Their activity
prediction system can identify ongoing activities under a regression framework
with a soft label.

Support Vector Machine (SVM). SVM is a very strong classier and widely
usage. A lot of approaches in activity prediction is developed based on SVM,
especially Structure output SVM [22].

Typical methods for activity recognition are trained to detect a full-observed
activity. When using these methods to recognize partial activity, it would lead to
unreliable decisions because it does not consider the sequential nature of video
data. Hoai and De la Torre [23] proposed Max-Margin Early Event Detector
(MMED), a model based on Structured Output SVM, but extended to accom-
modate the nature of the sequential data. They stimulated the sequential data
arrival for training time series and learn detector that correctly classifies partially
observed sequences.

Kong et al. [33] proposed a multiple temporal scale support vector machine
(MTSSVM) based on structure SVM for predicting action from a partially
observed video. In their extend work [9], they introduced a novel model max-
margin action prediction machine (MMAPM) which is formulated on structured
SVM [22]. This model captures human activity at two different granularity. The
fine granularity considers the sequential nature of human activity. The coarse
granularity captures the history of activity information. This method allows
them to capture both short-range and long-range dependency.

Raptis and Sigal [11] modeled activity as a sequence of keyframes, a repre-
sentation of key states in the action sequences. They argue that to recognize
human activity we do not need the whole video. A few important frames are
enough discriminative power for activity recognition. This allows their model to
focus on the most distinct parts of the action and remove frames that are not
discriminative or relevant. This descriptor is not only spare and compact, but
also rich and descriptive. Moreover, it increases robustness when action duration
changes because these changes do not affect much when a video is represented
by keyframes. To learn activity classifier, they use a max-margin discriminative
framework where keyframes are treated as latent variables. A multi-class SVM
is used to combine the scores obtaining from each activity model to compensate
for the different bias of each model.

Lan et al. [24] propose Hierarchical Movemes (HM)- a new representation for
predicting future action. The term moveme is used to capture the atomic com-
ponent of human movements, such as reaching and grabbing. HM can describe
human movements at multiple levels of granularities from coarse to fine. Given a
hierarchy of moveme, they learn a classifier for each moveme. Feature descriptors
from each level in the hierarchy are used to train SVM.

3.2 Generative Model

Generative model focuses on modeling conditional probability distribution
P (x, y). It tries to learn a full probabilistic model of all variables that gener-
ates the data by depending on an assumption about the distribution of data.
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Chakraborty and Roy-Chowdhury [25] treated activity prediction problem
as a graph inference problem on Markov Random Field (MRF) where each node
is an individual activity. They model the simultaneous and sequential nature of
human activity on the graph and combine with the interrelationship between
scene cue and target trajectory known as activity and scene context.

Hidden Markov Model (HMM). HMM is good when dealing with sequential
data which is the nature of human activity prediction. Therefore, many methods
based on HMM have been proposed.

Li et al. [26] modeled a human activity by a complex temporal composition
of constituent simple actions. They used a Probabilistic Suffix Tree (PST) to
representing various order Markov Dependencies between action units, and a
Predictive Accumulative Function (PAF) to predict each kind of activity.

Causality of action unit is an important clue to predict human activity [7]. To
accurately predict activity, it needs to involve not only actions but also objects
and their spatial-temporal arrangement with actions. For example, as long as
we observe “a person grabbing a cup”, we probably can tell that she/he is going
to drink a beverage. They model this causality by using variable order Markov
model (VMM). This model suits the activity prediction problem well because
it can capture both large and small order Markov dependencies extracted from
training data. Thus, it can encode richer and more flexible causal relationship.

Ding et al. [12] used a 3D skeletal joint location as input inferred from depth
maps. A spatial-temporal pattern is learned by a Hierarchical Self-Organizing
Map (HSOM), which consists of two self-organizing maps (i.e., action map and
actionlet map) connected via associative links trained by Hebbian learning.
Ongoing activities can be predicted by VMM.

3.3 Deep Neural Network

Modeling activity progression is important. The anticipation at each time not
entirely depends on current observation at that time but also on the previous
states which providing the temporal context for activity progression. Recurrent
Neural network (RNN) is a good model to capture activity progression. However,
RNN has a problem when dealing with long-term dependency. To overcome the
above limitation, Long Short Term Memory (LSTM) was proposed based on
RNN. The core of LSTM is a memory cell which can remove and add information
over period of time. Therefore, it is able to capture the useful pattern of the
previous observation and hidden points to provide long-range context.

Ma et al. [20] reasoned that the detection score should be monotonically non-
decreasing when observing more activity. They proposed a novel ranking loss to
penalize model when it violated the above idea. This ranking loss combines with
classification loss in LSTM network to model activity progression. Ke et al. [13]
used LSTM networks with a new ranking score fusion to combine the spatial,
temporal and structural information.

Typically, an activity prediction method relies on extract feature, then use
these features to build a supervised model to represent activity progression.
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Finally, this model is used to predict future action. However, Vondrick et al. [27]
proposed a different approach. At first, they predict future visual representation
from video, and then apply recognition algorithms to their predicted represen-
tation to anticipate objects and actions. Deep regression network is used for this
task. In training, they use a Euclidean loss to minimize the distance between
network prediction and the representation of the future frame.

4 Related Datasets for Human Activity Prediction

This section introduces public datasets which are commonly used in human activ-
ity prediction researches. All these datasets are publicly available for research
and useful for the comparison of various techniques.

Table 1 summarizes human activity prediction datasets in chronological
order. We also represent the number of action classes, the number of videos
(or length), setting, and the frame resolution.

Table 1. Human activity prediction datasets

Dataset Year #Action #Video Setting Resolution

UT-Interaction dataset [28] 2010 6 20 Outdoor 720 * 480

CAD-120 dataset [29] 2012 10 120 Daily activities 240 * 320

BIT-Interaction dataset [30] 2012 8 400 Outdoor 320 * 240

JPL First-Person Interaction [31] 2013 7 57 Indoor 320 * 240

Activity Net [32] 2015 203 18994 Youtube -various-

4.1 UT-Interaction Dataset [28]

This dataset contains videos of 6 classes of human-human interactions. Ground
truth labels for these interactions are provided, including time intervals and
bounding boxes. It is the most commonly used for activity prediction which
contains high-level human activates of multiple actors and has sufficient temporal
durations. However it has its own drawback: activities in this dataset executed in
a random order without context (e.g., punching and then shaking hand). This is
very unnatural and may affect methods relying on modeling causality of different
actions.

Figure 3 provides a snapshot of this dataset and Table 2 shows performance
comparison when observed half and full activity videos.

Fig. 3. Example of UT-Interaction dataset
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Table 2. Performance comparison on UT-Interaction dataset

Method Half observation (%) Full observation (%)

Dynamic BoW [2] 70 85

Integral BoW [2] 65 81.7

Cuboid+SVMs 31.7 85

Kong [9] 78.33 95

Hierarchical movemes [24] 83.1 88.4

Ke [13] 83.33 0

Xu [8] 70 80

Poselet [11] 73.3 93.3

4.2 CAD-120 Dataset [29]

This dataset has 120 RGB-D videos of four different subjects performing 10
high-level activities. It has been annotated with object affordance, sub-activity,
ground-truth object category, tracked object bounding box, and human skele-
ton. Figure 4 provides a snapshot of this dataset and Table 3 shows performance
comparison when the system anticipates activity 3 s in the future based on micro
P/R metrics [1].

Fig. 4. Example of CAD-120 dataset

Table 3. Performance comparison on CAD-120 dataset

Method Accuracy %

Random 10.0

Nearest neighbor 22.0

KGS [29] 28.6

ATCRF full [1] 49.6
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4.3 BIT-Interaction Dataset [30]

This dataset consist of 8 activity types which are captured in a realistic environ-
ment with clutter background and a set of challenges including variation in sub-
ject appearance and behavior, scale, illumination condition and viewpoints. This
dataset provides bounding box annotations about the human activity region.
Figure 5 provides a snapshot of this dataset and Table 4 shows performance com-
parison when observed half and full activity video.

Fig. 5. Example of BIT-Interaction dataset

Table 4. Performance comparison on BIT-Interaction dataset

Method Half observation (%) Full observation (%)

Linear SVM 56.25 64.06

Dynamic BoW [2] 46.88 53.13

SC [6] 47.3 67.9

MSSC [6] 48.4 68

MTSSVM [33] 60 76.56

MMAPM [9] 67.96 79.69

LSTM Ranking loss fusion [13] 77.3 85.2

4.4 JPL First-Person Interaction Dataset [31]

This is the first-person dataset contains videos of interactions between humans
and the observers. The observers, in this case, will directly involve in the interac-
tion. Therefore, this kind of dataset is a good benchmark for methods related to
robotics because visual input recording by a robot naturally is the first-person
point of view. Annotations of this dataset consist of time intervals of activities
and their corresponding activity class.

Figure 6 provides a snapshot of this dataset and Table 5 shows performance
comparison when observed half and full activity video.
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Fig. 6. Example of JPL First-Person Interaction dataset

Table 5. Performance comparison on JPL First-Person Interaction dataset

Method Half observation (%) Full observation (%)

Random 5.6 8.9

Bayersian 25.4 42.7

SVM 26.3 62.0

Integral BoW 28.0 41.8

Ryoo [31] 36.0 71.7

Ryoo [17] 47.3 72.9

4.5 ActivityNet [32]

This dataset contains 28k videos of 203 activity categories collected from
YouTube. This is a very challenging dataset. A single video may contain multi-
ple activities and periods with none of the annotated activities. This dataset is
captured in uncontrolled environments, and variances within the same activity

Fig. 7. Example of ActivityNet dataset (checking type and using ATM) [20]



A Comprehensive Survey on Human Activity Prediction 423

Table 6. Performance comparison on ActivityNet dataset

Method Accuracy %

CNN [34] 27.0

LSTM 49.5

LSTM with ranking [20] 55.1

category are often large. The viewpoint and foreground objects may change sig-
nificantly within the same activity. Given these challenges, it is important that
the model learns the progression of activities for accurate activity detection and
early detection.

Figure 7 provides a snapshot of this dataset and Table 6 shows performance
comparison when only 3/10 of each activity is observed.

5 Conclusion

While human activity recognition attracts a lot of researchers with many promis-
ing results, human activity prediction is still a new and unexplored area. In this
paper, we review various kinds of activity prediction methods in both feature
extraction and activity modeling. Common datasets for this topic and experi-
mental results are also introduced to provide a general picture of this field.
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Abstract. The primary data source for universities and courses for students is
increasingly becoming the web, and with a vast amount of information about
thousands of courses on different websites, it is quite a task to find one thatmatches
a student’s needs. That is why we are proposing the “Course Recommendation
System”, a system that suggests the course best suited for prospective students. As
there has been a huge increase in course content on the Internet, finding the course
you really need has become time-consuming, so we are proposing to use an
ontology-based approach to semantic content recommendation. The aim is to
enhance the efficiency and effectiveness of providing students with suitable rec-
ommendations. The recommender takes into consideration knowledge about the
user (the student’s profile) and course content, as well as knowledge about the
domain that is being learned. Ontology is used to both models and represent such
forms of knowledge. There are four steps to this: extracting information from
multiple sources, applying ontologies by using Protégé tools, semantic relevance
calculation and refining the recommendation. A personalised, complete and
augmented course is then suggested for the student, based on these steps.

Keywords: Recommendation systems � Semantic web � Ontology � Course
selection � Semantic similarity

1 Introduction

When choosing a suitable university course, students need information from many
external sources in order to improve their decision-making processes, including the
web. The process of choosing a course can be extremely tedious and very complex. As
students are required to choose from a wide range of courses, based on a series of
decisions and recommendations [1], they frequently find it difficult to find a course that
is suitable for them. It is possible to find courses that cover almost every domain of
knowledge [2] and each university publishes information about this on their websites.

Such abundant information means that students need to find, organise and use
resources that can match their individual goals and interests, as well as their current
knowledge. This can be a slow task as it involves accessing each and every platform,
searching for available courses, reading each of the course syllabuses carefully, and
then choosing the appropriate one.
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There are many online systems that are currently available to find and search for
courses [3]. These tools are based on either previous users’ knowledge of courses or
keyword-based queries. Just because more course information is now offered on uni-
versity websites, it does not automatically mean that students possess the cognitive
ability to evaluate them all. Instead, they are confronted with a problem that is gen-
erally termed as “information overloading” [4]. Studies also show that course choice
decision is influenced by the student’s background, as well as their personal or career
interests [1].

By identifying the needs of the students and their areas of interest, it is possible to
recommend an appropriate course. It is possible to help them to choose a course by
developing methods that will both integrate data from multiple heterogeneous data
sources and allow them to rapidly set valuable course-related information. This is based
on their own preferences, such as electronic engineering [5].

In order to represent an area of knowledge, an ontology is used that formally
describes a list of terms, each representing an important concept, such as classes of
objects and the relationships that exist between them [6]. Ontologies provide formal
semantics which can be used to process and integrate a range of information on the
Internet. Ontology is described by Gruber [7] as an explicit specification of a
conceptualisation.

Recommendation systems have recently offered personalised and more relevant
recommendations. This is achieved by using information on the basis of situations,
such as studying various objects, context and areas of interest, location and careers. For
example, courses that are recommended to a student who wishes to work in IT, and is
searching for “Computer Networking”, will be different to those that are recommended
to a student who aims to become an academic member of staff in the same area. This is
because both their requirements and the level of education is different. These are treated
as contextual data, which has been measured as a major source of the correctness of
recommendations [8, 9].

This paper’s proposed approach overcomes the overloading problem by using
personalised search results. It extracts and integrates information about courses from
many different sources, builds ontology mapping of the information and sorts it in the
database. As designing ontology is the creation process of a lot of classes and rela-
tionships, the user will be able to gain clear knowledge about the course [3]. In this
paper, we build a relationship between relevant information on the Internet, including
course modules, job opportunities and users’ interests. Ontology provides a vocabulary
of classes and properties to describe a domain and emphasises the sharing of knowl-
edge [6]. The use of semantic descriptions of the course and learner profiles allows for
both qualitative and quantitative reasoning about the matching that is available, as well
as the required courses and student interests that are needed to refine the process of
deciding which course to take.

This present paper is structured as follows. In Sect. 2, we discuss the previous work
that is relevant to this study. Section 3 presents the ontology model in order to express
knowledge about the student profile, course content, job content and the domain that is
being learned. Section 4 describes the ontology-based semantic recommendation in
detail, and Sect. 5 describes the prototype implementation and preliminary results.
Finally, Sect. 6 concludes the paper by pointing out the direction of future work.
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2 Related Work

Recommendation systems are a promising way to effectively filter out an information
overload. These are “software tools and techniques that provide the suggestions for
items to be of use to a user” [11]. A variety of techniques have been used to perform a
recommendation, such as content-based, collaborative, hybrid and other techniques
[10–12]. The attention needed to develop the various recommender systems is still high
because there is an abundance of practical applications that can help users to deal with
the overload of information and provide a personalised service [13]. The objects that
are influenced by recommender systems include a wide spectrum of artefacts, such as
books, documents CDs, television programs and movies. Compared with these fields,
and the emergence of the education field, course content recommendation is a new
topic, which has only been investigated by several systems over the past few years.
Many kinds of research into course recommendation systems that aim to help students
to find courses that are suitable for them have been carried out [14–16]. Current course
recommendation systems collect information from a single data source, including
students, university databases, users’ course ratings, course histories, past behaviour of
students, historical enrolment data and previous students’ work histories. The students,
however, need to gain a clear knowledge of the relevant course that will meet both their
personal needs and career interests.

Recently, a recommendation system and expert system was established that was
generally based on domain knowledge and problem-solving methods, such as shared
and reused knowledge. The recommendation system and expert system utilised an
ontology in order to solve classification, annotation, rendering and to arrange different
interpretations that make knowledge representation work efficiently.

We, therefore, proposed an approach that uses the knowledge-based semantic
approach to making recommendations to students. We also support recommendation
refining. We mainly consider the user’s profile context for content recommendation, as
we did in their learning goal and prior knowledge. This system extracts information
from a number of sources about the content and then discovers semantic matching
between the course information and user/student profile.

There are several techniques that have been employed to perform data matching in
different applications. Two common measurements used to calculate the similarity of
data records for matching are TF-IDF based methods [17] and String edit distance [18].
A support vector machine (SVM) [19] classifier, which has been trained with these
similarity measures, is then used to identify instances that refer to the same real entities.
This enables us to create semantic relations between different data sources.

3 Ontology Model

We use ontologies in the proposed approach to model knowledge about the course
content (course profile), knowledge about the user (student profile) and the domain
knowledge (the taxonomy of the domain being learned). Within the domain of
knowledge representation, the term ontology refers to both the formal and explicit
descriptions of domain concepts. These are frequently conceived as a set of entities,
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relations, functions, instances and axioms [7]. By enabling the users or contents to
share a common understanding of the knowledge structure, ontologies give applica-
tions the ability to interpret the context of student profiles and course content features,
based on their semantics. In addition, the hierarchical structure of the ontologies allows
developers to reuse domain ontologies (for example, in computer science and pro-
gramming language) to describe learning fields and build a practical model, without
starting from scratch.

We constructed three ontologies in the proposed system. These are course ontol-
ogy, student ontology and job ontology. To test our system, it was decided the domain
ontology would be computer network courses. Knowledge, represented by ontologies,
can be combined into one single ontology, as shown in this paper.

In addition, knowledge from different ontologies can be combined by merging
ontologies. We have shown the merger of two ontologies in this paper: the first
ontology is the course and the second is the student profile ontology. The latter contains
details of the student developed in the educational domain. Protégé 5.1.0 tools were
used to develop and merge by using the ontologies [20]. The course content ontology
depicts various contexts about course information, including the course topic, type,
duration, level and modules, as shown in Fig. 1.

The user/student ontology includes information about the student, such as personal
information, academic information and general information. Refer to more details in
[22], as shown in Fig. 2.

The job ontology includes information, such as the job topic, job requirements and
location.

Fig. 1. Course ontology
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After we have created ontologies for the university course and user/student profile,
we will need to carry out the following steps, so as to provide uniform knowledge
about the course information:

1. The extraction of similar concepts between two ontologies, such as “computer
department” with “computer science department”, “Faculty” with “Academic staff”,
and “Staff” with “Technical staff”, which are similar to each other.

2. The measurement and determination of the type of similarity relations between
terms. Each approach and algorithm could consider different types of similarity

Fig. 2. Student profile ontology
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relations between the terms (such as “Equivalent”, “Less general”, “More general” or
“Overlapping”. For example, “computer department” has an equivalent relationship
with “computer science department” and “Master Program” has a less-general
relationship with “Graduate Program”). This study considered using the String edit
distance and TF-IDF methods to measure the similarity relation between the terms.

3. Representation of similar relations between terms. Similarities between terms are
formalised in this step. For example, we should represent the similarity relation
between “course” and “program” by one formal language. These formal descrip-
tions are from similarity relationships and are called semantic mapping information.

4. Execution of semantic mapping between similar concepts. The concepts, which are
similar to each other at this stage, are mapped together. For example, “computer
department” is mapped to “computer science department”.

Therefore, ontology semantic mapping is a difficult, complex process that requires
the execution of an algorithm (for the detection and measurement of similarities),
scripting language (for representing mapping information) and tools (for the execution
of semantic mapping).

3.1 Ontology Mapping

The proposed system database consists of tables of course information, student profiles
and job information. Each table consists of a set of attribute values. The attributes of
tables are an RDF node. We define a semantics mapping as a process from a database
to an RDF graph, in a final ontology. For example, let C1 be a course in the T1 and C1
be entity courseID, which is a primary key. All of the other attributes, such as
course_modules, will be related to courseID if a student S1 has an attribute, such as
Main_area_interest. The ontology mapping will be linked to the concepts in the
course_title and course_modules, with student_main_area. The relationship between
the concepts are based on the subjects’ properties; for example, the domain of
(has_select) property will be the person or student and the range will be the course. For
the (leadTo) property, the domain will be the course and the range will be a job. The
ontology representation of the database tables is shown in Fig. 3.

3.2 Ontology Features Matching

The use of ontology allows us to improve the methods that only compute string
similarities between ontology instances.

Two ontology features are utilised in the proposed extended method. The first
feature is the ontology hierarchy. With an ontology schema, we can compute the
subsumption relations between concepts in the ontology schema by using a specific
reasoner. A hierarchy of the concepts can then be constructed, which allows us to
explore the “concept-level similarity” of instances. The quality and completeness of
ontology data varies because different data sources contribute to it separately. There is
no guarantee that the instances that refer to the same real-world entity are identified
with exactly the same concept by different data sources.
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For example, any search for the course base on a “computer network”, as a topic on
the UCAS website [21], will give over 120 alternative courses that are similar in their
topic concepts (including computer network security, Computer Network Technology,
Computer Network Administration and Management, Network Computing, Network
and Computer Systems Security, among offers). They provide similarity as an area of
study, but when each topic was analysed, we found they had different modules or units
that influenced the student’s job fields. These modules or units were present as
instances in ontology, as shown in Fig. 4. We need to share these concepts and define
the relations for the modules with similar topics by the ontology.

We define “concept distance” in order to measure concept-level similarity. Suppose
that two instances x, y are concept A and B, respectively. This can be referred to as A
(x), B(y). The concept distance between x and y, referred to by ConceptDistance (x, y),
is defined as follows:

ConceptDistance x; yð Þ ¼
0 A � B
P A;Bð Þ AYBor BYA;
P A;Bð Þþ k A 6YB;B 6YA
1 AuB ¼ ?:

8
>><

>>:

ð1Þ

While P (A, B) means that the length of the path between concept A and B,
according to the computed concept hierarchical tree, K is a penalty item and so is
always given a positive number. If the concept distance of two instances is bigger, then
naturally, the likelihood of it being the same would be less.

Student 

/Student

Fig. 3. Ontology represent of database tables
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We also test the object properties of instances so as to compute “context similarity”.
Object properties enable users to create specific relations between instances. Before an
object property is used to link instances with semantic relations, it generally has to be
defined between concepts, with an option to specify its cardinality constraints. More-
over, an object property can be an inverse object property, as this allows the use of
more flexible ways to describe ontology data. Inverse object properties are often very
common among different data sources. For example, we tend to describe course
modules that use a property as “has_modules”, in order to relate them to their course
instances. By reasoning on the inverse properties, and checking the cardinalities on
them, we can compute the context similarity between instances.

4 Semantic Course Recommendation Design

In this section, we give an overview of the Course Recommendation System, which
provides the user/student with relevant course recommendations. The proposed system
contains two main parts – client side and server side, as shown in Fig. 5. The com-
ponents will be handled sequentially, but iterations are planned, so each component can
better accommodate the needs of the next.

The first part, which is the client side, will be implemented with a web interface
module. This is responsible for taking users’ queries, user information and user
interactions (feedback) to the server side. A system interface will be available on a

Fig. 4. Ontology represent of course topic and course modules
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web-based user interface (WUI), which is transmitted via the Internet and viewed by a
web browser program. The system data will take input from different information
sources. Automated information extraction techniques will be applied and the results
will consist of a list of features for each course, as well as relevant careers. All the
information about the courses and users will be stored in a users’ and course profiles’
storage in the system database.

The second part of the system is the server side, which includes the following
components:

• Data extraction API: we built this tool from scratch to extract specific information
from UCAS website about postgraduate courses in the United Kingdom universi-
ties. At the other hand, this tool extract information about the jobs from job website
in the United Kingdom.

• The ontology-based data integration component will gather course information,
utilizing the web, through extraction of meta-information about the courses’ attri-
butes and will discover how these correlate to specific users’ needs. In addition, it
includes examining the ability of the new approach to data integration to translate
the user’ input to specific needs, and find the relationship between course infor-
mation and different career goals. Along with this it exploit contextual and social
data to create a meaningful profile. The data integration will be analyzed to create

Fig. 5. Course recommendation system design
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more information about the whole course category, such as the discovery of the
most important features, average or common feature values, and feature value to
career relationship.

Fig. 6. (a) Initial results for course recommendation. (b) Initial results for relevant job for
recommended course
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• Recommendation engine component. We developed a hybrid recommender filtering
approach, which combines content bases filtering and collaborative based filtering
to increase the recommendation system’s efficiency performance. We presented a
personalised recommendation course, a system that makes use of representations of
courses and student profiles, based on ontologies, in order to provide semantic
applications with personalised services. The recommender uses domain ontologies
to enhance the personalisation. On the one hand, the user’s interests are modelled in
a more effective and accurate way by applying a domain-based inference method.
On the other hand, the matching algorithm used by our content-based filtering
approach, which provides a measure of the affinity between an item and a student, is
enhanced by applying a semantic similarity method.

5 Prototype Implementation and Experiment

With the proposed recommendation approach, we built a semantic learning content
recommender system. It was developed with Java (JDK1.8) and is used for compiling
and executing java code. Eclipse IDE is used to edit the code, while the protégé tool
5.1.0 is used to create, edit and combine ontologies. We tested the overhead of the
semantic content recommendation in terms of the response time. The experiment was
deployed on a PC with 3.20 GHz i5-4460 CPU and 8 GB memory running Windows 7.

We have extracted data by using data extraction API from the UCAS website to
implement the proposed system. This is a popular web application that provides course
data in the UK. UCAS provides information on more than 78,000 under- and post-
graduate courses in different fields. The information about courses includes courseID,
universityID, course title, study mode, qualification, course fee, course modules, entry
requirement and university location. The ontology will describe the relationship
between the courses in the domain, and the ontology Protégé tool will be used to
represent this.

The user/student profile will build through explicitly by asking the user to create an
account on the system to build his/her profile. In the next phase, we plan to get
information about the user through implicitly approach by gathering user information
from a social network, such as Facebook, LinkedIn, to mention but a few. The course
recommendation will be based on user profile, as depicted in Fig. 6a and b.

6 Conclusion and Future Work

In this paper, we have proposed an ontology-based personalised course recommen-
dation system. The use of ontology can effectively improve the quality of service of a
personalised recommendation, and we have also modelled a domain ontology to
support semantic interoperation between the student’s profile ontology and course
ontology. Our experimentation has proved that this ontology-based recommendation
approach can improve the recommendation’s accuracy. This approach enables
e-learning systems to easily reuse and share learning objects that have been published
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by various systems. It uses specific ontology to infer what course a student should
study and what course content a system should look for automatically.

In future, we will enrich our repository by absorbing more course and user infor-
mation and heterogeneous data sources. We will also further evaluate our approach and
compare it with other related methods through simulation experiments that use more
perspectives.
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Abstract. Virtual screening methodologies have been used to help drug
researchers to discover new medicine. The main goal of these method-
ologies is to help in the docking phase, reducing the vast chemical space
(usually referred to have 1060 molecules) to a small number that can be
more easily processed and tested. The docking phase tests which mole-
cules better interact with a drug target, such as an enzyme or protein
receptor. This process is very time consuming, as we need to test all pos-
sible combinations. So, hybrid parallel architectures comprised by multi-
core processors and multi-GPUs can be a suitable approach to this prob-
lem, as they reduce the execution time whereas allow for the exploita-
tion of huge libraries of candidate molecules. In this paper, we present
a methodology to increase docking performance through the paralleliza-
tion of the AutoDock tool over multiprocessor and GPU hardware. The
results show our multicore implementation achieves a maximum speedup
of 8 times, while our GPU implementation reaches a speedup of 35 times
and the hybrid implementation provides a maximum speedup of 80 times.

Keywords: High-performance computing · Virtual screening · Bioin-
formatics · Autodock · CUDA

1 Introduction

Some recent advances in parallel hardware, specially hybrid architectures com-
posed by multicore processors and multi-GPUs, have allowed their exploitation
to execute virtual screening codes very efficiently. Virtual screening is a typical
drug discovery application in which data sets (or libraries) of small molecules are
compared in order to identify those structures which are most likely to couple
to a given target, such as an enzyme or protein receptor [7,32].
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Prior the wide availability of hybrid architectures, traditional approaches to
virtual screening were extensively based on sequential or small-scale MPI [6]
codes. The major limitation of these approaches is the high computational costs
to perform pairwise comparisons among candidate molecules, which imposes the
use of a limited search space.

Today, it is usual to have computational systems formed by multicore proces-
sors and one or more graphics processing units (GPUs) for large-scale molecular
dynamics simulations [17]. These systems are heterogeneous in terms of memory
types and hierarchies, as well CPU and GPU processing speeds. This heterogene-
ity introduces new challenges to algorithm design and system software. From a
programmer standpoint, the main challenge is to identify routines that can ben-
efit from each type of parallel hardware and how to distribute tasks and data
over this combined architecture. From a software perspective, we must count on
specialized parallel libraries able to fully exploit the underlying hardware, giving
the programmer the ability to build his code in a very abstract way.

In this paper, we propose a methodology for virtual screening representa-
tion on heterogeneous multicore and multi-GPU systems, which is based on
OpenMP [27] and CUDA [26]. Such methodology provides very fast executions
and impressive speedup over this kind of integrated architecture.

This paper is organized as follows: Sect. 2 briefly describes some related work
and embeds our research question in the scientific literature. Section 3 explains
the virtual screening application and some existing tools. Section 4 describes our
parallel implementation. Section 5 presents our experimental results. Conclusions
and future works are presented in Sect. 6.

2 Related Work

In this section, we present some related work mainly targeted to the paralleliza-
tion of AutoDock over different parallel programming libraries. We also briefly
discuss some proposals based on AutoDock Vina, which is an alternative to
AutoDock targeted to explore multithreading and provide better accuracy.

2.1 Parallel AutoDock

In [15], the authors presented DOVIS, a parallelized pipeline cluster for virtual
screening that uses AutoDock. Later [16], the same authors presented DOVIS
2.0, an updated version of their pipeline based on AutoDock 4.0, focusing on
accuracy improvement, increased usability, through the compliance with some
industry standards, and on better performance, reducing file system operations.

The work presented in [18] describes an approach to migrate AutoDock to
NVIDIA GPUs using CUDA. In [29], a FPGA-based implementation to Auto-
Dock [34] is proposed, which is later extended and compared with a GPU-based
implementation [30].
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VSDocker [31] is a parallel version of AutoDock based on MPI running over
Microsoft Windows clusters. In [24], AutoDock is parallelized to OpenMP and
MPI simultaneously aiming to achieve a better load distribution and perfor-
mance. Other proposals based on MPI to improve AutoDock’s performance and
accuracy are presented in [1,19].

Recently, a parallel version of AutoDock to use CUDA and Intel Xeon Phi
coprocessors was presented in [4], with a performance comparison between these
two architectures.

2.2 Parallelization of AutoDock Vina

AutoDock Vina [33] was proposed as an alternative and more accurate version of
AutoDock. The authors claim its efficacy due to some specialized binding mode
predictors and the absence of restrictions related to the size of search space and
the input data, as well the number of iterations to be performed during pairwise
comparisons to match molecules to their drug targets.

A comparative study on the behavior of AutoDock Vina over different high-
performance architectures, such as grids, small clusters, multicore processors,
and Hadoop, is presented in [14]. The authors discuss several practical aspects
a scientist needs to deal with when choosing an execution platform to run his
virtual screening codes.

AutoDock Vina is compared with istar [20], a Web-based virtual screening
tool that heavily relies on specialized techniques to predict the number of can-
didate molecules potentially able to link to a desired drug target. The authors
claim that their proposal provides a set of functions commonly absent in other
similar tools and is 8 times faster than AutoDock Vina for more than 35 different
experiments.

As exposed, there are some approaches that explore parallel implementations
of AutoDock using tools such as OpenMP and GPUs, but there are few com-
parisons involving these two approaches. The same occurs with solutions using
OpenMP and CUDA simultaneously. Additionally, sometimes the environments
used to execute such codes are not clearly explained, making difficult to repro-
duce and validate these studies.

Despite the existence of AutoDock Vina and its impressive performance and
accuracy results, AutoDock is still considered a de facto standard within the
Bioinformatics and Pharmaceutical Chemistry domains, with a large community
of users and contributors.

Given this context, we decided to concentrate on AutoDock and provide a
high accurate and faster code over hybrid parallel architectures. Our methods
are able to simultaneously explore OpenMP and CUDA to provide the best data
and task distribution.

3 Virtual Screening

Virtual screening can be defined as a methodology applied on pharmaceuti-
cal development that uses computational techniques to explore large molecule
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databases aiming to identify the best ones that bind to a specific target, usually
an enzyme or receptor protein [2]. It reduces the number of molecules to an
amount that can be manipulated, compared and tested within a laboratory, as
the realizable exploratory space (i.e. the chemical universe) is considered very
large.

As computational tools evolve, the amount of molecules that can be analyzed
increases, allowing researchers to expand the number of iterations when execut-
ing screening routines. The greater the number of iterations, the greater the
precision of final values. This fact directly affects the accuracy of final results,
as well as influences the required time to execute the docking routines.

Considering this fact, the use of parallel approaches can be very helpful to
reduce the execution time of virtual screening software. Some previous works,
presented in Sect. 2, have implemented AutoDock and other similar software over
different libraries (OpenMP, MPI, CUDA) and architectures (FPGA and Intel
Xeon Phi), presenting interesting results in terms of performance and accuracy.

3.1 Virtual Screening Tools

There is a considerable number of different virtual screening tools, with many
different approaches, focus and methods, such as BLAZE [5], DOCKTHOR [8],
and GSA [21]. This paper prioritizes the study, adaptation and use of AutoDock,
a free and open source software for virtual screening.

Our choice was based on the fact that AutoDock is a tool widely adopted by
pharmaceutical researchers and accredited to provide accurate results. Besides
that, it is free and open source, allowing researchers to adapt it according to their
needs. Another important fact is that AutoDock is cited in various papers [13]
and widely used for virtual screening research, having been adapted to various
architectures and different environments.

3.2 AutoDock

AutoDock was developed by the Scripps Research Institute as a free software.
It is a set of docking routines used in virtual screening process to predict bound
conformations and bind energies between ligands and molecule targets. In this
process, molecules presenting potential use as medicine for specific diseases can
be selected for further investigation [23].

To allow searches within the massive conformational space of ligands around
a specific protein, AutoDock uses a grid-based technique to allow fast analysis of
binding energy of trial conformations. During the execution, the target protein is
inserted into a grid. Then, a probe atom is sequentially placed in each grid point
and the interaction (resulting energy) between this probe atom and the protein
target is computed. The resulting value is hold in the grid and is available for
search during the docking simulation [23].
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The current version of AutoDock uses a semi-empirical free energy field to
predict binding free energies of small molecules to macromolecular targets [10].
The force field relies on a comprehensive thermodynamic model that enables
the incorporation of intra-molecular energies into the anticipated free energy of
binding. This can be performed by evaluating energies for both states (bound and
unbound). It additionally incorporates a replacement charge-based desolvation
methodology that uses a typical set of atom types and charges.

4 Proposed Implementation

So far, most of the previous approaches to improve AutoDock performance are
based on parallel libraries such as OpenMP [27] and MPI. In general, these adap-
tations are targeted to restricted and controlled computational architectures. For
example, in [24], the authors present an adaptation of AutoDock for OpenMP
and MPI running on IBM BlueGene/P [11] and IBM Power7 Server [12]. This
kind of adaptation to a vendor-specific platform tends to limit the scope of use,
posing some difficulties to pharmaceutical researchers and other users in their
daily work.

Our goal is to provide an AutoDock version adapted to general-purpose pro-
gramming libraries and hybrid architectures composed by multicore machines
with multiple GPUs. This version should abstract from the users some tasks like
data partitioning and data distribution during the execution of AutoDock over a
hybrid parallel architecture. To achieve this, some auto-tuning routines are used
to automatically calculate how to distribute tasks and data over the CPU and
GPU cores available in the system.

Our approach is based on the adaption of AutoDock code to CUDA and
OpenMP. Also, we ported AutoDock code to a hybrid architecture that simulta-
neously uses OpenMP and CUDA, aiming at improving the overall performance
of AutoDock.

AutoDock allows users to define the number of iterations to be executed dur-
ing the docking phase. In addition, AutoDock supports to different search algo-
rithms, like Monte Carlo Simulated Annealing (SA), Genetic Algorithm (GA)
and Lamarckian Genetic Algorithm (LGA). In general, LGA has a better per-
formance in comparison with other algorithms and the work presented in [22]
shows this superiority. Due to this, our choice was to use a LGA-based version
of AutoDock.

The parallel models developed in this work are deterministic, partitioning the
AutoDock workload between computational resources, like multicore processors
and GPU cards. The AutoDock workload is mainly composed by the execution of
LGA algorithm. It is important to emphasize that LGA is a stochastic and non-
deterministic algorithm. Because of this, the greater the number of iterations,
the greater the probability of finding a good result, although it is not guaranteed.
Although unlikely, a good result can be found with few iterations.
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4.1 Initial Tests

Before we start AutoDock adaptation, some executions were made with a test
data set to investigate AutoDock’s performance without modifications. To do
this, the number of iterations was duplicated in each execution, ranging from 1
to 256, and the execution time was measured through the times() C function.
This same approach was used in the other modified versions of AutoDock.

After that, gprof [9] was used to determine which parts of the code consume
more resources during execution. These executions served as a starting point to
guide AutoDock adaptation to parallel architectures. gprof determined that the
most expensive function was eintcal(), that calculates the internal energy of a
specific molecule, and trilinterp(), that performs a trilinear interpolation. Each
function consumes, in average, 40% of the execution time, as depicted in Table 1.
So, based on this analysis, we decided to parallelize these two functions in our
implementations over CUDA and OpenMP.

Table 1. Most expensive functions of AutoDock.

Function Execution time (sec.) Time spent (%)

eintcal() 57.51 38.61

trilinterp() 46.88 31.47

torsion() 6.13 4.12

snorm() 4.95 3.32

RealV ector :: clone() 4.41 2.96

4.2 OpenMP Implementation

After the initial tests, the application was adapted to use OpenMP and, following
the same methodology, had its execution time measured. The tests showed the
AutoDock adapted to OpenMP had a better performance.

According to [24], AutoDock uses a timestamp-based random number gener-
ator (RNG) that utilizes a deterministic algorithm (IGNLGI), which is part of
a C library (RANLIB). OpenMP threads are created simultaneously with a non
modified random number. Each thread will receive the same number and this
will cause problems during the program execution. To solve this issue, a thread id
is included during the RNG step, allowing each thread to have an unique RNG.

After this, the program was parallelized. Moreover, it was necessary to add
some critical points with specific OpenMP notation to avoid data interference
between threads. The pseudo-code presented in Algorithm 1 shows how the
implementation was coded.
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Algorithm 1. Autodock – Multicore/OpenMP
1: Read configuration file
2: Prepares data before program execution
3: #pragma omp parallel for schedule(static) num threads(n)
4: for interation total is not reached do
5: Begin execution of docking with the Lamarckian Genetic Algorithm
6: for individuals not yet analyzed do

7: Begin Global Search
8: Performs selection phase
9: Performs crossover
10: Calculate molecule energy and interpolation (calls to eintcal(), trilinterp() and oper-

ator() functions)
11: Perform mutation
12: Calculate molecule energy and interpolation (calls to eintcal(), trilinterp() and oper-

ator() functions)
13: Select best individuals

14: Begin Local Search
15: Performs selection phase
16: Performs crossover
17: Calculate molecule energy and interpolation (calls to eintcal(), trilinterp() and oper-

ator() functions)
18: Perform mutation
19: Calculate molecule energy and interpolation (calls to eintcal(), trilinterp() and oper-

ator() functions)
20: Select best individuals

21: Analyze docking results
22: end for
23: end for
24: Execution end and final reports

4.3 CUDA Implementation

In the CUDA adaptation of AutoDock, the most expensive functions (eintcal()
and trilinterp()) were implemented as kernels. In this work, we have only one
GPU to run the experiments.

Before execution, GPU memory must be allocated to store all data and ker-
nels. Then, the program can proceed. The integer size of each thread block was
fixed on 128. The grid size is determined dividing the block size (128) by the
population size (defined in a configuration file), rounding up the final result. The
pseudo-code presented in Algorithm 2 shows how the implementation was coded.

4.4 Hybrid Architecture Implementation

Finally, a hybrid OpenMP and CUDA version was developed. The intention with
this hybrid version, named CUDAMP, was to take advantage of our two previous
approaches and use an auto-tuning routine to define how data and tasks can be
better distributed through a hybrid architecture aiming better results.

The CUDA version was utilized as a starting point and, following that, the
previous OpenMP implementation was replicated in the application. The same
parameters and models of the previous implementations were used in this new
approach. The pseudo-code presented in Algorithm 3 shows how the implemen-
tation was coded.
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Algorithm 2. Autodock – GPUs/CUDA
1: Read configuration file
2: Prepare data before the docking starts
3: GPU memory allocation
4: for iteration number is not reached do
5: Begin execution of docking with the Lamarckian Genetic Algorithm
6: for individuals not yet analyzed do
7: Start Global Search
8: Performs selection
9: Performs crossover
10: //calculation of molecule energy and interpolation implemented as CUDA kernels
11: Calculate molecule energy and interpolation (calls to eintcal(), trilinterp() and oper-

ator() functions)
12: Performs mutation
13: Calculate molecule energy and interpolation (calls to eintcal(), trilinterp() and oper-

ator() functions)
14: Select best individuals

15: Start Local Search
16: Perform selection
17: Perform crossover
18: //calculation of molecule energy and interpolation implemented as CUDA kernels
19: Calculate molecule energy and interpolation (calls to eintcal(), trilinterp() and oper-

ator() functions)
20: Perform mutation
21: Calculate molecule energy and interpolation (calls to eintcal(), trilinterp() and oper-

ator() functions)
22: Select best individuals

23: Analyze docking results
24: end for
25: end for
26: Execution end and final reports

5 Experimental Results

This section presents the experimental results obtained with the following envi-
ronment:

[System 1] Two Intel Xeon at 2.26 GHz and with 24 GB of DDR3 memory.
Each one is a quadcore processor with 12 MB of cache memory. It contains
two NVIDIA Tesla C2050 GPUs with 14 stream multiprocessors (SM) and
32 stream processors (SP) each, totalizing 448 cores.

In our experiments, several parameter values were used at installation time
to estimate the best values for the algorithm. We do this through an auto-
tuning routine [3] able to simulate different data and task distributions over
the available number of CPU cores and GPU and find the best system and
application parameters.

The available range of CPU cores varies from 1 to 16 in Systems 1, with
Intel Hyper-Threading turned on. There are two important observations: (1) the
number of CPU cores depends on the problem size, and (2) for each problem
size and for various sizes of GPU blocks, we obtain a different optimum value to
the execution environment. Being aware of this variability is essential to make
good decisions during the selection of optimum parameters.

Table 2 and Fig. 1 show the execution with one thread (denoted by “Sequen-
tial”), while “CPU/cores” denotes the use of several CPU threads. The OMP
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Algorithm 3. Hybrid Autodock – Multicore/OpenMP and GPU/CUDA
1: Read configuration file
2: Prepare data before the docking starts
3: GPU memory allocation
4: #pragma omp parallel for schedule(static) num threads(n)
5: for iteration number is not reached do
6: Begin execution of docking with the Lamarckian Genetic Algorithm
7: for individuals not yet analyzed do
8: Start Global Search
9: Performs selection
10: Performs crossover
11: //calculation of molecule energy and interpolation implemented as CUDA kernels
12: Calculate molecule energy and interpolation (calls to eintcal(), trilinterp() and oper-

ator() functions)
13: Performs mutation
14: Calculate molecule energy and interpolation (calls to eintcal(), trilinterp() and oper-

ator() functions)
15: Select best individuals

16: Start Local Search
17: Perform selection
18: Perform crossover
19: //calculation of molecule energy and interpolation implemented as CUDA kernels
20: Calculate molecule energy and interpolation (calls to eintcal(), trilinterp() and oper-

ator() functions)
21: Perform mutation
22: Calculate molecule energy and interpolation (calls to eintcal(), trilinterp() and oper-

ator() functions)
23: Select best individuals

24: Analyze docking results
25: end for
26: end for
27: Execution end and final reports

Table 2. Execution time (sec) for different parameter values.

Iterations Sequential CPU/Cores 1GPU CPU/Cores + 1GPU

1 15.97 13.50 37.26 42.12

2 30.33 13.20 37.72 35.26

4 60.25 10.17 38.40 33.79

8 119.66 09.98 39.70 34.27

16 237.61 09.48 43.01 41.94

32 473.04 76.79 48.16 42.30

64 958.89 295.24 59.91 42.82

128 1995.260 649.78 82.85 43.42

256 3807.390 1314.63 129.04 44.56

version distributes the calculation among threads and each thread runs exclu-
sively on a CPU core. Version denoted by “1GPU” represents executions in one
single GPU. The hybrid model (“CPU/Cores + 1GPU”) uses all cores avail-
able in the heterogeneous system. In this model, the threads are executed by all
machine elements, which correspond to the available number of CPU cores and
one GPU.
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Fig. 1. Execution time (a) and speedup (b) of virtual screening on system 1.

We show in both plots of Fig. 1 the execution time and the speedup, respec-
tively, for virtual screening with different number of iterations ranging from 4
to 256 in System 1. Executions were carried out independently for comparison
purposes. Speedup was obtained considering the use of the sequential subsystem
only.

The installation time spent on both platforms was the same (around 200 min).
We did experiments with several combinations of parameters, considering small
samples to obtain the model for a given platform.

Results show that the parallel CPU algorithm reduces the execution time sig-
nificantly. Until 16 iterations, Sequential and CPU/Cores implementations out-
perform 1GPU and CPU/Cores + 1GPU. This fact occurs due to GPU memory
allocation needed before the start of the docking process start. As we can observe
in Fig. 1, the maximum speedup is around 8, matching the number of cores.
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The performance of 1GPU is larger than the performance of “CPU/cores”.
After 32 iterations, 1GPU and CPU/Cores + 1GPU perform better than the
other implementations. The best result was obtained with every resource avail-
able in the heterogeneous system. Speedup increases with the problem size reach-
ing the theoretical maximum of 80, a number that has been obtained by compar-
ing the computational power of one GPU against the CPU. The use of the GPU
as a standalone tool provides benefits but does not allow to reach the potential
performance that could be obtained by adding more GPUs and/or the CPU
subsystem.

The results presented here in this section can be reproduced by adapting
AutoDock, that is a open source software, following the models and algorithms
presented in the Sect. 4, where the proposed implementation is presented. Besides
this, the molecule datasets can be obtained in different sources like ZINC [35],
NuBBE [25] and PDB [28]. It is important to emphasize that due to the sto-
chastic nature of LGA algorithm, discussed in more detail in Sect. 4, the times
obtained may have a small variation. However, this difference does not change
the tendency of obtained times.

6 Conclusions and Future Directions

This paper presents a methodology to increase the performance of the docking
phase of AutoDock, a tool widely used by pharmaceutical researchers to analyze
energy bindings between molecules.

To achieve the desired goals, we ported AutoDock to multicore processors
running OpenMP and to CUDA-based GPUs. We also developed a hybrid imple-
mentation combining these both versions. Prior to all these implementations,
some tests with AutoDock were made to understand how docking occurs and to
define the routines to be parallelized.

From our results, we can observe that the hybrid solution is 80 times faster
than the sequential implementation indicating it is efficient and scalable.

As future directions, an hybrid implementation with more GPUs can be made
to allow for even more scalability in terms of molecular data sets to be analyzed,
thus increasing the chances to find better and more accurate results.
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Abstract. The Resource Constrained Project Scheduling Problems is
a well-known NP-hard combinatorial optimization problem. A solution
for RCPSP consists in allocating jobs by selecting execution modes and
respecting precedence constraints and resource usage. One of main chal-
lenges that exact linear-based programming solution approaches cur-
rently face is that compact usually provide weak lower bounds. In
this paper we propose use of general purpose Chvátal-Gomory cuts to
strengthen the LP-based bounds. We observed that by using proper cut
separation strategies, the produced bounds can compete with or improve
bounds with those obtained with problem specific cuts.

Keywords: Chvátal-Gomory cuts · RCPSP · Project scheduling prob-
lem · Cutting plane algorithms

1 Introduction

This article discusses automatic Integer Programming reformulation strategies
for non-preemptive Resource Constrained Project Scheduling Problems (RCP-
SPs) and its variants. From a theoretical point of view they are NP-Hard [2]
and are problems with significant academic and practical importance.

The most simplest RCPSP is the single-mode resource-constrained project
scheduling problem (SMRCPSP), that involves only one processing mode for
each job and a solution consists in allocating jobs respecting precedence and
resource usage constraints. A generalization of SMRCPSP is the multi-mode
resource-constrained project scheduling problem (MMRCPSP). In this version,
it is possible to choose between different consumption-duration relationships to
process the jobs. The most recent generalization for the MMRCPSP is the multi-
mode resource-constrained multi-project scheduling problem (MMRCMPSP),
which goes on to handle multiple projects and global resources. It was the sub-
ject of the Multidisciplinary International Scheduling Conference: Theory and
Applications (MISTA) Challenge 2013.

c© Springer International Publishing AG 2017
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Figure 1 represents one instance of the most generalized version (MMR-
CMPSP), in which there are two projects represented by each graph. The jobs of
these projects are represented by the nodes, the execution modes are represented
by the edges, and the direction of the edges represent the precedence relation-
ships between activities. The weights represent the time-consumption, while the
resource consumption is not included. In versions MMRCPSP and SMRCPSP,
there is only one graph, while specifically for SMRCPSP, there is only a single
edge representing a unique mode of execution.

Fig. 1. Representation of one instance (MMRCMPSP)

Beside heuristics, integer programming methods have already been proposed
for RCPSPs, but they are only able to solve restricted subsets of instances in
feasible processing times. Artigues in [1], studied a set of six formulations for
the RCPSP and concluded that the well-known time-indexed formulation pulse
disaggregated discrete time (PDDT), which is based on a disaggregated way of
modeling the precedence constraints, together with the step disaggregated dis-
crete time (SDDT), where job i starts at time t or before, and the less well-known
on/off time-indexed formulation (OODDT) are all equivalent in terms of LP-
relaxation and belong to the family of strong time-indexed formulations. While
the weak counterparts pulse discrete time (PDT), step discrete time(SDT) and
on/off discrete time (OODT), based on an aggregated form of the precedence
constraints, belong to a family of weak formulations and are also all equiva-
lent in terms of LP relaxation. In this paper we consider the time-indexed for-
mulation presented in [17] for the MMRCMPSP version, which is based upon
the discrete time formulations proposed in [12,16]. Since this problem general-
izes other RCPSP problems, computational experiments were also conducted for
these more specific problems.

Some IP solution, like implicit enumeration, cuts and hybrids techniques, can
be used to improve the limits of the exact models. Branch and bound (B&B)
algorithms were presented for the RCPSPs in [3–5,8,14]. Zhu et al. [19] presented
a Branch-&-Cut algorithm for the MMRCPSPs. The cuts used are stemmed from
resource conflicts, where all resource constraints are in the form of constrained
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constraints with generalized upper bound (GUB). Cuts from precedence relation-
ships, where for each precedence relationship of jobs (i, j), it can be said that if
job i finishes after time t, then activity j can start no earlier than t+dij +1, and
considers dij the distance between these two jobs in a precedence graph. To make
the problem resolution process faster, an adaptive branching scheme is created
along with a bound adjustment scheme that is always executed interactively after
branching. To optimize the solutions found in the first stage, they use a high-
level neighborhood search strategy called Local Branching, these neighborhoods
are defined by linear inequalities in the ILP model.

Rounding cuts, such as Chvátal-Gomory, has been widely used in different
types of problems and have achieved good results as presented by Letchford
et al. [15] for the stable set problem. So, we propose a cutting plane algorithm for
RCPSPs that uses only Chvátal-Gomory cuts. The separation problem considers
not only explicit constraint from the main problem but also a dynamic set of
strong constraints which are generated considering feasibility and optimality
conditions.

The paper is organized as follows: in Sect. 2 the binary programming app-
roach used is introduced along with preprocessing routines; in Sect. 3.1 the over-
all cutting plane algorithm is presented; in Sect. 4 the computational results are
presented and finally, in Sect. 5 we conclude and discuss the results of this work.

2 Binary Programming Approach

This section introduces the formulation used in the next sections to apply the
cutting plane proposed herein.

The Total Project delay is defined as the difference between the Critical
Path Duration (CPD), a theoretical lower bound on the earliest finish time of
the project, and the actual project duration (makespan) minus the release date
of this project. Wauters et al. [18] proposed the use of the sum of TPDs for
all projects as the objective function for the generalized problem of multiple
projects. Since for RCPSP variations for single projects (SMRCPSP or MMR-
CPSP), the TPD can be easily computed from the makespan, all costs presented
in this paper will be computed as TPDs.

2.1 Input Data

This section shows the description of the input data used in the models:

P: projects set;
J : jobs set;

Mj : modes set for each job j ∈ J ;
Jp: jobs set on project p, such that Jp ⊆ J ∀p ∈ P;
K: non-renewable resource set;
R: renewable resource set;
T : time horizon for all projects p ∈ P;
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Tjm: time horizon for each job j ∈ J on mode m ∈ Mj , defined after pre-
processing;

S: immediate successors precedence relationship set between two jobs
j, l ∈ J ;

djm: duration of the job j ∈ J on mode m ∈ Mj ;
qkjm: required amount of the non-renewable resource k ∈ K to execute the job

j ∈ J on mode m ∈ Mj ;
qrjm: required amount of the renewable resource r ∈ R to execute the job j ∈ J

on mode m ∈ Mj ;
q̄k: available amount of the non-renewable resource k ∈ K;
q̄r: available amount of the renewable resource r ∈ R;
up artificial job belonging to the project p ∈ P, which represents the end of

the project;
σp: the release date of project p;

2.2 Preprocessing

A critical point to reduce the search space is the definition of tight valid time
windows to process jobs. A basic technique to define earliest starting times for
jobs δj , ∀j ∈ J , consists of computing the Critical Path using the Critical
Path Method (CPM) [11]. This computation also provides a lower bound for the
completion time of each project. Consider for each project p ∈ P, the release
date σp, and the critical path or lower bound λp served as input data and the
makespan value βp was obtained from any feasible solution. Then, optimality
conditions can be used to restrict the set of valid times where a job can be
allocated. Initially consider the value α computed by Eq. 1, that represents an
upper bound to the maximum total project delay:

α =
∑

p∈P
(βp − σp − λp) (1)

Thus the maximum time window t̄ to T , can be obtained by Eq. 2

t̄ = max
p∈P

(σp + λp + α)

T = {0, . . . , t̄}
(2)

Analogously, upper bounds can be computed for the processing times of jobs.
These upper bounds can be strengthened if the selection of modes with different
durations is also considered. A job j from a project p when processed at mode
m will push forward all successor jobs in exactly djm time units. Thus, a set
Sj containing the entire chain of successors of job j in the dependency path
to the dummy completion up can be considered. Consider a lower bound Ljm

indicating the total duration in this path, computed considering only the fastest
processing modes for jobs in this chain. The maximum allocation time for a job
j from a project p when processing in mode m t̄jm to Tjm is stipulated by Eq. 3.

t̄jm = σp + λp − Ljm + α

Tjm = {0, . . . , t̄jm}
(3)
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Similar lower bounds can be stipulated for any two jobs in this path also con-
sidering the fastest processing modes for all jobs except the first one:

d̄jms: lower bound for distance between job j and direct or indirect successor
job s considering the mode m ∈ Mj .

d̄∗
js: lower bound for distance between the job j and direct or indirect successor

job s considering j fastest mode.

2.3 Formulation

In this section, the Binary Programming (BP) formulation is presented. Binary
decision variables are used to select the mode and starting time for jobs. They
are defined as follows:

xjmt =

{
1 if the job j ∈J is allocated on mode m∈Mj at the starting time t∈Tjm

0 otherwise

The objective function minimizes the total project delay over the project
completion times for projects and its critical path.

Minimize:
∑

p∈P

∑

m∈Mup

∑

t∈Tupm

[t − (σp + λp)] · xupmt (4)

subject to:
∑

m∈Mj

∑

t∈Tjm

xjmt = 1 ∀j ∈ J (5)

∑

j∈J

∑

m∈Mj

∑

t∈Tjm

qkjm · xjmt ≤ q̄k ∀k ∈ K (6)

∑

j∈J

∑

m∈Mj

t∑

q=(t−djm+1)

qrjm · xjmq ≤ q̄r ∀r ∈ R, ∀t ∈ T (7)

∑

m∈Mj

∑

t∈Tjm

(t + djm) · xjmt −
∑

z∈Ms

∑

u∈Tsz

u · xszu ≤ 0 ∀j ∈ J , ∀s ∈ Sj (8)

xjmt ∈ {0, 1} ∀j ∈ J , ∀m ∈ Mj , ∀t ∈ Tjm (9)

In this formulation, constraints (5) ensure that each job is allocated for
exactly one starting time and mode. Constraints (6) and (7) control the usage
of nonrenewable and renewable resources, respectively. The constraints (8) force
precedence relationships to be satisfied. Finally, (9) ensures that variables can
only assume binary values.
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3 The Chvátal Gomory Cut

Chvátal-Gomory cuts are well-known cutting planes for Integer Programming
problems. The inclusion of these cuts allows to significantly reduce the integrality
gap, even when only rank 1 cuts are employed, i.e. those obtained from original
problem constraints [9].

Consider the integer linear programming (ILP) problem as min{cTx : Ax ≤
b, x ≥ 0 integer}, where A is m × n matrix, b ∈ R

m, and c ∈ R
n, along with the

two associated polyhedra: where P := {x ∈ R
n
+ : Ax ≤ b} and PI := conv{x ∈

Z
n
+ : Ax ≤ b} = conv(P ∩Z

n). Where x is an integer variable, consider I and H
the set of constraints and variables, respectively.

A Chvátal-Gomory cut [6] is defined as a valid inequality for PI : �uTA	x ≤
�uT b	, where u ∈ Rm

+ is a CG multiplier vector and �·	 is the lower integer part.
An important factor is the choice of u ∈ R+ for deriving useful inequalities, and
the strategies to choose them were detailed on Subsect. 3.2. Fischetti and Lodi
[9] propose the MIP model for CG separation. The maximally violated inequality
can be found by optimizing the following separation MIP model (10–15), where
αj , fj and ui are the variables.

Maximize:
∑

j∈H(x∗)
αj · x∗j − α0 (10)

subject to:

fj = uT · Aj − αj , ∀j ∈ H(x∗) (11)
f0 = uT · b − α0 (12)

0 ≤ fj ≤ 1 − δ ∀j ∈ H(x∗) ∪ {0} (13)
−1 + δ ≤ ui ≤ 1 − δ ∀i = 1, . . . , m (14)

αj Z, ∀j ∈ H(x∗) (15)

where H(x∗) := {j ∈ 1, . . . , n : x∗
j > 0} and x∗ are fractional values. To make

the cut stronger, a penalty term
∑

i wi · ui, where wi = 10−4 for all i, is applied
on the objective function. To improve the numerical accuracy of the method,
multipliers too close to 1 are forbidden (ui ≤ 0.99,∀i).

3.1 Cutting Plane Algorithm

The cutting plane algorithm is based on the Chvátal-Gomory (CG) cuts proposed
at [9], including several customizations to speedup the production of strong valid
inequalities for RCPSPs. One important (and simple) problem structure that we
explore is a time based decomposition: by defining a time window we can easily
select a subset of constraints that share many variables due to the consumption of
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renewable resources. Thus, violated inequalities for fractional variables related to
the processing of jobs in these intervals can be built by selecting the appropriate
multipliers for these constraints.

The larger the size of these time windows, the more likely it is that violated
inequalities will be found at the cost of a more expensive separation problem.
To select time windows of restricted size and still produce violated inequalities,
conflicts between different variables in this time window can be included in the
separation problem. These conflicts, which can be computed considering feasibil-
ity or optimality conditions, are usually not included in the original problem due
to the size of this conflict graph. In the separation problem, which is restricted
to a time window, we can explicitly include all these conflicts.

The cutting plane algorithm has these main stages:

– identify the time windows with the most violated numbers of variables;
– create and optimize a separation problem that was built considering a sub-

set of constraints and variables from the original model related to this time
window, like constraints of modes, renewable and non-renewable resources,
as well as strengthen the separation problem with conflict constraints; and,

– identify a violated CG cut.

In Algorithm 1 the overall cutting plane algorithm is described.

Algorithm 1. cutting plane

Data: RCPSP BP Model M, delay η, size interval λ, size jump Λ, percentage
bigger to forward the interval σ, reduced cost θ, runtime

Result: object value obj, set of cuts C, new model M′
, reduced cost θ

1 I ← ∅;
2 do
3 (x∗, o∗) ← optimize as continuous(M);
4 I ← rows(M);
5 U ← find variables set(x∗, θ, o∗);
6 Z ← find constraints(x∗, M, I, U , λ, Λ, σ, η);
7 C ← CG-SEP cuts(x∗, Z, M);

8 M′ ← add cuts to model(C, M);

9 while (|C| > 0 or runtime is over);
10 obj ← obj value(x∗);

11 return obj, M′
;

At each iteration the linear programming relaxation of our BP formulation is
solved and the fractional solution x∗ along with reduced costs o∗ are computed
(line 3). To speed up the generation of violated valid inequalities, a subset U
of variables is computed to be processed by the separation algorithms (line 5).
This set contains variables which are non-zero in the current fractional solution
and variables with the reduced cost less or equal to the reduced cost threshold θ.
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One must observe that the inclusion of these latter variables will never contribute
to the production of more violated inequalities. Nevertheless, stronger cuts can
be generated when also considering these variables in the separation problem.
Thus, the first step will be to find the row set from a set of constraints (line 6)
and generate a Chvátal-Gomory cut. We optimize the separation problem until
a time limit is reached or, in the case that violated inequalities are already
available, a number of non-improvement nodes in the MIP search is processed1.
This procedure is repeated until the timeout is reached (line 7). This is important
because even though many violated inequalities can be discovered in the first
nodes, the solver spends a much larger time trying to prove the optimality of
the produced cuts. In this case, a better strategy is to include all violated cuts
found in this restricted execution and re-optimize the linear program. Finally the
cuts found in that separation are added to the model (line 8). These procedures
are repeated until no more cuts are found or time is over, the stages are described
in the following subsections.

3.2 Strategies to Define Time Window

The larger the set of non-redundant, tight constraints considered in the CG-SEP
the more likely it is that violated inequalities will be found. On the other side,
large separation problems can be hard to solve and the overall performance of
the cutting plane method can degrade. Thus, we considered some strategies to
find suitable sets of constraints. In our approach, we first define a time window
used to filter the constraint and variable set.

To define the time window, we compute, for different time intervals, the sum-
mation of all infeasibilities for the integrality constraints for all variables of that
interval. This value is composed by the sum of the nearest integer distance, to
indicate how fractional the variables in that interval are. The following parame-
ters were considered in this search: size of interval λ, size of jump Λ to go to
the next interval and the percentage σ that allows to forward the interval. The
interval only is forward if the violation was bigger than the value plus σ because
it is better to find cuts first in the beginning of the window once the variables
allocated in the first instants of time are responsible for advancing or delaying
the allocations of the others in the preceding graph, then it is better to try to
find integer values for the first ones. This procedure is summarized at line (2)
of the Algorithm 2 Once the interval is found, it is time to find the important
constraint to compose the set for the CG-SEP.

The renewable resources directly impact on the duration of the projects; so,
the set is based mainly on this type of constraints (uRR lines 3–7). So in a
first moment, all constraints and their variables that are in the interval were
found. Also the following constraints from the original problem are included in
the separation problem whenever they are related to the current time window:
constraints which restrict the choice of only job (uMT lines 8–13) and con-
straints about capacity of non-renewable resources (uNR lines 14–19). To find

1 25 in our experiments.
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Algorithm 2. find constraints

Data: fractional solution x∗, RCPSP BP Model M, rows set I, size interval λ,
size jump Λ, percentage bigger to forward the interval σ, delay η

Result: Set select rows Z
1 V ← ∅;
2 (start, end) ← identify interval(x∗, λ, Λ, σ);
3 for ((r1 ∈ I) & is in interval(r1, start, end)) do
4 type ← type row(C, r1);
5 if (type = Ineq. 7) then
6 add row(Z, r1);
7 V ← V ∪ vars row(r1);

8 for (v ∈ V) do
9 O ← jobs(V);

10 for (j ∈ O) do
11 Vj ← vars jobs(V, j);
12 r2 ← create constraints(≤, 1);
13 add set var(r2, Vj); add row(Z, r2);

14 for (v ∈ V) do
15 K ← nonrenewable resources(V);
16 for (k ∈ K) do
17 Vj ← vars nonrenewable(V, k);
18 r2 ← create constraints(≤, capacity(k));
19 add set var(r2, Vj); add row(Z, r2);

20 for (v1 ∈ V) do
21 for (v2 ∈ V) do
22 j2 ← job(v2); j1 ← job(v1);
23 m2 ← mode(v2); m1 ← mode(v1);
24 t2 ← time(v2); t1 ← time(v1);
25 if (j2 ∈ S̄j1) then
26 w ← d̄∗

j1,j2 − job min dur(j1);
27 if ( (end time(j1) > t2) or (t2 − end time(j1) < w)) then
28 r2 ← create constraints(1, ≤);
29 add var(v1, r2); add var(v2, r2); add row(Z, r2);
30 continue;

31 if (proj(j1)! = proj(j2) & delay(j1, m1, t1) + delay(j2, m2, t2) > η)
then

32 r2 ← create constraints(1, ≤);
33 add var(v1, r2); add var(v2, r2); add row(Z, r2);

34 return Z;

additional constraints that represent conflicts between variables is a good strat-
egy. A main conflict is analyzed, whereby the time window comprising variables
that have precedence relationship and comprised two variables from different
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projects exceeding the delay are allowed to not lose the optimal solution (uTW
and uP lines 20–23). The Algorithm2 return a set of constraints to be used on
CG-SEP (line 34).

4 Computational Results

This section presents the results obtained with the proposed cutting plane algo-
rithm. An Intel R© Core i7-4790 processor with 3.6 GHz and 16 GB of RAM run-
ning SUSE Leap Linux was used during the experiments. All algorithms were
coded in ANSI C 99 and compiled with GCC 6.2.1 using flags -Ofast and -flto.
The solver used is GUROBI 7.0.2 [10].

The experiments were executed over the most known and studied instance set,
for the Project Scheduling Problem Library - PSPLIB [12] established in mid-
1996. In 2013, a new instance set based on the instances of the PSPLIB emerged
on MISTA Challenge [18]. The benchmark set for the experiments is composed of
open instances for the RCPSPs. For the initial tests, we chose the sets of instances
with parameter 13, since these instances are considered relatively difficult (see in
[13]) due to their network complexity factor and resource capacity factor when
being generated. For the SMRCPSP, these were j6013, j9013, j2013; for the
MMRCPSP, it was j3013; and for the MMRCMPSP, it was A series, each set
having ten instances.

Different values for the parameters λ = {10, 50, 100} were tested, in order to
identify the ideal size for the time window. Table 1 shows the average relative
gaps closed2 for different benchmark sets considering the best known solutions
obtained with the original linear programming relaxations and the CG-SEP cuts.

Table 1. Results for Dual Limit CG-SEP Cuts, with λ = {10, 50, 100}, Λ = 5, σ = 50%
and 3600 s.

Version Benchmark set ζ10 ζ50 ζ100

SRCPSP j6013 (1:10) 26,841 27,269 26,726

j9013 (1:10) 22,596 22,648 22,513

j12013 (1:10) 7,825 8,307 8,160

MMRCPSP j3013 (1:10) 23,462 24,897 24,889

MMRCMPSP A (1:10) 46,578 48,408 48,444

It can be noticed, in Table 1, that for the benchmark sets with instances
that have a smaller number of variables, the best results were obtained with a
medium size (λ = 50). However, the benchmark sets with instances that have a
greater number of variables the best results were obtained with a larger window

2 The relative gap closed is computed as follows: given an obtained dual bound b and
the best known upper bound b the relative gap closed is b/b if b �= 0 or zero otherwise.
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size (λ = 100). These results show that our decomposition approach is valid for
separating these cuts considering the complete formulation as in [7], but is not
always the best option since larger time windows do not necessarily result in
better cuts found in restricted times.

Table 2 shows the average relative gaps closed that were obtained with the
original linear programming relaxations and with different combinations of cuts
in a 3600 seconds time limit. The third column presents relaxation values without
cuts, γ indicates results obtained with the traditional cover, Γ with precedence
cuts, while Ω indicates results obtained with all the traditional cuts proposed
by [19]. To represent the best results of the CG-SEP cuts is used ζ. It is pos-
sible to see that for the SRCPSP, the union of the standard cuts proposed by
[19] was a little better, but if we compare them individually, CG was better
than the traditional cover γ cuts. However, for instances with multi-modes and
multi-projects the approaches with CG-SEP cuts performed significantly better
than all approaches with traditional cuts. Different values for the parameters
σ = {10%, 20%, 50%} were tested, but the results for the parameters printed in
Table 2 were the best.

Table 2. Comparing results for the best Dual Limit CG Cuts with the traditional cuts.

Version Benchmark set ∅ γ Γ Ω ζ

SRCPSP j6013 (1:10) 26,234 26,240 27,898 27,904 27,269

j9013 (1:10) 22,283 22,283 24,340 24,343 22,648

j12013 (1:10) 7,792 7,792 11,199 11,199 8,307

MMRCPSP j3013 (1:10) 19,726 19,98 21,080 21,302 24,897

MMRCMPSP A (1:10) 42,603 42,665 43,397 43,457 48,444

To evaluate which multipliers u were the most useful ones to generate violated
inequalities, we computed the number of times that multipliers related for each
constraint type were activated to produce violated cuts in the search process see,
on Fig. 2.

In Fig. 2, it is possible to see, for all of the benchmark set, the inclusion of the
constraints related to distances in the precedence graph were especially useful,
being activated quite often. It is important to remark that these constraints
are implicit in the complete formulation. Another interesting observation about
the u is that, for the constraints of nonrenewable resources, the variable u was
activated just for the benchmark seta A and j3013 because the other benchmarks
do not use this type of resource. And the variable u was only activated for the
constraints that work with the delay of projects for benchmark set A.

The Figs. 3 and 4 show the difference between the convergence on time for the
cover cut γ, precedence cut Γ, both Ω and the CG-SEP ζ with λ = {10, 50, 100},
Λ = 5 and σ = 50%, for the specific instances j3013 9 and A-4.
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Fig. 2. Numbers of activated u for λ = {50}, Λ = 5, σ = 50% and 3600 s.

For the instance j3013 9 in Fig. 3 that has a smaller number of variables, it is
possible to notice that both ζ with values 50 and 100 have the same convergence
behavior.
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Fig. 3. Different convergence on time between approaches γ, Γ, Ω, ζ and 10000 s to the
instance j3013 9. mm

However, in the case of instance A-4 in Fig. 4, which has a greater number of
variables, in the beginning ζ = 100 converges a little more quickly, but at a given
instant of time the ζ = 50 can surpass the value. Perhaps with a longer time the
ζ = 100 can achieve better results, since as it comprises a larger time window
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with more variables to process. For ζ = 10 the convergence almost staggers in
the middle of the time.

Comparing the ζ cut with the traditional cuts λ, Λ and Ω, the ζ was much bet-
ter because the traditional cuts quickly stopped the bound improvement while,
especially for larger instances and with large time windows, CG-SEP was able
to improve bounds continuously up to the time limit.

10−2 10−1 100 101 102 103 104

37.5

38

38.5

39

39.5

time (sec.)

o
b
j

ζ10
ζ50
ζ100
γ

Γ

Ω

Fig. 4. Different convergence on time between approaches γ, Γ, Ω, ζ and 10000 s. to the
instance A − 4

5 Conclusion and Future Works

In this paper we proposed and evaluated a cutting plane method to produce
improved dual bounds for Resource Constrained Project Scheduling Problems.
We showed that CG cuts for the RCPSPs are quite effective, especially for large
instances. In some situations, these cuts can even outperform problem specific
cuts. In particular, the bounds obtained are competitive with those generated
with the more traditional GUB cover and precedence cuts.

Even though very positive results were obtained, we believe that our method
still has significant room for improvement. Future works can evaluate the con-
tribution and the feasibility of separating CG cuts with a rank greater than one
for these problems. Another interesting future work is the inclusion of these cuts
in a complete branch-and-cut environment.
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problems. In: Jünger, M., Liebling, T.M., Naddef, D., Nemhauser, G.L., Pulley-
blank, W.R., Reinelt, G., Rinaldi, G., Wolsey, L.A. (eds.) 50 Years of Integer
Programming 1958–2008, pp. 105–132. Springer, Heidelberg (2010)

15. Letchford, A.N., Marzi, F., Rossi, F., Smriglio, S.: Strengthening Chvátal-Gomory
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Abstract. In manufacturing process optimization, analyzing a large volume of
operational data is getting attention due to the development of data processing
techniques. One of important issues in the process optimization is a simulta-
neous optimization of mean and variance of a response variable. It is called dual
response optimization (DRO). Traditional DRO methods build statistical models
for the mean and variance of the response variable by fitting the models to
experimental data. Then, an optimal setting of input variables is obtained by
analyzing the fitted models. This model based approach assumes that the sta-
tistical model is fitted well to the data. However, it is often difficult to satisfy this
assumption when dealing with a large volume of operational data from manu-
facturing line. In such a case, data mining approach is an attractive alternative.
We proposes a particular data mining method by modifying patient rule
induction method for DRO. The proposed method obtains an optimal setting of
the input variables directly from the operational data where mean and variance
are optimized. We explain a detailed procedure of the proposed method with
case examples.

Keywords: Dual response optimization � Design of experiments � Patient rule
induction method

1 Introduction

The response surface methodology (RSM) consists of a group of techniques used in the
empirical study between a response and a number of input variables. The researcher
attempts to find the optimal setting for the input variables that either maximizes or
minimizes the response (Myers et al. [1]). RSM assumes that that variance of the
response is constant and focuses on the optimization of mean of the response. How-
ever, the constant variance assumption may not be valid in practice. In such cases, not
only the mean response but also the standard deviation response should be considered
in determining the optimum conditions for the input variables.

Dual response optimization (DRO) attempts to optimize both mean and variance of
the response. Conventional approach to DRO is building statistical models for mean
and standard deviation of the response by fitting the models to experimental data. Then,
an optimal setting for the input variables is obtained by analysing the statistical models
(Lee et al. [2], Lee and Kim [3]).
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This conventional approach may have two practical limitations. First, efforts for
conducting experiments can be burden for process engineers. In order to build the
statistical models, experiments are conducted and experimental data are gathered.
In DRO, usually a large number of experiments are conducted because replicate
experiments at each design point are needed to fit the statistical model for standard
deviation of the response whereas replicate experiments are not mandatory in con-
ventional RSM. Thus, efforts for conducting many experiments can be burden for
process engineers. Second, mean and standard deviation of the response at the optimal
setting for the input variable have uncertainty (Lee and Lee [4]). This is because the
optimal setting is obtained from the prediction models. Care must be taken for the
uncertainty issue when the prediction capability of the prediction models is poor. As
the prediction model varies from the true model, the resulting optimal setting may be
quite far from being optimal (Xu and Albin [5]). Also, it is reported that the prediction
capability of prediction models is often poor when the models are fitted to operation
data from manufacturing lines whose volume is typically large.

In many cases, it is common to have the operational data rather than experimental
data. This phenomenon becomes very common these days due to the development of
information technology such as IOT (internet of things) technology in manufacturing
lines. In this environment, data from equipment in manufacturing lines are gathered
automatically by sensors and stored. Analysing the operational data becomes more
important in these days.

When a large volume of operational data such as data from manufacturing lines are
available, data mining approach is a good alternative for resolving the aforementioned
difficulties. Data mining approach does not use the prediction model, thus, it is free
from the uncertainty issues. Also, it utilizes operational data, thus, no experiments are
required. One of attractive data mining approach to process optimization is a patient
rule induction method (PRIM) (Friedman and Fisher [6]). PRIM searches a set of sub
regions of the input variable space within which the performance of the response is
considerably better than that of the entire input domain (Chong et al. [7]).

PRIM has been adopted for process optimization in some literatures. Chong et al.
[7] adopted PRIM for the process optimization. This work focuses on the optimization
of mean of a single response variable assuming that variance of the response variable is
stable. However, the stable variable assumption may not valid in practice. Lee and Kim
[8] adopted PRIM to optimize multiple response variables. This work also neglects the
optimization of the variability of the response variables.

Overall, no works have adopted PRIM for solving the dual response problem where
mean and standard deviation of the response variable are optimized simultaneously. We
believe that PRIM is an attractive alternative for solving the dual response problem
because it can resolve practical difficulties resulted from building statistical models. In
case of the operational data, building a statistical model for standard deviation of the
response variable is often not possible because standard deviation can be only esti-
mated when replicates data available. In PRIM, the replicates are not required because
it does not build statistical models.

The purpose of the proposed method is to optimize the mean and standard deviation
of the response variable simultaneously by adopting PRIM. The proposed method is
“model-free approach,” thus, it is free from the uncertainty issues resulted from the
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model building. Also, it utilizes the operation data, thus, no effort for conducting
experimental data is needed.

The rest of the paper is organized as follows. In Sect. 2, the existing DRO methods
and PRIM are reviewed. In Sect. 3, the proposed method is presented. In Sect. 4, the
proposed method is illustrated by a case example. Finally, concluding remarks are
made in Sect. 5.

2 Literature Review

2.1 Dual Response Optimization

DRO attempts to find a set of input variables that simultaneously optimize the mean
and standard deviation of the response. In DRO, the mean and standard deviation of the
response are modeled based on experimental data. They are often modeled as quadratic
functions of the input variables xi (i = 1, 2,…, p). The two models for the mean and
standard deviations can be represented as follows:

x̂l xð Þ ¼ b̂0 þ
Xp

i¼1
b̂ixi þ

Xp

i¼1
b̂iix

2
i þ

XXp

i\j
b̂ijxixj;

x̂r xð Þ ¼ ĉ0 þ
Xp

i¼1
ĉixi þ

Xp

i¼1
ciix

2
i þ

XXp

i\j
ĉijxixj;

where x̂l xð Þ and x̂r xð Þ are the estimated mean and standard deviation of the response,
respectively.

DRO was first presented by Myers and Carter [9] and popularized by Vining and
Myers [10]. Vining and Myers [10] minimize the standard deviation response while
keeping the mean response at the specified target. Lin and Tu [11] suggest a way of
minimizing the mean squared error (MSE). The MSE consists of a squared bias
component and a variance component:

MSE ¼ x̂l � T
� �2 þ x̂2

r;

where T is the target of the mean response.
Most of the existing DRO methods can be considered as “model-based approach.”

The mean and standard deviation of the response are modelled in the form of “response
surface” based on RSM framework. However, this model-based approach has the
uncertainty issue described in Sect. 1. Furthermore, it is not appropriate for the large
volume of operational data due to poor prediction capability. Thus, we propose a
particular model-free approach for dual response optimization, called dual response
PRIM (DR-PRIM).

2.2 Patient Rule Induction Method

PRIM searches a set of sub regions of the input variable space within which the
performance of the response is considerably better than that of the entire input domain
(Chong et al. [7]). Here, the response is considered a larger the better type of response.
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Although PRIM originally allows the input variables to have both real and categorical
values (Friedman and Fisher [6], Chong et al. [7]), only real valued input variables are
considered here for the sake of simplicity in presentation.

For the p input variables x1, x2,…, xp, a p-dimensional box B is defined as the
intersection.

B ¼ s1 � s2 � � � � � sp; ð1Þ

where sj is a subrange of the jth input variable, xj, denoted by sj ¼ lj; uj
� �

where lj and
uj are lower and upper limits, respectively.

Suppose that we have N observations denoted by {(yi, xi), i = 1, 2,…, N} where yi
and xi are values of the response variable and the input variables of the ith observation.
xi is a p-dimensional vector denoted by xi = (xi1, xi2, …, xip). When xi locates in the
box B (i.e., l1 � xi1 � u1; l2 � xi2 � u2; . . .; lp � xip � up), it is denoted by xi 2 B.

Given a box B and observations {(yi, xi), i = 1, 2,…, N}, there are two statistics that
describe the properties of the box B. The first one is the support bB which denotes the
proportion of the observations located in the box B.

bB ¼ nB
N

;

where nB denotes the number of observations which are located inside the box B.
The supports ranges zero to one. When all of observations locate in the box B, bB ¼ 1.
The second one is the box objective ObjB, the mean value of the response in the
box B.

ObjB ¼ yB ¼ 1
nB

X

xi2B
yi:

The main idea of PRIM is presented below. Given observations {(yi, xi), i = 1, 2,…,
N}, an initial box B0 is formed by defining lj ¼ mini¼1;2;...;N xij, uj ¼ maxi¼1;2;...;N xij,
j = 1,2,…, p. From B0, 2p candidate boxes denoted by {C01−, C01+, C02−, C02+,…, C0p−,
C0p+} are created. The candidate boxes C0j− and C0j+, j = 1,2,…, p are obtained by
peeling 100a% of the observations in the box B0. The parameter a determines peeling
rate, typically its value is set to a small value between 0.05 and 0.1. Then, PRIM chooses
the one having the largest box objective among the candidate boxes and lets this box be
B1. If the support of B1 is greater than a stopping parameter, b0, then PRIM continues to
do more peelings to generate next box B2. Otherwise, the algorithm ends. This iterative
process continuous until the support of the box becomes less than the predetermined
value, b0. The value of b0 determines stability of the box. When b0 is too small, the box
often becomes over fitted. According to Friedman and Fisher [6], it is recommended to
set b0 value between 0.05 and 0.1.
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3 Proposed DR-PRIM

In this section, the proposed method, called dual response PRIM (DR-PRIM) is pre-
sented. DR-PRIM is a modified PRIM which attempts to optimize the mean and
standard deviation of the response variable. As aforementioned in Sect. 1, the existing
“model-based approaches” to dual response optimization have a limitation in that the
prediction models are often difficult to explain the large number of operational data.
The prediction capability of the models are often too low, thus, the obtained setting of
the input variables may far from the optimal. In contrast, the proposed DR-PRIM is a
“model-free approach” which is free from the low prediction capability issue.

Figure 1 shows the pseudo-code of DR-PRIM. It consists of 4 steps. Steps 2, 3 and
4 iterate until the stopping criterion is satisfied. Detail of each step is described below.

Step 1. Set Values of Parameters. In this step, the values for the two parameters
a and b0 are determined. Typically, a value is recommended to be set to a small value
between 0.05 and 0.1 which is faithful to the original concept “patient” rule induction.
Typically, b0 is set to be 0.05. See Friedman and Fisher [6] for the discussion on the b0
value. Next, the initial box B0 is defined.

B0 ¼ s01 � s02 � . . .� s0p;

where s0j ¼ l0j; u0j
� �

is a subrange of xj, j = 1,2,…,p. Given observations {(yi, xi),
i = 1, 2,…, N}, subranges are defined by l0j ¼ mini¼1;2;...;N xij, u0j ¼ maxi¼1;2;...;N xij,
j = 1,2,…, p. The box objective of the box B0 is defined by

ObjB0 ¼ yB0
� T

� �2 þ s2B0
; ð2Þ

where YB0 is the mean value of the response of the observations located in the box B0.
Because the box B0 contains all of N observations in Step 1, YB0 is the mean of all yi’s.
Here, we assume that the response is the nominal the best type of which target value is
T. s2B0

is the sample variance of the response of the observations located in the box B0.
s2B0

is calculated by

s2B0
¼

PnB0
i¼1 yi � YB0

� �2

nB0 � 1
;

1: Set values of parameters
2:    repeat
3:      Generate candidate boxes to be peeled
4:      Select the candidate box having the smallest objective value as the box Bm
5:    until 

Step 1

Step 2
Step 3
Step 4

Fig. 1. Algorithm of DR-PRIM
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where nB0 is the number of observations which are located in the box B0. Similarly, s2B0

is the sample variance calculated by all yi’s because the box B0 contains all of
N observations.

The box objective is sum of two terms one for bias and the other one for variance. It
is called as mean squared error (MSE). By using MSE as the box objective, the
variance is also considered in the optimization. This is one of the main differences from
the original PRIM. MSE has been employed as an optimization criterion on various
researches. In DRO, MSE was adopted as the optimization criterion in the researches of
Lin and Tu [11], Ding et al. [12], Jeong and Kim [13], and Lee and Kim [3].

Step 2. Generate Candidate Boxes to be Peeled. For xj, two candidate boxes denoted
by Cj� and Cjþ are generated.

Cj� ¼ s01 � � � � � sð�Þ
0j � � � � � s0p;

Cjþ ¼ s01 � � � � � sðþ Þ
0j � � � � � s0p; j ¼ 1; 2; � � � ; p;

where sð�Þ
0j ¼ xj að Þ; u0j

� �
and sðþ Þ

0j ¼ l0j; xjð1�aÞ
� �

: xj að Þ is the a-percentile of xj in the box

B0 (i.e., Pr xj\xj að Þjx 2 B0
� � ¼ a) (Lee and Kim [8]). A total of 2p candidate boxes are

generated.

Step 3. Select the Candidate Box Having the Smallest Box Objective as the
Box Bm. The box objectives of the candidate boxes are calculated by Eq. (2). A total of
2p box objectives are calculated. It should be noted that small value of MSE is preferred
so the candidate box having the smallest box objective value is preferred. Therefore, the
candidate box having the smallest box objective is selected as the box B1.

Step 4. Check if the Stopping Criterion is Satisfied. If the support of the box B1, bB1
;

is smaller than the predetermined threshold, b0, the algorithm ends with the box B1.
Otherwise, the algorithm goes to Step 2 again and conducts the next peeling from Steps
2, 3, and 4 in order to generate the next box B2 from B1. This iterative procedure
continues until the stopping criterion is satisfied.

4 Example: Concrete Compressive Strength Problem

In this section, the proposed DR-PRIM is illustrated via a case example, called concrete
compressive strength problem (Yeh [14]). The response is concrete compressive
strength (y) and it is affected by eight input variables (x1, x2,…, x8) such as cement,
blast furnace slag and so on. The purpose of this case study is to keep the mean of y at
its target value, 60 (=T), while minimizing the standard deviation of y by controlling
the input variables. We explain the optimization process by DR-PRIM and compare the
optimization result with that of regression modelling approach.
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4.1 Optimization of the Concrete Compressive Strength Problem

Step 1. Set Initial Parameters. Two parameters are set as a ¼ 0:05; b0 ¼ 0:05. The
initial box B0 is set as interaction of the sub ranges of the eight input variables (i.e.,
B0 ¼ s01 � s02 � . . .� s08). The total number of observations, N, is 1030. The sub-
range of each input variable is given in Table 1. The mean and variance of response of
observations are 35.82 and 279.08, respectively. Thus, the box objective of B0 is
calculated by ObjB0 ¼ 35:82� Tð Þ2 þ 279:08 ¼ 863:75

Step 2. Generate Candidates to be Peeled. For each input variable, candidate box is
generated. A total of 16 candidate boxes C1�;C1þ ;C2�;C2þ ; � � � ;C8�;C8þ ; are
generated. For example, C3�andC3þ are given below.

C3� ¼ s01 � � � � � sð�Þ
03 � � � � � s08; C3þ ¼ s01 � � � � � sðþ Þ

03 � � � � � s08;

where sð�Þ
03 ¼ x3 0:05ð Þ; u03

� �
and sðþ Þ

03 ¼ l03; x3 0:95ð Þ
� �

.

Step 3. Select the Candidate Box Having the Smallest BoxObjective as the BoxBm.
The box objectives of the 16 candidate boxes are calculated. They are ObjC1− = 831.30,
ObjC2− = 859.82, …, ObjC8− = 700.02, ObjC1+ = 894.47, ObjC2+ = 863.69,…,
ObjC8+ = 891.31. The box having the smallest box objective is C8�, thus, C8� is defined
as B1. Its box objective is smaller than ObjB0 (i.e., 700.02 < 863.75). It should be noted
that the support of B1 is bB1

¼ 0:63. Usually, bB1
is 0.95 when the peeling rate is 0.05.

However, in this particular example, 37% of observations were peeled off in the first
iteration, thus, bB1

becomes 0.63. This is because a lot of observations have same value
of x8, thus, they were excluded together by a single peeling process.

Step 4. Check if the Stopping Criterion is Satisfied. Because bB1
[ b0 (i.e.,

0.63 > 0.05) the algorithm goes back to Step 2. Then, peeling and candidate box
selection are conducted to generate the next box B2. This iterative process continues
until the support becomes less than 0.1. As a result, a total of 24 iterations of Steps 2, 3,
and 4 are conducted. The final box, B24, is given in the last row in Table 2. The mean
of B24 is 64.16 which quite close to its target value 60. The box objective of B24 is
113.4 which is quite smaller than that of B0.

Table 1. Subranges of input variables

x1 x2 x3 x4 x5 x6 x7 x8
l0j 102 0 0 121.8 0 801.0 594.0 1.0
u0j 540 359.4 200.1 247.0 32.2 1145.0 992.6 365.0
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4.2 Comparisons of DR-PRIM with Original PRIM

As a further analysis, the proposed DR-PRIM is compared with the original PRIM
proposed by Friedman and Fisher [6]. The original PRIM only considers the mean of
the response variable. Table 2 compares the optimization results of PRIM and
DR-PRIM. The mean of response by PRIM is 59.97 which is very close to the target
value 60, however, the variance resulted by PRIM is 171.10 which is quite larger than
that of DR-PRIM. As a result, the confidence interval (C.I) is wider than that of
DR-PRIM. This means that the uncertainty of response value from PRIM is larger than
that of DR-PRIM. Similarly,MSE resulted from PRIM is 171.1 and it is larger than that
of DR-PRIM (i.e., 171.1 > 113.4).

We plotted peeling trajectory to see changes in mean and variance with respect to
the support. Figures 2 and 3 show the peeling trajectories of PRIM and DR-PRIM,
respectively. In case of mean (Fig. 2), the mean value of PRIM approaches the target
value 60 rapidly as the support changes from 0.63 to 0.1. Then, it slowly approaches
the target value as the support decreases from 0.1 and stops at 59.97 when the support
reaches 0.05. In contrast, the mean value of DR-PRIM increases as the support
decreases.

Table 2. Comparison of DR-PRIM and modelling approach

Method x� y s2y 95% C.I

PRIM 165 � x1 � 475, 11 � x2 � 189, 1.7 � x5 � 22,
852.1 � x6 � 1081, 56 � x8 � 100

59.97 171.10 [54.89,
65.05]

DR-PRIM 165 � x1 � 469, 19 � x2 � 262.2, x3 � 159.9,
126.6 � x4 � 181.7, x5 � 6.9,
852.1 � x6 � 1076, 56 � x8 � 100

64.16 91.85 [61.21,
67.11]
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Fig. 2. Peeling trajectory for the case example by DR-PRIM and PRIM. Mean vs. support
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In case of variance (Fig. 3), the variance value of PRIM decreases as the support
decreases from 0.63 to 0.1. However, it increases rapidly as the support decreases from
0.1. This phenomenon implies that the boxes are unstable in the range where the
support is less than 0.1. In contrast, the variance value of DR-PRIM continuously
decreases as the support decreases which means that the boxes obtained by DR-PRIM
are more stable.

Figure 4 shows the relationship between mean and variance of the response
according to PRIM and DR-PRIM. In case of PRIM, the variance ranges roughly from
140 to 200 when the mean is near 60. This implies that PRIM is good at keeping mean
at the target value 60, however, the variance is high and unstable. In case of DR-PRIM,
the variance decrease to 91.85 and this value is quite less than that of PRIM.
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Fig. 3. Peeling trajectory for the case example by DR-PRIM and PRIM. Variance vs. support
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Fig. 4. Variance vs. mean for the case example boxes by DR-PRIM and PRIM.
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4.3 Cross Validation of the Optimization

The obtained optimal box works well for the given data; however, it may not do for
other data. When the obtained optimal box works well only for the given data, the
obtained box can be considered to be over-fitted. In this regard, we conducted cross
validation to check whether the obtained box is over-fitted or not.

First, we randomly split the existing entire data into the training set and the vali-
dation set. As a result, two-third of the entire data became the training set and the other
data became the validation set. The optimization was conducted with the training set,
thus, the optimal box was derived from the training set only. Then, the box objective of
the optimal box was recalculated by using the data of validation set. Table 3 reports the
box objective values of the optimal box from the data of training and validation sets.
MSE from the validation set is slightly larger than training set, however, the difference
is not significant. This indicates that the obtained optimal box is not over-fitted.

5 Conclusion

In this work, we proposed a modified version of PRIM, called DR-PRIM. DR-PRIM
attempts to optimize mean and variance without building the response surface models. It
obtains an optimal setting of input variables directly from the operational data in which
mean and variance are optimized. We illustrated DR-PRIM with a case example and
compared the optimization result with that of PRIM and regression modelling approach.
It has been shown that DR-PRIM works well and has advantages in finding the optimal
box where the mean of response is close to the target (i.e., small bias) and variance is low.

On the other hand, tradeoffs between mean and standard deviation of the response
variable should be considered. The mean and standard deviation of the response
variable are often in conflict. Investigating the tradeoffs is helpful to obtain a more
satisfactory solution. One possible approach is to adopt a weightedMSE (WMSE) as the
box objective in DR-PRIM and iteratively solve the problem by gradually changing
weighting factors for the mean and standard deviation. Then, the tradeoff relationship
between mean and standard deviation of the response variable can be figured out.
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Abstract. The paper presents an integrated assessment process for the identi-
fication of scenarios of cultural landscape sustainable valorization in a partic-
ularly significant area of southern Italy characterized by tangible and intangible
resources. The decision-making process uses multi-methodological evaluations
in order to support the development of scenarios and alternatives policy
strategies, aimed at pre-order a territory development system subject of study.
The methodological pathway is structured to allow the interaction among dif-
ferent techniques, which are selected in order to outline a decision support
system, dynamic, flexible and adaptive, sensitive to the specificities of the
context and oriented to the development of intervention strategies based on of
experts and common knowledge, and on recognized and shared values. The
selection of ‘conscious actions’ helps to reduce conflicts turning them in syn-
ergies, recognizing that the essential components of a landscape are multidi-
mensional and complex and where interact different systems of values and
relationships. Therefore, the strategies will be feasible or practicable in pro-
portion to what projects will tend to achieve the idea of “scenario” for the site
shared by social and institutional actors of the local system.

Keywords: Cultural landascape � Complex values � Decision support �
Integrated evaluations � Multi-methodological evaluations � Multicriteria
analysis

1 Introduction

Today the transformation of the territory represents complex decisional problems, and
this highlights the need, more and more evident, to use appropriate evaluation tools for
intervention projects. In fact, the plurality of possible solutions strongly require the
question of the assessment as a fundamental tool for the comparison of different
alternatives and the choice of best “compromise” solution, in order to ensure a pro-
gressive accumulation of knowledge. The evaluation of urban transformation alterna-
tive scenarios consequently needs to be placed in a correct evaluation framework,
starting from the design and planning process, able to ensure the proper effects analysis
of the strategic choices for the territory. Therefore, starting by an analysis of the
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applicable evaluation procedures, the paper highlightes how the evaluation may be seen
as communication and knowledge production tool, capable of fully expressing its
potential when organically integrated in the same project methodology [1]. The eval-
uation constitutes the basis of dialogue among knowledge and values, able to translate
this dialogue in the selection of objectives and actions, in the identification of key
values and associated meanings, exploring opportunities and building alternatives,
analysing the possible impacts and effects and supporting the management of complex
systems with multiple priorities. The integration of different values in the
decision-making process helps to build greater acceptability and trust in public deci-
sions [2], including the different perspectives and trying to reduce conflict [3].

In this paper, in order to identify a sustainable strategy for the valorisation of the
cultural historical landscape of a particularly significant area in Southern Italy, char-
acterized by tangible and intangible resources and values, a multi-methodologic
evaluation process has been structured in order to support the development of scenarios
and alternative intervention strategies. The study was conducted through the applica-
tion of techniques and experimental approaches to a real case. On the operational side,
the strategies will be feasible to the extent that the projects will tend to realize the idea
of “scenario” of the site, shared by social and institutional actors of the local system.
The activity of identifying the potentialities and criticality, or rather representing
prefiguration “scenarios” of the immediate future, is finalized to pre-order a territory
development system.

The purpose of this study is to provide an operational decisions support framework
in order to support policy makers in their future strategic decisions by using a
multi-methodological approach, allowing to justify the allocation of public resources
with rational arguments able to better deal with critical steps and avoid preconceptions
in decision-making. Multi-methodological approaches [4, 5] can be defined as a
structured process designed to cope with multidimensional systems and complex
problems using knowledges from different disciplines. Therefore, the multidisciplinary
approaches deal with multidimensional systems, multi-stakeholder perspectives, using
qualitative-quantitative approaches to better study alternative options. Although on the
use of multi-methodological approaches there is a broad discussion in decision-making
policies, best practices are still scarce [6]. In particular, this paper proposes a
group-learning process as decision support methodological framework evolving
through three main methods, Stakeholder Analysis, Cognitive Mapping and Multicri-
teria Analysis. Cognitive Mapping and Stakeholder Analysis have been used in the
literature in combination with Multicriteria Analysis [7]. So far, there is no experiment
in a real context of the joint use of the three proposed methods in this study, namely the
Stakeholder Analysis [8]; Cognitive Mappings [9] and the specific Multicriteria of
Regime [10–14]. The reasons that led to the choice of this specific method can be
summarized as follows:

1. The Cognitive Mapping are considered one of the most promising tools for struc-
turing problems before the application of Multicriteria Decision Aiding [7, 15].

2. The Stakeholder Analysis, in the form of interest matrix, is particularly suitable for
completing Multicriteria technique, in a collaborative decision making process and
in a context that does not effectively support reaching a consensus in the elicitation
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phase of preferences [7], referring the need to aggregate different points of view
based on their different levels of importance. In addition, stakeholder analysis has
shown to be a very important preliminary step in multi-dimensional decision
making processes [8], as detailed in Sect. 2.

3. The Regime multicriteria method [10–14] is a method of supporting the decision
that, in addition from the possibility of considering data of different nature (quan-
titative and qualitative) [16], offers the opportunity to assign different weights to the
identified criteria, to manage the conflict between goals and to deduce the priorities
among alternative options.

In particular, this paper presents the following structure: in Sect. 2 the results of a
multi-methodological approach are presented (Fig. 1); the results have contributed to
the development of five scenarios of intervention, alternatives with each other. For the
evaluation purposes, Multi-criteria Analysis has been elaborated with reference to three
objectives and five criteria, deducting a ranking of preferability among the suggested
scenarios, applying the Regime multicriteria method (Sect. 2.1). In the conclusions
(Sect. 3) the paper proposes final considerations on the opportunity to use a Multi-
criteria valuation approach in the conservation and enhancement of the cultural
landscape.

2 Multi-methodological Evaluations Applied to the Case Study

Starting from the definition of Historic Urban Landscape (HUL) [17, 18], this paper
explores the theme of the historic urban landscape being understood as a ‘common
good’, the result of a historical stratification of cultural values and natural, tangible and
intangible components. This field of investigation and experimentation provides an
innovative model of local development [19, 20].

Fig. 1. Methodological framework of the multi-methodological evaluations
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Specifically, the landscape that is the subject of study, ‘Costa Viola’, consists of 15
municipalities situated in the province of Reggio Calabria. These are very heteroge-
neous, both in terms of location and territorial extension, and also in cultural and
economic resources. The territory is characterized not only by small coastal munici-
palities, but also by more extended hilly municipalities, as well as municipalities that
include both a coastal landscape and rural territory.

The fundamental characteristics to be considered in the pursuit of sustainable
development of the landscape system are:

• Landscape heritage, characterized by high biodiversity and numerous cultural assets
not networked among themselves

• A heterogeneous and fragile territorial system
• Hydrogeological risk
• Abandonment of agricultural terraces, which are a fundamental component of the

cultural landscape system
• Agricultural terraces becoming fragmented
• Heterogeneity of the activities and of the local productions
• Seasonal tourism
• Many communities’ funding often being spent without an integrated strategy

In the area being studied, in the years of past programming, a several negotiated
programming tools were implemented using structural funds from the European
Community. When studying the programming and planning tools currently in place,
one finds a lack of overall unitary vision, in terms of the lack of coordination and
integration of the projects with the different resources and landscape components, and
also within the entire local system. However, this reconnaissance of the programming
and measures in place allows us to compare the current situation with a more advan-
tageous vision, and therefore to define the design scenarios towards which the future
management of the site should be guided.

Therefore, activity preliminary to evaluation found it appropriate to engage a
methodological path through a structured evaluation process, which combines different
techniques for each of the phases of the decision-making process: this is coherent with
applying the Systems Thinking Approach [21–24] to problem solving. The evolution of
the ways of structuring decision-making processes has led to the combination of
analysis techniques, evaluation and public involvement. Particular attention has been
paid to building evaluation processes that can consider conflicts of interest, the plurality
of viewpoints and different responsibilities; these processes are built through dialogue
and discussion with to the entire community [25–29].

The multi-methodological evaluations selected are finalised to configure a decision
support system oriented towards the elaboration of sustainable scenarios for transfor-
mation, enhancement and promotion. These must be able to reflect the interactive and
dynamic dialogue between experts and communities’ knowledge of values recognized
and shared, and which can therefore manage the complexity of the interests and
objectives involved.
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As part of this strategic decision-making process, the strategic operational devel-
opment plan for sustainable development appears to have value as a development tool,
specifically for the launch of new and advantageous possibilities of land development on
multiple levels and in further directions. As a strategic tool, the plan selects the short-
and long-term objectives and how to achieve them, while the operative tool defines a
system of actions to be implemented for sustainable local development [20, 30].

The methodological approach is structured in three phases, as identified in Fig. 1.
The initial phase of analysis has resulted in the organization of the valid regulatory
framework, the identification of the planning instruments currently in use in the ter-
ritory, and the construction and selection of appropriate qualitative and quantitative
indicators representative of the specific problems. The construction of the indicators
was carried out with reference to specific thematic areas, such as population, the
economy, tourism, transport, infrastructure (ground and underground), hydrosphere,
landscape, cultural heritage, and services. On the basis of the selected indicators, the
criticalities and potentialities of the territory have been defined in terms of the possible
actions of the project, structured in accordance with the Fish Bone Diagram [31]. The
diagram classifies the criticalities and the potentialities identified based on their
importance, evaluated according to an appropriate rating scale (high, medium, or low
importance).

In the central phase, Institutional Analysis has produced a map identifying the
various stakeholders, dominant and important figures in the local culture, and char-
acteristics of the places [29]. The stakeholders have been grouped into three prevalent
groups: promoters, operators and users. The first group includes the institutions and
experts, i.e. those who have a strong influence on making choices oriented towards the
common good, due to their knowledge and skills, their strategic positioning, and their
representativeness. The second group includes the operators of receptive and produc-
tive activity, but also the associations (operators in the dominant economic and social
sectors). The third group, finally, comprises citizens and tourists who are also involved
in policy making. To identify the views of stakeholders, in-depth interviews were
carried out using the CATWOE approach [32], a useful tool for structuring the inter-
views and exploring the decision-making problem from multiple points of view. The
interviews were structured on the basis of asking various questions considered sig-
nificant for the sustainable enhancement programme of ‘Costa Viola’. This has high-
lighted the perception criticalities and potentialities, and identified future scenarios of
transformation and their related implementation strategies. From the analysis of qual-
itative information (criticalities, potentialities, actions, future visions, obstacles, actors
and environmental limits) contained in the interviews’ verbal protocol, it was possible
to develop cognitive maps for the different categories of stakeholders (institutions,
hotel managers, restaurateurs and traders, experts, associations, farmers, tourists and
citizens). Each cognitive map was prepared using the Decision Explorer 3.1 software.
Through the analysis and the comparison the results, it was possible to build the
structure of explicit preferences of the various parties involved, and of the future
scenarios. The revealed preferences made it possible to shape the future of the visions
and of the enhancement scenarios for the historic urban landscape.
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The final phase, that of interpreting the results of the two previous phases, has
allowed the elaboration of five alternative scenarios (A, B, C, D, E) of possible
intervention, constituted by a set of strategic actions integrated according to the
interdependencies that characterize the spatial reference system. Specifically, the
planned actions constitute specific interventions related to the local territorial system in
its entirety; these can promote an actual integrated enhancement of the landscape [33].

In this context, five specific ‘scenarios’ have been imagined (see Sect. 2.1). These
‘scenarios’ have been constructed with reference to three different territorial
dimensions:

• Cultural Heritage
• Natural Heritage
• Infrastructures of the territorial system

Each dimension has been defined by ‘strategic actions’ that respond to three
strategic ‘objectives’, identified in relation to the same representative components of
the landscape, as follows:

• Protecting and enhancing the Cultural Heritage
• Protecting and enhancing the Natural Heritage
• Improving and reinforcing the Infrastructure System

Finally, the Multicriteria Regime method has produced conclusive results that show
the preferability of the future visions for the cultural historical landscape of ‘Costa
Viola’: the overall assessment of the impacts for each scenario are defined with respect
to each strategic action, obtaining a ranking of preferability among the scenarios by
applying appropriate sensitivity analysis.

2.1 The Multicriteria Analysis

In the construction and evaluation of possible scenarios of development, multicriteria
analysis [34] can play a fundamental role in structuring and supporting complex policy
problems with multiple and often conflicting objectives. In this context, the ‘Multi-
criteria approach’ can ‘evaluate’ future scenarios that are achieved through specific
projects, and the related objectives of which are identified by the probable impacts on
the local system. This enables the choice of strategic projects and their priorities, in
order to achieve the goals set.

In addition, the multicriteria approach is able to consider the integration of the
different dimensions that coexist in the local landscape, and moreover, can interpret
current trends and the dialogue with the actors involved.

The multidimensional approach is necessary to represent the complexity of the
landscape: in this way, the multiple dimensions of the landscape become the vital
reference points for evaluating the conservation policies and redevelopment of the
cultural and environmental heritage. In particular, it contributes to the definition of
strategies, objectives and actions of the project, in order to overcome the conflict
between environmental protection and development regarding the sustainability of
territorial choices [35].
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The multicriteria evaluations allow the landscape to be ‘re-capitalized’ as heritage,
in order to build ethical development of the many tangible and intangible components
of the place. Specifically, the inheritance of the past is enhanced to produce new
wealth, which is not destructive of the consolidated values, but is able to determine
‘territorial added value’ [36].

The evaluation of the scenarios was conducted with reference to the guidelines for
Heritage Impact Assessment (HIA) [17]. The impact evaluation on cultural landscape is
a complex process involving several phases, which include the definition of the model
and the evaluation of the impact, both direct and indirect. From an operational point of
view, the overall evaluation can be achieved by combining the intensity of change with
the effects, positive or negative; for this purpose, a five-point scale was used to evaluate
the impact (from ‘very strong’ to ‘negligible’), as reported in Table 1 [37].

According to the UNESCO guidelines for each scenario, an overall evaluation of
the impacts has been produced, with reference to each strategic action and the fol-
lowing evaluation criteria

• Archaeological Heritage
• Built Heritage
• Historical Landscape
• Natural Heritage
• Infrastructural System
• Socio-Economic System

It should be noted that some strategic actions may be common to several scenarios
(Tables 2, 3, 4); the empty cells indicate that the scenario is not affected by the strategic
action. Since the assessment of the impacts is related to each strategic action, the
resulting effect (expressed on the scale of ‘very strong’ to ‘negligible’) is the same for
each scenario that contains that strategic action (Tables 5, 6, 7). The impacts are all
positive and, for ease of reading, the empty cells show null impacts. To achieve an
evaluation synthesis, a multicriteria approach has been adopted, which identifies a

Table 1. The overall assessment of the impacts (Source: Elaborated by ICOMOS 2011)

Value of
heritage asset

Intensity of change
No
change

Negligible
change

Minor change Moderate
change

Major change

Overall
assessment of
the impacts

Effect of change (positive or negative)
Neutral Weak Moderate Strong Very Strong

Very high Neutral Weak Moderate/Strong Strong/Very
Strong

Very Strong

High Neutral Weak Moderate/Weak Moderate/Strong Strong/Very
Strong

Medium Neutral Neutral/Weak Weak Moderate Moderate/Strong
Low Neutral Neutral/Weak Neutral/Weak Weak Moderate/Weak
Negligible Neutral Neutral Neutral/Weak Neutral/Weak Weak

484 L. Della Spina



preferability ranking among the different scenarios proposed. The evaluation was
structured around the three key objectives (protect and enhance the cultural landscape;
protect and enhance the natural resources; improve and strengthen the infrastructure
system) and six criteria (archaeological heritage, built heritage, historic landscape,
natural heritage, infrastructure system, socio-economic system) with respect to which
the impacts were considered [38]. Specifically, the scenarios were compared by
applying the Multicriteria Regime method [10–14]. In addition to the possibility of
considering the different nature of data (quantitative and qualitative) [16], this method
offers the opportunity to assign different weights to the identified criteria, in order to
manage the conflict among the objectives, and to deduce priorities among alternative
options.

Table 2. Strategic actions for the cultural heritage

Objective 1: to safeguard and to enhance the cultural heritage Scenarios
n. Strategic actions A B C D E

a1.1 Restoration of Agriculture Mosaics through the support
of agricultural and non agricultural activities

O O O

a1.2 Restoration of the system of terracements and its
irrigation system

O O O O

a1.3 Safeguard and recovery of the forest system, connected
to the system of terraces and its supply chain

O O O

a1.4 Protection of the distributed ancient settlements O O
a1.5 Redevelopment of settlements and environment O O
a1.6 Strengthening of the tourist accommodation and

tourism services in the inner areas: identification of
different well-equipped poles (central reception and
information services; promotion and sale of local
products; interchange station among the tourist buses,
etc.)

O O O

a1.7 Integrated redevelopment of the main rural network of
mule and trails (Rural Service) and complementary
infrastructuring to that main rural tracks (hiking trails)

O O O

a1.8 Safeguard of the centralized ancient settlements O
a1.9 Consolidation and integration of territorial polarities

consisting of historical and architectural interest assets
O O

a1.10 Integrated safeguard and enhancement of the historical
architecture of civilian type and defensive military
(such as watchtowers and defense along the coast)

O O

a1.11 Promotion of cultural network of the numerous
historical and architectural heritage spread all over the
territory, with the aim of a cultural tourist circuit, and
scholastic circuit

O O

a1.12 Enhancement of the religious tourism circuit O
a1.13 Enhancement of the museum circuit O
a1.14 Enhancement of the archaeological tourist circuit O O
a1.15 Enhancement of the early industrial architecture circuit O O O
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The method of the regime was applied using the Definite 2.0 software (DEcision on
a FINITE set of alternatives) [39]. In the first instance, the same weight was assigned to
the three objectives (0.33 for each objective, with the sum of the weights equal to 1.00),
and weights were assigned to the criteria by dividing the objective weight by the
number of criteria (equal to 6): that is, assigning a weight of 0,055 to each evaluation
criterion. The following lists of preferability were built: the first with equal weights for
all objectives (Table 8a); the second obtains a set of rankings by assigning, to each goal
in turn, more weight than the others, and equal weight to the two remaining objectives;
this analyses the sensitivity of the rankings by varying the weights (Tables 8b, c and d).
The rankings of preferability against objectives allow us to identify the following
complete ranking of preferability among scenarios:

• I: Scenario D (score 1.00)
• II: Scenario E (score 0.75)
• III: Scenario C (score 0.50)
• IV: Scenario A (score 0.25)
• V: Scenario B (score 0.00)

It is specified, therefore, that the ‘strength’ of the results is not sensitive to the
change in the distribution of weights assigned to the objectives, but to the character-
istics of each scenario’s performance with respect to the evaluation criteria.

Table 3. Strategic actions for the natural heritage

Objective 2: to safeguard and to enhance the natural heritage Scenarios
n. Strategic actions A B C D E

a2.1 Establishment of the ecological network in order to
mitigate the effects of environmental fragmentation and
to preserve biodiversity

O

a2.2 Strengthening of prevention and mitigation of natural
and anthropogenic risk factors related to landslides or
flooding, as well as the pollution of water bodies (surface
and groundwater) and marine waters

O

a2.3 Mitigation of environmental risk (prevention and control
of pollution of surface and groundwater bodies,
monitoring and reduction of hydrogeological phenomena

O

a2.4 Maintenance and reconstruction of the necessary
hydraulic-forestry arrangement

O

a2.5 Conservation and enhancement of the geological heritage O
a2.6 Networking of the various natural resources for nature

tourism and scientific-educational or also for the
recreation and free time

O O O

a2.7 Safeguard of the landscape and environmental
connotation of the landscape and environmental of the
coastline through the safeguard and enhancement of the
seabed

O O O
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Table 4. Strategic actions for the infrastructural system

Objective 1: to safeguard and to enhance the cultural heritage Scenarios
n. Strategic actions A B C D E

a3.1 Reorganization of “sea routes” through redevelopment, adaptation
and the reinforcement of maritime infrastructure, like the promotion
of “collective sea taxi” for the connection or excursions along the
coast

O O O

a3.2 Specific development interventions on the integrated system of the
not only touristic regional port infrastructure

O O O

a3.3 Redevelopment of the equipment for the coastal landing place
services

O O O

a3.4 Strengthening of the equipment for the inter coastline link services O O O
a3.5 Functional redevelopment of the landing place services for maritime

links to the islands
O O O

a3.6 Restoring of the quay for docking of the hydrofoils and adjustment of
the services for inter coastline link

O O O

a3.7 Strengthening of equipment for the interregional connecting services
to public transport aims and tourist mobility

O O O

a3.8 Realization of an intermodal terminal (rail-road-sea-way), with
realization of appropriate parking areas for private vehicles and tour
buses

O O

a3.9 Realization of an intermodal interchange station, equipped with
reception and service infrastructure in order to dispose of the volume
of vehicular traffic, optimize the connections and rationalise the flow
of tourists in the area

O O

a3.10 Integrated strengthening of the tourism services, redevelopment and
rationalise of the touristic mobility, promotion of touristic services
through urban and environmental redevelopment of poor quality
existing settlements

O O O

a3.11 Facilitation of traffic flows identifying the entry points to the coast, of
the necessary exchange areas and the related parking

O O

a3.12 Improvement of road and rail infrastructure with relative interchange
areas

O O

a3.13 Strengthening of the existing road infrastructure system, through
new parking spaces to service of the historical settlements, with
interchange areas, pedestrian walkways, ecological bus, vectors,
mechanical, etc.

O O

a3.14 Realization of a mechanical vectors system for the connection among
the coastal towns and the inner cores, like alternative and
complementary mobility system

O O

a3.15 Realization and adaptation of surface for air ambulance service and of
civil protection for tourism

O O
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Table 5. Evaluation of the impacts for the cultural heritage

Strategic
actions

Criteria Scenarios
Arch.
heritage

Built
heritage

Historical
heritage

Natural
heritage

Infrastr.
system

Soc.
econsystem

A B C D E

a1.1 VS S S O O O
a1.2 VS S M O O O
a1.3 S VS M O O O
a1.4 VS S O O O
a1.5 VS VS M O O O
a1.6 S VS O O O
a1.7 M M W O O O
a1.8 VS S O O
a1.9 S VS M VS O O
a1.10 VS M M O O O
a1.11 S M M O O
a1.12 S M S O O
a1.13 S M VS O O
a1.14 VS S O O
a1.15 S M M O O

VS – Very Strong; S – Strong; M – Moderate; W – Weak

Table 6. Evaluation of the impacts for the natural heritage

Strategic
actions

Criteria Scenarios

Arch.
heritage

Built
heritage

Historical
heritage

Natural
heritage

Infrastr.
system

Soc. econ
system

A B C D E

a2.1 VS O O O
a2.2 M VS S O O O

a2.3 M VS S O O O
a2.4 S O O O
a2.5 S O O O

a2.6 S M O O O
a2.7 S M O O O

VS – Very Strong; S – Strong; M – Moderate; W – Weak
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Table 7. Evaluation of the impacts for infrastructural system

Strategic
actions

Criteria Scenarios
Arch.
heritage

Built
heritage

Historical
heritage

Natural
heritage

Infrastr.
system

Soc. econ
system

A B C D E

a3.1 VS M O O O
a3.2 VS M O O O
a3.3 VS M O O O
a3.4 VS M O O O
a3.5 VS M O O O
a3.6 VS M O O O
a3.7 VS M O O O
a3.8 VS M O O
a3.9 S M O O
a3.10 M S S O O O
a3.11 S M O O
a3.12 S M O O
a3.13 VS M O O
a3.14 S W O O
a3.15 M W O O

VS – Very Strong; S – Strong; M – Moderate; W – Weak

Table 8. Evaluation multicriteria: ranking scenarios

(a) Equal weight to the three
objectives

(b) Greater weight for objective:
to protect and to enhance the
cultural heritage

Regime Regime
Scenario D 1.00 Scenario D 1.00
Scenario E 0.75 Scenario E 0.75
Scenario C 0.50 Scenario C 0.50
Scenario A 0.25 Scenario A 0.25
Scenario B 0.00 Scenario B 0.00
(c) Greater weight for objective:
to improve and to reinforce the
infrastructure system

(d) Greater weight for objective:
to protect and to enhance the
natural heritage

Regime Regime
Scenario D 1.00 Scenario D 1.00
Scenario E 0.75 Scenario E 0.75
Scenario C 0.50 Scenario C 0.50
Scenario A 0.25 Scenario A 0.25
Scenario B 0.00 Scenario B 0.00
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3 Conclusions and Discussion

The study explored the potential of an integrated approach in the elaboration of ter-
ritorial development strategies, focusing on several specific values and on the complex
resources that characterize the cultural historical landscape of ‘Costa Viola’. The
multi-methodological evaluation approach thus structured was an experimentation
within a wider research course, aimed to delineate decision-making processes oriented
towards the elaboration of shared design choices [1, 30, 40, 41]. The combined
application of different methods and techniques originated from disciplines not nec-
essarily those of the evaluation, and addressed a complex decision problem [20, 33],
characterized by multiple variables and a high level of uncertainty, in an incremental
and cyclical evaluation process that was characterized by constant feedback and by
constant interactions. This method outlined a development plan conscious and shared
for the transformation and enhancement, coherent with the principles underlying the
approach HUL [17, 18]. This complex decision making requires an active collaboration
between the various skills involved and the constant comparison among the territories
and stakeholders. This implies that the length of the process depends on the
time-period, and on the difficulties, obstacles and dynamics that arise in real contexts
[19]. In an integrated decision-making approach, the need to examine ‘complex values’
[42] supports the structuring of a process of multicriteria evaluation, aimed towards the
elaboration of strategic actions and objectives. This approach should be able to con-
sider the material and immaterial values, objective and subjective, of use and non-use,
as well as intrinsic values, and their synergistic and complementary relationships, in
order to formulate actions. A methodological approach developed in accordance with
the proposed model requires that the construction of the cognitive framework is
developed over time and accompanies the development of the design choices, con-
stantly drawing on new contributions. The methodological approach thus configured
can provide a useful new stimulus to drive the following: the selection of information;
the identification of values; the analysis of conflicts; and the construction of shared
preferences oriented towards the development of transformation scenarios that respond
to the needs of decision-making contexts that are characterized by complexity and
uncertainty [30]. As part of the experiment applied to the case study, the use of an
integrated and multi-methodological approach has considered the character of the
Historical Urban Landscape with its different multi-dimensional components, the
system of tangible and intangible relations, and its perception by stakeholders. This has
allowed this research to identify the different priorities, and select those actions
appropriate to the context, in order to reflect changes in an interactive and dynamic
dialogue among communities, local expertise and experts [43].

This type of evaluation approach takes shape and is fed through the concept of
HUL [17, 18], by the fielding of the tangible and intangible components and their
mutual relations, and by developing in a dynamic and interactive process. The
methodological approach proposed constitutes a possible means of constructing
alternative intervention strategies in contexts that present the characteristics of the
HUL. According to this concept, the system of tangible and intangible relations is an
integral part of the local specific characteristics, and requires an integrated approach for
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its understanding, interpretation and evaluation. The approach proposed in this paper
therefore has an innovative value that derives not only from experimenting with the
mix of specific techniques to support decision making with a participatory approach,
but also from testing these techniques in the context of public policy and cultural
heritage management, where the combination of qualitative and quantitative methods
seems to offer greater benefits [6]. Another interesting aspect of the work is linked to
the use and demonstration of how prescriptive decision-analysis and participatory
problem-structuring can generate new consensus alternatives in a real decision-making
process. Therefore, the proposed integrated decision aid is thus expected to constitute a
transferable framework to support policy makers in their strategic decisions.

In conclusion, a flexible and adaptive methodological course, combining complex
evaluation techniques and stakeholder involvement techniques, can help build
enhancement strategies and promote good governance [40]; these processes can
improve the local deliberative democracy through effective collaboration among
developers, operators and users. With the support of integrated evaluation approaches,
it is possible to build shared actions in a long-term vision that is aimed at developing
and making public decisions effectively.
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2007-2013 Avviso n. 713/Ric. del 29/10/2010 - Titolo III - “Nuovi distretti e laboratori”.

References

1. Della Spina, L., Scrivo, R., Ventura, C., Viglianisi, A.: Urban renewal: negotiation
procedures and evaluation models. In: Gervasi, O., Murgante, B., Misra, S., Gavrilova, M.L.,
Rocha, A.M.A.C., Torre, C., Taniar, D., Apduhan, B.O. (eds.) ICCSA 2015. LNCS, vol.
9157, pp. 88–103. Springer, Cham (2015). doi:10.1007/978-3-319-21470-2_7

2. Stirling, A.: Analysis, participation and power: justification and closure in participatory
multi-criteria analysis. Land Use Policy 23, 95–107 (2006)

3. Liu, S., Sheppard, A., Kriticos, D., Cook, D.: Incorporating uncertainty and social values in
managing invasive alien species: a deliberative multi-criteria evaluation approach. Biol.
Invasions 13, 2323–2337 (2011)

4. Creswell, J.W., Plano Clark, V.L.: Designing and Conducting Mixed Methods Research.
Sage, Thousand Oaks (2011)

5. Morse, J., Niehaus, L.: Mixed Method Design: Principles and Procedures. Left Coast Press,
Walnut Creek (2009)

6. Myllyviita, T., et al.: Mixing methods-assessment of potential benefits for natural resources
planning. Scand. J. For. Res. 29(1), 20–29 (2014)

7. Stewart, T.J., Joubert, A., Janssen, R.: MCDA framework for fishing rights allocation in
South Africa. Group Decis. Negot. 19, 247–265 (2010)

8. Dente, B.: Understanding policy decisions. PoliMI SpringerBriefs. Springer, Heidelberg
(2014)

9. Eden, C.: Cognitive mapping: a review. Eur. J. Oper. Res. 36, 1–13 (1988)

Integrated Evaluation and Multi-methodological Approaches 491

http://dx.doi.org/10.1007/978-3-319-21470-2_7


10. Hinloopen, E., Nijkamp, P., Rietveld, P.: The regime method: a new multicriteria technique.
In: Hansen, P. (ed.) Essays and Surveys on Multiple Criteria Decision Making. LNE, vol.
209, pp. 146–155. Springer, Heidelberg (1983). doi:10.1007/978-3-642-46473-7_13

11. Hinloopen, E., Nijkamp, P., Rietveld, P.: Qualitative discrete multiple criteria choice models
in regional planning. Reg. Sci. Urban Econ. 13, 73–102 (1983)

12. Hinloopen, E.: De Regime Methode, MA thesis, Interfaculty Actuariat and Econometrics,
Free University Amsterdam (1985)

13. Hinloopen, E., Smyth, A.W.: A description of the principles of a new multicriteria evaluation
technique, The Regime Method. In: Proceedings Colloquium Vervoersplanologisch
Speurwerk (1985)

14. Hinloopen, E., Nijkamp, P.: Quantitative multiple criteria choice analysis. Qual. Quant. 24,
37–56 (1990)

15. Belton, V., Stewart, T.J.: Multiple Criteria Decision Analysis: An Integrated Approach.
Kluwer Academic Publishers, Boston (2002)

16. Janssen, R., Nijkamp, P., Rietveld, P.: Qualitative multicriteria methods in the Netherlands.
In: Bana e Costa, C.A. (ed.) Readings in Multiple Criteria Decision Aid, pp. 383–409.
Springer, Heidelberg (1990). doi:10.1007/978-3-642-75935-2_17

17. UNESCO: Recommendation on the Historic Urban Landscape. UNESCO World Heritage
Centre: Paris, France (2011)

18. Fusco, G.L.: Toward a smart sustainable development of port cities/areas: the role of the
“Historic Urban Landscape” approach. Sustainability 5, 4329–4348 (2013)

19. Calabrò, F., Cassalia, G., Tramontana, C.: The mediterranean diet as cultural landscape
value: proposing a model towards the inner areas development process. In: Calabrò, F., Della
Spina, L. (eds.) Book Series: Procedia - Social and Behavioral Sciences, vol. 223, 568–575
(2016)

20. Calabrò, F., Della Spina, L.: Innovative tools for the effectiveness and efficiency of
administrative action of the metropolitan cities: the strategic operational programme. In:
Bevilacqua, C., Calabrò, F., Della Spina, L. (eds.) Advanced Engineering Forum, vol. 11,
pp. 3–10. Trans Tech Publications, Switzerland (2014)

21. Bánáthy, B.H.: Guided Evolution of Society: A Systems View (Contemporary Systems
Thinking). Springer, Berlin (2000)

22. Jackson, M.: Systems Thinking: Creating Holisms for Managers. Wiley, Chichester (2003)
23. Checkland, P., Poulter, J.: Learning for Action. Wiley, Chichester (2006)
24. Ackoff, R.L.: Systems Thinking for Curious Managers. Triarchy Press, Gillingham (2010)
25. Medda, F., Nijkamp, P.: A combinatorial assessment methodology for complex transport

policy analysis. Integr. Assess. 4(3), 214–222 (2003)
26. Miller, D., Patassini, D. (eds.): Beyond Benefit Cost Analysis: Accounting for Non-market

Values in Planning Evaluation. Ashgate, Aldershot (2005)
27. Fusco, G.L., Cerreta, M., De Toro, P.: Integrated planning and integrated evaluation.

Theoretical references and methodological approaches. In: Miller, D., Patassini, D. (eds.)
Beyond Benefit Cost Analysis: Accounting for Non-market Values in Planning Evaluation,
pp. 175–205. Ashgate, Aldershot (2005)

28. Deakin, M., Mitchell, G., Nijkamp, P., Vreeker, R. (eds.): Sustainable Urban Development:
The Environmental Assessment Methods, vol. 2. Routledge, Oxon (2007)

29. Munda, G.: Social Multi-criteria Evaluation for a Sustainable Economy. Springer,
Heidelberg (2008)

30. Della, S.L., Calabrò, F.: Pianificazione strategica: valutare per programmare e governare lo
sviluppo. LaborEst 11, 3–4 (2015)

31. Gupta, K.: A Practical Guide to Needs Assessment. Wiley, Hoboken (2011)

492 L. Della Spina

http://dx.doi.org/10.1007/978-3-642-46473-7_13
http://dx.doi.org/10.1007/978-3-642-75935-2_17


32. Rosenhead, J., Mingers, J.: Rational Analysis for a Problematic World Revisited: Problem
Structuring Methods for Complexity, Uncertainty and Conflict. Wiley, Chichester (2001)

33. Della Spina, L., Ventura, C., Viglianisi, A.: A multicriteria assessment model for selecting
strategic projects in urban areas. In: Gervasi, O., et al. (eds.) ICCSA 2016. LNCS, vol. 9788,
pp. 414–427. Springer, Cham (2016). doi:10.1007/978-3-319-42111-7_32

34. Figueira, J., Greco, S., Ehrgott, M. (eds.): Multiple Criteria Decision Analysis: State of the
Art Survey. Springer, New York (2005)

35. Guarini, M.R., Battisti, F.: Application of a multi-criteria and participated evaluation
procedure to select typology of intervention to redevelop degraded urban area. In: Calabrò,
F., Della Spina, L. (eds.) Procedia Social and Behavioral Sciences, vol. 223, pp. 960–967
(2016)

36. Balletti, F., Soppa, S.: L’integrazione del paesaggio nelle politiche territoriali. Ricadute sugli
strumenti di piano e sulle prassi concertative. S.I.U. - VIII Conferenza Nazionale, Mutamenti
del territorio e innovazioni negli strumenti urbanistici, Firenze (2004)

37. ICOMOS: Guidance on Heritage Impact Assessments for Cultural World Heritage
properties. Icomos, Paris, France (2011)

38. Rugolo, A., Calabrò, F., Scrivo, R.: The assessment tool for the design of the territories. The
impacts from the road infrastructure in the Inland areas of the province of Reggio Calabria.
In: Calabrò, F., Della Spina, L. (eds.) Procedia Social and Behavioral Sciences, vol. 223,
pp. 534–541 (2016)

39. Janssen, R., van Herwijnen, M., Beinat, E.: DEFINITE (version 2) DEcision support system
for a FINITE set of alternatives. Institute for Environmental Studies, Vrije Universiteit,
Amsterdam (2001)

40. Calabrò, F., Della Spina, L., Sturiale, L.: Cultural planning: a model of governance of the
landscape and cultural resources in development strategies in rural contexts. In: Proceedings
of the XVII - IPSAPA Interdisciplinary Scientific Conference, vol. V, pp. 177–188. Rezekne
Higher Educ Inst-Rezeknes Augstskola, Lettonia (2013)

41. Campanella, R.: Un progetto di territorio per il turismo sostenibile l’esperienza di ricerca
applicata del PISL “Slow Life. Viaggio tra culture e natura nel Parco Nazionale
d’Aspromonte, dal Tre Pizzi al Limina”. LaborEst 10, 17–22 (2015)

42. Fusco Girard, L., Nijkamp, P.: Le valutazioni per lo sviluppo sostenibile delle città e del
territorio, Angeli, Milano (1997)

43. Mollica, E.: Le Aree interne della Calabria: una strategia e un piano quadro per la
valorizzazione delle loro risorse endogene. Rubbettino, Soveria Mannelli (1996)

Integrated Evaluation and Multi-methodological Approaches 493

http://dx.doi.org/10.1007/978-3-319-42111-7_32


Study of Parameter Sensitivity
on Bat Algorithm

Iago Augusto Carvalho1, Daniel G. da Rocha2, João Gabriel Rocha Silva3,
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Abstract. Heuristics and metaheuristics are known to be sensitive to
input parameters. Bat algorithm (BA), a recent optimization metaheuris-
tic, has a great number of input parameters that need to be adjusted in
order to increase the quality of the results. Despites the crescent number
of works with BA in literature, to the best of our knowledge, there is no
work that aims the fine tuning of the parameters. In this work we use
benchmark functions and more than 9 millions tests with BA in order
to find the best set of parameters. Our experiments shown that we can
have almost 14000% of difference in objective function value between
the best and the worst set of parameters. Finally, this work shows how
to choose input parameters in order to make Bat Algorithm to achieve
better results.

Keywords: Bat algorithm · Sensitivity · Parameter analysis · Nonlinear
optimization · Unconstrained optimization

1 Introduction

Bat Algorithm (BA) is a metaheuristic proposed in [1], based on bat echolocation
behavior when hunting their prey. The metaheuristic is capable to converge to
global optimum in many situations, not being trapped in local optima, proving
to be an efficient optimization method. BA is being widely used in a great
number of problems, like engineering problems [2], parameter estimation [3],
vehicle routing problem [4], feature selection [5], numerical problems [6], inverse
problems [7] and others. In addition to these applications, a greater number of
variations of the BA are currently in development, like a Multi-Objective BA
[8], a Binary BA [5] and a Fuzzy Logic BA [9].

Several works in literature presented studies regarding metaheuristic para-
meters sensitivity analysis [10–13]. Despite the great number of works with BA,
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to the best of our knowledge, the only work that analysis BA parameter’s sensi-
tivity is [14]. It shows that input parameters have a great influence in algorithm
convergence, like in all other metaheuristics [15]. Variation of the BA’s parame-
ters, like loudness value, bat pulse rate, frequency and flying velocity, besides α
and γ values has a significant influence on BA. The choice of appropriate para-
meters can accelerate convergence and makes easier for bats to escape from local
optimum. On the other hand, inappropriate parameters can make the algorithm
to stagnate, or harm the convergence.

In this paper, we extend the work of [14] performing an exhaustive number
of tests with the variation of the BA parameters. We performed a combination
of all parameters, running more than 9 million tests in order to measure the
most appropriate set of parameters for BA in a set of mathematical benchmark
functions.

This work is organized as follows. First, we describe the bat algorithm by
idealizing the echolocation behavior of bats in Sect. 2. Next, we describe the test
bed, including an overview of the benchmark mathematical functions used and
the parameter variation scheme in Sect. 3. Finally, we present our results and
discuss some implications and further studies in the last section.

2 Bat Algorithm

Bats, in especial microbats, use they echolocation to fly in the dark, avoiding
obstacles and chasing a prey. They emit a very loud sound pulse and discover
their surroundings by listening the echo that bounces back from surrounding
objects. Such pulses typically travel no more than a few meters, depending on
the actual frequency and can be as loud as 110 dB [16].

Bats sound pulse can be correlated to his hunting strategy: when they are just
flying in the dark, each ultrasonic burst may last 5 ms to 20 ms, and microbats
emit about 10 to 20 sound bursts every second. When a bat is hunting some
prey, their can emit up to 200 pulses per second [17].

Bats have a incredible capacity to almost instantly process this great quantity
of signals and discover exactly where are all objects in the ambient, building
up a three dimensional scenario. In fact, microbats have the ability to avoid
obstacles as small as human hairs. They can detect the distance and orientation
of the target, and even the moving speed of the prey such as small insects using
the time delay from emission and detection of the pulses, the time difference
between their two ears and the loudness variation of the echoes. Some studies
suggested that bats are able to discriminate targets by the variations of the
Doppler effect [16,17].

It is possible to formulate bats echolocation making a association with an
objective function to be optimized.

The original description of Bat Algorithm was presented by Yang [1]. In this
section, we present an overview of the BA, explaining the basics of how it works,
making a connection between BA and the bats echolocation behavior.

The objective function value corresponds to the distance that a virtual bat
is from his prey. The heuristic consists in the chase of a swarm of virtual bats
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for a prey, localized in the global optimum. As closer virtual bats are from the
prey, better is the objective function value.

Frequency fmax refers to the maximum bat pulse frequency, and is related to
the pulse wavelengths size, being constant during bats flight. Loudness Ai refers
to bats pulse loudness. Loudness varies from the loudest when a bat is searching
for his prey to a quieter base when he closer to his prey. Pulse rate ri refers
to the rate that a bat emit his ultrasonic pulse, working together with loudness
value. When bats are flying and searching for a prey, their have lower values
pulse rate. When closer to his prey, then they need higher values of pulse rate in
order to get a great accuracy about the prey position [17]. α and γ values adjust
the pulse loudness and the pulse rate. The former makes the pulse loudness get
lower when a bat is getting closer to they prey. The latter makes the pulse rate
increases at the same time.

Velocity vi is related to the velocity that each bat fly. It corresponds to the
bat displacement. As higher is the bat velocity, faster he moves through the
search space. Small velocities makes BA converge slower, but ensure that it will
not be trapped in local optimum.

Idealizing some echolocation characteristics of bats, especially microbats, it
is possible to develop various algorithms. The algorithm proposed by [1] uses
three approximate rules:

1. All bats use echolocation to sense distance, and they also ‘know’ the difference
between food/prey and background barriers in some magical way;

2. Bats fly randomly with velocity vi at position xi with a fixed frequency fmin,
varying wavelength λ and loudness A0 to search for prey. They can automat-
ically adjust the wavelength (or frequency) of their emitted pulses and adjust
the rate of pulse emission r in the range of [0, 1], depending on the proximity
of their target;

3. Although the loudness can vary in many ways, we assume that the loudness
varies from a large positive A0 to a minimum constant value Amin.

BA do not necessarily use the wavelengths themselves, instead. Instead, it
can vary the frequency while fixing the wavelength λ. This is due λ and f
relationship, as λf is constant. Therefore, just one parameter to be adjusted. As
higher is the frequency, then quickly is the response from where is the prey.

We also assume that f has a value between [0, fmax] and pulse rate in the
interval [0, 1], where 0 means no pulses at all, and 1 means the maximum rate
of pulse emission. The closer the bats come from their prey, greater is the pulse
rate value. They need the maximum emission pulse to be able to locate their
prey with greater accuracy in small distances.

At last, the position xi of a virtual bat corresponds to a value in the dimension
i of the objective function used and x∗ denotes the value of the best solution so
far.
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2.1 Movement of Virtual Bats

For each virtual bat, we need to define how it moves through the search space. We
can define the rules in which their positions xi and velocities vi are updated in a
d-dimensional search space, in a certain time step t, by the following equations:

fi = fmin + (fmax − fmin)β (1)

vt
i = vt−1

i + (xt
i − x∗)fi (2)

xt
i = xt−1

i + vt
i (3)

where β ∈ [0, 1] is a random vector drawn from a uniform distribution. Here
xt−1

∗ is the last interaction global best location (solution) between all n bats.
In our implementation, we use fmin = 0 in all cases and fmax is a parameter

that varies in the tests. Initially, a frequency value randomly drawn from the
interval [fmin, fmax] is to each bat. In the local search step, a new solution is
generated locally for each bat using random walk, as follows.

xi = xi + εAt (4)

where ε is a random number in the interval [−1, 1], while At =< At
i > is the

average loudness of all bats at time step t.

2.2 Loudness and Pulse Emission

Loudness Ai values and the pulse emission rate ri values have to be updated at
each iteration of the algorithm. As the loudness usually decreases once a bat has
found its prey, while the rate of pulse emission increases, the loudness can be
chosen as any convenient value. For example, we can use A0 = 100 and Amin = 1.
When Amin = 1, a bat has found the prey and temporarily stop emitting any
sound. Now we have:

At
i = αAt−1

i (5)

rti = rt−1
i [1 − exp(−γt)] (6)

where α and γ are constants parameters that was varied in tests, always being
α = γ. These equations guarantees that BA reproduces the real bats behavior
in nature.

Equation 5 enforces the loudness value to decrease as the algorithm converge.
Equation 6 guarantees the pulse rate to increase as the algorithm converge, due
the fact that exp(−γt) always result in a negative value. The number of gen-
erations also have influence at Eq. 6, making ri to increase faster when BA is
running for a long time.
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3 Test Bed

This section present the test bed used for conducting the experiments in order
to analyze the sensitivity of the parameter for Bat Algorithm. All tests were
performed in a single core of PC with Intel R© Xeon R© CPU E5645 2.40 GHz and
32 GB memory.

3.1 Mathematical Benchmark Functions

Mathematical Benchmark Functions, or Artificial Landscapes, are useful to eval-
uate characteristics of optimization algorithms, such as velocity of convergence,
precision, robustness and general performance.

We considered 15 benchmark unconstrained functions to evaluate the para-
meters variation for the BA. Benchmark functions were obtained from [12,18,19],
which are presented in Table 1. Variable x corresponds to a d-dimensional deci-
sion vector, and the constants o are a d-dimensional vector that corresponds to
the shifted global optimum.

The set of considered functions is presented in Table 1 covers a wide range
of types of functions. Functions f1 to f4 are continuous, convex, bowl-shaped
and unimodal functions. Function f4 have its coordinates rotated, making the
original hyper-ellipsoid function harder to optimize. Functions f5 and f6 are
continuous and unimodal, but not bowl-shaped. Function f7 to f15 are multi-
modal functions, with a great number of local optimums. Function f7 and f8
are continuous, valley-shaped, and the global minimum lies in a very narrow
valley. Function f12 and f13 are highly multi-modal, but locations of the minima
are regularly distributed. Functions f2, f6, f8, f11 and f13 have their global
optimums shifted. All functions are d-dimensional.

3.2 Parameters Variation

In order to test the sensitivity of BA, we vary the parameters of the algorithm in
different ways, as shown in Table 2. Only one parameter on each run, resulting in
25200 sets of parameters for each function. Each set of parameters was executed
24 times in order to investigate the statistical relevance of the results.

According to [1], initial loudness A0
i can be typically [1, 2], while the initial

emission rate r0i can be around 0. Furthermore, α and γ initial values are close
to 1, acting similar to the cooling factor of a cooling schedule in the simulated
annealing [20]. We fixed 40 individuals in population, as it demonstrated to
archive good results in [21].

Each virtual bat have their initial parameters initialized independently. For
pulse rate, frequency, loudness and α and γ, a value between 0 and the parameter
value was randomly chosen for each virtual bat. For the loudness value, we
randomly chose a value between 0 and the parameter value, then we added 1 to
the result, in order to get a value between 1 and 2, like proposed in [1].
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Table 1. Benchmark test functions used

Name Function Domain

f1 Sphere
d∑

i=1
x2
i ±100

f2 Shifted sphere
d∑

i=1
(x − o)2i + f bias ±100

f3 Sum squares
d∑

i=1
ix2

i ±10

f4 Rotated hyper-ellipsoid
d∑

i=1

i∑

j=1
x2
j ±5.12

f5 Schwefel problem max |xi|, ∀i ∈ [1, . . . , d] ±100

f6 Shifted schwefel problem max |xi − o| + f bias, ∀i ∈ [1, . . . , d] ±100

f7 Rosenbrock
d−1∑

i=1
[100(xi+1 − x2

i )
2 + (xi − 1)2] ±100

f8 Shifted rosenbrock
d−1∑

i=1
[100(xi+1 − x2

i )
2 + (xi − 1)2] + f bias ±100

f9 Schwefel ridge
d−1∑

i=1

(
i∑

j=1
xj

)2

±100

f10 Griewank
d∑

i=1

x2
i

4000
−

d∏

i=1
cos
(

xi√
i

)
+ 1 ±600

f11 Shifted griewank
d∑

i=1

(x−o)2i
4000

−
d∏

i=1
cos
(

(x−o)i√
i

)
+ 1 + f bias ±600

f12 Rastrigin 10d +
d∑

i=1
[x2

i − 10 cos(2πxi)] ±5.12

f13 Shifted rastrigin 10d +
d∑

i=1
[x2

i − 10 cos(2πxi)] + f bias ±5.12

f14 Salomon − cos

(

2π

√
d∑

i=1
x2
i

)

+

√
d∑

i=1
x2
i + 1 ±100

f15 Levy #3 sin2(πw1)+
d∑

i=1
(wi −1)2[1+10 sin2(πwi+1)]

+(wd − 1)2[1 + sin2(2πwd)], wi = 1 + xi−1
4

±10

Table 2. Parameters variation for BA

Parameter Values

Function dimension 2 5 15 30

Frequency 1 2 5 10 15 20 30

Loudness 0.5 0.6 0.7 0.8 0.9 1.0

Pulse rate 0.05 0.10 0.15 0.20 0.25 0.30

Velocity 0.01 0.20 0.40 0.60 0.80

α and γ 0.80 0.85 0.90 0.95 1.00
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4 Results and Discussion

In order to evaluate the best set of parameters to be used in BA, we made several
tests with the algorithm. For these tests, we used the average results of each set
of parameters after 24 executions. The stopping criterion used for each test was
100.000 function objective evaluations. The results are described in the following
sections.

4.1 Statistical Analysis

Our results were subjected to statistical analysis, in order to evaluate some
difference between parameters at the end of 100.000 evaluations of all functions.

Statistical analysis were performed in the R software. First, we made an
ANOVA [22] analysis on our results. Then, a Tukey Honestly Significant Differ-
ence test (Tukey-HSD) [23] was developed with the ANOVA table data, in order
to find out if any parameter value statistically differs from another. Tukey-HSD
tests were performed with 95% confidence level. Results are shown on Figs. 1
and 2.

Fig. 1. Tukey-HSD test on BA Frequency. There is significant difference among para-
meter value, with 95% confidence level
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(a) Pulse Rate (b) Velocity

(c) α and γ (d) Loudness

Fig. 2. Tukey-HSD test on some BA parameters. There were no significant difference
among parameters values, with 95% confidence level

We analyzed the results of all fifteen functions together in order to verify
statistical differences among the values of the parameters, in terms of objective
function value. In each test, the different values of a single parameter were used as
analysis factors for construction of ANOVA table and Tukey-HSD test. Figures 1
and 2 shows the Tukey-HSD tests for each parameter, where the x axis represents
the test value and each value of y axis represents the comparison between two
different parameter values.

Figure 1 shows that there is a statistical difference between pulse frequency
values. The comparisons on Fig. 1 are not all over the vertical line on x axis
where x = 0. This means that the choose of BA frequency value has a significant
influence on the algorithm convergence. There are significant difference between
the values 1–20, 1–30, 2–30 and 5–30. Furthermore, it is possible to see that
exists a greater difference between the set 1–30, because they are more distant
from the vertical line.

Figure 2 shows that there is no statistical difference between α and γ, pulse
rate, pulse loudness and virtual bat’s velocity, due all comparisons are over the
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vertical line on x axis where x = 0. We can affirm that these parameters values
do not have a great influence in BA. This analysis demonstrated that these
parameters values showed the same ability of convergence, obtaining almost the
same objective functions values. If there were difference between the parameters,
then one of they will give better objective function results than the other.

It is possible to conclude frequency value is the most important parameter
on BA, and α and γ are the less important parameters, due the fact all mean
values are closer to the line on x axis where x = 0.

4.2 Objective Function Value Analysis

Despite there is no statistical difference between almost all parameters, we can
evaluate the final objective function value for each set of parameters.

(a) d = 2 (b) d = 5

(c) d = 15 (d) d = 30

Fig. 3. Average objective function value for each value of frequency, for the sum of all
functions of each dimensionality

Figure 3 shows the sum of average of the best objective function value after
100.000 evaluations, for each pulse frequency value. Each subfigure corresponds
to a function dimensionality. There is significant difference between values of
experiments with low pulse frequency and high pulse frequency. As higher is
the pulse frequency, better is the objective function value. Clearly, high pulse
frequencies make bats fly greater distances on each iteration, enabling a faster
convergence. Higher values of pulse frequency makes BA more robust, being able
to converge to better results with any evaluated benchmark function with any
dimension.
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(a) Unimodal functions

(b) Multimodal functions

Fig. 4. Difference between the best set of parameters and the worst set of parameters
for each objective function, in %

Figure 4 illustrates the ratio between objective functions value after 100.000
evaluations, for each function of the test bed (presented as percentage). Figure 4
shows that, for simpler objective functions, the influence of the parameter set
used is greater. Function f8 shows results obtained by the best set of parameters
is almost 14.000% better than the results obtained by the worst set of parameters,
with 2 dimensions, but only 169% better for 30 dimensions. Multimodal functions
with 2 dimensions has a smaller difference than unimodal functions, but it is still
show an improvement of more than 300% with the appropriate set of parameters.
All high-dimensional functions have smaller differences than low-dimensional
functions.

The difference in BA convergence speed with a good set of parameters and
a bad set of parameters for some functions are shown at Fig. 5. Its makes clear
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that BA has a faster convergence when a good set of parameters is choose. Curve
set1 was running with frequency equal 1, α and γ equal 0.95, velocity equal 0.01,
pulse rate equal 0.20 and loudness equal 0.7, and curve set2 was running with
frequency equal 30, α and γ equal 1.00, velocity equal 0.80, pulse rate equal 0.05
and loudness equal 1.0. The former denotes a bad set of parameters, and the
later denotes a good set of parameters.

(a) f1 with d = 30 (b) f7 with d = 15

(c) f10 with d = 30 (d) f15 with d = 15

Fig. 5. Convergence curve of BA with a bad and a good set of parameters. Each point
corresponds to the objective average value for 24 executions

In order to evaluate BA convergence, we can compare the metaheuristic with
another well-established optimization method: the Differential Evolution algo-
rithm (DE) [12]. DE is a direct search method that utilizes a population of
d-dimensional parameter vectors as a population for each generation. Besides, it
utilizes three basic operators, respectively called mutation, crossover and selec-
tion. A large number of works in the literature utilizes DE [24], that was initially
developed for global optimization problems.

Figure 6 illustrates the convergence of BA and DE for some objective func-
tions. DE parameters where choose according [25] and BA parameters set was
the same set2 from Fig. 5.

Like shown in Fig. 6, BA convergence differs a lot from DE convergence.
BA convergence is characterized by a curve that that decreases uniformly and
slowly, while DE convergence curve has no defined behavior. In BA, each vir-
tual bat “flies” just a small distance of the solution space to each generation
when generating new solutions adjusting the virtual bat parameters. In DE, the
mutation scheme allows great leaps in the search space between two consecutive
generations.
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Table 3. Frequency that parameters achieve the best and the worst values, for all
objective functions

Frequency Values 1 2 5 10 15 20 30

Best 4.8% 5.2% 5.9% 7.8% 8.5% 12.2% 55.3%

Worst 29.1% 28.8% 19.0% 11.1% 7.6% 5.1% 2.9%

α and γ Values 0.80 0.85 0.90 0.95 1.00

Best 0% 0% 0% 0% 99.9%

Worst 27.7% 24.4% 24.7% 23.2% 0%

Velocity Values 0.01 0.20 0.40 0.60 0.80

Best 15.5% 17.3% 19.7% 21.5% 27.7%

Worst 30.5% 17.4% 16.9% 17.2% 17.7%

Pulse rate Values 0.05 0.10 0.15 0.20 0.25 0.30

Best 19.4% 17.8% 16.7% 15.1% 15.7% 15.0%

Worst 14.6% 15.4% 16.2% 16.9% 18.1% 18.6%

Loudness Values 0.5 0.6 0.7 0.8 0.9 1.0

Best 15.7% 17.1% 16.6% 16.6% 17.2% 18.6%

Worst 17.1% 16.6% 16.4% 16.0% 16.6% 17.5%

Analyzing the average objective function value, for each function and dimen-
sionality, DE achieves better results than BA. The former achieved better results
in 36 sets of functions and dimensionality, and the latter gets better results in
24 sets. When analyzing different functions dimensionality, DE achieves better
results in functions with d = [2, 5], obtaining better results in 73% of objec-
tive functions sets, and BA achieves better results in high dimensional functions
(i.e. functions with d = [15, 30]), obtaining better results in 53% of objective
functions sets.

4.3 How to Choose a Good Set of Parameters

Input parameters have great influence on Bat Algorithm convergence curve. It
is very important to choose the right set of parameters in order to obtain better
results.

The most prominent parameter is the pulse frequency fmax. Greater values
of pulse frequency can lead to better results, like shown in Fig. 3. Despite there
is not significant difference in the others parameters, a wise choose of them can
lead to better results.

By analyzing each BA input parameter separately, we infer the best set of
parameters for the heuristic. We performed a comparison between each set of
parameters, just modifying the value of one input. Results are shown in Table 3.
Column “Best” indicates the percentage that this parameter value is best than
all other parameter values, with all other parameters fixed. In the same way,
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(a) f1 with d = 30 (b) f4 with d = 15

(c) f4 with d = 30 (d) f8 with d = 2

(e) f8 with d = 15 (f) f13 with d = 30

Fig. 6. Convergence curve of well tuned BA and DE. Each point corresponds to the
objective average value for 24 executions

column “Worst” indicates the percentage that this parameter value is worst
than all other parameter values, with all other parameters fixed.

In order to achieve the best results, according to Table 3, we can set high val-
ues of pulse frequency, alpha and gamma equal 1, small values of pulse rate and
higher values of velocity. The pulse loudness value is insignificant: all loudness
values tested obtain approximately almost the same results. A recommended set
of parameters is frequency equal 30, α and γ equal 1.00, velocity equal 0.80,
pulse rate equal 0.05, loudness equal 1.0 and population size = 40.

5 Conclusions

Bat Algorithm input parameters have great influence on the heuristic. We found
results that the best set of parameters can be almost 14000 percent better than
the worst set of parameters for an objective function.
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The defined parameter set is robust enough to optimize all functions tested,
enabling faster convergence and reaching better results when compared with
another parameters sets. A well-tuned Bat Algorithm can optimize the evaluated
functions as good as a well-tuned Differential Evolution algorithm, especially for
high dimensional functions.

Further studies can be done at BA parameters, exploring an even larger
amount of parameter sets and different applications. This is an important job,
not only in BA, but for all others heuristics and metaheuristics. Therefore, one
can extract the maximum potential of these algorithms. However, it is an exhaus-
tive, costly and hard task. But the results worth all the hard work.

Acknowledgment. The authors thank CNPq, FAPEMIG and CAPES for the finan-
cial support.
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Abstract. In this paper, we propose a data protection mechanism for live
migration process. The proposed data protection mechanism verifies whether it
is permitted to copy the data of from the migration source application to the
migration destination based on the contents of the regulations concerning the use
of the data issued by the organization and the country at the time of during the
live migration procedures. This mechanism performs live migration only when
copying is permitted. By applying this mechanism, it is possible to use appro-
priate data while protecting privacy during the live migration process. Detailed
explanation and implementation evaluation of the data protection mechanism
were carried out. As a result, we observed that the mechanism did not exhibit
adverse effects on the live migration process.

Keywords: Cloud computing � Live migration � Audit system � Privacy
policy � Data protection

1 Introduction

1.1 Background

Lately, the paradigm in which novel, useful knowledge is discovered through analysis
of big data which is measured by many internet-connected devices is attracting wide
attention. The widespread use of sensors and devices is particularly remarkable. Var-
ious sensors and devices for several purposes and with different shapes are now
commercially available, including sensors for measuring environmental states and
wearable devices for measuring individual health data. These sensors and devices are
usually used in cooperation with cloud computing, i.e., huge amount of data are being
stored in cloud storage every day. Such big data are analyzed by service providers to
develop measures and information that are useful for the prediction of personal tastes
and behaviors, and intervention in individual behaviors. Integrated analysis of data of
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different types which are stored on multiple cloud sites is expected to further enhance
the usefulness of this data [1, 2]. Therefore, it is important to use data from various
owners stored on each respective cloud site while properly complying the conditions
permitted by the owners, the laws of the countries, and the organizations’ rules.

Some studies have addressed the data security and privacy on cloud sites [3, 4].
However, these studies have been limited to organizing requirements and existing
technologies for platforms from the viewpoint of general security and privacy and no
implementation approaches on the appropriate use of data have been proposed.

1.2 Issues on iKaaS Platform

We have been conducting research and development of intelligent Knowledge as a
Service (iKaaS), a platform for combining different types of data stored in multiple
cloud sites for analysis [5, 6]. An iKaaS platform integrates and manages data on cloud
sites to achieve transparent data access to applications. When data are accessed, the use
of data with consideration on privacy is realized by providing data to applications
according to the usage permission conditions for each dataset, the legal system of the
country, and the organization’s regulations [7]. Although iKaaS assures appropriate
data use at data access, a new problem has arisen: the possibility of improper data
movement during live migration of applications. In live migration, no limitation exists
in the selection range of destination physical machines. Accordingly, live migration is
performed not only between physical machines in the same rack or data center but
between physical machines in different data centers and even physical machines across
national borders. In a virtual machine, there can be some applications that can process
and move data subject to the restrictions on data movement according to the laws and
regulations of countries involved or the security policies of organizations. When a
virtual machine with such an type of application is running and will be moved by live
migration, it is necessary to verify whether the application have read the data stored in
the physical memory in which data movement restrictions may apply, and to judge
whether to proceed or not the live migration. However, in the present live migration
mechanisms, there are no information and means to confirm the existence of such
movement restrictions. Therefore, inappropriate data movement cannot be prevented at
the request of live migration. For example, VMware vSphere can execute live
migration of a virtual machine for long distances if the RTT delay between hosts does
not exceed 150 ms [8]. There are applications that are allowed to process data whose
movement is subject to restrictions based on the laws and regulations of the country
and the security policy of organizations that are executed on a the virtual machine. In
cases where a virtual machine that executes such an application will be moved by live
migration, it is necessary to judge whether the application have read and store the data
in the physical memory, and whether or not the live migration is possible.

However, conventional live migration mechanisms have no information or capa-
bility to impose such restrictions. Accordingly, improper data movement cannot be
prevented when live migration is requested. A similar problem also occurs during cold
migration. In the event of a disaster or a hazard, and to keep an application running, the
operations manager of an organization must decide which host machines will migrate
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its running applications. However, it is difficult to determine which of the host
machines which are all running applications can be migrated within a short time during
an emergency. Some factors depends on the licenses used by the application, and the
changing status of the place where you can migrate and the place where you cannot
migrate. So, at this point, the administrator must properly decide a backup site.
Therefore, it is necessary to have a mechanism which can decide where to move the
data in compliance with the conditions set for each application data.

1.3 Our Contribution

To solve this problem, this paper checks whether data can be copied by comparing the
data of a migration source application with the information of all host machines at the
start of live migration, and duplicate the data when permitted. We propose a live
migration mechanism with data protection mechanism to perform live migration only
when it is permitted. By realizing this mechanism, it will be possible to migrate data
between regions to promote global collaboration in knowledge discovery based on
confidential data analysis. Migration secures security based on verification of trust
chain between host machines. Trust chains are verified using attribute certificates
issued by trusted third parties, i.e., Privacy Certification Authority (PCA). By con-
ducting security analysis, it is possible to safely duplicate the data of the migration
source application to the migration destination at the start of the live migration process.
Accordingly, live migration is performed only when duplication is permitted.

The structure of this paper is as follows: Sect. 2 presents the general description of
the iKaaS platform that realizes appropriate use of data; Sect. 3 introduce and discuss
the implementation; Sect. 4 explains a the live migration mechanism realized on iKaaS
platform that implements appropriate data use; Sect. 5 describes the implementation
and evaluation of the data protection mechanism in the cloud environment, Sect. 6
concludes the paper.

2 iKaaS Platform

The iKaaS platform is privacy preserving and secure big data global cloud built atop
multiple clouds (named local cloud) spanning across national borders. A local cloud
administered by each cloud provider manages large scale data collected from various
IoT devices and data sources on databases (local cloud DBs) and feeds them to
applications under access control based on privacy and security policy settings. The
database includes information of IoT devices: sensing data collected from the IoT
devices, information of events on data collection, information of data owners, and the
indicated subscription document of conditions during the collection of data. An
application program runs on a global cloud that realizes transparent accesses to the
local clouds and it acquires data from each local cloud via the global cloud. The iKaaS
platform will be that it will consider the security, privacy and trust in a holistic way
(named security gateway). The security gateway controls data flows between local
cloud DBs and an application based on security and privacy settings provided by a
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policy database. Each application program running on a global cloud holds a privacy
certificate issued by a privacy certification authority. The security gateway examines
the privacy certificate in order to check the validity and data access rights of the
application program. Three major components to ensure governance in terms of control
and management of access to data are elaborated below.

2.1 The Privacy Certification Authority (PCA)

The PCA is establish in each country as an enforcement agency that takes charge of the
regulations of various countries related to the handling of personal data. PCA issues
privacy certificates based on various information related to regulations and applications
(Table 1).

2.2 Security Gateway

Each local cloud has a single security gateway that receives a query from an appli-
cation, sends it to a query function, and receives the retrieval result data obtained from
the query function. To this, the application is provided only with data that are permitted
to be duplicated based on the licensing contents and the list of identifiers of allowed
countries and organizations which are attached to the retrieved data.

2.3 Query Function

The query function receives a query from the security gateway and transfers it to a local
cloud DB. Then the query function extracts the database name out of the query, searches
for a record having an identical database name in the data catalogue, and sets the local
cloud DB designated by the IP Address of that record as the destination of the query.

Table 1. Entries in a privacy certificate

CA country Identifier of the home country of PCA
Application IP
address

IP address of the host machine on which the concerned application is
running

Application ID Identifier of the application
LC countries Identifier of countries where the application is permitted to access.

Multiple entries are allowed
LC dataset IDs List of dataset identifiers to which the application is permitted to access.

The values are nested under each value of LC Countries. Multiple entries
are allowed

Expires Term of validity of the certificate
Application PK Public key of the application
Signature Signature generated using the secret key of PCA. The public key is

distributed to a security gateway in advance
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When the retrieval result of a local cloud DB is received, the query function search the
owner of the retrieval result data from the owner information database, obtains the
contents of the user agreement and the list of identifiers of allowed countries and
organizations, and then returns the retrieval result data to the security gateway.

3 Related Technologies and Works

Live migration on the cloud platform is performed under various conditions and
policies. In this chapter, summarizes the existing methods of controlling live migration.
There are four ways to control live migration. Role-based control [9–14], hardware
requirement-based migration [15], network configuration-based migration [16–19], and
policy-based live migration [20–22].

3.1 Role-Based Control

It is used to establish secure live migration. Execution of safe live migration can be
controlled on the premise of the existence of a cloud environment with host machine,
destination host machine, hypervisor, hardware, and secure communication channel. In
this method, limited users defined by the policy of each virtual machine can perform
live migration. When the user instructs the virtual machine to execute the live
migration, it checks whether the user is permitted within the policy. This method
prevents information leakage when an unauthorized user executes live migration.
However, with this method, it is not possible to prevent the risk of executing live
migration due to violation of the terms of consent of data usage and privacy laws and
regulations by authorized users.

3.2 Hardware Requirements-Based Migration

It is a method used to perform virtual machine migration based on hardware require-
ments. Determines the destination host machine according to the policy definition
condition of the hardware element. To make efficient use of physical hardware
resources, cloud providers configure virtual machines. However, if an overload is
detected, need to migrate the virtual machine to another host machine. Therefore, it can
use this method to determine the destination host machine.

3.3 Network Configuration Based Migration

Determines the migration destination based on bandwidth, backbone network path, and
the path between related virtual machines. Many cloud applications provide services on
the network. The host machine’s backbone network is an important element of virtual
machines. During migration, the destination host machine is determined by the state of
the backbone network.
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3.4 Policy-Based Live Migration

Provide live migration method according to hypervisor type. Live migration can be
categorized into three main methods: pre-copy, post-copy, and hybrid copy. In addi-
tion, the two major open source virtual machine monitors (VMM); Xen and KVM, are
used by hypervisors to build virtual machines on the cloud platform. It can change the
stop time and migration time during live migration by combining these live migration
methods and hypervisor. Therefore, an optimal live migration method can be selected
in consideration of the host machine having the virtual machine and the hypervisor of
the destination host machine.

4 Live Migration Process with Data Protection Mechanism

Previous studies addresses migration control of a virtual machine, the backbone net-
work surrounding the host machine, and live migration considering the state of the host
machine. However, if migration is between regions, there is the risk that applications or
data in the virtual machine will be transferred to unintended regions. Accordingly, it is
necessary to execute migration considering the relationship between the destination
host machine and the contents of the moving virtual machine. However, there is no
mechanism to realize this yet.

Figure 1 depicts a live migration process with a data protection mechanism, and the
newly appended Regulation attributes to the virtual machine (VM). When acquiring
data by a query, the VM stores the list of identifiers of countries and organizations to
which data movement is allowed based on the attached regulations attached to the data.
The identifiers of countries and organizations are stored in the Regulation attribute in
the form of

Country1;Country2; . . .;Countryn:Organization1;Organization2; . . .;Organizationn½ �

The Country Code indicates the country to which data movement is permitted
based on related regulations, and the Organization Code represents the organization
that instantiates and uses the virtual machine. The list is attached to the data when
acquired using a query.

In the context of the iKaaS platform explained in Sect. 2, the regulation attributes
are set by the security gateway based on the security policy. In addition to the privacy
certificate of the country where it is currently in operation, the virtual machine needs to
acquire the PCA of the relocation destination. When data are acquired from the local
cloud, the virtual machine transmits all the acquired privacy certificates to the security
gateway. In cases where the use of data is permitted in countries designated by CA
Country, the security gateway returns the values of the CA certificate and the value of
Application ID written in the privacy certificate. Application ID is used instead of
Organization Code. This process is executed for each privacy certificate, and all the sets
are stored in the Regulation attributes.
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The effectiveness of the Regulation attribute is guaranteed by the attribute certifi-
cate. The hash value of the program is also stored in the attribute certificate.
Accordingly, the host machine can verify the effectiveness and regulation attributes of a
program. The attribute certificate is issued by the PCA of a country where the virtual
machine is currently located.

If the data can be moved to any country, the value of the Country Code is All,
whereas if the data is available to any organization, the value of Organization Code is
All. When data are newly acquired using a query, the logical sum (OR) of the list of
identifiers of countries and organizations added to the newly acquired data and the list
of the already stored identifiers is computed and stored.

The hypervisor has ExCountry, which stores the Country Code of the country
where each host machine is in operation, and ExOrganization, which stores the
identifiers of organizations that use each virtual machine. The data protection mech-
anism collects, stores in a database, and manages the values of ExCountry and
ExOrganization of all the host machines that it administer.

In a live migration process, the hypervisor that manages the VM to be moved
(VM-B in the figure) acquires the value of the Regulation attribute of the VM. Next, the
hypervisor acquires the value of the Country Code of the ExCountry attribute of the
destination hypervisor and verifies whether the acquired Country Code is included or
not in the value of the Regulation attribute. If contained, then migration is executed;
i.e., the data acquired by the moving VM can be moved to the country where the host
machine of the migration destination is located. The execution of this live migration is
similar to that of the conventional live migration process. Otherwise, if not contained,
the data cannot be moved to the country where the destination host machine is located.
In such a case, another host machine that allows movement should be sought.

When the destination host machine is unknown at the time of live migration exe-
cution, a record with the value of the acquired Regulation attribute is searched in the
database. This search result provides candidate host machines to which the virtual
machine can be moved. Finally, a destination host machine is selected from those
qualified candidates, and then migration is executed.

Fig. 1. Overview of live migration
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5 Implementation and Discussion

This section addresses the implementation and evaluation of the data protection
mechanism. We have been studying data protection based on the same ideas so far[]. It
verified that the proposed method minimizes the impact on the conventional live
migration process. The proposed method simply adds the verification of the destination
address to the conventional live migration process that determines the destination host
machine according to the conditions set by the host machine. By adopting this
approach we were able to guarantee compliance with the regulations of the countries or
organizations related to data usage with minimal impact.

Figure 2 depicts the model of the proposed data protection mechanism. This
mechanism is implemented between the Live Migration Request User/System that
requests execution of live migration and the Cloud Environment. Two attributes are
appended to the host machine in the Cloud Environment; i.e., ExCountry which stores
the value of the Country Code of the country where the host machine is in operation
and the ExOrganization which stores the value of the identifiers of the organizations
using the host machine, and an agent for collecting the attribute values. This addition
allows live migration to be applied to various types of cloud environments without
modifying the process.

Fig. 2. Data protection mechanism model

516 T. Uchibayashi et al.



The data protection mechanism is composed of three modules; namely, the data
collection, attribute database, and propriety decision. The data collection module
collects attribute values from agents that operate on each host machine and virtual
machines and stores them in the attribute database which manages the collected
attribute values. The propriety decision module determines whether live migration is
permitted or not. The data collection module, the attribute database, and the agents are
mounted using Zabbix. Figure 3 shows the prototype of the system environment. The
OpenStack Infrastructure has one Data Protection Server, one Management Node, and
ten host machines. The OpenStack Infrastructure is an existing cloud constructed by
OpenStack Mitaka and is used to start virtual machines on the host machine.

Zabbix 3.0.2 and OpenStack Client 2.4.0 are running in the Data Protection Server.
Zabbix is a server monitor tool consisting of a Zabbix server and a Zabbix agent. The
OpenStack Client is used to operate the OpenStack API. It evaluates the overhead cost
in determining the destination host machine and executing migration in cases when the
destination host machine of the virtual machine is undetermined during an emergency,
such as a disaster.

Fig. 3. System environment implementation
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5.1 Collection of Host Machine Information

The framework of collecting the values stored in ExCountry and ExOrganization on all
host machines is explained next. Figure 4 illustrates the sequence diagram of the
collection of host machine information. The Zabbix server requests acquisition of the
values of ExCountry and ExOrganization to the Zabbix agent of each host machine.
The Zabbix agent of a host machine obtains the values stored in ExCountry and
ExOrganization and sends it to the Zabbix server. Table 2 shows the average of taking
10 measurements for each procedure. The number of host machines on the cloud is
varied, i.e., #1, #5, and #10, and the effect of the data protection mechanism in the
existing live migration is evaluated. The time required to Get Token from Zabbix and
Get All Host machines’ ExCountry & ExOrganization via Zabbix is linear to the
number of host machines. The total time overhead of our scheme (Get Token from
Zabbix and Get All Host machines’ ExCountry & ExOrganization via Zabbix) is
123.3298–898.4542 ms, which indicates linearity between the processing time and the
number of host machines.

Although the processing time increases linearly as the number of host machines
increases, once all the data are collected, it is necessary to update the ExCountry and
ExOrganization values whenever they change, so that it does not create excessive
difficulty.

Fig. 4. Sequence diagram of host machine information collection

Table 2. Measurements for each processing

#1 #5 #10

Get Token from Zabbix 35.5260 36.5231 35.3820
Get All Hostmachine’s
ExCountry & ExOrganization Data via Zabbix

87.8038 435.2219 863.0722
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5.2 Determination of Destination Host Machine

Figure 5 illustrates the sequence diagram of the acquisition of the value of Regulation
data from the virtual machine to be moved and the determination of the destination host
machine. When the data protection module receives a request of live migration, it
obtains a token for acquiring data from Zabbix, and then acquires Regulation from
Zabbix. The required time to acquire a token from Zabbix is Get Token from Zabbix.
The required time for acquisition of Regulation from Zabbix is Get All Hostmachine’s
ExCountry & ExOrganization Data via Zabbix. The data protection mechanism
determines whether live migration is permitted by comparing the values of collected
Regulation with the values of ExCountry and ExOrganization of all the host machines
collected in Sect. 5.1. In cases where the permission is not granted, the data protection
module returns a failure notification.

Otherwise, the data protection module sends a live migration command to the
OpenStack Infrastructure via OpenStack Client and OpenStack API. The data protec-
tion module returns a success notification. Table 3 presents the average of 10 mea-
surements for each procedure. The number of host machines on the cloud is varied and
the effect of the protection mechanism is investigated. Get Token from Zabbix is almost
constant irrespective on the number of host machines, although the required time for
data comparison is linear to the number of host machines. The total overhead time and
live migration time of our scheme (Get Token from Zabbix and Get All Host machines’
ExCountry & ExOrganization via Zabbix) are 210.6121–217.9519 ms and 7063.5960–
8948.7410 ms, respectively.

Table 4 shows the time to collect the host machine information (Get Regulation via
Zabbix), determination of the destination host machine (Compare Data), and live
migration. The total overhead time and live migration time of our scheme are

Fig. 5. Sequence diagram of acquisition in live migration

Table 3. Measurements for each processing

#1 #5 #10

Get Regulation Data via Zabbix 175.0751 176.9121 182.5449
Compare 0.0110 0.0169 0.0250
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298.4159–1081.0241 ms and 7063.5960–7960.9079 ms, respectively. The overhead
part accounts for only about 7% of the live migration time. Accordingly, it is con-
sidered that appending the protection mechanism does not affect the live migration
time.

6 Conclusion and Future Work

The spread of IoT encourages activities to discover fresh knowledge by analyzing data
from multiple owners. So that such data are used properly, it is fundamentally
important to examine not only the owner’s intentions, but also the regulations of
relevant countries and organizations must be observed.

This paper demonstrates the possibility of infringement of regulations on data
movement during live migration which is increasingly popular in cloud computing.
Moreover, to prevent such regulation infringement, this paper presents a proposal of a
live migration process with a data protection mechanism that regulates data movement
before starting the live migration. In order to minimize the effects on the conventional
live migration process, the proposed mechanism only appends the verification of the
destination address to the conventional live migration process which determines the
destination host machine according to the conditions set by the host machine. This
approach has been implemented to guarantee that the use of data is in compliance with
the regulations of the relevant countries or organizations. Furthermore, the proposed
mechanism was implemented on an existing cloud environment, and the mechanism
performance was evaluated. The results suggests that the mechanism did not adversely
affect the live migration time. Our future studies will include performance evaluation
from more diverse aspects by varying the status of the implemented mechanism.
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Abstract. Land is undoubtedly the most important natural resource and asset in
any nation, contributing half to three quarters of the national wealth in most
countries. Hence there is a need to manage it in a sustainable manner. The
management of a land system is affected by a number of factors, including the
political situation, the socio-cultural environment, and economic aspects e.g.
financial crises. In Iraq all these problems are present and further, the country
has endured decades of internal and external conflict. The results of such factors
include different waves of human population displacement, land ownership
document forgery, seizure of public land by unauthorised groups, manipulation
of urban planning by changing the use of the land, and subdivision of single
parcels into multiple landholdings. By examining volunteered geographic
information (VGI), we hypothesise that it has a role in enhancing the Iraqi land
administration system. The paper presents a research design, including specific
aims and objectives, for conducting such VGI application in Iraq and concludes
with a framework for conducting challenging fieldwork in local communities
which seek improvements in land administration.

Keywords: VGI � Land administration system � Fit-for-purpose

1 Introduction

This paper examines current issues and concerns related to land administration, vol-
unteered geographic information (VGI) and the current state of socio-economic activity
within the nation of Iraq. It begins by presenting a picture of current trends in land
registration and cadastre development around the world, to justify the need for the
development of varying methods. It then explores how different countries have tried to
develop cadastres and the difficulties they have encountered. Finally, it focuses on the
use of VGI and an understanding of how this can be conceptualized, and used, for land
administration and cadastral purposes. With an international view in mind it identifies
relevant issues for Iraq and aspects which might inform practical methodologies in data
collection and management. The paper concludes with a definitive framework of
research questions, tasks and applications in which the issues raised can be explored.
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2 General Definition and Components of Land
Administration Systems (LAS)

Land administration is considered as the collective operations of determining, regis-
tering and propagating information about the value, tenure and use of land within a
policy framework for implementing land management. It encompasses land registra-
tion, cadastral surveying and mapping, fiscal, maintaining legal and multi-purpose
cadastres, and managing land information systems (Williamson 1985). As one
important aspect of the land administration system, land registration is the procedure of
recording all interests in land with regards to ownership, parcel size, location, land use,
and value, and the preparation and structuring of such information in the public register
(Ituen and Johnson 2014). Cadastral surveying is a specific term to describe the process
of gathering the data, particularly measured survey data, about the land parcel and
recording it. These data comprise the geometrical data, including the size, shape and
location of the land parcel (Steudler et al. 2004). A further step of cadastral surveying is
the production of cadastral maps. The main use for such a cadastral map is to produce a
title registration system, the title being fundamental to simplify the process of land
transaction. A cadastre is defined as the up-to-date information on the land parcel
which contains records of the interests in land, such as rights, restrictions and
responsibilities (Bennett et al. 2010). A fiscal cadastre is the cadastre that is organized
mainly for valuation and fair taxation; a legal cadastre is established mainly for legal
conveyancing, assisting in using and managing the land, facilitating environmental
protection and sustainable development, and supporting the land market; a multipur-
pose cadastre meets multipurpose requirements and supports social, economic and
environmental sustainability. The land information system is the digital data handling
capability which contains information that is essential for decision making and
managing of the land. Our study examines cadastral and registration systems which are
responsible for demarcating plot boundaries and recording information of the land.

2.1 Current State of Land Registration and Cadastres

Recent technological developments in data handling and application of higher land
surveying and data collection techniques in formal land administration systems in
developed countries can ensure high security, easy access, and efficient services for
citizens and their interaction with land. The majority of countries in the world, how-
ever, still do not have a functional land administration system and many people live
under threat of the appropriation of their land and insecure tenure.

Only 25% (35–50 countries) have a complete land registration system, mostly in the
industrial countries (McLaren 2013). The majority of the land occupiers in the remaining
countries include the most vulnerable and poorest groups in society. The increasing
proportion and numbers of urban population is likely to lead to serious problems in
organising and recording land tenure in new densely populated areas. The abilities of the
formal land administration systems to cover the excluded 75% of the world population
are limited, so there is an urgent need for considering an alternative approach for land
administration that is fast, cheap and supports community needs and services.
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2.2 General Issues with Land Administration Systems in Developing
Countries

The difficulties with formal land administration systems in developing countries which
make them insufficient, ineffective, and unable to serve the need of the majority of the
communities include the major reason of lack of funding (Adlington 2010). World
Bank progress evaluation reports record a large number of land reform projects (about
30 countries) which had started directly after political change and economic transition
from central to free market: 48% of these suffer from budget deficits and 17 projects are
stalled due to resource issues. In Bulgaria, for example, the official cadastral system
covers only 18% of the land parcels, and has been stopped due to the lack of funding
(Basiouka and Potsiou 2012). A further factor leading to inefficiency is lack of trained
staff: despite new technologies, the number of land professionals is insufficient
(McLaren 2013). Enemark et al. (2014) exemplify this in Rwanda where there are very
few qualified surveyors. In addition, Lemmen (2010) argued that an official tenure
system may only consider the legal rights of ownership, while neglecting the millions
of people whose tenures are predominantly social rather than legal. In sub-Saharan
Africa, the minority of land (one-third of the total land) is considered under official
systems, and knowledge from social tenure is ignored: neglect, during official cadastral
field work, of opinions of land owners about the nature of their parcels and location of
their boundaries is widespread. Further shortcomings in officially collected data are
demonstrated by an official cadastral project in Tsoukalades, Greece (‘Hellenic
cadastre’) which was repeated four times and did not succeed, due to fundamental
errors in measured geometry (shape, location, parcel boundaries) and mis-registration
(e.g. unknown owners being recorded for plots) (Basiouka and Potsiou 2012). Alemie
et al. (2015) considered that no official system could efficiently cope with a change of
regime or following a war, but even when a new country emerges following inde-
pendence, or if formal regime-change results from a war, it is unwise to build a new
official system from scratch, due to the time and cost needed. In such cases, it is
appropriate to consider an interim land administration system that can serve the needs
of the community, in an established ‘Fit-For-Purpose’ manner, until the official system
develops.

Policy issues may promote land re-distribution: one example is in Zimbabwe,
where in 1980 75% of the total land area was owned by 3% of the population, and
re-allocation was promoted up to 1996 (Chitsike 2003). Further, disengagement often
appears in developing countries when owners are unable to register their ownership or
do formal transaction, due to the high taxes levied on such activities: in many cir-
cumstances people prefer not to register their ownership or may buy or sell their land
without using the formal system. Fairbairn and Al-Bakri (2013) noted that there are
shortcomings in official systems even where they do exist: these often relate to com-
pleteness of data, and lack of currency of information about numbers of plots, changes
of use etc. Interaction with such agencies may be very slow and may not be appropriate
for some communities (e.g. rural areas where land ownership practice may conflict with
governmental views).
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3 Experiences with the Iraqi Land Administration System

An example of an incomplete and inefficient land registration system can be seen in
Iraq. Several problems are evident here, some internal to the system (notably forgery of
title deed documents, and corruption within the agencies), and many external societal
aspects (including extensive short and long range displacement of populations;
unchallenged building expansion onto under-utilised public lands; expropriation of
land by political regimes, including seizure of public property; military operations;
sectarian violence; internal terrorism; economic crisis; and a general climate of fear
throughout society. The pre-2003 Ba’ath regime, and the period of US-led Occupation
after exemplify the issues.

3.1 Land-Registration Problems Before 2003

During the former regime, many people were forced out of Iraq completely or out of
their original city as internally displaced people, and their land was taken by or given to
other citizens illegally. For example, thousands of Tabaiya, people of Persian origin
who had lived in Iraq for generations and speak Arabic, but accused as supporters of
Iran during the Iran-Iraq war in 1980s, were evicted, their property sold cheaply mainly
to the Ba’athists, who later resold it at a profit. These ethnic Persians were found mostly
in the south near Karbala, Al Najaf, Hillah, and, to some extent, in what is now known
as the Sadr City District in Baghdad. Since the occupation in 2003, many of those
expelled have returned to reclaim their homes and land (USAID 2005).

Internal displacement was also the result of “Arabization” which forced out
non-Arab inhabitants (mainly Assyrians, Kurds, Turkmen) from cities such as Kirkuk,
and replaced them with Arabic people from different Iraqi cities. This policy aimed to
reinforce the control of the Ba’athist regime over the oilfields and large tracts of fertile
land in those areas (Isser and Van der Auweraert 2009).

The previous regime also distributed much land on an individual basis to enrich
Ba’ath Party loyalists. These actions were hurried and caused stress in the land
administration offices, preparing ownership documents on government land, and sat-
isfying the need of party supporters, often without a proper survey of the land, which
then caused many problems after the fall of the regime. It should be noted, however,
that the land administration system was supported politically and working legally with
little evidence of personal illegal behaviour.

3.2 Land-Registration Problems After 2003

After the fall of the Ba’athist regime, inherited problems became evident, and the
weakness of the new government quickly became clear. Post-war forced displacements
of people continued, but now caused by the victims of the previous regime, such as
Kurds who expelled tens of thousands of long-standing Arab settlers, e.g. in Khanaqin,
where 54,000 Arab settlers were expelled from 2003. The same happened in Kirkuk

528 M. Hameed et al.



which caused such problems between old and new victims that the city continues to be
socially and economically unstable till now. Rigging of title deeds and changing the
ownership of the land in the official records happens due to the weakness of post-war
regime: it is especially evident on land that belonged to Ba’athist party members who
migrated after the fall of the regime, or those who fled after displacement. The national
governmental land administration system has tried to establish a new mitigating policy
to clamp down on such practices. Seizing public buildings is prevalent among those
without property and displaced families, who occupy public buildings and change them
into living spaces. For example, a notable area in central Baghdad (Salhiya) which used
to house senior army officers from Saddam’s Republican Guard, is currently occupied
by homeless families and individuals (Isser and Van der Auweraert 2009). Some
people have occupied public land and built their own house on it, violating any
effective formal land registration system (USAID 2005). Infringement on orchards and
building on agricultural land within cities is a phenomenon which increased rapidly
after 2003 due to the weakness of municipal authorities and a clear advantage in the
financial benefits derived from the exploitation of these areas for residential purposes,
rather than agricultural purposes. This fragmentation has led to unplanned development
of cities, decrease of the green zone, and inability of the government to provide services
such as sanitation (Istabraq et al. 2016). Subdivision of single plots into several sub-
plots is common as a result of the long-standing housing crisis in Iraq, with United
Nations and World Bank estimates of 3 million housing units shortfall (Shaikley 2013).
Such sub-division results in very small plots with complex ownership. After the
February 2006 bombing of the Shia Al-Askari mosque (Saladin Governorate), dis-
placement from sectarian violence accelerated significantly mostly in mixed
Shia-Sunni areas close to Baghdad, affecting one and a half million Iraqis (Isser and
Van der Auweraert 2009). More recently, displacement resulting from the activities of
Daesh (Isis) has affected cities in the north and west of Iraq (Mosul, Ramadi, Tikrit and
Fallujah). Continuing today, displacement both internal, to different Iraqi cities, and
external, to different countries, causes further pressure on the land administration
system, unable to monitor any occupancy in Isis-occupied cities, nor to prepare tem-
porary places for migrant people to live.

The context is clearly, therefore, of a land administration system beset by problems
of external societal issues, and internal resourcing and procedural issues affecting
effectiveness, working methods, and results. It is proposed that engagement by the
community and its participation in land administration systems can address these and
other problems. Formal land tenure for the world’s poorest people, including millions
in Iraq, where recent wars have left the formal system broken and unable to secure land
rights for the citizens, is a critical driver. Because cost and time are barriers to regis-
tering land, there is need for exploratory projects which seek to establish whether VGI
can offer a low cost, inclusive approach to updating existing records, making the formal
land administration system more efficient and meeting the needs of the community by
creating more fit-for-purpose systems. A further impetus is the need to constantly
maintain completeness of attribute data as well as spatial data.
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4 Fit-For-Purpose (FFP) Land Administration

Systemswhich serve the need of the communities in countries where the official cadastral
system is weak or does not exist at all, and where the cadastre is not multi-purpose (e.g.
where it considers only legal ownership, neglecting other aspects) can be described as
‘fit-for-purpose’: these are not necessarily high geometric accuracy systems, but rather
they can identify, rather than monument, land parcels, record ownership and provide
security of tenure for underprivileged communities (Enemark et al. 2014).

These systems adopt principles such as ‘general boundaries’ rather than fixed
boundaries, meaning the accuracy of the delineation process is not necessarily precisely
determined, especially in the rural and semi-urban area, but rather concentrates on the
information needed for day-to-day land administration purposes. A successful example
that has adopted this approach is Land Tenure Regularisation in Rwanda in 2009
(Enemark et al. 2014). Data capture commonly uses satellite or aerial imagery rather
than traditional surveys (with total station), three to five time cheaper overall yet
yielding data suitable for most land administration purposes. The Tsoukalades, Greece
project, already mentioned, offers printed 1:25,000 scale satellite images to non-
professionals allowing annotation of land ownership details by pencil. In ‘fit-for-
purpose’ systems, the required accuracy of information collected and maintained is
aligned to its potential use, rather than some imposed high-order specification; further,
the system is designed to optimise updating and embed flexibility to allow for
improvements with time.

The ‘fit-for-purpose’ approach builds on several important elements (Enemark
2013): the participatory nature of the system, meaning geospatial data is collected and
handled with the aid of the community; inclusivity, ensuring that all tenure types are
considered without any exceptions, crucial to ensure coverage of non-traditional (and
unrecorded in the majority of official land administration systems) tenure patterns;
attainability ensuring realistic system-building depending on available resources and in
a short timeframe; and upgradability meaning that the data can be readily updated and
the system improved in response to developments in society and practical experiences.

The idea of ‘fit-for-purpose’ suggests that there is a role for less technically accurate
data, but much research still needs to be done to assess its value for the many purposes
of land administration, and to draw up the specifications of such systems. In order to
focus on such developments, a spectrum of variables needs to be considered.

4.1 Variables Which Drive FFP Land Administration

The variables which drive fit-for-purpose land administration systems are themselves
disparate and multi-faceted. Firstly, tenure may involve aspects such as occupancy,
usufruct (official usage rights without ownership), informal rights, customary rights,
indigenous and nomadic rights, and varying levels of security depending on their level
and application. These levels differ from informal land rights to formal ones, but land
tenure can migrate from one category to another, upgrading with time and changing
towards better levels of security. For example, the informal settler may upgrade to an
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improved level of tenure if government begins to formally recognize certain group
rights (Quan and Payne 2008). Secondly, the legal rights used in land administration
may reflect a number of acceptable and practical systems such as tribal rights, religious
rights embedded in the Islamic system, for example, and customary rights. A third
variable is accuracy, which reflects different methods and techniques for collecting
cadastral data by officials. This recognition of variability could be extended to public
participation in collecting VGI, for example by field sketches, satellite imagery, or GPS
observation. Volunteers may themselves exhibit variability - young amateurs may have
technical experience whilst elders possess useful historical information; young people
may prefer to use digital technologies (e.g. iPad or GPS) but older people may prefer
to use sketch map for presenting their land information to a public participation
system.

4.2 Public Participatory Work for Collecting Geographic Data

The nature of public participation in the collection of geographic data has been
addressed by many researchers, and although the main perception for all is nearly the
same, terminology can vary. Turner (2006) referred to ‘neo-geography’, meaning the
use of geographical techniques and tools for personal and community activities, or by a
non-expert group of users. Goodchild (2007) proposed the term ‘citizen-as-sensor’ for
those numerous people who participate in collecting information on the weather and
predicting catastrophe. A further term ‘citizen science’ describes the engagement of
amateurs in any experimental and scientific observation (Bonney et al. 2009). In
geographic terms, the use of the word ‘crowdsourcing’ can suggest the process of
collecting information by the local citizen by means of mobile devices and the geoweb
(Niederer and Van Dijck 2010), although it can also be used to refer to the validation of
such data by multiple volunteers who can give a ‘best estimate’ on its trustworthiness
and accuracy. For LAS, a relevant recent term is ‘neo-cadastres’ - citizen-built and
legitimized land data handling systems maintained by volunteers rather than the gov-
ernment (de Vries et al. 2015). The work described in this project demonstrates the
convergence of VGI with neo-cadastres: the focus will be mainly on the definition of
VGI, its uses, issues related to quality and the methods for verifying VGI. A hypothesis
and research questions relating to the role of VGI in LAS will be presented also.

5 Volunteer Geographic Information (VGI)

For centuries, the collection and use of spatial data has been reserved to official
agencies (Goodchild 2008), but VGI offers the public the opportunity to be involved in
data collection and use. This can be perceived as challenging to authorities and they
may raise concerns about the data or the process. Overcoming such concerns, involves
considering the motivation for adopting VGI in land administration projects, the quality
of the data, and the ways of verifying the participatory data (Seeger 2008).
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5.1 The Motivation for VGI

The Motivation for Using VGI Technologies in LAS. The ineffective nature of
many LAS suggests that there is a need to build fast and inexpensive land adminis-
tration systems that can activate stagnant land markets; and it may be that such ini-
tiatives are much more valuable than building highly accurate systems which may need
time and money (Adlington 2010). Associated with this approach, it seems obvious that
VGI can form a major part of such initiatives, and that contributions from people who
live near to spatial phenomenon can release best knowledge on its characteristics (Bishr
and Mantelas 2008). In terms of specific application, therefore, there is motivation to
consider that official cadastral data provided by official expert structures can be com-
pleted and up-dated when combined with data that is provided by VGI. From a
technological perspective, the expansion of internet coverage and its availability around
the world, together with the developing of smart phones technology, allow for easy and
quick techniques for collecting, picking, uploading, correcting and mapping of
geospatial data by ordinary citizens without depending on GIS experts (Tulloch 2007).

Citizens’ Motivation for Collecting and Editing Geospatial Data for LAS. The
biggest motivation is that of volunteers without whom no VGI project can succeed. The
urge of citizens to participate as volunteers for collecting geospatial data, over lengthy
periods, not directly linked to financial gain, has been examined by Tulloch (2007) who
identified “achieving a higher level of empowerment” as the main factor that motivates
citizens to participate in the OpenStreetMap project (the highest profile VGI initiative).
Goodchild (2007) has indicated that “self-promotion and personal satisfaction” are
major factors also. Coleman (2010) suggests that positive factors might include altruism,
professional and personal interest, intellectual stimulation, protection of personal
investment, social reward, personal reputation, self-expression opportunity and (espe-
cially in the case of geographic information) pride in place. Negative factors include
mischief, social, economic or political agenda, and malicious intent. Haklay and Bud-
hathoki’s study (2010) presents concepts such as ‘fun’, ‘recognition’, ‘money’,
‘unique’, ‘ethos’, ‘reciprocity’ and ‘instrumentality’ to characterise volunteer experi-
ence. Cotfas and Diosteanu (2010) saw volunteer participation as a recreational activity,
the public not needing to be particularly aware or reward-driven for their participation.

However, Laarakker (2011) has suggested that the focussed recognition of a need for
better public services and improved systems for land administration, might be a more
positive driver for participation than such altruistic reasons. Basiouka and Potsiou (2012)
who conducted the first practical cadastral mapping exercise using crowdsourcing
techniques, have emphasised that the main reason for the motivation of their participants
was a perceived need to overcome bureaucracy and to open the land market, which had
been blocked for more than twelve years. The key opportunity for contribution might
therefore be market-driven (professional or personal interest at an economic level); the
enhancement to a personal job or project; being part of a large social network and being
rewarded for having a strong personal presence online; the ‘fun-factor’ in working within
a ‘trendy’ environment; and humanitarian and altruistic drivers etc. (Coleman et al. 2009;
Winterbottom and North 2007; Genovese and Roche 2010).
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The Authorities’ Motivations. Although VGI projects are created and maintained by
ordinary citizens, the role of authority in supporting and guiding VGI mapping projects
can impact LAS. It is highly unlikely that a VGI-based cadastre can be successfully
envisaged as a replacement for an official, formal system. McLaren (2013) has sug-
gested that completion of unmapped areas or updating existing systems are the obvious
incremental benefits of VGI in LAS, which can be recognised by government authorities.

Another scenario which might be considered is to apply VGI in a highly populated
urban slum area with very small plots, where low land values might suggest that high
accuracy for obtaining land boundaries is not so important for the authority. Such data
can exemplify the ongoing flowline of land rights and boundary delineation informa-
tion, which can be used for planning and updating social services and infrastructure
(McLaren 2013). According to Enemark et al. (2014) crowdsourcing actually motivates
land professionals by expanding their potential role and making them able to serve the
whole population rather than focussing only on a small elite. They also pointed out that
the role of the professional will be more managerial in relation to organising and using
land related data, expanding their responsibility beyond just capturing it. It has also
been suggested that VGI, as a new source of fresh data, will enhance the quality and
quantity of information for professionals and decision makers (Seeger 2008).

Such considerations of motivation will directly help in the development of test data
collection tools, and in the engagement during the fieldwork with both the authorities
and communities. Once the test fieldwork data in this study project has been collected
and analysed, it will be possible to liaise with the relevant authorities and explain the
value of the VGI data, and approach, to their work.

5.2 Evaluating the Use of VGI in the Land Administration System

In recent years, the evaluation of the utility and quality of data that has been collected
by participatory methods has been important. Its application has been considered as an
opportunity for official land administration systems: de Vries et al. (2015) argue that the
use of volunteer spatial data in cadastral systems is an opportunity for creating and
maintaining geospatial data, because it changes the role of ownership from being
passive to active, which can guarantee faster, cheaper and more fit-for-purpose tech-
niques than traditional methods of registration. Bennett et al. (2010) also considered the
importance of using VGI for cadastral purposes, notably as an interim solution that can
serve the needs of the community by securing land rights, and/or transferring such
rights to a different level of tenure security. Seeger (2008) refers to the opportunity of
government cadastral authorities to obtain a new source of fresh data that may help
them for planning and decision making. However, de Vries et al. (2015) point out that
using VGI in cadastral systems may cause threats to official systems, because it may
conflict with the rules and mechanism of official organization and the experts.

Goodchild and Li (2012) describe some quality issues with VGI even for multiply
crowdsourced data: it may be difficult to control because of the fact that only a small
number of people can verify the correctness of the information. In the case of a cadastre,
those directly in touch with the land parcel can provide the correct boundary information.
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Experience also counts: the majority of the VGI producers are amateurs who have little or
no experience with the mapping process (Mummidi and Krumm 2008).

The usage of VGI for specific tasks in land administration has also been examined
by Navratil and Frank (2013) who argued that although it is difficult to depend on VGI
totally as an alternative option for an official cadastral system, as an important part of
the LAS is land ownership which can only be verified by a limited number of people, it
still has an important role to play in observing parameters which could be obtained by
authorities only with considerable time and effort.

To conclude, de Vries et al. (2015) regard VGI as an opportunity and ‘fit-for-
purpose’ as a reliable concept, ensuring servicing the needs of a community in case of
under-development or absence of an official cadastral system. However, it clearly needs
good methods for checking the quality of the VGI data.

5.3 VGI Quality Considerations

Land administration systems are only as good as the quality of the spatial, and other,
data held therein. Because VGI is provided, in most cases, by people with little or no
knowledge of the mapping process (Ciepłuch et al. 2010), it is necessary verify the
quality of their data and balance the potential benefits. Data quality can be examined
from a number of different perspectives.

• Positional accuracy, the Euclidean distance of coordinate values of a VGI feature
(e.g. a point) to corresponding authoritative equivalent feature (Mullen et al. 2015).

• Thematic accuracy/Attribute accuracy, the reliable and reasonable correctness for
attributes attached to points, lines and polygons features of the spatial database.

• Completeness, the comparison between two different data sets of the same area, to
find which included and excluded features.

• Temporal accuracy, the agreement between encoded and ‘actual’ temporal coor-
dinates (Veregin 1999).

• Logical consistency, the existence of logical contradictions within a dataset
(Hashemi and Abbaspour 2015).

Goodchild and Hunter (1997) evaluated the accuracy of VGI by using traditional
statistical methods (Root Mean Square Error (RMSE) and the standard error) to
describe the spatial error of point features. More recently, Al-Bakri and Fairbairn
(2012) reviewed the spatial match between VGI and government data, finding that
RMSE of positions is consistently high for VGI. They attributed the errors to the
prevalent low-precision devices, for example personal GPS units and commercial
imagery services, which are commonly used in VGI collection.

Quality can vary depending on the location. For example, Zielstra and Zipf (2010)
found that the completeness of VGI became worse the further it was collected from the
urban core, when examining the differences between VGI and commercial data sources
in Germany. Completeness is used to determine the difference between what is
recorded (for example, number of houses or length of roads) and what is actually found
in the real-world (Brassel et al. 1995). Haklay (2010) proposed a numerical assessment,
by simply counting the total length of streets in OpenStreetMap (OSM) compared to
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official Ordnance Survey (OS) data sets for Great Britain. Jackson et al. (2013)
undertook a study based on schools, first by simply counting them, which showed
similarity across four data sets. However, when they repeated the study basing it on
names (and in two cases on addresses) they noted that, although the numbers were
similar, the schools themselves were not the same: simply basing the data collection on
numbers was insufficient to assess completeness.

Using the same datasets of schools, Mullen et al. (2015) included demographic
features in their specification (general population; economic status; educational
attainment; and race/ethnicity). However, they failed to identify a clear association (or
statistically significant correlation) between either positional accuracy or completeness,
with any of the demographic properties.

It is clear that there is need for a better study of potential accuracy and quality of
VGI in relation to LAS. It is interesting that there is agreement that completeness and
currency are indeed measures of quality. Focussing on these, rather than simply on
spatial accuracy, is important in assessing the approach to VGI in LAS.

Methods to Assess and Validate VGI When No Other Data Sets Are Available. It
is important to also validate the process of data collection where there may be no
formal or alternative data sets to assess the data against. In this situation, we must have
confidence that the collection and collectors are reliable. Since the quality of VGI data
depends on the reliability of the information that can be obtained from volunteers, it is
crucial to find some ways for verifying the participatory information that aim to serve
the need of the community and distinguish it from others who aim to defraud the
system (Coleman et al. 2009). Methods of verification depend on criteria such as
producer reputation, evaluating volunteer data by other users (Maué 2007). Another
method assesses a producer’s abilities in checking others’ work (Bishr and Mantelas
2008). Haklay et al. (2010) show that eliminating the error in participatory mapping can
be achieved by multiple volunteers – a principle of agreement. A social approach could
be adopted, based on senior trusted users checking and correcting others.

Addressing concern about the validity of data and conflicts with existing formal
systems are a focus of this study, which draws on these methods to analyze and validate
VGI from field work. Some case study areas involve comparison with formally reg-
istered data but others rely on agreements within the community for verification.

5.4 Experiences of Using VGI for Land Mapping

Volunteer geographic information (VGI) techniques have been successfully used for
many tasks around the world, and such studies can give insight into the mechanisms of
VGI data collection and use. New cadastral maps have been created with the aid of the
community in Juba, capital of newly independent and poorly mapped South Sudan
(Haklay et al. 2014). Another example is a Canadian government project for correcting
and updating topographic mapping using VGI technique (Bégin 2012), whilst cadastral
data in New York City was enhanced with the aid of volunteers (Barth 2013). When
government cannot offer an operational cadastral system or existing systems do not
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reflect the community understanding of their land boundaries and rights, a bottom-up
approach to mapping can be initiated. The approach of the charity Shelter to slum
mapping is described in Haklay et al. (2014). Extra-governmental participatory map-
ping practices and associated tenure allocation in communal areas in southern Ghana
are reported in Olowu (2003) and Arko-Adjei (2011), and boundary mapping of
indigenous land in Canada, reflecting the community’s social, cultural and religious
relation with the land is outlined by de Vries et al. (2015).

It is recognised that for some official systems, VGI is considered as threat
depending as it does on a bottom-up approach with community roles and mechanisms
of surveying and registration which are different from the authoritative approach. It is
noteworthy, however, that assessment of such VGI has tended to evaluate the spatial
and attribute data much more than consideration of the completeness or currency of
data-sets. The project outlined here does address all of these concerns.

Further, the volunteers in this study of Al Hillah have been offered a range of data
collection methods (GPS-enabled smartphone, iPad tablet, paper-printed satellite
image) to assess motivation and accuracy, and understand ease of use, and impact of
citizen characteristics (such as age, level of education, gender). The data collected is
subject to a range of methods to test spatial accuracy and usability. This is important for
a ‘fit for purpose’ system because it may be that very low-tech approaches, while not as
precise or accurate as more complex methods (e.g. GPS) are valid in some situations
where cost is an issue.

6 The Main Hypothesis and Research Questions

The main hypotheses being tested in this work are that:

• VGI can provide adequate, current and complete data to inform ‘fit-for-purpose’
land registration systems to secure land rights.

• Different individuals and geographic contexts require adoption of different methods
of collecting and supplying VGI.

• Land professionals can be motivated to use VGI if they have more understanding of
its use and potential.

Thus, the overarching research question has been:

“What existing and potential roles do the professional and volunteer stakeholders have in
collecting and handling geospatial data for land administration systems?”

This main research question is explored through a series of investigations:

Research tasks Purpose How answered

1. What is the range and scope
of current land administration
systems in developing
countries?

To set the context and assess
the potential need for VGI to
support a ‘fit-for-purpose’
system

Through a literature
review

(continued)
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(continued)

Research tasks Purpose How answered

2. Do official land
administration systems
efficiently support customary
and social tenure?

To identify if some issues
might be better covered by
VGI-based systems than
current official LAS

Through a literature
review

3. What difficulties do land
administration professionals
currently experience in the
case study area?

To identify areas and tasks
where VGI might be
particularly valuable to
professionals

From fieldwork, notably
interviews with
professionals

4. What is the current
knowledge and perception of
VGI and ‘fit-for-purpose’ land
systems amongst land
professionals in the case study
area?

To identify barriers to
professional acceptance

From interviews with
professionals

5. What is the current
knowledge of the local citizens
about the importance of
registering their land?

To assess motivation for
engaging in VGI

From interviews with
volunteers

6. What are the current
technical and non-technical
mechanisms being used by
people participating in VGI?

To inform the methods to be
used in the field work and
develop data collection tools

From previous studies

7. Which methods and data
collection tools work best in
different contexts and for
different individuals?

To analyze the usability and
validity of different
approaches

From practical VGI
collection in the field

8. Which type of data can be
provided by citizens for the
system, and which types are
not possible?

To acknowledge the
limitations of VGI

From examination of
the data flowline in the
field and in the official
office

9. How complete, current and
accurate is VGI compared to
more formally collected land
data?

To acknowledge the
limitations and strengths of
VGI

From analysis of
collected VGI and
comparison with official
data-sets

10. How can VGI to be
incorporated into, or
supplement, an official LAS?

To identify what changes
formal systems might need to
accommodate VGI

From final workshop
with land professionals

7 Conclusion

This paper has reviewed issues of land administration systems in developing countries,
focussing on an Iraqi case study. The country is suffering from population displace-
ment, uncontrolled illegal development, seizure of public lands and buildings,
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fragmentation and parcel subdivision, forged ownership deeds, and other LAS issues.
The motivation for, previous lessons from, and quality of VGI generally is considered,
specifically its role in addressing such land administration issues. Finally, a detailed
plan for undertaking fieldwork and data analysis in the challenging situations which
pertain in Iraq is proposed, to determine the role of VGI in enhancing official systems.
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Abstract. Question Difficulty Level is an important factor in deter-
mining assessment outcome. Accurate mapping of the difficulty levels
in question banks offers a wide range of benefits apart from higher
assessment quality: improved personalized learning, adaptive testing,
automated question generation, and cheating detection. Adopting unsu-
pervised machine learning techniques, we propose an efficient method
derived from assessment responses to enhance consistency and accuracy
in the assignment of question difficulty levels. We show effective fea-
ture extraction is achieved by partitioning test takers based on their
test-scores. We validate our model using a large dataset collected from a
two thousand student university-level proctored assessment. Preliminary
results show our model is effective, achieving mean accuracy of 84% using
instructor validation. We also show the model’s effectiveness in flagging
mis-calibrated questions. Our approach can easily be adapted for a wide
range of applications in e-learning and e-assessments.

Keywords: e-assessments · Unsupervised learning · Personalized learn-
ing · Question bank · Difficulty levels

1 Introduction

Question Banks are a basic part of e-assessment systems. Questions in the bank
span a wide-spectrum of subject matter. High quality questions can be effective
in measuring the extent to which test takers have succeeded in meeting learning
objectives [1]. The nature of questions directly influence assessment quality as
well as the experience of test takers [2,10]. Precise estimation and dynamic cal-
ibration of question difficulty can be highly beneficial in personalized e-learning
as well [3,4].

In e-assessments, examiners routinely define the proportion of questions to
be chosen from each subject area, learning objective [1], difficulty level [2], and
concept [13]. In randomized close-ended e-assessments, each test taker is given
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a random set of questions, selected according to these attributes. Quality of
evaluation in randomized assessments thus depends on accuracy in mapping the
attributes. Factors affecting the quality include large number of questions in the
bank, author prejudice, and incoherent inputs.

We investigated the problem of improving accuracy in mapping of the ques-
tion difficulty levels. Difficulty Level is a key parameter that determines assess-
ment outcomes. In addition to higher assessment quality, accurate difficulty level
mapping in question banks offers numerous benefits: better methods for person-
alized learning, adaptive testing, auto-generation of test questions and cheating
detection. Existing work based on assessment responses falls in two categories:
The first category leverages Natural Language Processing (NLP) to identify a
set of patterns. A rules engine [5] or a supervised learning model [6,7] or both
[8] help estimate the desired parameters based on the identified patterns. The
second class of methods adopts statistical modeling techniques such as item
response theory [2] to estimate learner skill levels [3,4], adaptive testing [9], and
answer similarity detection [11].

We used test taker performance metrics derived from e-assessment responses
to construct an unsupervised learning model [12] for precise estimation of ques-
tion difficulty levels. We have shown that partitioning test takers into three
groups based on assessment scores is an effective method for feature extraction.
We tested our model on a real-world data set, generated from a university-level
proctored e-assessment, covering two thousand students. Our model achieved
84% agreement with the instructor rating (external index), also validated using
Cohen’s Kappa Method [14]. Using the validation data set, we have shown our
model’s effectiveness in identifying mis-calibrated questions. Our technique can
be easily adapted for personalized learning, adaptive testing, similarity detec-
tion, and automatic generation of questions.

Section 2 of the paper covers related work in this domain, followed by our
proposed methodology in Sect. 3. Verification and validation of our approach is
noted in Sect. 4, followed by conclusion in Sect. 5, and suggested follow-ups in
Sect. 6.

2 Related Work

Question Difficulty Level affects both validity and reliability of assessments [2].
Validity measures the extent to which a test taker has succeeded in meeting
learning objectives. Reliability indicates whether all test takers are evaluated
consistently. Some attributes affect only validity (e.g., learning objective). How-
ever, incorrect difficulty levels impact both validity and reliability.

A set of prior methods were focused on leveraging Revised Bloom’s Taxonomy
(RBT) [1] and Natural Language Processing (NLP) techniques. Haris and Omar
[5] used NLP to construct a set of rules to classify written questions and assess
the cognitive level of test takers. Thomas et al. [8] calculated sentence similarity
using structural and semantic analysis for automatic scoring of answers. Yahya
et al. [6] constructed a supervised learning model using pre-selected questions
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and RBT-cognitive mappings. Sangodia et al. [7] have proposed integrating a
similar supervised learning model into a question bank system.

A second class of methods have used statistical modeling [2] of assessment
responses for learner level estimation [3,4], adaptive testing [9] and similarity
detection [11]. Chen et al. [3] constructed a model based on study of material
difficulty and learner level to facilitate personalized e-learning. Wang [4] used a
pre-test approach to estimate learner level for adapting learning and assessment.
Raykova et al. [9] capitalized learner response history for selection of adaptive
testing questions. Wesolowsky [11] calculated measures of answer similarity in
multiple choice exams for cheating detection.

Item Response Theory [2] is widely used for interpreting assessment
responses. Difficulty Index (or p-value) [2,15] is the proportion of test takers
answering a particular question correctly. Higher p-values indicate easier ques-
tions. Hence we will refer to the p-value as Easiness Index for the rest of this
paper. ScorePak [15] classifies a question as ‘Easy’ if the easiness index is 0.85 or
more, ‘Moderate’ if it’s between 0.51 and 0.84, and ‘Hard’ otherwise. Discrimi-
nation Index [2] measures how well an assessment differentiates between top and
bottom performers. These metrics need careful interpretation. For instance, if
both easiness and discrimination indices are low, it could very well be that most
test takers found the question Hard. We have generalized these metrics for use
in e-assessment learning models.

3 Proposed Methodology

We have created a Question Classifier Engine that uses metrics derived from
assessment data to improve mappings of difficulty levels of questions in the bank.
We have also created a Verification Web Portal to validate and approve map-
ping changes suggested by the Question Classifier. Figure 1 shows a schematic
representation of the system architecture. In the rest of this section, we define
the features for our unsupervised learning model and discuss validation in the
next section.

To estimate Question Difficulty Level based on unsupervised learning, we
define it as an ordered attribute [12] with l levels: D = {d1, d2, . . . , dl} on the
question set: Q = {q1, q2, . . . , qq} of q questions.

Based on the assessment responses, we can define three sets of metrics per-
tinent to test taker’s experience: subject-level, question-level, and performance
level. In our model, Subject metrics used were the maximum or highest score
received, aggregate of assessment questions, aggregate of test takers for that sub-
ject. Question metrics were aggregate count of attempts made for that question,
aggregate score for that question, and easiness index. Past work [2,15] has shown
that the knowledge/cognitive level of test taker also plays a significant role in
answering questions correctly. We use this observation to derive the Question-
Level Performance metrics as will be shown below.

Let S be the subject for which assessment was conducted.
Set of test takers: T = {t1, t2, . . . , tt}
Set of questions: Q = {q1, q2, . . . , qq}
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Fig. 1. System architecture

Total score of a test taker tj : tsj
Maximum score received in the subject: ms

Attempts for a given question qi is defined as:

a(qi, tj) :

{
1, if tj was given qi

0 otherwise
(1)

Score for a given question qi is defined as:

s(qi, tj) :

{
1, if tj answered qi correctly
0 otherwise

(2)

Score Partitions for the subject S is composed of p partitions as defined by
Eqs. 3 and 4:

SP = ∪p
k=0spk (3)

spk =

{
[ms×(k−1)

p , ms∗(k)
p ], if k ≤ (p − 1)

[ms×(k−1)
p , ms∗(k)

p ] otherwise
(4)

Using Eqs. 1 and 4, we define the Attempts for qi in Score Partition spk as:

a(qi, tj,k) :

{
1, if tsj ε spk

0 otherwise
(5)
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Similarly, using Eqs. 2 and 4 we define the Score for qi in Score Partition
spk as:

s(qi, tj,k) :

{
1, if tsj ε spk

0 otherwise
(6)

As discussed before, easiness index is the proportion of test takers answering
a question correctly. Using Eqs. 1 and 2, Easiness Index for a given question qi
is defined as:

E0(qi) =

∑t
j=1 s(qi, tj)∑t
j=1 a(qi, tj)

(7)

Similarly, the proportion of test takers answering a question correctly in any
given score partition can now be defined using Eqs. 5 and 6. Easiness Index for
qi in Score Partition spk:

Ek(qi) =

∑t
j=1 s(qi, tj,k)∑t
j=1 a(qi, tj,k)

(8)

To illustrate the suitability of partitioned Easiness Indices (Eq. 8) as features
in a learning model, let us consider three partitions corresponding to Bottom,
Medium and Top performing test taker groups. This partitioning is a widely
accepted practice and hence serves as a good basis for validation. The example
below shows the feature matrix formed by using E1, E2, E3 as features:⎡

⎢⎢⎢⎣
e11 e12 e13
e21 e22 e23
...

...
...

eq1 eq2 eq3

⎤
⎥⎥⎥⎦ (9)

Row i of Eq. 9 is projection of question qi as a point in R
3. By clustering

the projected points into l groups, we can create G as a proxy for D. This is
achieved using the standard optimization function [12]:

arg min
G

l∑
i=1

∑
e∈Gi

‖e − µi‖2 (10)

In this study, we have used the standard k-means algorithm to implement
this optimization objective by creating three clusters for G. Since D is an ordered
set, appropriate ordering of the cluster centroids of G provides us the mapping
Q �→ D.

4 Validation Model

4.1 Data Set

The data used in this study was collected from a close-ended official e-assessment
of first-year engineering students from a large university in India. Several thou-
sand students were assessed at the same time in a proctored setting. Each student



548 S. Narayanan et al.

was evaluated on four subjects they had enrolled in the academic year. Fifteen
multiple-choice questions were randomly selected per student from a confidential
question bank that contained around hundred questions per subject. All ques-
tions had equal score of one mark. All questions had four choices. The test-scores
contributed to the final grade of the students.

Question difficulty levels in the validation data set correspond to the first
three levels of cognitive dimension in RBT – Remembering, Understanding, and
Applying. Hence, we validated our model using a scheme with three difficulty
levels: ‘Easy’, ‘Moderate’, and ‘Hard’.

Table 1 shows the four subjects used for validation and the distribution of
‘Easy’, ‘Moderate’, and ‘Hard’ questions as provided by instructors. Table 2
shows the performance characteristics of the aggregate number of students
assessed per subject. The aggregate attempts received for the entire subject is
shown in column Agg. Attempts. The aggregate total score for the entire subject
is shown in Agg. Score.

Table 1. Subjects question characteristics

Subject Ques. Easy Moderate Hard

Chemistry 99 19 64 16

Mechanics 97 28 41 28

Electronics 98 20 52 26

CS 99 28 54 17

Table 2. Student performance characteristics

Subject Students Agg. attempts Agg. score

Chem 1893 28184 11528

Mech 2031 30185 12484

Elec 2374 35364 13855

CS 945 14139 7080

Figure 2 shows the easiness index distribution (Eq. 7) of the subjects. The
mean Easiness Index is in the range 0.35 to 0.50 consistent with a norm-
referenced test [2] designed to assess course material understanding and empha-
size test taker differentiation.

Figure 3 shows a sample Question Classifier output for Mechanics. Points
shown by ‘Plus’ represent ‘Easy’ questions, ‘Circles’ represent ‘Hard’ questions
and the ‘Triangles’ represent the ‘Moderate’ questions. The misclassification
errors and boundary cases are discussed subsequently.



Unsupervised Learning of Question Difficulty Levels 549

Fig. 2. Easiness index distribution

Fig. 3. Difficulty level classification of mechanics questions

4.2 Results

Table 3 shows a summary of the Question Classifier classification result for the
four subjects obtained by partitioning test takers into three groups (ref Eqs. 3
and 8 in Sect. 3). The features that we can derive from a three-partition scheme
are, E1, E2, E3, the easiness indices corresponding to the bottom, middle and
top performing groups of students respectively.

Column ‘Accuracy %’ shows the proportion of questions where there is agree-
ment between the difficulty level predictions made by our model and the rating
provided by the instructor (external index). Column ‘E-M Errors’ and ‘M-H
Errors’ show the proportion of questions for which there is lack of agreement.
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Column ‘E-M Errors’ stands for the case where the question is predicted as
‘Easy’ by our model but the instructor rates it as ‘Moderate’ or vice-versa. Col-
umn ‘M-H Errors’ stands for the case where question is classified as ‘Moderate’
by our model but the instructor rates it as ‘Hard’ or vice-versa.

Table 3. Question classifier validation with instructor rating (external index)

Subject Questions E-M Errors (%) M-H Errors (%) Accuracy (%)

Chemistry 99 7.07 13.13 79.79

Mechanics 97 2.06 8.2 89.69

Electronics 98 5.1 12.24 82.65

CS 99 7.07 9.09 83.83

Mean 98 5.3 10.6 84

Among the misclassification errors, the ‘M-H Errors’ account for 10.6% reduc-
tion in accuracy. There were two types of ‘M-H Errors’: The first type occurs
when our model predicts a question as ‘Hard’, but the instructor has rated it as
‘Moderate’. A breakdown of these by subject is provided in Table 4. The second
type occurs when our model predicts a question as ‘Moderate’, but the instruc-
tor has rated it as ‘Hard’. The characteristics of this error for a single subject,
Mechanics, is provided in Table 5.

Table 4. Subject-wise errors: model prediction of ‘Hard’ and instructor rating of ‘Mod-
erate’

Subject Questions E3Reg E3Mis E1Reg E1Mis

Chemistry 12 0.79 0.48 0.24 0.22

Mechanics 4 0.80 0.34 0.23 0.23

Electronics 9 0.80 0.51 0.26 0.18

CS 9 0.80 0.52 0.21 0.19

Table 4 shows the questions for which the prediction by our model was ‘Hard’
and the instructor supplied rating was ‘Moderate’. The columns E3Reg and
E1Reg show the mean easiness index of the top and bottom performing groups for
correctly classified questions rated ‘Moderate’. The columns E3Mis and E1Mis
show the mean easiness index of the same set of groups for the misclassified
questions. Using Chemistry as an example, we can see that the top performing
students had a 79% mean success ratio for correctly classified questions. On
the other hand, a similar performing group had 48% mean success ratio for the
misclassified questions and hence the prediction outcome of ‘Hard’. In this case,
the performance properties for these misclassified questions are closer to those of
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‘Hard’ questions. We can also see for the same Subject, the bottom performing
students performed similar (24% vs 22%). This validates our proposed model.

Table 5. Mechanics: model prediction of ‘Moderate’, instructor rating of ‘Hard’

S.no Prediction Instructor E1 E2 E3

1 Moderate Moderate 0.23 0.46 0.80

2 Moderate Hard 0.15 0.28 0.73

3 Hard Hard 0.11 0.22 0.39

Table 5 shows the mean easiness indices for the four questions in Mechan-
ics for which the prediction by our model was ‘Moderate’ and the instructor
rating was ‘Hard’. Columns Prediction and Instructor show the difficulty levels
as predicted by our Model and as rated by Instructor respectively. E1, E2, E3
show the mean easiness indices of bottom, middle, and top performing student
groups respectively. Row 2 shows the misclassification, and we can observe that
these questions have performance metrics higher than the typical ‘Hard’ ques-
tion (Row 3) particularly for top performing students, but well below the typical
‘Moderate’ question (Row 1).

The first example shows the strength of our model in capturing test taker
performance and translating them to accurate mapping of question difficulty
levels. The second example demonstrates the boundary cases where we could
further enhance the system using a rules-engine or a manual calibration work-
flow. The analysis for the ‘E-M Errors’ column in Table 3 is similar and hence
not shown for brevity.

5 Conclusion

In this paper, we have proposed a flexible unsupervised learning approach to
enhance consistency and accuracy in the assignment of question difficulty levels.
We classify the test takers into three groups and derive performance metrics
that can be used as features for unsupervised clustering. The predictions of our
model achieve 84% agreement with instructor supplied difficulty levels, pursuing
Cohen’s Kappa Method. We also showed that the model is effective in identify-
ing mis-calibrated questions. In closing, we would like to note that the proposed
method can be an enabler for wider variety of e-learning and e-assessment scenar-
ios requiring difficulty estimation such as personalized learning, adaptive testing,
and anomaly detection.

6 Future Work

In this study we have used data obtained from a large university-level proctored
e-assessment. We are actively evaluating model effectiveness in the presence of
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skews from test taker or question distributions. We have used three partitions
of test taker performances; the efficacy of five partitions could be investigated.
Questions could be automatically calibrated using a fine-grained difficulty level
approach or by using a rules engine. Adapting this model for open-ended assess-
ments is another interesting research problem.
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Abstract. In this paper, an e-learning model based on Agents and
Artifacts (A&A) Metamodel to search learning resources from multiple
sources is proposed. Multi agent system (MAS) based e-learning mod-
els with the same functionality are available in the literature. However,
they are mostly developed as standalone systems that contain a single
agent responsible for searching and retrieving learning resources. With
the highly distributed nature of learning resources over multiple repos-
itories, giving this responsibility to only one agent decreases scalability.
The proposed model exploits the A&A Metamodel to overcome this issue.
A&A Metamodel focuses on environment modeling in MAS design and
models entities in the environment as artifacts, that are first class enti-
ties like agents. From the perspective of MAS based e-learning systems,
learning resources are the main components in the environment that
agents interact with. Thus, an efficient solution can be achieved with an
e-learning model that searches learning objects by using an e-learning
environment model based on A&A Metamodel. The proposed e-learning
system is developed with Jason and the e-learning environment model is
implemented with CArtAgO framework. Finally, current limitations and
future directions of the proposed approach are discussed.

Keywords: E-Learning · Learning resources · Multi agent sys-
tems · Agents and Artifacts Metamodel · Environment programming ·
CArtAgO

1 Introduction

Multi agent systems (MAS) technology have been applied to different appli-
cation domains including e-learning. There are various efforts to provide MAS
based e-learning systems [1–4]. These systems usually include specialized agents
responsible for accessing learning resources, that are generally stored as learning
objects in learning object repositories. The agents in these systems provide a
mechanism to store, search and retrieve learning resources to other agents and
c© Springer International Publishing AG 2017
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learners. Therefore, these agents are generally referred to as repository agents,
learning object agents or delivery agents [1,2]. Most of the MAS based e-learning
systems have been developed as standalone applications, where agents access pre-
determined learning resources [1–4]. Thus, adaptability of MAS based e-learning
systems to dynamically changing learning resources is an important issue to
overcome.

Agents and Artifacts Metamodel is based on modeling of the components in
the environment as first class entities like agents. There are many definitions of
environment from different perspectives. One of the definitions focusing on the
importance of its functionalities is as follows; “the environment is a first-class
abstraction that provides the surrounding conditions for agents to exist and that
mediates both the interaction among agents and the access to resources” [5].
Thus, environment modeling and the related Agents and Artifacts Metamodel
is quite important for communication, interaction and coordination of agents
situated in the same environment.

In this paper, first we introduce related standards and technologies and then,
discuss how we can incorporate them to propose a new environment based e-
learning model. The proposed system has two main components; an e-learning
environment model based on A&A Metamodel [6] and a MAS based e-learning
system that exploits it. The e-learning environment model is implemented as a
prototype by using CArtAgO (Common Artifact infrastructure for Agent Open
environment) framework [7]. The MAS based e-learning system is developed with
Jason agent development framework and uses the e-learning environment model
to search learning objects from different sources.

The rest of the paper is organized as follows; Sect. 2 introduces the e-learning
standards as well as the agents and environment based technologies used in this
study. Section 3 features details of the proposed e-learning model. First, the e-
learning environment model is presented. Then, a MAS based e-learning system
is examined by discussing how it exploits the e-learning environment model to
search learning resources. Section 4 concludes the paper with a discussion and
future work perspectives.

2 Related Standards and Technologies

Related standards and technologies will be discussed in the following three sub-
sections. First, the e-learning standards related to learning resources will be
introduced briefly. Then, Agents and Artifacts Metamodel and its implementa-
tion with CArtAgO framework will be examined, respectively.

2.1 E-Learning Standards

E-Learning standards can be categorized into two groups; metadata specification
and content structure modeling. Metadata specification standards are involved
with providing appropriate metadata to represent learning resources. IEEE LOM
(Learning Object Metadata) [8] and Dublin Core [9] can be named as the two
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leading standards. The main content structure modeling standard is SCORM
(Sharable Content Object Reference Model) [10]. SCORM standard is used to
represent learning resources as compressed “.zip” file packages called learning
objects to increase the reusability of learning resources. A SCORM package
includes files as assets and/or SCOs (Sharable Content Objects) composed of
assets; and a manifest file named “imsmanifest.xml”. The “imsmanifest.xml”
file contains metadata specification of the learning resources (assets and SCOs)
and content organization of learning resources with the relationships between
different learning resources in XML format.

SCORM uses IEEE LOM metadata standard for metadata specification of
learning resources. Therefore, learning objects can be defined as learning resources
packed according to SCORM standard that include appropriate metadata about
the content of the learning resources with respect to IEEE LOM standard for
reusability. IEEE LOM standard has nine categories (1. General, 2. Lifecycle, 3.
Meta-Metadata, 4. Technical, 5. Educational, 6. Rights, 7. Relation, 8. Annota-
tion and 9. Classification) and subcategories to model learning resources [8].

2.2 Agents and Artifacts Metamodel

In multi agent systems, the entities that are not modeled as agents can be con-
sidered as a part of the environment. These entities can be modeled as artifacts.
From the agents’ perspective, artifacts can be defined as the first class entities
representing the resources and tools in the environment that can be dynamically
created, used and managed by the agents to support their individual or collective
activities [11]. Agents are autonomous and reactive, thus they perform operations
related to the intelligent part of the system. Artifacts realize the computational
entities that does not require intelligence and can be modeled as functions, i.e.
database, web services and communication structures can be modeled as arti-
facts. As a summarization, it can be concluded that programming multi agent
systems is a combination of agent and environment programming [12]:

“programmingMAS=programmingAgents+programmingEnvironment”

Environment programming provides a “work environment” for agents to sit-
uate in and operate [13]. The notion of work environment is based on Activity
Theory and Distributed Cognition [13–15]. Agents & Artifacts Metamodel is
inspired by Activity Theory and Distributed Cognition to promote a methodol-
ogy for modeling agents and artifacts as first class entities in a work environment.

Artifacts can have three different roles in the environment [5]; the first one
is enabling agents to access the deployment context (hardware, software and
external resources); the second one is providing a conceptual gap between the
agent abstraction and the low level details of the deployment context; and the
third one is supporting a regulation mechanism to mediate interaction between
agents and access to shared resources. These roles enable artifacts to provide
different levels of abstraction within the environment. Using artifacts in multi
agent systems to provide abstraction has some benefits in terms of system design;
firstly distinguishing the responsibilities of agents and artifacts helps supporting
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the separation of concerns in MAS. The second benefit is the decrease in system
complexity and the increase in scalability as a result of the modeling of non-
autonomous, computational entities as artifacts instead of agents.

2.3 CArtAgO Framework

CArtAgO (Common Artifact infrastructure for Agent Open environment) is the
only available framework implementing Agents and Artifacts Metamodel [7].
CArtAgO provides an API to define artifacts; an API for agent programmers to
interact with the artifacts and the work environment they belong to; and a run-
time environment for dynamic management of the work environments. CArtAgO
contains three basic building blocks; agent bodies, artifacts and workspaces.
These building blocks and their relationship can be observed in Fig. 1; which
demonstrates the abstract architecture of the CArtAgO framework as depicted
in [12]. The first layer at the bottom contains the operating system and JVM.
The right hand side of the second layer contains the CArtAgO framework that
provides an execution platform for different MAS applications. Workspaces are
the main CArtAgO building block that define the topology of the work environ-
ments and act as a logical container for artifacts. Artifacts are the basic blocks
to structure the work environment. Agent bodies make it possible for agents to
situate in work environments and create, use and manage artifacts provided by
the workspace. The left hand side of the second layer features agent frameworks
like Jadex and Jason to develop MAS applications as shown at the left hand side
of the third layer. The right hand side of the third layer contains artifact based
working environments developed with CArtAgO framework.

Fig. 1. The abstract architecture of the CArtAgO framework given in [12].
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CArtAgO framework supports heterogeneous agent societies by making it
possible for agents programmed with different agent development frameworks
share the same work environment and interact with each other through artifacts.
Agents are located in their own MAS systems while working on different work
environments through the agent bodies. Agent bridge softwares are needed in
order to provide a communication between agents and the agent bodies [12].
Jason [16] and Jadex [17] are BDI based agent development frameworks with
bridge softwares ready to use. JADE [18] is a middleware-oriented agent platform
that can be used to provide an infrastructure in CArtAgO, Jason and Jadex
applications.

Agents and Artifacts Metamodel and CArtAgO framework are already
applied in MAS contexts and real-world problems such as coordination, organ-
isation oriented programming (OOP), system and technology integration and
goal oriented use of artifacts [12]. Even though Agents and Artifacts Metamodel
have already been used for system and technology integration, its usage in the
e-learning domain for integration of different e-learning systems and technologies
is relatively new [6].

3 The Proposed E-Learning Model Based on Agents
and Artifacts Metamodel

Using agents in educational systems have advantages such as; the division of
system’s functionalities to various autonomous agents, the increase in system
maintainability, the flexibility in different situations and the compatibility of
different systems [1,2]. Hence, numerous MAS based e-learning systems have
been proposed [1–4]. The architecture of the MAS based education system pro-
posed by [2] is given in Fig. 2 as an example to illustrate the access mechanism
to learning resources in typical MAS based e-learning systems. The system has
five agent types; student agent, evaluation agent, record agent, modeling agent
and learning object agent. The learning object agent manages the search and
retrieval of learning objects to other agents and learners. It is the only agent
responsible for this operation. This structure is similar in most of the MAS
based e-learning systems that have been developed as standalone applications.
This situation is one of the driving forces behind our environment based e-
learning model proposal presented in [6]. By providing a common environment
that combines various learning object resources and numerous agents from dif-
ferent MAS based e-learning systems, we can achieve a common infrastructure.
This is important to increase interoperability of different e-learning systems and
to have agents with the ability of adapting to dynamically changing learning
resources.

The A&A Metamodel based e-learning model proposed in this paper has two
main components; the A&A Metamodel based e-learning environment model
[6] and the MAS based e-learning system exploiting it to search and retrieve
learning resources. Each component is examined in a subsection, respectively.
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Fig. 2. The architecture of the MAS based education system proposed by [2].

3.1 The Agents and Artifacts Metamodel Based E-Learning
Environment Model

The A&A Metamodel based e-learning environment model has been imple-
mented with CArtAgO framework by using the SCORM and IEEE LOM
e-learning standards [6]. The e-learning environment model supports searching
learning resources stored as learning objects with three inputs. These are title,
description and keywords, which correspond to the “1.2 Title”, “1.4 Description”
and “1.5 Keywords” metadata elements of the IEEE LOM standard, respectively.

The architecture of the Agents and Artifacts Metamodel based e-learning
environment model presented in [6] is given in Fig. 3. Agent development frame-
works and applications developed with these frameworks are at the left hand side
of Fig. 3. The e-learning environment model is at the center containing a learning
object repository management artifact and several artifacts of the two artifact
types supported; local learning object repository and SCORM Cloud. This e-
learning environment model runs at the right hand side of the third layer of the
CArtAgO framework given in Fig. 1 as an artifact based working environment.
The learning resources layer that contains two different types of repositories is
shown at the right hand side of Fig. 3.

Learning resources can be stored in local drives or learning object reposito-
ries as learning objects. Agents and Artifacts Metamodel provides abstraction of
various resources from different MAS applications by modeling them as artifacts.
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Fig. 3. The architecture of the Agents and Artifacts Metamodel based e-learning envi-
ronment model presented in [6].

Retrieving learning resources from two different type of sources is sufficient to
demonstrate the proposed model’s support for multiple sources. Thus, two arti-
fact types are illustrated in Fig. 3; one for accessing local files and one for access-
ing learning object repositories. SCORM Cloud API [19] is used as a learning
object repository, because it provides a simple interface to store learning objects
and a Web service based API to search and retrieve learning objects.

The e-learning environment model presented in [6] contains the following
artifact types:

– “Local Learning Object Repository Artifact” is designed as a linkable artifact
to provide search and retrieval of learning objects stored in local drives. This
artifact parses the “imsmanifest.xml” file of each learning object to compare
the supported metadata elements of each learning object with the search
inputs and returns a list of the matching learning objects to “Learning Object
Repository Management Artifact”.

– “SCORM Cloud Artifact” is designed as a linkable artifact which is respon-
sible for the search and retrieval of learning objects stored in the SCORM
Cloud. “SCORM Cloud Artifact” uses the Web service API of the SCORM
Cloud and returns the results it gets to “Learning Object Repository Man-
agement Artifact”.

– “Learning Object Repository Management Artifact” is the linking artifact
that links the linkable artifacts with the two previously defined linkable
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artifact types or other possible linkable artifact types that can be supported
in the future. This artifact combines the results from the available artifacts
and returns them to the agent that has sent the request. Thus, this arti-
fact abstracts the learning object repository access from the agents using the
e-learning environment model.

From the Agents and Artifacts Metamodel perspective, abstraction of the
deployment context from MAS applications is used in this model. Thus, the
two artifact types responsible for accessing two different learning sources have
been abstracted from the agents via a third artifact type which manages the
requests of the agents and delegates requests to appropriate artifacts. The pro-
posed model can be extended with more repositories at the run time and some
of the repositories may also be down for maintenance reasons. The “Learn-
ing Object Repository Management Artifact” can dynamically adopt to these
changes in the environment and operate the requests of the agents with the
available learning object repositories at the runtime.

3.2 The MAS Based E-Learning System to Search Learning
Resources

We proposed a MAS based e-learning system to search learning resources by
using the A&A Metamodel based e-learning environment model introduced in
Sect. 3.1. The proposed e-learning system has been developed with Jason. How-
ever, Jadex and Jason have bridge softwares available for CArtAgO, so other
MAS based e-learning systems exploiting the e-learning environment model can
be developed with both frameworks. In order to test the search functionality
of the proposed e-learning system, 120 learning objects have been designed for
the Logic Design course and stored in two repositories (one local and one on
SCORM Cloud).

Figure 4 depicts the architecture of the proposed A&A Metamodel based e-
learning model to search learning resources. Jason agent development framework;
the LO search application developed with Jason as a MAS based e-learning
system; and two example agents of the LO search application are shown at
the left hand side of Fig. 4. The middle layer contains two environments. The
A&A Metamodel based e-learning environment model containing three artifacts
in total is at the upper part of the middle layer. Here, one artifact from each
artifact type is shown for simplicity. LO search application’s own environment
reside at the bottom of the middle layer. The learning resources located in two
different type of repositories are at the right hand side of Fig. 4.

In order to provide a GUI to learners to search learning resources and to
represent the results, the proposed system has been developed to have its own
CArtAgO environment with the following two types of artifacts:

– “LO Search Artifact” extends the “GUIArtifact” class of CArtAgO to provide
a GUI for users to search learning objects with title, description and keywords.
A screenshot of the search GUI of “LO Search Artifact” listing the results
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Fig. 4. The architecture of the proposed Agents and Artifacts Metamodel based
e-learning model to search learning resources.

Fig. 5. A sample screenshot of the search GUI of “LO Search Artifact” listing the
results for an example search scenario.

of an example search scenario is given in Fig. 5. In this scenario, learning
objects with “exercise” as title, “Logic Design” as description and “Sequential
Circuits” as keyword have been searched by a user. Three matching results,
two from the local drive and one from the SCORM Cloud are also shown at
Fig. 5.
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Fig. 6. The interaction diagram of an “LO Search Agent” with the artifacts provided
by the e-learning environment model.

– “LO Launch Artifact” is associated with the “Launch” button of the “LO
Search Artifact” GUI that can be seen at Fig. 5. When the user selects one
of the results and clicks the “Launch” button, this artifact activates and gets
the file and shows it to the user with the program associated with the file
format in its operating system.

To illustrate how the proposed system works, interaction diagram of a Jason
agent called “LO Search Agent” (representing a learner using the proposed
e-learning system) with the e-learning environment model is depicted in Fig. 6.
The eight steps in the diagram are explained below. Only the interactions
between the “LO Search Agent” and the artifacts in the e-learning environ-
ment model are shown in the diagram for simplicity. Interactions of “LO Search
Agent” with the artifacts in its own environment are explained verbally in the
corresponding steps.

1. When “LO Search Agent” gets a search signal from the “LO Search Arti-
fact” in its own environment, it runs a “joinWorkspace” command to join the
workspace provided by the e-learning environment model to be able to use
the available artifacts. Then, it calls the “searchLO” operation of the “LOR
Management Artifact” with the requested parameters to search for learning
objects.

2. “LOR Management Artifact” receives the search request and forwards it to
all of the available artifacts connected to it with the link interface. In this
scenario, “LOR Management Artifact” first sends the request to the “Local
LOR Artifact” by calling its “searchLO” operation with the same parameters
it has received.
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3. “Local LOR Artifact” operates the request in the local repository and sends
the matching results to “LOR Management Artifact”.

4. “LOR Management Artifact” forwards the request to the second artifact con-
nected to it with the link interface by calling the “searchLO” operation of
the “SCORM Cloud Artifact” with the same parameters.

5. “SCORM Cloud Artifact” operates the request by using the Web service
API of the SCORM Cloud and returns the matching results to the “LOR
Management Artifact”.

6. When “LOR Management Artifact” receives results from all of the artifacts
it is connected with the link interface, it merges the results and sends them
to the “LO Search Agent”.

7. When “LO Search Agent” gets the search results from “LOR Manage-
ment Artifact”, it quits the e-learning environment by running the “quit-
Workspace” command and gets back to its own environment. Then, “LO
Search Agent” sends the search results to the “LO Search Artifact” to be
presented to the user in its GUI. In this scenario, it is assumed that the user
examines the results and decides to launch a learning object she wants to work
with. Thus, she selects a learning object and presses the “Launch” button. In
order to operate this request, “LO Search Agent” joins the e-learning environ-
ment workspace again and requests the selected file from “LOR Management
Artifact”.

8. “LOR Management Artifact” gets the file via the appropriate linking artifact
and forwards it to “LO Search Agent”. When “LO Search Agent” gets the
file, it quits the e-learning environment workspace and gets back to its own
environment to use the “LO Launch Artifact” for showing the requested file
to the user.

4 Conclusion

In this paper, a multi agent e-learning system that searches learning objects by
using an e-learning environment model based on Agents and Artifacts Meta-
model has been presented. The e-learning environment model exploits Agents
and Artifacts Metamodel to provide abstraction of learning resources. Thus, a
new abstraction level between the agents and the e-learning resources in the
proposed environment has been established with this model [6].

The proposed model provides a huge potential for extension from many
aspects. Future studies for extension can be grouped in two categories. On one
hand, the e-learning environment model can be expanded to provide more func-
tionality to MAS based e-learning systems using it. On the other hand, new MAS
based e-learning applications can be developed with different agent development
frameworks.

The proposed multi agent e-learning system currently supports Jason agents
capable of searching learning objects with title, description and keywords,
because these are the only IEEE LOM metadata elements supported by the
exploited e-learning environment model. In order to provide more search options
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in the proposed multi agent e-learning system, learning object search support
of the e-learning environment model can be extended in the future with more
IEEE LOM metadata elements. The proposed e-learning environment model
can also be extended to support other metadata modeling standards and more
learning object repositories with new learning object repository types. Further-
more, more artifacts with various functionalities can be added depending on
the requirements of the MAS based e-learning applications using the e-learning
environment model.

To spread the use of the e-learning environment model, new MAS based e-
learning systems can be developed with different agent platforms. In this regard,
a Jadex based MAS application can be developed and its agents can run in
the same environment with the Jason agents already developed. Since the pro-
posed e-learning environment model is based on Agents and Artifacts Metamodel
and implemented with CArtAgO framework, integration of different MAS based
e-learning systems developed with different agent development frameworks is
supported.
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Abstract. This paper presents Dimmol (acronym for Distributed
Immersive Multi-platform Molecular visualization), a scientific visual-
ization application based on UnityMol, developed with the Unity game
engine, and that uses the Unity Cluster Package to enable distributed and
immersive visualization of molecular structures across multiple device of
different types, with support to Google VR, molecular trajectory files,
and master-host-slave rendering. Its goal is to improve and facilitate the
way educators and researchers visualize molecular structures with stu-
dents and partners. In order to demonstrate a possible use scenario for
Dimmol, better understand the contributions of each platform it can be
executed in, and gather performance data, three molecular visualizations
are loaded on it and distributed to a graphic cluster, a laptop, a tablet,
and a smartphone. Other possible uses are also discussed.

Keywords: Virtual reality · Molecular visualization · Unity game
engine · Distributed visualization

1 Introduction

The learning process is a considerably complex matter, requiring effort and ded-
ication by the student. This ends up creating a need for educational resources
and methods that, somehow, keep the student motivated along the process [29].
One particular factor that increases motivation (and thus the chance of assimi-
lating the content studied) is the parity between the student’s learning style and
the way in which the information is received [23].

Among natural learning styles, the visual-spatial stands out the most [16]; in
addition, understanding spatial relationships is a requirement in many areas of
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science, such as chemistry, where visualization is important to understand chem-
ical processes [10] and the three-dimensional shape of molecules [22]. The lack
of spatial instruction may make learning some concepts highly challenging [22].

It is expected, then, that educators look for new educational resources that
satisfy these needs. One alternative can be found in educational software that use
Virtual Environments (VEs) developed with Virtual Reality (VR) technology,
which is highly motivating to students, grabbing and holding their attention,
encouraging active participation instead of passivity, and is considered a natural
evolution of computer-assisted instruction [25].

In fact, since the introduction of the capacity to create VEs using VR, some of
their most important applications are focused on learning and training [6]; one
reason for its use is the representation of impossible environments/situations
[21]. An example is chemical modeling, where acquisition of knowledge about
the models is facilitated by using 3D models and VR techniques [13].

In [18], VR is described in terms of software and hardware. As software, it
can be described as a virtual environment that gives the user a sense of “being
there”. As hardware, it can be considered a natural evolution of 3D computer
graphics, with advanced means and devices for input and output. Two advanced
visual output media are [14]:

– Head Mounted Display (HMD), in which the user wears a special kind of
spectacles with separate displays for each eye, in order to create the effect of
stereoscopy. Current examples include Oculus Rift1 and Google Cardboard2;
and

– Projection technology systems, in which the images are produced by pro-
jectors on surfaces around the user(s). They allow multiple users within the
running system. The main example is the CAVE Automatic Virtual Environ-
ment (CAVE) [9].

However, the use of VR in education is not trivial. On the financial side, there
is price: even simple CAVE-like systems (e.g. [12,26]) may cost tens of thousands
of dollars and powerful HMDs, although recently made easily available to the
consumer market, still need reasonably capable PCs to be used; in the latter
case, fortunately, there is Google Cardboard, a simple and affordable alternative
that can even be assembled by the user [1]. On the practical side, it is still
challenging to make VR technology easy to set up and intuitive to use [28].

Considering the use of VR in the scientific visualization of molecules and in
education, this research project aims to improve the ways in which educators
(and also possibly researchers) in chemistry-related areas visualize molecular
structures and chemical reactions with their students and partners, and also
improve the ways in which they coordinate these visualizations and collaborate
in order to reduce or even eliminate barriers to understanding.

1 Oculus Rift: https://www.oculus.com/rift/.
2 Google Cardboard: https://vr.google.com/cardboard/.

https://www.oculus.com/rift/
https://vr.google.com/cardboard/
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A secondary objective is to provide a simpler and easier experience in config-
uring and preparing a scientific visualization distributed across multiple devices,
including graphic clusters, which are the basis for CAVE-like systems [9,12,26].

More practically, we develop an application, Dimmol (based on the open-
source software UnityMol [20] and using the Unity Cluster Package [24] compo-
nents) which allows distributed visualization, coordination and synchronization
of molecular structures and trajectories among a variety of devices, with support
to VR and stereoscopic view (using the Google Cardboard HMD and CAVE-like
systems).

The remainder of the paper is organized as follows. Section 2 discusses other
studies related to the current research project. Section 3 presents the UnityMol
application, which was used as the basis for Dimmol. Section 4 describes Dimmol,
an application to facilitate chemistry teaching and discussion about molecular
structures. Section 5 discusses how Dimmol can be used and the results of one
particular configuration. In the end, Sect. 6 contains the conclusion of this study
and future goals for Dimmol.

2 Related Work

Chastine et al. [7] developed AMMP-Vis, a system for immersive molecular mod-
eling, supporting connectivity between local and remote devices and interactiv-
ity using HMDs and data-gloves. Collaboration was allowed synchronously or
asynchronously. Although relevant to the current research project due to the
distribution of molecular visualizations and use of HMDs, AMMP-Vis needed to
connect to an AMMP server to run (not being able to function as a stand-alone
application) and was not available for mobile devices.

Stone et al. [28] discuss the challenges of immersive visualization of molecules
and the development of VMD (acronym for Visual Molecular Dynamics), a suit-
able application for this task. In considering future directions, it is acknowledged
that a reduction in immersiveness and perceived complexity of VR components,
coupled with the use of affordable equipment, would lead to accessible interac-
tive molecular visualization simulations. The possibility of using smartphones as
remote controllers for visualizations is brought to light because of their input
capabilities (e.g. multi-touch screen, gyroscope and accelerometer), although no
mention is made of using them for visualization like it is intended in Dimmol;
there are no official builds of VMD available for mobile devices.

The studies of Liminiou, Roberts, and Papadopoulos [19] and Dias et al.
[13] use a CAVE-like system to display molecules to students in a classroom,
which is part of the motivation for the development of Dimmol. Both of them
had positive results, reinforcing the viability of CAVE-like systems in molecular
visualization, and, thus, showing a possible use scenario for Dimmol.

In [19], it is investigated how VR environments can increase interest and
motivation in learning and promote chemistry learning by using chemical reac-
tions animations and displaying them to a group of students using a 2D pro-
jector and then a CAVE. The results showed good acceptance of the CAVE by
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the students, as they felt they were inside the reactions, being able to observe
them from different perspectives and points of view and better understand what
was happening.

In [13], it was developed ChemCAVE3D, an application for molecular visual-
ization in CAVE-like systems, in particular, the MiniCAVE [12], with interaction
via mouse and Kinect3. In a pre-evaluation by educators, it was believed that it
can be used as support for chemistry teaching. ChemCAVE3D does not seem to
have been recently updated or made publicly available.

Similarly to these studies, but without the use of immersive visualization,
Merchant et al. [22] explored how VEs built in Second Life4 (SL) can teach
chemistry and improve spatial skills and achievements in chemistry. The results
showed higher effectiveness of the instruction passed in a 3D VE because students
who had difficulties with 2D instruction became able to think in 3D and translate
the information back to 2D; this highlights some of the benefits of offering ways to
visualize chemistry-related content in three dimensions independently from the
availability of stereoscopy or immersion, meaning that applications like Dimmol
can still be beneficial even on common displays.

Anderson and Weng [4] developed VRDD (acronym for Applying Virtual
Reality Visualization to Protein Docking and Design), a VR application for
visualization of protein coupling and design, where the image is projected onto
an ImmersaDesk, a semi-immersive display. The contribution was focused on the
fact that, in regards to interaction, VR increases the engagement of the user’s
visual and motor senses; in addition, they also emphasized the importance of
preventing the user from getting lost in the immersion provided by VR. These
findings are important to the current study because its goals include this engage-
ment increase and also because Dimmol’s immersive visualization options may
prove to be too much for some users.

Finally, Drouhard et al. [15] used an HMD for immersive and exploratory
visualization of crystal structures and neutron scattering data, in order to
decrease the entry barriers for exploratory analysis of complex scientific data.
In the results, it is noted that collaborative visualizations with VR displays are
particularly desired for one-of-a-kind installations and also that immersive VR
holds promise for scientific visualization. This is important to the current study,
as Dimmol was designed with the possibilities of collaborative and immersive
visualizations in mind.

It is observed then that there are no means of molecular visualization that
can be used in teaching and simultaneously attend to the factors of flexibility
(allowing visualization in a single device or distributed among several devices
of different types), multi-platform support, ease of use and maintenance, afford-
ability and different modes of immersion. The current study addresses all these
issues at once. In addition, it uses only software that are free of charge and (for
most of them) open-source, the most important one being UnityMol.

3 Kinect for Xbox 360: http://www.xbox.com/en-US/xbox-360/accessories/kinect.
4 Second Life: http://secondlife.com.

http://www.xbox.com/en-US/xbox-360/accessories/kinect
http://secondlife.com
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3 UnityMol

UnityMol5 is an open-source software6 for visualizing molecular structures and
biological networks, in a variety of representation styles (e.g. ball-and-stick,
licorice, Van der Waals and HyperBall) along with many parameters [20,27].
It was developed using the popular Unity7 game engine because of its multi-
platform support and availability of easy-to-use interfaces for 3D application
development [20]. Figure 1 shows four possible representations for a glycine mole-
cule in UnityMol.

(a) HyperBalls (b) Licorice

(c) Van der Waals hiding hydro-
gen atoms

(d) Ball-and-stick using particles
and lines

Fig. 1. Four possible visual configurations for a glycine molecule in UnityMol.

It is possible to load molecular structures by choosing a .PDB file or by
searching the Worldwide Protein Data Bank8 for a protein ID, which requires an
internet connection. After the molecular structure is loaded, the user can manip-
ulate the view (by spinning, moving and/or zooming it), change atoms’ positions,
and define aspects of their representation (metaphor, brightness, color, scale, tex-
ture, display/occlusion of hydrogen atoms, etc.). Other more advanced features
such as surface processing and loading secondary structures are also offered.
5 UnityMol: http://www.baaden.ibpc.fr/umol/.
6 UnityMol official repository: https://github.com/bam93/UnityMol-Releases.
7 Unity3D: https://unity3d.com.
8 Worldwide Protein Data Bank: http://www.wwpdb.org.

http://www.baaden.ibpc.fr/umol/
https://github.com/bam93/UnityMol-Releases
https://unity3d.com
http://www.wwpdb.org
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By default, molecular structures are loaded using HyperBalls, a model pro-
posed by Chavent et al. [8] where the representation of the structure is controlled
by two parameters and allows the continuous change between several metaphors;
this model also allows for a continuous aspect to the evolution of the bonds
between atoms through the use of hyperboloids.

UnityMol was chosen as the basis for Dimmol because of two main reasons: it
is a powerful visualization software for molecular structures and it was developed
with the Unity game engine. The multi-platform support of this engine ensures
that versions of the application for different platforms can share largely the same
code base.

An interesting feature of UnityMol is the ability to represent molecular struc-
tures and their bonds using Unity’s particle system and 2D elements. This rep-
resentation model is considerably less intensive to the graphic processing of the
application and most suitable for high frame rates per second (fps) in cases of
large structures and/or less capable devices (including smartphones and tablets,
two of the platforms at which Dimmol is aimed).

4 Dimmol

Dimmol9 (acronym for Distributed Immersive Multi-platform Molecular visu-
alization) is a scientific visualization application based on UnityMol that uses
the Unity Cluster Package to enable distributed and immersive visualization of
molecular structures across multiple device types.

Unity Cluster Package [24] (abbreviated in this paper as UCP) is a software
package for Unity that allows the development of interactive VR applications
for graphic clusters (such as CAVE-like systems). It uses the master-slave ren-
dering architecture, which classifies the cluster’s nodes as master (responsible
for hosting and, in a general way, coordinating the execution of the application
across the nodes) or slaves (that follow actions of the master, without triggering
their own). With it, each node in the cluster executes at least one instance of
the application and the UCP part of that instance takes care of connecting the
slave nodes to the master node and synchronizing the view.

At first, UCP was integrated in UnityMol version 0.9.3 in order to allow the
molecular structures to be displayed in CAVE-like systems. Several modifications
have been made to UnityMol’s source code so that it is possible to synchronize
a molecular structure initially loaded on the master node, as well as changes
applied to its view and representation, with the slave nodes. This synchronization
was done using Unity’s remote process call (RPC) capabilities in three main
ways:

– Modifying key methods (static and in singletons) so that if they are invoked
on the master node, they call themselves by RPC on the slave nodes;

9 Dimmol repository: https://github.com/LuizSSB/dimmol.

https://github.com/LuizSSB/dimmol
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– Changing key variables and properties (static and in singletons) so that in
case their values are changed on the master node, special methods on the
slave nodes are invoked by RPC to assign the new values to those vari-
ables/properties; and

– Creation and invocation by RPC of specific methods to synchronize certain
changes, when the previous two cases are not applicable.

This approach involved identifying and changing methods, variables, prop-
erties, and key code fragments. However, it allowed the synchronization of data
through nodes to be implemented with minimal interference to the actual logic
of the application.

This feature was the basis upon which all other features were implemented.

4.1 Multi-platform Support

Using Unity’s multi-platform support, versions of Dimmol for Windows, Mac OS
X/macOS, Android 4.4+ and iOS 8.0+ have been created.

In general, all versions offer the same features and visual style, as they share
the same code base. Visualizations can be distributed across devices of different
platforms thanks to UCP, as it considers a graphic cluster any group of devices
connected through the internet and executing the same application. In addition,
all devices of all platforms may act as master or slave node.

Android and iOS versions, however, have one big difference: Google VR sup-
port, which allows for stereoscopic and immersive visualization using Google
Cardboard [2] or another similar HMD. This feature is enabled/disabled indi-
vidually on each device. When enabled, two virtual cameras are created side by
side in the VE (their images displayed side by side in the device) what, together
with the HMD, causes the stereoscopy effect.

Also, for the correct operation of GoogleVR, the user’s head movement must
be tracked. Because of this, integration with GoogleVR’s software development
kit (SDK) added to Dimmol the capability of manipulating the molecular struc-
ture view with 6 degrees-of-freedom (6DOF) using the gyroscope available in
mobile devices, even when Google VR’s stereoscopic visualization is not enabled.

4.2 UcpGui Scene

UCP makes use of a configuration file that describes how the node should behave
(its type, view parameters, master node IP address, etc.) [24]. In order to make
it easy to start an instance of Dimmol without having to manually edit this
file, an initial scene (the equivalent to “screen”, “page”, or “level” in Unity)
named UcpGui (acronym for Unity Cluster Package Graphical User Interface)
was created.

It features a user interface mapping each configuration option of UCP to
a visual control that can be edited by the device’s user. It allows the user to
properly start Dimmol using the values set in the controls and also to save them
so that, later, changes made to the configuration are reloaded.
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4.3 Master-Host-Slave Rendering Architecture

UCP has also been modified to support a rendering architecture called in this
paper as master-host-slave.

In this architecture, the master node responsibilities are divided into two
nodes, the host and the master. The host hosts the application and all other
nodes connect to it, however, it has no other responsibility. The master node
now connects to the host in the same way as a slave node, but it has the power
to coordinate the application; all actions taken on the master are passed to the
host, which then redistributes them to the other nodes. Lastly, the slave nodes
work in the same way as before. Figure 2 shows a schematic of the architecture.

Fig. 2. Comparison of rendering architectures. Adapted from [24].

With the master-host-slave architecture, application coordination can be
unlinked from hosting, allowing less computationally powerful devices, such as
smartphones and tablets, to coordinate the execution without the weight of serv-
ing it to all other nodes.

4.4 Free Visualization on Slave Devices

By default, when Dimmol is displaying a molecular structure, the master node
forces its manipulation and representation of the view to the other nodes. In
some cases, however, it is desired for slave nodes (or a subset of them) to have
the power to manipulate their own view (bt spinning, moving and/or zooming
it), without affecting the other nodes.

Therefore, this capability has been added to Dimmol. The master node is
responsible for selecting the molecular structure and its representation, however,
the slave nodes may have the power to manipulate their own view of the structure
individually as its users desire.
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While this feature may be problematic for visualization on CAVE-like sys-
tems, it can be used in cases where the nodes of the application are devices with
independent displays (e.g. set of smartphones, each used by a different person).
Because of this, the activation of this feature is done individually in each device.

As for the application controls, they are displayed and enabled only on the
master node, in order to prevent other types of nodes from interfering with the
execution of the application or leaving the correct synchronization state.

4.5 Trajectory Files

UnityMol version 0.9.3 supports loading molecular trajectories [20] (sequences
of states of molecular systems) using the MDDriver [11] library, however, it is
not possible to load trajectory files already on the disk. With this in mind, it
was implemented in Dimmol the capability of loading trajectories files stored on
disk or available at some web address.

Trajectories may be described using the XMOL format (which can be under-
stood as a sequence of XYZ10 descriptors) or contain the output of a geometry
optimization operation calculated by GAMESS11 [17].

Only one state of the trajectory is displayed at a time. It is possible to control
which state is currently displayed or to animate the transition between states,
so that it is possible to analyze the evolution of the system in a continuous way.

On the master node, after a trajectory file is selected or loaded from the
web, Dimmol reads the entire file, identifying and extracting each state of the
trajectory. This data is then synchronized with the other nodes. Depending on
the number of atoms in the system, the number of states and the connection
between the nodes, synchronization may take a while (in the users’ perception);
in spite of this negative, this approach later allows the transition between states
to be more efficient, since, for that, only the index of the new state is synchro-
nized, instead of all the information about the atoms’ positions, leaving the raw
work of loading and rendering the state for each node.

In any of the states of the trajectory, as well as during the evolution anima-
tion, total control is given to the user so that he/she can change the parameters
of representation, point of view and other details, as he/she would with any
other type of molecular structure loaded in UnityMol.

In the case of trajectories loaded from a GAMESS output, the file will also
contain energy information for each state, so when loading these trajectories,
Dimmol can display a vertical energy meter in which a pointer is placed in
relation to the energy of the current state.

5 Results and Discussion

Because UCP considers a graphic cluster any set of devices connected to each
other over the internet, there is a lot of flexibility in how Dimmol can be used
to distribute a molecular visualization in a classroom or laboratory.
10 XYZ (format): http://openbabel.org/wiki/XYZ.
11 GAMESS: http://www.msg.chem.iastate.edu/index.html.

http://openbabel.org/wiki/XYZ
http://www.msg.chem.iastate.edu/index.html
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A visualization may be arranged taking into account the devices available
to users, their processing power and the specific features on each of them. In
this way, users can balance the distribution of the visualization between the
processing power of PCs versus the stereoscopic visualization and 6DOF control
via gyroscope of mobile devices.

The main usage proposal for Dimmol involves three elements: a control sta-
tion, a CAVE-like system (or a single projector) and individual devices.

The control station may be a common PC controlled by the user in charge
(e.g. teacher) and takes the role of the application’s master node.

The CAVE-like system is located, preferably, near the control station and its
nodes connect to the control station as slaves. The system’s screens display the
main continuous view of the molecular structure under study. In case there is no
CAVE-like system available, a single projector may also be used; the projector
may be connected to a separate PC or to the control station itself.

In front of the CAVE-like system/projector, there are the students or research
partners. Each of them carries a device of their own (smartphone, tablet or
laptop), which connects to the control station as a slave. These devices may
have enabled free visualization on slave devices and/or immersive visualization
through Google VR (if supported by the device).

While the purpose of the control station may be limited to control, the other
elements have deeper roles. The CAVE-like system/projector provides a collec-
tive and generalized view of the molecular structure being studied, allowing users
to view it from the same point of view and collaborate on what they see and
what it means. In contrast, the use of individual devices allows users to explore
the structure by following personal inquiries, without necessarily sharing it with
colleagues if they do not think it is relevant yet. The possibility of stereoscopic
visualization in both cases may also contribute to a better understanding of the
structure as its three-dimensional properties are better exposed.

In order to validate this usage proposal, Dimmol was executed in the Labo-
ratory of Interfaces and Visualization (LIV), part of the Computing Department
(DCo) of the School of Sciences (FC) of São Paulo State University (UNESP),
where the MiniCAVE is assembled [12]. In addition to the MiniCAVE cluster
(six Windows 7 PCs, each with a Intel i7 processor and a NVIDIA FX 1800
758 mb video card [12]), the other devices involved were an Apple Macbook Pro
(with Intel i7 2 GHz processor and Intel Iris Pro Graphics 1536 mb chip), an
Apple iPad Mini 4 and an Asus Zenfone 2 Android phone. Figure 3 shows the
MiniCAVE and how the devices are arranged.

Dimmol was installed and executed on all devices simultaneously, although,
on the Zenfone 2 it was first configured for normal visualization (monoscopic),
then later it was configured to use Google VR (stereoscopic). Three molecular
structures were loaded during the application’s execution:

– A .PDB file with the solution structure of Lactodifucotetraose (LDFT) beta
anomer [3] (85 atoms and 86 bonds);

– A file with the output of a geometry optimization (calculated using GAMESS)
of a glycine molecule (75 states with 10 atoms and 9 bonds per state); and
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Fig. 3. Devices used with Dimmol and their arrangement. Each of MiniCAVE’s three
screens has area of 3.75 m2 (2.5 m× 1.5 m). Adapted from [24].

– A .XMOL file with states of molecular dynamics (calculated using Abalone12)
between a chain of chitosan and a carbon nanotube (CNT) (66 states with
597 atoms and 789 bonds per state).

In the case of trajectories, the tests were performed while the transition
between their states was animated. The last trajectory, in particular, was a
simplified experiment inspired by the research by Aztatzi-Pluma et al. [5], in
which they calculated the interactions between chitosan chains and CNTs, and
which allows the user to see the chitosan chain wrapping the CNT.

Tables 1 and 2 present comparisons for fps rates of the devices in two possible
representations of molecular structures. As can be observed, when visualizing
structures with relatively few atoms and bonds rendered at the same time (most
notably, the glycine optimization), there is no significant difference in fps rates
between representations, however, as the number of atoms and bonds increases
(most notably, on the trajectory with a chain of chitosan and a CNT), the
difference in fps rates between the representations become noticeable, especially
on mobile devices (iPad Mini 4 and Zenfone 2). This happens because the 3D
objects of the HyperBall representation require more triangles to be drawn than
the lines and particles, which can be drawn in squares with 2 triangles each,
being more efficient for structures with large numbers of atoms and bonds [20].
For the Zenfone 2, it can also be observed that with a fairly low number of
atoms and bonds there is not much difference in the fps rate in regards to the
use of Google VR. With a considerably larger number of atoms and bonds, the
difference is greater, and the monoscopic visualization performs better.

12 Abalone: http://www.biomolecular-modeling.com/Abalone/index.html.

http://www.biomolecular-modeling.com/Abalone/index.html
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Table 1. Comparison of fps rates between devices executing Dimmol when using the
HyperBall model/metaphor for atoms and bonds.

Device LDFT beta
anomer

Glycine
optimization

Chitosan, CNT

MiniCAVE PC cluster 60 fps 60 fps 55 fps

Macbook Pro 60 fps 60 fps 53 fps

iPad Mini 4 59 fps 60 fps 18 fps

Zenfone 2 59 fps 60 fps 12 fps

Zenfone 2 (Google VR) 46 fps 56 fps 8 fps

Table 2. Comparison of fps rates between devices executing Dimmol when using the
particle representation for atoms and line representation for bonds.

Device LDFT beta
anomer

Glycine
optimization

Chitosan, CNT

MiniCAVE PC cluster 60 fps 60 fps 59 fps

Macbook Pro 60 fps 60 fps 59 fps

iPad Mini 4 60 fps 60 fps 31 fps

Zenfone 2 60 fps 60 fps 21 fps

Zenfone 2 (Google VR) 59 fps 60 fps 13 fps

It is important to notice, however, that there is no “right” way of using
Dimmol. The usage proposal presented above is merely one way of executing
Dimmol, using the resources available at the LIV.

Another possible configuration could be the use of only the control-station
and CAVE-like system/projector, as seen in Fig. 4. This configuration could be
useful to provide at least minimal immersion in schools where students don’t have
access to mobile devices powerful enough to execute Dimmol at satisfactory fps
rates.

Fig. 4. Configuration using Macbook (master) and MiniCAVE cluster (slaves).
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Yet another possibility could be the usage of a mobile device acting as master
node with a CAVE-like system as slave, exemplified in Fig. 5. This allows the
user to be inside in the visualization and “navigate” through it using 6DOF
control offered by the mobile device’s gyroscope.

Fig. 5. Configuration using iPad (master) and MiniCAVE cluster (slaves).

A final possibility presented in this paper is to combine several different
devices in order to obtain several different and simultaneous views of a molecular
structure, as shown in Fig. 6. In it, the Macbook and the PC work together, one
extending the screen of the other, while the iPad has its own view, allowing
another point of view, and the Zenfone 2 provides stereoscopy, to better judge
the three-dimensional details.

Fig. 6. Configuration using Macbook (master), Windows PC (slave), iPad (slave, free
visualization), Android phone (slave, Google VR).
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6 Conclusion and Future Work

The current study followed the development of Dimmol, an application for dis-
tributed and multi-platform visualization of molecular structures and their tra-
jectories, with support to affordable and accessible immersion using Google VR
and Google Cardboard (or a similar HMD). It is possible to synchronize a mole-
cular structure between different devices and different platforms, with free view
manipulation in some slave devices, allowing users of these devices to individu-
ally explore the structure using other points of view, while there is a collective
visualization of it, coordinated by an educator or user in charge.

Two of Dimmol’s goals were ease of use and affordability. A large part of them
was achieved by developing Dimmol upon UnityMol, because it was developed
using Unity, which allows compiling the application for different platforms. The
creation of the UcpGui scene also contributes to ease of use, since users do not
need to change the UCP configuration file manually.

The multi-platform support of Dimmol also allows users to choose how they
visualize the molecular structure, leveraging each platform’s particularities.

A pilot usability test for the main usage proposal of Dimmol is being planned
to happen in the LIV with a class of high school chemistry students. This study
will evaluate the perceived contribution of the application by students and teach-
ers and provide feedback for future improvements or specifications.

Regarding new developments, the next step will be to update Dimmol to be
based on version 0.9.6 of UnityMol, recently made available to the public in the
official repository. It is also intended to make changes to the UcpGui scene in
order to further improve its ease of use (some initial users reported difficulty
understanding some of the technical terms used) and implementation of new
controls for trajectory animation (e.g. speed, step size, direction), as well as
other features from applications that display trajectories (e.g. VMD [28]).
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27. Pérez, S., Tubiana, T., Imberty, A., Baaden, M.: Three-dimensional representations
of complex carbohydrates and polysaccharides’ sweetunitymol: A video game-based
computer graphic software. Glycobiology 25(5), 483–491 (2015)

28. Stone, J.E., Kohlmeyer, A., Vandivort, K.L., Schulten, K.: Immersive molecular
visualization and interactive modeling with commodity hardware. In: Bebis, G.,
et al. (eds.) ISVC 2010. LNCS, vol. 6454, pp. 382–393. Springer, Heidelberg (2010).
doi:10.1007/978-3-642-17274-8 38

29. Virvou, M., Katsionis, G., Manos, K.: Combining software games with education:
evaluation of its educational effectiveness. Educ. Technol. Soc. 8(2), 54–65 (2005)

http://dx.doi.org/10.1007/978-3-319-21413-9_19
http://dx.doi.org/10.1007/978-3-319-21413-9_19
http://dx.doi.org/10.1007/978-3-642-17274-8_38


Embedding Augmented Reality Applications
into Learning Management Systems

Marcelo de Paiva Guimarães1,2(&), Bruno Alves2,
Valéria Farinazzo Martins3, Luiz Soares dos Santos Baglie4,

José Remo Brega4, and Diego Colombo Dias5

1 Open University of Brazil (UAB), UNIFESP, São Paulo, Brazil
marcelodepaiva@gmail.com

2 Faccamp’s Master Program, FACCAMP, Campo Limpo Paulista, Brazil
bruno_finus@hotmail.com

3 Faculty of Computing and Informatics, Mackenzie Presbyterian University,
São Paulo, Brazil

valfarinazzo@gmail.com
4 Computer Science Department, São Paulo State University, UNESP,

Bauru, SP, Brazil
luizssb.biz@gmail.com, remobrega@gmail.com

5 Federal University of São João Del Rei, São João Del Rei, Brazil
diegocolombo.dias@gmail.com

Abstract. A tool is proposed to reduce the disparity between the state of the art
of technologies and the time of maturity required for effective implementation,
facilitating the insertion of augmented reality content into learning management
systems. This tool uses didactic material based on augmented reality in the
Sharable Content Object Reference Model (SCORM) that is a learning object
standard. We tested this tool, generating a learning object based on augmented
reality and sharing it to the Moodle platform. We also tested and shared this
object to the repository SCORM Cloud.

Keywords: Augmented reality � Learning objects � SCORM � Moodle

1 Introduction

Recently, computational technologies have provided tools to modify traditional
teaching-learning methods, resulting in effective, fun, and interactive learning experi-
ences. In this new context, some technologies are not yet widely used, due to their
peculiarities. In a general analysis, this lack of use is due to the disparity between the
state of the art of these technologies and the time of maturity required for effective
implementation. One possible technology that can be used as a learning tool tech-
nology is augmented reality (AR). AR technology works by superimposing virtual
information on top of the real world, supplementing the user’s reality instead of
replacing it as other technologies (such as virtual reality) would [2]. AR applications
can usually be visualized through a computer monitor, mobile device, or head-mounted
display.
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Many studies have been made of AR as a learning tool (i.e., [5–7, 9, 15]), resulting
in the conclusion that it has a positive impact on student motivation [7] and that it
allows practical experimentation with a theoretical subject [5], possibly improving the
application of learned knowledge [6].

Much of the investment made in the production of learning tools targets them to
highly specific audiences [13]. However, it is desirable that learning materials (such as
AR applications) be designed to be reusable and shareable by diverse educators and in
different contexts. This approach is aligned with the aims of open educational resources
[4], which can be understood as freely accessible and openly licensed documents,
media, and applications that can be used and/or adapted by third parties for teaching,
learning, and assessing. Open educational resource content can be distributed by
packaging it as a learning object (LO), which is a set of didactic material with the
following features: reusability (it can be adapted); interoperability (it can be supported
by any hardware and software platform); accessibility (it can easily be stored and
retrieved); and manageability (it can be updated over time) [13, 16]. LO repositories are
databases that provide the means for educators to discover, exchange, and reuse the
objects [13]. LOs are produced and distributed in standards defined by organizations
[12], such as the Learning Technology Standards Committee (IEEE-LTSC)1, the
Alliance of Remote Instructional Authoring and Distribution Network for Europe
(ARIADNE)2, the IMS Global Learning Consortium3, and the Advanced Distributed
Learning4 (ADL) initiative.

For educators to properly use LOs, they must use learning management systems
(LMS) (e.g., Moodle, Blackboard, Edmodo, Skillsoft, Desire2Learn, and Schoology).
According to Mahnegar [11], an LMS “is software used for delivering, tracking and
managing training/education. LMSs range from systems for managing training/
educational records to software for distributing courses over the Internet and offering
features for online collaboration.” With an LMS, the educator can track grades,
attendance, and time spent by the students, and students can keep track of their grades
and assignments and also submit homework and access course information [11].

This paper presents a tool that packages AR applications such as the Sharable
Content Object Reference Model (SCORM), an LO standard, to be used within LMSs
and/or be stored in repositories. We also demonstrate a case study that used our tool to
embed an AR application to the SCORM standard and deploy it into Moodle. We also
tested and shared this object to the repository SCORM Cloud. The AR application was
developed using the authoring tool Flaras5.

The major contributions presented in this paper are:

• a tool that packages AR applications into SCORM standard;
• the fact that a teacher can easily import LO based in AR to LMSs;
• the fact that AR content can easily be shared into LO repositories;

1 IEEE-LTSC: http://www.ieeeltsc.org.
2 Ariadne: http://www.ariadne-eu.org.
3 IMS Global Learning Consortium: http://www.imsglobal.org.
4 ADL: https://www.adlnet.gov.
5 FLARAS: http://ckirner.com/faras2/.
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• the fact that AR applications in LMSs provide a valuable didactic material;
• the fact that the packaging of LOs based on AR applications promotes the distri-

bution and sharing of this content; and
• a case study illustrating an AR application developed with Flaras and running in

Moodle;
• a case study illustrating an LO based on AR application stored into a repository.

This study is structured as follows. Section 2 discusses work related to this research.
Section 3 presents the way to embed an LO based on AR into an LMS and also shows
the developed packaging tool. Section 4 presents a case study of our packaging tool.
Section 5 presents the conclusion and suggests future work.

2 Related Work

Baptista et al. [3] developed a tool that packages 3D content in the COLLADA6 format
to the SCORM package for use within Moodle. They used the Three.js7 JavaScript
library to embed the 3D content into an HTML document. Although their solution
results in an LO based on 3D models, it is not AR content.

In [8], Gonen and Basaran dealt with the difficulty of teaching problem-solving
skills in distance physics education. They created whiteboard math (WBM) movies that
were packaged as SCORM packages and used within Moodle. A WBM movie is a
screen recording of writing along with voice/text explaining a mathematical concept or
solving a problem. In the end, they concluded, among other things, that the use of an
LMS and SCORM improves content distribution capabilities and costs as well as the
monitoring and evaluation of the students. However, it does not support AR content.

Liu et al. [10] developed the Handheld English Language Learning Organization
(HELLO), a set of two systems designed to support English language learning. One of
the systems is their own LMS that handles the learning content and offers a forum for
discussion. The other is an AR application for PDAs that displays the content and
allows students to perform the assignments; it also shows an AR virtual learning
partner on top of the device’s camera feed. The authors conducted a survey that
indicated that AR is useful for providing context-aware experiences in learning
activities. However, the insertion of the AR content they have created is compatible just
with their own LMS.

Also related to the usage of AR with an LMS, de la Torre et al. [14] used the Easy
Java Simulations8 (EJS) tool to develop a virtual and/or remote laboratory (VRL) called
Ball and Beam, which they later imported into Moodle using a packaging tool they also
developed, called EJSApp. They also developed other tools to allow for more col-
laboration during experiments. The Ball and Beam VRL has an AR functionality that
superimposes a graphical representation of the virtual system’s behavior on top of a
webcam feed of the real laboratory. They conducted an observational study that

6 COLLADA: https://collada.org/.
7 Three.js: http://threejs.org/.
8 Easy Java Simulations: http://www.um.es/fem/EjsWiki/index.php/.
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revealed a positive impact on students’ learning when using the VRL and Moodle.
However, although they inserted an AR application into Moodle, the solution does not
promote content sharing.

3 Embedding LOs Based on RA into an LMS

The activity of developing teaching materials to support the teaching/learning process
is a challenge for both educators and learners when it comes to novelties and tech-
niques that result in a gain of learning. Included among the attempts to make this task
easier is the LOs, which favor the development and reuse of didactic contents. How-
ever, some resources do not fully exercise the proposed role of teaching/learning
support, due to difficulties such as the lack of a tool to help in the generation of LOs.

When the practice of e-learning on the web started to take over the use of edu-
cational compact discs, a set of standards (i.e., SCORM) was developed by the ADL
initiative of the United States government with the purpose of addressing the chal-
lenges of the interoperability, reusability, and durability of educational content. At that
time, each vendor/LMS used its own unique set of standards, which meant that
organizations using these systems were forced to continue using them, or else they
would have to produce all their content again from scratch.

SCORM allows the usage and distribution of educational content, according to the
concept of “reusable, accessible, interoperable, durable” [3]:

• “reusable” implies the possibility of being used and modified by different tools;
• “accessible” implies the availability to meet the different needs of customers;
• “interoperable” implies support for different web browsers and operating systems;

and
• “durable” implies not requiring changes in order to work with newer versions of

software.

In order to insert didactic material based on AR into LMSs, a packaging tool was
developed that packages an AR application into SCORM [1]. Figure 1 depicts the
workflow proposed to create and deploy an LO based on AR into LMs or into a
repository.

In the first phase, an AR authoring tool is used to create the AR application to be
compatible with web technologies (i.e., HTML5, JavaScript, WebGL). This compati-
bility is necessary, because LMSs usually run on web browsers, avoiding portability
problems. However, this is not a restriction, because advances in hardware and software
technologies have enabled web browsers to run complex content, even 3D scenes in real
time. Traditional web applications generally contain scripts, HTML, CSS files, and other
media, such as video, images, and audio. However, if the application is also an AR
application, it includes other files, such as 3D models and animations. Our solution also
contains files referring to the configuration of the LO (i.e., XML, or eXtensible Markup
Language, files). All files are packaged as an LO that is embedded into the LMS.

The second phase consists of packaging the AR application into an LO standard. As
input, the application receives the application files and adds and updates files according
to the LO standard adopted; it ends up generating an object that can be shared via
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repositories or be imported directly by LMSs. Our packaging tool was designed to
accomplish this step. Figure 2 shows the user interface of our tool. The user specifies the
path of the AR application (magnifying glass icon) and the destiny path to the LO (the
text field below). The floppy disk icon creates the LO package in SCORM. The door
icon closes the tool. This tool does not alter the application content; however, it adds
some files, such the metadata file imsmanifest.xml, which describes the logical structure
of the LO (i.e., it contains links to every piece of content inside the LO). This file also
contains information about the cataloging and searching of the object, the tracking of
ownership and attribution information, and the handling of rights management issues.

Phase 4: Running the learning object in the learning management system 

Phase 3: Storing the learning object in a repository  
and/or 

 Impor ng the learning object directly to a learning management system 

Phase 2: Packaging the applica on into a learning object standard

Phase 1: Developing the augmented reality applica on based on web 
technologies

Fig. 1. Creation, packaging, and visualization of AR content.

Fig. 2. User interface of the packaging tool.
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So the imsmanifest.xml file ensures that the object will work according to the LO
standards. The final product of the packaging tool is a single compacted file with the
extensions “.pkzip” or “.pif.”

The tool itself was developed based on NetBeans 8.0.2 for Java 7. The class
diagram in Fig. 3 shows the main classes and methods involved in the packaging. The
Main class is initialized by the runtime and builds the user interface. It uses the
FileManager class to add files to the package and set their internal values (i.e., the
names of the links used in the imsmanifest.xml file). The Compresser class is used to
generate and validate the LO package file.

The third phase receives the LOs as input, and then the user can directly start step
four or share the objects in repositories. In general, when the user is importing an LO
file into a repository, it is necessary to describe their identifiers (i.e., audience, key
words, hardware software requirements). These descriptions are important because they
will be what the educator uses during a search. Normally, the repositories offer the
means for searching by topic, author, and so on.

Finally, in the fourth phase, the educator can import and publish the LO into an LMS.

4 Case Study

To validate the packaging tool, we developed an educational AR activity, depicted in
Fig. 4. It was embedded into Moodle 3.5.1. After the upload, Moodle was accessed,
using the Mozilla Firefox9 web browser and Chromium10, in four operating systems:

Fig. 3. Class diagram: packaging tool.

9 Mozilla Firefox: https://www.mozilla.org/en-US/_refox/new/.
10 Chromium https://www.chromium.org/.
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Windows 7, Windows 8, and Windows 10 (the 32-bit and 64-bit editions). The activity
related to the LO was focused on aiding the process of teaching-learning with respect to
the classification system used to identify animals for preschool education (mammals,
birds, reptiles, and insects). The user’s interaction with the LO is based on fiducial
markers. The student points the camera at the underlying marker, and only after the
marker is recognized (i.e., while acquiring camera data) is the three-dimensional bird
shown by the application. Users can also use a mouse to interact with the RA content.

The AR application was developed using Flaras (the Flash Augmented Reality
Authoring System), an authoring tool created using Adobe Air. This free open-source
tool includes support for diverse media such as images, sounds, animations, and 3D
objects. This tool was designed to assist nonexpert users with AR application devel-
opment. It allows teachers to develop AR applications for the web with no programming
knowledge. Thus, teachers can focus on content development rather than on the tech-
nology aspects. Flaras also includes tutorials based on texts and videos, FAQs, an
e-book, and various examples accompanied by their respective projects. The AR
application created with this tool can be run on users’ web browsers through Adobe
Flash11; it was designed to be simple enough so that lay people can use it by downloading
3D objects from 3D Warehouse12 and importing them into their own applications.

Fig. 4. Learning object based on augmented reality embedded into Moodle.

11 Adobe Flash: https://get.adobe.com/ashplayer/.
12 3D Warehouse: https://3dwarehouse.sketchup.com/index.html.
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After the full activity was developed with Flaras, it was packaged as an LO, using
our packaging tool. Figure 5 depicts its content. The root contains the files related to
the SCORM standard, the main html page, and subfolders that contain Flaras files (i.e.,
sounds, images, textures, 3D files, and java scripts).

Validation and execution of the created LO were also published and tested in the
repository SCORM Cloud (trial version), which is an online learning environment
focused on storing and distributing e-learning content. It allowed the LO to be uploaded
without any incident. Figure 6 depicts our LO deployed and running in the SCORM
Cloud. If the LO is altered, all LMSs have it automatically updated; it does not require

Flaras files
(i.e., 3D objects, images, textures, icons)

SCORM files

Main html page
LO configuration
Flash file

Fig. 5. Content of the SCORM based on AR application developed with Flaras.

Fig. 6. The LO stored in the repository SCORM Cloud.
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that13 individual updates be sent to everyone who uses the content. This repository also
tracks how much the LO content is being used, no matter which LMS the LO is stored
in. SCORM Cloud is integrated with Moodle, so it is possible to use a LO based on AR
within Moodle courses.

5 Conclusions

Until now significant effort has been made aiming to promote the reuse of didactic
material. Even though there are several educational content repositories available,
sharing material among educators still remains an open issue. Didactic material that
follows an LO standard is a possible solution.

This paper presented a solution that allows the embedding of AR into LMSs. It can
assist teachers using AR content to improve their classes, helping the students to
understand the subjects. This proposal is based on LOs, which are didactic material
projects designed to be reusable, interoperable, accessible, and manageable. We
described a packaging tool based on SCORM, which is an LO standard.

We also introduced a case study that used our tool to create an LO based on AR and
import it into Moodle. Using this tool, students can explore content in several different
ways, allowing them to practice what they are studying in their own way. Students can
use a marker and mouse to interact with the RA content. The LO developed was also
deployed into and tested in the repository SCORM Cloud. We believe that the use of
repositories can promote the shareability of educational content.

From the observed results, we can conclude that our tool has achieved its purpose.
As future work, we intend to improve our packaging tool interface to support other LO
standards (i.e., Tin Can API, AICC). We also aim to create AR applications with
different authoring tools and package them using our solution.
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Abstract. Nowadays, the use of unmanned aerial vehicles, also known
as drones, is growing in several areas, as military, civilian and enter-
tainment. These vehicles can generate large volumes of data, such as 3D
videos (three-dimensional) and telemetry data. A challenge is to visualize
this data and take flight control decisions based on them. On the other
hand, Virtual Reality provides immersion and interaction of users in sim-
ulated environments. Therefore, enriching the experience of drones’ users
with Virtual Reality becomes a promising possibility. This project aims
at investigating how the features provided by virtual reality can be used
in planning drone flight, allowing the flight plan creation - flight routes
are determined by waypoints (georeferenced points), which contains alti-
tude, latitude and longitude; and monitoring the entire path of mission
- presenting information telemetry. To this end, a system of multipro-
jection is used, which inserts the user in an upcoming 3D environment
videos captured by a Drone. The goal of this work is to develop an immer-
sive and interactive control station for controlling, planing flights, and
tracking.

Keywords: UAV · Virtual reality · Ground control station

1 Introduction

Virtual reality (VR) is a research area that offers numerous opportunities for
scientific research and technological innovation. It enables the interaction and
immersive involvement of users with simulations, be it, for example, using stereo-
scopic three-dimensional (3D) visualization devices, such as multiprojection envi-
ronments, or employing touch devices and capturing user movements [8].

Unmanned aerial vehicles (UAVs), popularly called drones, have been widely
used in military, civilian and entertainment applications [1]. The information
c© Springer International Publishing AG 2017
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generated by the drones is diverse, but the way they are presented is still a
challenge. Information, such as 3D video generation, telemetry data, and route
definition, can benefit from VR applications, since, depending on the visual-
ization metaphors used, the user experience can be enriched. Flight routes, for
example, are determined by waypoints, which contain altitude, latitude, and
longitude. To track and define the flight route, we use systems software known
as control stations, responsible for generating the flight plan and tracking the
entire mission path, presenting telemetry information related to UAVs.

From the combination of UAVs with VR, there is the possibility of performing
the flight planning through immersive environments, such as miniCAVE [4],
so that the user, using a 3D virtual environment, can plan the whole flight
route of the UAV using a highly immersive system for this purpose. Besides,
videos captured by drone can be presented in 3D on miniCAVE, giving the user
an immersive experience. Thus, the term immersive control station arises, an
immersive platform for control, planning, and monitoring of flight mission for
UAVs.

The need for collaborative immersive, interactive, and collaborative virtual
environments is evident as it enables the use of VR-based software for employee
training, product prototyping, plant visualization. In the VR area, several invest-
ments are being made by the industry in the production of hardware and soft-
ware, which has generated and motivated its accelerated growth. In Precision
Agriculture, for example, researchers and companies are looking for new tech-
nological resources for the improvement in the analysis and interpretation of
images and decision making using UAVs in image acquisition. For increased user
interaction through the images captured by UAVs, it is possible to make use
of Augmented Reality (AR), that is, the insertion of virtual objects in a real
environment.

Current applications make use of head mounted display (HMD) devices inte-
gration1 but this can cause cybersickness (dizziness and nausea) to users [15].
Also, they have a limited area for viewing and presenting data and limit the
option of interacting with other users because they are immersive in an environ-
ment that does not allow direct interaction with other users [11,14,16]. When
using multiprojection systems for integration with UAVs, simulations are used
for the environment where the aerial vehicle will fly [17]. These works do not
allow waypoints (georeferenced points) flight planning to be done and tracked
in an immersive multiprojection environment or HMD device.

This paper aims to investigate the use of an immersive control station to
plan and monitor flights of UAVs. For this purpose, the objective of this paper
is to propose an architecture for an immersive control station using the multi-
projection environment called miniCave [4].

1 A device coupled to the user’s head, creating images for each eye and changing the
view of the environment according to the position of the device.
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2 Virtual Reality and Multiprojection System

In the literature, there are some definitions for VR. Hand [10] defines VR as a
paradigm of computer interaction in a virtual environment that can be consid-
ered real at the moment of interaction with the user. For Hancock [9], VR is the
most advanced form of the computer-generated three-dimensional user interface.

According to Kirner and Siscouto [12], VR is the most advanced way of user
interaction with computer applications. However, some characteristics must be
present, among them: immersion, interaction, and navigation with the elements
of the virtual environment. For Leston [13], VR is a set of 3D graphical tools
and techniques that allow users to interact with real-time computer generated
environments, with some awareness that the interface is a virtual environment.
Guimarães [8] explains that VR has demonstrated new ways to improve interface
and interaction with users of computer systems, allowing immersion, interaction
with computer-generated synthetic environments, exploring the senses of vision,
hearing, touch and smell.

Multiprojection systems, usually composed of multiple screens, provide dif-
ferent points of view of the same environment to the user, allowing a highly
immersive experience [4]. Multiprojection systems have been researched for more
than a decade as a rendering solution for complex virtual environments [2,3,6,7].

Among the several existing multiprojection systems, we have the CAVE
(CAVE Automatic Virtual Environment), which if implemented using clusters
of computers can be deployed at low cost, depending on the devices used [5].
Graphic clusters are characterized by a set of nodes interconnected by a data
network, giving the user the impression that the processing is performed by a sin-
gle system [7]. The goal is to provide multiple views of the same data set, where
each node process only the tasks associated with it, such as image generation
from a given point of view and/or reception of user interactions.

The first fully immersive and interactive multiprojection system created in
Latin America was called the Caverna DigitalTM , built by researchers at the
Integrated Systems Laboratory of the Polytechnic School of the University of
São Paulo. Caverna DigitalTM is composed of a graphic cluster responsible for
managing and processing the data that is visualized in the multiprojection sys-
tem. Behind each wall of the environment is arranged a mirror and projector so
that the projection can be made. The user, when entering the multiprojection
environment, needs 3D glasses so they can see the stereoscopic projections [8].

2.1 Graphic Cluster

Computer clusters are a group of computers with the ability to share resources
among each other to achieve a common goal. They must have means for man-
aging applications, having a proportional performance regarding the number of
nodes used, thus, being able to perform computations with significant numerical,
transactional and graphical complexities [5].

The centralized distribution architecture is based on the client–server log-
ical model. Thus, all the current processing is performed on the server node.
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Client nodes are responsible only for the presentation of graphical primitives to
users. This type of architecture despite being a simple model has some problems,
such as:

– Scalability: the fact that the server is the central point of synchronization
and data distribution can cause problems with the number of client nodes
supported by the environment. As the number of users increases, the server
may not be able to handle the need for processing; and

– Low Fault Tolerance: the server is considered a single point of failure, so
the entire system is stopped in the event of a failure. This type of failure can
be circumvented by the use of replication techniques, however, harming the
original simplicity provided by the architecture.

2.2 miniCAVE

To provide a low-cost multiprojection environment, Dias et al. [4] proposed an
environment inspired by the CAVE [2]. However, having a different angle, aiming
at immersing a larger number of users than the original CAVE, where few users
can use it at the same time. This environment was called miniCAVE.

The environment is composed of a set of three screens with frontal projection.
For imaging, conventional projectors are used. The polarization of the images is
made through the use of polarizing lenses. The graphic cluster is composed of 4
machines, being 1 server and 3 clients. Figure 1 depicts the miniCAVE.

Fig. 1. miniCAVE – Graphic cluster, screens and multimedia projectors.

3 Related Work

In this section we present some works related to the use of UAVs with VR,
making use of HMD devices and multiprojection environments.
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Ikeuchi et al. [11] proposed and developed KinecDrone, an application to
provide the sensation of flight to the user. The video captured by the Ar.Drone
made by the company Parrot2 is transmitted to the user using a Oculus Rift.
Thus, even in a room, the user has the sensation of actually flying freely through
the skies, being able to control the AR.Drone with natural gestures captured by
a Kinect. The main purpose of this application is to increase the immersive user
experience.

Pittman and La Viola [16] studied the capabilities of combined head tracking
with an Oculus Rift as a mode of generating input stimuli to a robot. The authors
used a Parrot AR.Drone to test techniques based on gestural metaphors such
as Head Translation, Head Rotation, and Modified Flying Head. A case study
was conducted with the purpose of observing the effectiveness of each of the
techniques employed.

Mirk and Hlavacs [14] have used virtual tourism as an approach to the use of
UAVs. The video obtained from the camera of a UAVs is presented to the user
through an Oculus Rift. The user’s head movement controls the orientation of
the UAVs. In this way, the authors aim to provide the user with an immersive
experience and without limitations to them. Experimental results were presented
and analyzed about the compensation of delays generated by the data network
used (Internet) in the experiment.

The papers presented make use of Oculus Rift, an HMD device that allows
the user to immerse himself in an external environment giving the sensation
of being in another place, as described by the researchers [11,14,16]. However,
immersion by this devices limits the information capacity that can be displayed
on display to the user and mission planning is performed in a non-immersive
environment.

Walter et al. [17] propose a new design for an immersive control station
using VR to simulate the environment where military-grade autonomous vehicles
are controlled in a semi-autonomously way. To generate the VR environment,
information already processed from the site, such as land surface information, is
required. Through information gathered by sensors of the standalone vehicle, it
is possible to add features of the environment. The autonomous vehicles used in
this work are the military class, possessing an advanced technology on board.

4 The Immersive Ground Control Station – IGCS

The interaction between UAVs and a cluster of computers can be complex, so the
specification of a conceptual architecture is a great help. This section presents
an integration solution of graphic clusters and UAVs, resulting in the immersive
control station that obtains images and videos, provided by a UAVs. Videos are
rendered in real time, generating 3D renderings to be displayed on miniCAVE.

Figure 2 illustrates the proposed general architecture, which presents the
components of the architecture: UAV, mobile device, graphic cluster (local and

2 http://www.parrot.com.

http://www.parrot.com
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Fig. 2. Immersive ground control station.

distributed), and miniCAVE. The execution flow is described as follows: the
UAV sends images/videos to the mobile device by means of a switch coupled to
the control radio; the mobile device, besides allowing the user to visualize the
image generated by the camera of the UAV, still carries out the sending to a
remote location (graphic cluster), besides the telemetry data; if the video is sent
to a local cluster, it is received by the cluster server, which is responsible for
receiving the video and dividing it into several quadrants that are processed by
the cluster nodes; soon after the division of quadrants, these are sent, selectively,
to the nodes of the cluster. Thus, each node only processes what is its interest
to optimize the processing of the images/videos.

Synchronization barriers are used to maintain image generation consistency.
Massive data processing can also be done in a cloud solution, for example, Ama-
zon EC2 (Elastic Compute Cloud). Each component is described in detail below.

– UAV: this component is responsible for capturing images/videos. In this
project, a Phantom 2 Vision is used, since this is the model available for tests
and simulations in BLIND;
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– Mobile devices: this allows the user to view various information regarding
the Phantom 2 Vision, even using its application provided by the manufac-
turer. However, using the SDK of the Phantom 2 Vision device, it is possible
to develop applications that fit the requirements of the proposal, such as
sending images/videos and telemetry data to different locations, in this case,
through using a 4G network. Image and video compression algorithms were
used to reduce the amount of data traffic across the network;

– Graphic cluster: this component will be responsible for the massive process-
ing of data, as well as the presentation of information to users. The nodes
of the cluster have graphics cards provided with a many-core architecture,
which allows the data to be processed in parallel, to generate images/videos
with just a little delay. The load balancing required for the graphic cluster
was done using the libGlass [5]. Therefore, the solutions developed and pro-
posed by Dias et al. [5] are used in the immersive control station. Aiming for
a greater scalability and processing power, other distributed graphic clusters
and cloud solutions should be used;

– miniCAVE: the immersive visualization is carried out through an environ-
ment composed of three screens, which gives users an immersive experience.
The images generated by the graphic cluster are presented in miniCAVE.
The interaction with the environment can take place through conventional
devices such as mouse and keyboard or non-conventional such as Kinect and
WiiRemote for example;

– Web Service: this component is responsible for receiving and transmitting
data from a mobile device to the graphic cluster. Representational State
Transfer (REST) was the chosen standard for building the web service; and

– Control station: this is responsible for planning the flight and monitoring
the execution of the flight. For the deployment of this component was used
the game engine Unity 3D3.

Figure 3 demonstrates the execution and interaction flow of each component
in the proposed architecture. The interaction between the UAV operator and
the mobile device, UAV, and Radio Switch components can be performed in
parallel to the execution of the Web Service components, Computer Cluster,
and miniCAVE components.

The UAV Operator interacts with the mobile device to execute the mis-
sion tracking application and communication with the immersive solo control
station via web service over a 4G data network. The cluster communicates
with the mobile device via a web service. The control station operator plans
the mission by interacting with the projection on the miniCAVE. Users track
mission and telemetry and video data through the miniCAVE multiprojection
environment.

The immersive control station presented in this paper has the objective of
providing the user with a control interface that is not only remote but also
immersive and interactive. Through this, it is possible to plan routes for UAVs

3 https://unity3d.com.

https://unity3d.com
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and obtain information regarding the telemetry of the device. However, it is still
possible to follow the route defined by waypoints in 3D using the miniCAVE or
HMD based solutions.

This paper intends to implement the architecture for the immersive con-
trol station in multiprojection systems (miniCAVE) proposed. In this way, the
implementation of this architecture allows the monitoring and planning of UAV
missions in a remote and totally immersive environment. Thus, only the operator
needs to be in the field, and the domain experts do not need to be in the field or
have to wait for the mission to be fully completed so that the data collected can
be analyzed. Among the areas in which this work can be applied are agriculture,
monitoring of works, border patrol, search and rescue, inspection in transmission
lines, and oil pipelines.

5 Concluding Remarks

This paper presented the proposal and development of an immersive control
station for UAVs. The functionalities presented in the paper are innovative if
compared to related papers.

VR has been employed in several areas. The authors presented a new possi-
bility of using this type of interface, allowing UAVs, which are devices usually
controlled and followed by a single user, to be monitored and accompanied by
several people remotely. The possibility of remote flight planning is also some-
thing that the authors presented.

The immersive control station can be used in irrigation situations in areas of
difficult access; monitoring works, power transmission lines, oil pipelines, events,
workshops, tourism, and entertainment.

The initial experiments were performed using a private cluster. Since the
required complexity is not high, this setup was sufficient for running the system.
However, once new features and requirements arise, platforms like Amazon EC2
could be employed.

Acknowledgment. The authors gratefully acknowledge support from CAPES and
CNPq.

References
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Petrópolis (RJ), Porto Alegre: SBC (2007)

13. Leston, J.: Virtual reality: the it perspective. Comput. Bull. 38(3), 12–13 (1996)
14. Mirk, D., Hlavacs, H.: Virtual tourism with drones: experiments and lag compen-

sation. In: Proceedings of the First Workshop on Micro Aerial Vehicle Networks,
Systems, and Applications for Civilian Use, DroNet 2015, pp. 45–50. ACM, New
York (2015)

15. Neto, M.P., Agostinho, I.A., Dias, D.R.C., Rodello, I.A., Brega, J.R.F.: A realidade
virtual e o motor de jogo unity. In: Tendências e Técnicas em Realidade Virtual e
Aumentada, pp. 9–23 (2015)

16. Pittman, C., LaViola Jr., J.J.: Exploring head tracked head mounted displays for
first person robot teleoperation. In: Proceedings of the 19th International Confer-
ence on Intelligent User Interfaces, IUI 2014, pp. 323–328. ACM, New York (2014)

17. Walter, B.E., Knutzon, J.S., Sannier, A.V., Oliver, J.H.: Virtual uav ground control
station. In: AIAA 3rd Unmanned Unlimited Technical Conference, Workshop and
Exhibit (2004)

http://dx.doi.org/10.1007/3-540-61282-3_11


SPackageCreator3D - A 3D Content Creator
to the Moodle Platform to Support Human

Anatomy Teaching and Learning
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Abstract. Understanding three-dimensional (3D) forms is very impor-
tant for anatomy learning. Most methods of anatomy teaching are offered
to students through two-dimensional (2D) resources, such as videos and
images. In order to support anatomy teaching and learning, many soft-
ware solutions have been developed to allow the interaction and visual-
ization of 3D virtual models using several techniques and technologies.
Even solutions that offer great visual resources lack common teaching and
learning environments features. This article aims to present the SPack-
ageCreator3D, a tool to create 3D SCORM packages to the Moodle plat-
form, which is used by a large number of educational institutions, being
one of the most popular teaching and learning management platforms,
validated by educators and supported by pedagogical a methodology.
In order to test the 3D SCORM packages created by the SPackage-
Creator3D, an evaluation with 32 students was performed, indicating
potential uses and needed improvements.

Keywords: Virtual reality · Human anatomy · SCORM · Moodle

1 Introduction

Over the past years, anatomy teaching has been changing [6], many schools
around the world have faced the challenge of improving the efficiency of human
anatomy teaching by reducing the time taken to study it by up to 55% [13].

Some challenges can be found in the traditional methods, such as the number
of synthetic anatomical models available to students, and religious, emotional,
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and ethical issues involving corpse manipulation [10]. Teaching methods may be
inefficient in some cases due to lack of student experience and advanced skills in
dissecting techniques and also regarding the size and complexity of the structures
involved [1].

The understanding of anatomical science may be related to the acquisition,
interpretation, and conceptualization of spatial information [30]. Positive and
significant results concerning the usage of 3D virtual models to teach anatomy
have been found in many studies [32]. The use of 3D virtual models makes it
possible to visualize the spatial relationships of the human body organs from any
desired angle, offering benefits over classical teaching methods, such as better
understanding and information transmission. The possibility of accessing 3D
virtual models anywhere and anytime is also an advantage, providing individual
or group learning through an additional study to the traditional classes without
the need to be in physical laboratories [17].

Nowadays students are known to be natives of the Technological Age, and
in this case, more attention needs to be given to new teaching methodologies
in order to take full advantage of the natural way in which this generation can
adapt to technologies and modern resources [28]. New computer-supported and
information-based teaching tools are increasingly used in the anatomy teach-
ing environment, which attracts the attention of students that have electronic
communication devices as first source of information [25].

The main contribution of this paper is to present the SPackageCreator3D,
a prototype solution that allows integration of 3D virtual models and related
content files into the Moodle platform through standardized content generation,
aiming to reach an optimized environment [19] to support anatomy teaching and
learning. The SPackageCreator3D combines these models and content files in an
intuitive interface providing not only easy mouse interaction but also accessibility
on the Internet in the Moodle, one of the most popular Virtual Learning Envi-
ronment (VLE) platforms, including all its features such as interactive lessons,
discussion forum, tasks, and structured exercises.

The remainder of the paper is organized as follows. Section 2 contains the
related work to this research. Section 3 describes the Moodle and the 3D virtual
models integration. Section 4 presents the tool for 3D SCORM packages gener-
ation. Section 5 presents the case study and evaluation methodology. Section 6
discusses the results. Section 7 presents conclusion and future works.

2 Related Work

In order to survey solutions for anatomy teaching and learning that makes use
of 3D virtual models, a systematic literature review was conducted following
Kitchenham’s guidelines [18]. Although the results obtained in the systematic
literature review did not point to a standardization or trend in the solutions
found, with several programming languages and techniques being used, it is pos-
sible to classify most of the solutions in three different platforms: Mobile [16,23],
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Web [5,8,15,20,21,29], or Desktop [2,3,7,9,11,14,24,26,31]. Other platforms
can also be found, such as Virtual and Augmented Reality systems [12,22].

Some solutions have specific and inherent characteristics related to their tar-
get platform. As, for example, interactive touch-sensitive interface in the mobile
solution presented by [23], which enables user interaction and access to infor-
mation by taking advantage of tablets and smartphones screens that are touch-
sensitive and offer the user an intuitive interaction.

Desktop solutions, on the other hand, can present better processing power
and consequently better model rendering, generating more complex environ-
ments with higher visual quality, such as the virtual atlas presented by [14],
although they may require specific hardware or training for their use, as well as
software configuration.

Web solutions in turn allow on-line updating of 3D virtual models and con-
tent, and collaborative work with real-time interaction, such as the interactive
web atlas presented by [8], besides being available at anytime and anywhere,
these solutions do not require installation and software configuration or special
hardware, being executed in web browsers.

Despite the specific characteristics of each platform, most of the solutions
allow interaction with 3D virtual models and visualization at different angles
and sizes, offering the possibility to visualize only specific parts, and presenting
some information regarding the virtual model or the selected segment.

The SPackageCreator3D provides standardized content generation that orga-
nize 3D virtual models and related content files, which can be used as base for
on-line human anatomy courses creation using Moodle, taking advantage of the
web solutions features, such as being available anytime and anywhere, not need-
ing previous software configuration, and exceptional hardware specifications. In
addition to being integrated into Moodle, one of the most popular VLE plat-
forms, that provides teaching and learning support, content packages generated
by the SPackageCreator3D offers the main features presented by the other found
solutions, such as interaction with the 3D virtual model, visualization of specific
parts, and access to related content files. The Table 1 summarizes a comparison
between solutions grouped by target platform.

Table 1. Comparison between solutions grouped by target platform.

Solutions Attach
content

High
visual
quality

Specific
setup

On-line
access

Integration
with LMS

Structured
activities

Desktop No Yes Yes No No No

Mobile No No Yes No No No

Web No No No Yes No No

Our solution Yes No No Yes Yes Yes
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3 Moodle and 3D Virtual Models Integration

3.1 Moodle

The Modular Object Oriented Dynamic Learning Environment - Moodle is one
of the most popular VLEs. It is open source under the GNU-GPL license and
used in more than 70,000 schools, universities and corporations around the world,
with more than 77 million users1. The Moodle project is supported by an active
international community that aims to review and improve this popular platform.

The Moodle was developed based on the socio-constructivist pedagogi-
cal methodology for learning and teaching management, offering useful tools,
resources and features to overcome the user’s needs. Due to its scalability, it
can be used in many types of environments, ranging from small groups to huge
corporations. Moodle’s main features are:

– Architecture: it provides services grouped into four layers. Hypertext Transfer
Protocol – HTTP server, such as Apache2; Data Base Management System –
DBMS, such as MySQL3 or Oracle4; Files and directories server; and Oper-
ating Systems (OS), such as Linux, Solaris, Windows or Mac OS.

– Functionalities: it is divided into resources (Text Page, Web Page, Direc-
tory/Repository, Content Package, and Label) and activities (Portfolios,
Interactive Lessons, Discussion Forum, Glossary, FAQs, Chat Channels, Col-
laborative Texts, Tasks and Exercises, Journals, and Evaluation Question-
naires).

– Users: it offers predefined user roles during platform set up (Designer, Guest,
Authenticated User, Student, Professor, Administrator, and Course Editor)
and also allows the creation of new types of user on demand.

3.2 3D Virtual Models Integration

There are basically two ways to integrate 3D virtual environments with the Moo-
dle platform. In the first, the integration is performed through virtual worlds that
access the platform’s functionalities and students are usually represented by an
avatar; And the second, 3D virtual models are inserted directly into the platform
and allow the student to visualize, interact and manipulate these models [27].

The insertion of 3D virtual models into the Moodle pages proved to be more
propitious [27], reaching an optimized learning environment [19], not requiring
specific knowledge nor adaptation process for the usage of the interface. The 3D
virtual models are inserted into the Moodle platform using the SCORM stan-
dard, organizing models in the Collada format and a WebGL-based Javascript
API called Three.js, which has the ColladaLoader script, capable of loading Col-
lada models into Web pages [27].

1 https://moodle.org/.
2 http://www.apache.org/.
3 https://www.mysql.com/.
4 http://www.oracle.com/.

https://moodle.org/
http://www.apache.org/
https://www.mysql.com/
http://www.oracle.com/
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4 SPackageCreator3D

The SPackageCreator3D was developed for the Microsoft Windows Operating
System to create content packages in the SCORM standard, that organize 3D
virtual models and related content files, in order to integrate these models and
files into the Moodle platform to support anatomy teaching and learning.

The SPackageCreator3D interface is very simple and intuitive in a way that
does not require advanced user training or specific knowledge. Figure 1 presents
the interface, consisting of a text field for typing the package name and three but-
tons: “Load Collada Files” to choose the 3D virtual model in the Collada format,
“Load Content Files” to choose the related content files to the 3D model, such as
videos (e.g. surgery recordings) or PDF documents, and “Generate Scorm Pack-
age” to create and save the 3D SCORM package. All package creation process
can be viewed at this video5.

Fig. 1. SPackageCreator3D interface.

The root folder of a SCORM package created with SPackageCreator3D con-
tains XSD (eXtensible Markup Language Schema Definition) files to ensure the
validations of the standard, a subfolder for package resources, and the imsman-
ifest.xml file. The Fig. 2 shows the SCORM package structure. The SPackage-
Creator3D configures the imsmanifest.xml appropriately and organizes all files

5 https://youtu.be/7Xd 1u7a1zc.

https://youtu.be/7Xd_1u7a1zc
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and folders [4]. After the package is created at the folder specified by the user,
it is ready to be loaded into the Moodle. The SCORM package upload into the
Moodle platform can be viewed at this video6.

Fig. 2. The SCORM package structure.

Once the package is loaded into the Moodle platform, which is done fol-
lowing the same procedure used for general resources, such as PDF documents
or Microsoft PowerPoint files, the students can open and interact with it. The
mouse interaction was designed to be user-friendly: Left mouse button pressed
combined with mouse movements rotate the 3D virtual model in all axes and
all directions. Mouse scroll wheel allows to zoom in or out in the 3D virtual
model. Right mouse button pressed combined with mouse movements move the
3D virtual model in the horizontal and vertical axes.

The SCORM package created by the SPackageCreator3D contains a menu
interface where it is possible to access the related content files and set up the
visible parts of the 3D virtual model. Figure 3 shows the three attached content
files in a SCORM package loaded and opened into the Moodle and Fig. 4 shows
the selective visualization provided by setting up a checkbox for the available
geometries. The interaction procedures can be viewed at this video7.

6 https://youtu.be/VNhBJ9tCct4.
7 https://youtu.be/WZSWhIuUzNA.

https://youtu.be/VNhBJ9tCct4
https://youtu.be/WZSWhIuUzNA
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Fig. 3. Menu option to access the related content files.

Fig. 4. Menu option for selective visualization.

5 Case Study

A case study was conducted to evaluate the user experience in the usage of a 3D
SCORM package generated by the SPackageCreator3D. All participants were
university students of the medical course.

University medical teachers used the SPackageCreator3D to create a class
material using the 3D virtual model shown in Fig. 3, attaching content files
related to this model and uploading the 3D SCORM package generated into the
Moodle, so that students could interact with the 3D virtual model and access
the additional content.

After using into the Moodle platform the 3D SCORM package created by
the medical teachers using the SPackageCreator3D, students were asked to
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anonymously answer rating scale questions, making possible the analysis of the
experimental results. There were 25 questions five-point Likert-type scale (range:
1–5): 1 – “totally disagree”, 2 – “strongly disagree”, 3 – “neither agree nor dis-
agree”, 4 – “strongly agree” and 5 – “totally agree”. The questions are divided
into 7 factors as shown in Table 2.

Table 2. Factors and questions for user experience evaluation.

Factor Questions

1-Ease of use 1.1 - The class material features an attractive design

1.2 - I feel it is easy to understand how I should use the solution

1.3 - The solution provides quick responses in interactions with the
environment (model and content)

1.4 - I feel it’s easy to learn how to interact with virtual models

2-Utility 2.1 - I feel that the solution helps in a better understanding of
relationships and anatomical structures

2.2 - I feel that the solution presented is a good learning system

2.3 - I feel that the solution is useful for learning

3-Intention to use 3.1 - I would like other classes to also use 3D environment systems to
facilitate my learning

3.2 - I am willing to continue using this solution in the future

3.3 - I think the solution can increase my will to study and help in
learning the subject

4-Interaction 4.1 - I can easily move the three-dimensional virtual models

4.2 - I can easily rotate the three-dimensional virtual models

4.3 - I can easily change the scale (zoom) of virtual models

4.4 - In general, I can easily interact with virtual models

5-Imagination 5.1 - The solution helps me understand the shapes of organs of the
human body

5.2 - The solution helps me understand the spatial relationship between
organs of the human body

5.3 - The solution helps me understand the position of organs in the
human body

5.4 - In general, the solution helps me better understand human
anatomy

6-Immersion 6.1 - The solution has an immersive environment

6.2 - The solution translates reality well in relation to the manipulation
of three-dimensional models

6.3 - The solution increases my attention at the time of study

6.4 - In general, I feel involved in the learning environment

7-General 7.1 - I think it is important to access the three-dimensional virtual
models in an unlimited way and without the need to be in a laboratory

7.2 - I think it is important to integrate three-dimensional virtual
models and content in the same environment

7.3 - I think the use of LMS (Moodle) helps in the structuring of the
activities, so that I do not feel lost when I’m studying or executing tasks
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6 Results and Discussion

A total of 32 students, that have used into the Moodle platform the 3D SCORM
package created for the case study, answered the 25 questions. Table 3 shows the
frequency scores for each question and Table 4 shows the frequencies percentage,

Table 3. The frequency score of each question.

Factor Question 1 2 3 4 5 Total

1-Ease of use 1.1 1 2 5 15 9 32

1.2 1 4 6 14 7 32

1.3 1 0 4 17 10 32

1.4 0 4 8 9 11 32

Global 3 10 23 55 37 128

2-Utility 2.1 0 1 3 15 13 32

2.2 0 0 4 17 11 32

2.3 0 0 6 12 14 32

Global 0 1 13 44 38 96

3-Intention to use 3.1 0 0 5 13 14 32

3.2 0 1 6 9 16 32

3.3 0 1 7 12 12 32

Global 0 2 18 34 42 96

4-Interaction 4.1 1 2 5 14 10 32

4.2 0 1 6 14 11 32

4.3 0 5 5 12 10 32

4.4 0 1 4 19 8 32

Global 1 9 20 59 39 128

5-Imagination 5.1 0 1 2 12 17 32

5.2 0 1 2 13 16 32

5.3 0 1 1 12 18 32

5.4 0 0 3 14 15 32

Global 0 3 8 51 66 128

6-Immersion 6.1 1 3 9 12 7 32

6.2 1 2 4 17 8 32

6.3 1 1 10 11 9 32

6.4 0 1 9 14 8 32

Global 3 7 32 54 32 128

7-General 7.1 1 1 3 9 18 32

7.2 0 0 4 10 18 32

7.3 0 1 6 16 9 32

Global 1 2 13 35 45 96
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Table 4. The frequency percentage of each question.

Factor Question 1 2 3 4 5 Total 4 and 5

1-Ease of use 1.1 3.1 6.3 15.6 46.9 28.1 100 75

1.2 3.1 12.5 18.8 43.7 21.9 100 65.6

1.3 3.1 0 12.5 53.1 31.3 100 84.4

1.4 0 12.5 25 28.1 34.4 100 62.5

Global 2.34 7.81 17.97 42.97 28.91 100 –

2-Utility 2.1 0 3.1 9.4 46.9 40.6 100 87.5

2.2 0 0 12.5 53.1 34.4 100 87.5

2.3 0 0 18.8 37.5 43.7 100 81.2

Global 0 1.04 13.54 45.83 39.58 100 –

3-Intention to use 3.1 0 0 15.6 40.6 43.8 100 84.4

3.2 0 3.1 18.8 28.1 50 100 78.1

3.3 0 3.1 21.9 37.5 37.5 100 75

Global 0 2.08 18.75 35.42 43.75 100 –

4-Interaction 4.1 3.1 6.3 15.6 43.7 31.3 100 75

4.2 0 3.1 18.8 43.7 34.4 100 78.1

4.3 0 15.6 15.6 37.5 31.3 100 68.8

4.4 0 3.1 12.5 59.4 25 100 84.4

Global 0.78 7.03 15.63 46.09 30.47 100 –

5-Imagination 5.1 0 3.1 6.3 37.5 53.1 100 90.6

5.2 0 3.1 6.3 40.6 50 100 90.6

5.3 0 3.1 3.1 37.5 56.3 100 93.8

5.4 0 0 9.4 43.7 46.9 100 90.6

Global 0 2.34 6.25 39.84 51.56 100 –

6-Immersion 6.1 3.1 9.4 28.1 37.5 21.9 100 59.4

6.2 3.1 6.3 12.5 53.1 25 100 78.1

6.3 3.1 3.1 31.3 34.4 28.1 100 62.5

6.4 0 3.1 28.1 43.8 25 100 68.8

Global 2.34 5.47 25 42.19 25 100 –

7-General 7.1 3.1 3.1 9.4 28.1 56.3 100 84.4

7.2 0 0 12.5 31.2 56.3 100 87.5

7.3 0 3.1 18.8 50 28.1 100 78.1

Global 1.04 2.08 13.54 36.46 46.88 100 –

including a special column that brings frequencies regarding satisfactory answers
(4 and 5 scale points). The Fig. 5 shows the global percentages per factor.

According to Table 4, in general the results are satisfactory since the column
“4 and 5” shows values greater than 70% for most of questions. The factors “1-
Ease of use” and “4-Interaction” present good results, which indicates that the
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Fig. 5. Global percentages per factor.

virtual environment is easy to use and it provides interesting interactivity and
fast feedback response concerning the 3D virtual model manipulation.

The factors “2-Utility”, “3-Intention to use”, and “7-General” achieved excel-
lent results, which pointed out that the virtual environment is useful for learning
and the students have clear intention to continue using it to assist their studies.
In addition, it is observed as important features to access the 3D virtual model
anytime and anywhere using the Internet, the related content files attached, and
the integration into the Moodle (VLE platform) that organizes and facilitates
the study.

The factor “5-Imagination” presented the best performance with all questions
over 90% in the sum of scores 4 and 5, which indicates a great potential of the
usage of 3D virtual models in order to help students to better understand the
anatomical structures and spatial relationship. The results from the factor “6-
Immersion” indicate that improvements must to be developed in the virtual
environment in order to provide a better immersion experience to the user. The
usage of common computers with non special displays may be related to the lack
of immersion.

7 Conclusion and Future Works

Through the SPackageCreator3D it is possible to generate 3D SCORM packages
arranging 3D virtual models and related content files, providing an improved
teaching and learning environment that, besides visualization and interaction
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with these virtual models and additional files, is available into one of the most
popular VLE platforms, the Moodle, making use of all of its features and advan-
tages. SPackageCreator3D is available via Sourceforge project page8.

The evaluation indicates the great potential of the usage of human body 3D
virtual models to assist students to understand the anatomical structures and
spatial relationship. It also pointed out that the virtual environment is useful and
interactive, the students have the intention to continue using it, the importance
of access anytime from anywhere using the Internet and Moodle features, and
the need to improve the immersion experience.

As future work, it will be planned a knowledge acquisition evaluation of the
students that have been using the 3D SCORM packages created by the SPackage-
Creator3D to assist their studies, the SPackageCreator3D solution maintenance,
and improvements to provide a better immersion experience.
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Jatáı, GO, Brazil (2013)

27. Neto, M.P., Sossai, I.A.B., Baptista, F., Santos, D., Braga, N.N., Weber, S.,
Brega, J.R.F.: Tecnologias na integração de ambientes virtuais tridimensionais e a
plataforma de ensino e aprendizagem moodle. Revista do Simpósio Interdisciplinar
de Tecnologias na Educação 1, 148–156 (2015)

28. Prensky, M.: Digital natives, digital immigrants 9(5) (2012)
29. Sander, B., Golas, M.M.: Histoviewer: an interactive e-learning platform facilitating

group and peer group learning. Anat. Sci. Educ. 6(3), 182–190 (2013)
30. Silén, C., Wirell, S., Kvist, J., Nylander, E., Smedby, O.: Advanced 3D visualization

in student-centred medical education. Med. Teach. 30(5), e115–e124 (2008)
31. Tworek, J.K., Jamniczky, H.A., Jacob, C., Hallgŕımsson, B., Wright, B.: The lind-
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Abstract. In the paper an original method of the oxyacetylene welding mea-
surement and control is presented. The method is based on the computer pro-
cessing of the flame images of the oxyacetylene torch. In this paper flame
analysis is presented which is based on adaptive thresholding, statistical shape
parameters computations, as well as color analysis of characteristic parts of a
flame. The latter is done based on the proposed flame model. These parameters
are then used as features in classification process. Thanks to this the proposed
method is able to automatically determine in real-time parameters of a flame
which can be used for automatic setup of the welding conditions.

Keywords: Computer vision � Oxyacetylene welding � Real-time image
processing

1 Introduction

Welding is a process that joins metal materials by causing their fusion. This is achieved
by melting of the base metal with simultaneous addition of the filler substance to the joint
to form a pool of the molten material. After cooling, the parts are permanently bounded at
the joint region. A necessity of melting of the metal parts makes welding different from
the soldering or brazing processes [11, 12]. The common welding types are TIG
(Tungsten Inert Gas), MIG (Metal Inert Gas), as well as oxyacetylene welding. The
former two arc welding types became very popular due to many practical features. These
became also highly automatized thanks to electronic arc control devices [19, 20]. Also,
there are works on vision based pool shape control, as will be discussed. Nevertheless,
there are applications in which oxyacetylene welding is still a necessity, such as oxy-
acetylene cutting or metal depositing, bending or hardfacing, to name a few. However,
the whole process, due to usage of the oxygen and acetylene gasses, produces high
temperatures which are dangerous for an operating welder. Thus, there are many attempts
to automatize this process as well, i.e. to design a system capable of oxyacetylene
welding which does not require an operator at all or at least at the close proximity of the
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torch. One of the key building blocks of such a system is a control front-end equipped
with a camera and a computer with proper software. In this paper we propose such a
front-end, presenting details of the computer system for analysis of a type of a welding
flame based on digital image analysis. More specifically, we propose an original method
capable of the real-time analysis of a welding flame type in order to facilitate its control
and an automatic settings. In further sections we discuss the three different flame types
and present first architecture, then details of the image processing chain. In the rest of this
section a short literature overview of the visual systems for control offlame, combustion
and welding processes is presented.

Flame and combustion analysis with computer vision systems belongs to difficult
tasks due to numerous factors. The first difficulty are dynamics of the combustion
processes which requires special mathematical tools such as statistical methods and
Markov chain modelling [6]. There are also environmental problems such as high
temperature, sparks, to name a few. Fleury et al. [8] propose a computer vision system
with Kalman filter to monitor nebulization quality of flames. Silva et al. analyze the
problem of identification of the state-space dynamics of oil flames through computer
vision and modal techniques [21]. Wang and Ren propose a vision based method of
flame texture analysis for control of the rotary kiln combustion conditions [22]. Their
method relies on computation of the grey-level co-occurrence matrix and application of
the kernel PCA and neural network. On the other hand, the problem of pattern
recognition methods in evaluation of the quality of gas fuel combustion is analyzed in
the paper by Basiura [1]. Similarly, image flame analysis in order to make use of
computer vision systems to evaluate and supervise the combustion process is presented
in [2].

Visual computer systems are proposed to use in welding but mostly in the arc
welding for monitoring of the pool geometry and melting. For instance, Gao and Wu
present a method of experimental determination of weld pool geometry in gas tungsten
arc welding based on a signal from the CCD camera equipped with a special filter [10].
After a simple edge position analysis, their system is able to compute the weld pool
width, length and area. On the other hand, Kim and Park analyze an influence of
welding parameters on weld bead in laser arc welding [16]. Their method is based on
the coaxial monitoring system and image processing.

Lucas et al. present a computer vision technique to measure and control the upper
surface of a weld pool size [18]. Their method is based on the image correlation
technique and, as reported, can be used to operate with a number of different welding
processes. For regulation a simple classical feedback control algorithm is proposed.
Cyganek proposed methodology of using stereoscope system of cameras for weld pool
analysis and welding control [7]. On the other hand, Jastrzebski et al. discuss theory of
training of gas welders and solders as a key to copy welders motion into robots motion
[15]. In their approach, a vision based goggle play important role in the training
process.

Baskoro et al. propose a vision based computer system for welding speed control
and monitoring [3]. Their method is suitable for the TIG process and allow good weld
bead appearance, as reported.
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2 Oxyacetylene Welding and Control of Its Parameters

The gas welding process is known and used for over a century. The apparatus for gas
welding usually consists of an oxygen source and a fuel gas source, contained in the
cylinders, as well as of two pressure regulators, two flexible hoses, and a torch [11, 12].
There are two basic types of a torch: a welding one and oxy-cutting one. Further on, a
torch of appropriate size is chosen depending on a thickness of a material.

The combination of oxygen and acetylene results in a flame temperature over
3500 °C. This makes it appropriate for welding and cutting of different metals. In this
research we concentrated exclusively on analysis of the oxygen-acetylene flames.
Nevertheless, the proposed techniques can be used for other types of flames, used for
welding, soldering or brazing, obtained with different combination of gases.

The flame region can be divided into three different color regions (see Fig. 1):

1. A long yellowish tip;
2. A blue middle section;
3. A whitish-blue intense section.

There are also three basic types of flames of a welding torch, as follows:

1. Oxidizing flame – in case of an excess of oxygen, the whitish-blue part of a flame
becomes smaller than the blue part of a flame. This results in a higher temperature.
A slightly oxidizing flame can be used in brazing, while a more strongly oxidizing
flame in welding of certain brasses and bronzes.

2. Normal (neutral) flame – has no chemical effect upon the metal during welding. It is
achieved by mixing equal parts oxygen and acetylene and is witnessed in the flame
by adjusting the oxygen flow until the middle blue section and inner whitish-blue
parts merge into a single region.

Fig. 1. An oxygen-acetylene flame with visible combustion regions of different shape and color.
(Color figure online)
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3. Reducing/carbonizing flame – a case with an excess of acetylene. The whitish-blue
flame becomes larger than the blue part of a flame. The name of this type of flame
comes from the fact that it contains white hot-carbon particles, which may be
dissolved during welding. In effect, this type of flame removes oxygen from iron
oxides in steel.

Figure 2 shows examples of the three basic types of the oxyacetylene flames.

Last but not least, size of the flame naturally depends on a torch size and preset gas
pressure. This is adjusted by a welder to fit thickness and type of the welded materials.

Figure 3 depicts our experimental setup. Visible is a welding torch with a flame, as
well as the camera. For image registration a special markers were used – these are light
points in the black background.

Fig. 2. Examples of the three basic types of flames of the oxyacetylene welding torch: oxidizing
(a), normal (b), carbonating (c).

Fig. 3. Experimental setup. Visible a welding torch with a flame, as well as the camera. For
image registration a special markers were used (light points in the black background).
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In the experiments two types of cameras were used: Raspberry Pi camera with Sony
IMX219 8-megapixel sensor, as well as Nikon COOLPIX AW130.

3 Computer Vision System for Welding Control

Figure 4 shows architecture of the proposed vision system for oxyacetylene flame
control. Signal acquisition is done by a color camera module with preset gain and filter.
In our experiments two different types of cameras were tested, as already described.
The images were taken in a special setup equipped into the fiducial points which allow
image registration. This facilitates detection of the torch and its end, as well as all parts
of a flame. The characteristic feature of the flame are the combustion areas which are
regions of a flame with different chemical characteristics and temperature. The latter
usually rises, going from flame fringes (to the left) towards nose of a torch (right
direction). This feature is used in our proposed method to build a so called intensity
level-sets.

The aforementioned intensity level sets are of characteristic shape, which depends
on a flame size and type. Thus, these are the features used to recognized flame type in
our system. Shape analysis, as shown in Fig. 4, consists of measuring vertical and
horizontal extensions of a shape, as well as computing its basic statistical shape features
in a form of statistical moments, as will be described. Apart from the shape, also color
in specific parts of a flame, plays an important role. In our system this is analyzed by
computing two histograms of the hue (H) and saturation (S) channels of the HSI color
space. All these constitute features which are used in flame measurement, as well as
classification. For the latter the simple nearest-neighbor classifier is proposed.

3.1 Oxyacetylene Flame Model

As already mentioned previously, the oxyacetylene flames contain different combustion
regions with temperature range 3000–3500 °C. There are characteristic flame regions
from which usually three are well distinguished based on their shape and color dis-
tribution, as in the exemplary flame shown in Fig. 5a. These are: a long yellowish tip, a
blue middle section, and a whitish-blue intense area (a kernel) close the torch nose.
Based on this observation we propose a flame model shown in Fig. 5b.

Image 
registration

Intensity 
level-set 

computation

Shape
analysis

Color analysis of 
parts of the 

flame

Flame 
features

Welding torch 
image

RGB to HSI
conversion

Fig. 4. Architecture of the proposed visual system for oxyacetylene flame analysis.
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In the proposed flame model (Fig. 5b.) the most characteristic parts are as follows:

1. Total flame dimensions L�W ;
2. Tip region Fl;
3. Middle region Fm;
4. Kernel region Fr.

Based on discussion with the expert welders we arbitrarily set Fl to 0:4 L,
Fm to 0:4 L, and Fr to 0:2 L .

3.2 Intensity Level-Sets Computation and Statistical Moment Analysis

The key idea of the proposed visual method is to split a flame image into compact
regions which correspond to areas of similar temperature due to similar chemical
combustion processes. After converting a color image into its monochrome version,
these are obtained by iterative thresholding in accordance with the following formula:

Mk pð Þ ¼ 0 if I pð Þ\sk
1 if I pð Þ� sk

�
; ð1Þ

where p ¼ x; yð Þ denotes coordinates of a pixel in the monochrome image I, and sk is a
threshold at level k. However, although unusual, the above process can lead to many
separate components. Therefore the map Mk is further processed and the largest con-
nected component is further taken for further processing, as follows:

(a)

W

L

Fl Fm Fr

(b)

Fig. 5. A welding flame (a). The proposed model of a flame with visible regions (b).
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M̂k pð Þ ¼ max
#Mk pð Þ

Mk pð Þð Þ; ð2Þ

where #Mk pð Þ denotes a number of connected points in the set Mk .
In our system k is in the range 7–15 and the threshold sk is changed automatically

in the range 85–255 to form k equal steps. Certainly, these parameters depend on an
expected type of flames, as well as camera exposition level. The latter should be chosen
as to convey the maximal dynamic range of the observed scene, as will be further
discussed. The intensity level-set method is depicted in Fig. 6. Their number and shape
in high degree correspond to the size and type of a flame.

These way obtained shapes serve for computation of the statistical moments, which
convey information characterizing the particular shape [6]. These constitute features
which can be used during flame classification.

Computation of the statistical moment in a k-th connected component object
obtained after (2), is defined as follows [6, 9, 17]:

mðkÞ
ab ¼

XR
x¼1

XS
y¼1

M̂k pð Þxayb; ð3Þ

cðkÞab ¼
XR
x¼1

XS
y¼1

M̂k pð Þ x� �xð Þa y� �yð Þb; ð4Þ

where M̂k is defined in (2) and R; S denote allowable coordinates of the connected
component.

In the next step, a centroid point �x;�yð Þ is computed from the three moments defined
in Eq. (3), as follows

�x ¼ m10

m00
; �y ¼ m01

m00
; assumingm00 6¼ 0; ð5Þ

which is a center of gravity. Now, the so called inertia tensor can be computed as
follows (here for clarity we skip the index “k” ) [6]

X

Y

I

Fig. 6. Level sets of the intensity values extracted from the flame.
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T ¼ c20 �c11
�c11 c02

� �
: ð6Þ

A connected component can be further approximated by an ellipse with inertia
tensor (6). Its parameters a; b, and u are defined as follows

a ¼ 2
ffiffiffiffiffi
k1

p
; b ¼ 2

ffiffiffiffiffi
k2

p
; and u ¼ 0:5 atan2 2c11; c20 � c02ð Þ ð7Þ

where function atan2 is an extended version of the arcus tangent function (see [6] for
details), k1 � k2 are eigenvalues of the inertia tensor T which can be computed as
follows

k1;2 ¼ 1
2

c20 þ c02ð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4c211 þ c20 � c02ð Þ2

q� �
: ð8Þ

However, since current system is registered, then the value of u in (7) is skipped
from the feature set. Thus, our final shape related features for each k-th component are
proposed as follows:

HðkÞ
S ¼ mðkÞ

00 ; a
ðkÞ; bðkÞ

h i
: ð9Þ

where their parameters are defined in (3) and (7), respectively.

3.3 Color Analysis of a Flame

Besides the shape, different regions of a flame are characterized by different color
distributions. In the human visible spectrum, these are yellowish-red colors of the tip
part Fl in our model, whereas the Fm is blueish. On the other hand Fr looks
white-blueish. Thus, color plays important role, both for human welders, as well as for
the automatic flame control system. In our method, after finding out the aforementioned
three characteristic regions of a flame, color histograms are computed in the H and S
channels independently but only for the region Fl obtained from the largest connected
component object of a flame. A similar method was proposed to compute color dis-
tribution of the road signs [5]. Thus, color features are defined as follows

HC ¼ Hf g; Sf g½ �B: ð10Þ

where Hf g and Sf g denote H and S histograms, respectively, computed for the chosen
bin number B (in experiments we set B ¼ 64). Finally, all features describing an
oxyacetylene flame are proposed as follows:

H ¼ HðkÞ
S

n o
1� k�K

;HC

� �
: ð11Þ

where K denotes a total number of obtained intensity level sets.
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4 Experimental Results

The proposed visual front end was implemented in C++ in the Microsoft Visual 2015
IDE. The experiments were run on a laptop computer equipped with the Intel® Xeon®
E-1545 CPU @2.9 GHz, 64 GB RAM, and OS 64-bit Windows 10. The DeRecLib
library was used to provide the basic image processing procedures in C++ [14].

Our database was obtained in the welding workbench shown in Fig. 3. Six different
torch settings were tested in these experiments: oxidizing, normal, carbonating for two
different flame sizes. Each of these sets was limited to a 100 of color images. Thus, we
tested 600 images. For comparison we made our database accessible from the Internet
[13]. We conducted two types of experiments which can be characterized as follows:

1. Accuracy of flame dimensions measurements – results obtained by the system are
compared to the manually measured ones; The purpose of this experiment is to
answer if the system is able to automatically measure size of the flame;

2. Accuracy of flame recognition – in this case the k-nearest-neighbor simple classifier
was tested (k was set to 1) with the Euclidean distance; That is, for each test images
its k nearest neighbors were found. Then the winning class was reported; The
purpose of this experiment is to check discriminating capabilities of the proposed
features of the flames;

The employed k-NN classifier, although simple, in practice shows many useful
features, such as simple implementation, fast operation on small and medium size
datasets, and good accuracy, as shown for example in the sign recognition system [4].

Fig. 7. Connected components from the intensity level-sets computed for the flame in Fig. 2b.
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Figure 7 shows exemplary connected components from the intensity level-sets
computed for the flame in Fig. 2b. On the other hand, Fig. 8 shows exemplary his-
tograms of the tip region Fl from the same image. Finally, values of the statistical
parameters are presented in Table 1. As expected, for the higher values of the threshold
sk of the intensity level-set in (1), the flame region becomes gradually smaller.

2550

1

2550

1

Fig. 8. H and S histograms of the tip region Fl of the flame from Fig. 2b.

Table 1. Exemplary statistical shape features for the flame from Fig. 2b.

k sk m(k)00 a(k) b(k)

0 85 26193 157.902 15.0251
1 100 21735 148.047 13.2706
2 115 18533 138.114 12.0915
3 130 16017 129.293 11.0994
4 145 14023 122.354 10.2066
5 160 12460 116.907 9.47633
6 175 11065 111.108 8.82962
7 190 9845 105.854 8.21384
8 205 8706 100.934 7.58625
9 220 7538 94.3914 7.02282
10 235 6178 83.2511 6.58762
11 250 4578 69.0539 5.66913

Table 2. Classification results for all 6 groups of different type of the oxyacetylene flames from
our database.

Set no. Accuracy [%]

1 94.5
2 90.3
3 89.5
4 95.2
5 95.0
6 90.3
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The measurement results show ±5 mm error which is acceptable in our system.
Results of the second type of experiments are presented in Table 2.

It can be observed that the accuracy almost in all cases is above 90%. Some errors
are due to similarity of some images among different classes of flames. However, these
results show that the proposed system is capable of successful recognition of an
oxyacetylene flames.

5 Conclusions

In the paper, a visual system for oxyacetylene flame measurement and classification is
proposed. The system is aimed at automatic control of the oxyacetylene welding in
order to release human welders from this dangerous process. The proposed system
relies on real-time acquisition of the color images of the flames. The processing method
is based on two paths. The first one is responsible for flame shape extraction and
computation of its parameters. For this purpose a novel intensity level-set construction
of the flame is proposed which relies on incremental properties of intensity of the
oxyacetylene flame. Also useful is our proposed model of a flame which divides a
flame into three characteristic regions. The obtained level-set shapes are then used to
compute their characteristic statistical moments which constitute descriptive features.
A second path assumes measurement of the color distribution of the tip region of the
oxyacetylene flame. For this purpose two histograms of the H and S channels are
computed. All these constitute the proposed flame features. The presented experiments
show that this method offers discriminative features which can be used for flame
classification. They can be also used for measurement of the flame dimensions. All
these can be further used for automatic control of the flame and welding process.
Further research will be concentrated on acquisition and processing of high-dynamic
range images of the flames, as well as on development of further descriptive features.
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A Data-Mining Technology for Tuning
of Rolling Prediction Models: Theory

and Application

Francesco A. Cuzzola(&) and Claudio Aurora

Danieli Automation SpA, Via Bonaldo Stringher 4, 33042 Buttrio, UD, Italy

Abstract. The realization of physical modeling of the rolling process is pro-
posed as a material hardness virtual sensor and represents a valid tool for data
exploration. The use of unsupervised clustering technology is here proposed and
explored so as ease the material grouping process that might be strictly required
for technological maintenance purposes.

Keywords: Data-exploration � Unsupervised clustering �Mathematical models
calibration

1 Introduction

The mathematical approach applied to rolling mills for flat metal production can be
considered a reliable tool for many purposes. However, the comparison between the
predictions and the field feedback is an activity to be carried out with attention in order
to guarantee the validity of the predictions in a wide range of working points: in [10],
for instance, the authors propose a technology to verify by data-regressions the exis-
tence of a correlation between a whatever process variable and the prediction error and
possibly automatically compensate it. In other words, the approach described in [10]
aims at annihilating any systematic prediction error in front of any existing correlation
w.r.t. any measured process variable: this approach is extremely efficient when the
considered process variable has a continuous nature. Some of the inputs of the model
have not a continuous nature but instead represent discrete inputs to the rolling model.
The most important are:

1. the Material Grade, representing the quality of the rolled material;
2. the Lubrication Type, representing the quality of the lubricant used in the roll bite to

guarantee the stability of the rolling process and influencing the roll bite friction µ.

Of course, this list of possible model discrete inputs is not necessarily complete
(faults, work roll changes, wear, etc. could be included), but this issue is out of the
scope of this paper. For instance, it is worth mentioning that it is a common situation
that the same kind of material, if provided by different suppliers, may exhibit different
hardening properties. For this reason it often happen that the material supplier is to be
considered a non negligible discrete input of the rolling model.

The high cardinality of the realm of some discrete inputs is an important complexity
factor to be considered in advance: for instance, in steel production the number of
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material grades is extremely large (near to 5000 for common steels only, see e.g. [2]);
in the aluminum production the number of alloys is about 8000 (see e.g. [3]) and new
alloys are continuously experimented and introduced in the market. This observation
leads to the conclusion that when the cardinality of the material grades to be treated in
the same plant is very large, then the tuning task of a mathematical model can turn out
an extremely complex and time consuming activity for the human supervision.

Grouping of Materials. On one side, it is typical that a very large variety of material
grades are to be processed in the same plant, on the other, many materials could turn
out to be similar for the rolling process. This is due to the fact that Material Grades are
identified through their commercial classification (grades are defined by international
standards), but their hardness (i.e. their Yield Stress) depends on many factors [11–15]
and consequently the rolling practice shows that different material grades may offer the
same mechanical resistance to deformation despite the different material naming.

For this reason, the strategy of grouping affine materials into families or groups of
materials aims at reducing the mentioned complexity. Indeed, first of all, it speeds up
the model commissioning phase, by allowing for a more organic analysis of feedback
data. Secondly, it allows for more efficient plant management, because any rolling
practice is defined for few material groups rather than for all possible material grades.
Unlucky, grouping of materials is not a trivial task. In particular, manual classification
of grades is a time consuming and error prone activity. Of course, a wrong grouping
might have a negative impact on both technological and production issues.

The paper is organized as follows. After introducing a self-tuning of the material
Yield Stress model (Sect. 2), some basic concepts about the PDDP approach are recalled
in Sect. 3 whereas the corresponding application technology to the material classification
problem is the subject of Sect. 4. Before the conclusions, a real application is presented
together with a methodology for performance evaluation, which is described in Sect. 5.

2 Self-tuning of Flow-Stress Models

In order to reduce the complexity of technological maintenance tasks for a rolling mill,
the use of a mathematical modeling approach of the process is commonly proposed not
only for setup and control optimization but also as a virtual sensor for evaluating the
material hardness, see [10]. More, precisely once a consistent feedback from the rolling
mill is collected the inversion of a rolling mill can be implemented so as to estimate the
corresponding material YS (Yield Stress):

Algorithm 1:

½YS� ¼ FindYSColdRolling F;W ;R;Hen;Hex; Sen; Sex;V ; lð Þ

where F is the Rolling Force, W the material Width, R the Work Roll Radius, Hen=Hex

the entry/exit material thickness, Sen=Sex the entry/exit material Stresses, V the Rolling
Speed and l the Roll Bite Friction Coefficient.

For this reason, a database approach that allows recursively estimating the con-
stitutive characteristics of a material can be proposed, see Fig. 1.
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In particular, as for the cold rolling case, in [10] the authors proposed to recursively
estimate the Yield Stress hardening curve with an algorithm that has the following
template:

Algorithm 2:
½A; S� ¼ TuningColdRolling Material Grade;Hann;F;W ;R;Hen;Hex; Sen; Sex;V ; lð Þ
Implementation:

1. Load from Database the coefficients A ¼ ½A0 . . . A3 � corresponding to the
Material Grade and the associated covariance matrix S.

2. Execute Algorithm 1, ½YS� :¼
FindYSColdRolling F;W ;R;Hen;Hex; Sen; Sex;V ; lð Þ.

3. Compute the progressive reduction: rp :¼ 1� Hex=Hann.
4. Update the coefficients of Eq. (1) through a RLS regression:

A; S½ � :¼ RLS A; S; rp; YS
� �

:

.5. Save A; S½ � into the database, correspondingly to the considered
Material Grade, for the next use
where the coefficients A ¼ A0 . . . A3½ � correspond to a polynomial representa-
tion of an hardening curve of this type:

YS ¼ A0 þA1rp þA2r
2
p þA3r

3
p ð1Þ

and rp ¼ 1� Hex=Hann is the progressive reduction and Hann is the original
thickness of the material after the last annealing. Of course, the same technology
can be extended to other rolling cases.

The Algorithm 2, if used to estimate a YS hardening curve for every distinct
Material Grade, can be produce conservative results and can be inefficient when the
cardinality of the materials to be managed is very large. For this reason in the authors

YS Curves

Index: Integer
A0: float
A1: float
A2: float
A3: float

Material Grades

Material Grade: String
YS-Curve-Intex: Integer

}{ VSSHHWF exenexen ,,,,,,

Algorithm 2

Data read 
from database

Data wri en
to database

YS
YS

pr
Recursive iden fica on 

Fig. 1. Recursive identification of YS hardening curves by means of Algorithm 1.
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propose to classify the Material Grades into suitable Material Groups, i.e. families of
“homogeneous” materials in terms of resistance to plastic deformation and then esti-
mate a hardening curve for every Material Group. In this paper the authors would like
to introduce an unsupervised mechanism for material classification based on a Prin-
cipal Direction Divisive Partitioning (PDDP) approach that avoid the risks connected
to a human supervised try-and-error procedure.

3 Principal Direction Divisive Partitioning Approach

The literature on unsupervised clustering (i.e. the computation of the splitting of the
partition of a given data-set, see [7]) is extremely vast, but presents also algorithms
whose computational complexity is non-polynomial. Most of the clustering algorithms
available in the literature require the computation of the eigenvalues and eigenvectors
of a covariance matrix. When the considered data-set has a large cardinality then this
represents a computationally expensive activity that is substituted in PDDP (see e.g. [1,
4, 5]) by the execution of Singular Value Decomposition (SVD) of the same matrix.

Consequently, PDDP is here proposed as a suitable technology for automation
system where real-time constraints need to be satisfied and therefore, in view of this,
particularly efficient for the material classification problem: the data-set subject to
clustering is the output of Algorithm 2 that is maintained in a database whose cardi-
nality can be of considerable dimensions, for instance but not limited to, in case the
catalog of material grades to be processed is huge. It is again remarked that, between all
the plant-types involved in flat metal transformation, the steel cold rolling case (see
[6, 16] and references therein) is adopted in the following as a reference case whereas
the same approach can be easily extended to other cases.

3.1 The PDDP Technology and Its Application to Metal Hardness
Testing During Rolling

The PDDP algorithm is applied to a data-set represented by a n� a matrix D whose
rows di (with i ¼ 1. . .n) are the data-samples. The result of the algorithm is a partition
of matrix D represented by a number of matrices (“leafs”) Dk with k ¼ 1. . .c (c� n).
The most common version of the PDDP algorithm has the following form:

Algorithm 3:

½c;Dk� ¼ PDDP D; cmaxð Þ:

It is worthwhile pointing out that, contrarily to many other applications, in the
material classification problem the cardinality of the optimal partition (i.e. c) is hardly
a-priori known since it varies from plant to plant. On the contrary, it is expected that a
fair value for the input parameter cmax depends only on the metal type to be treated.
Specifically, in the steel case, even if several thousands of Steel Grades are defined by
the international standards, it is reasonable to distinguish no more than cmax = 20
Material Groups, i.e. no more than 20 YS characteristic hardening curves.
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4 Data Modeling and PDDP Application to Material
Classification

4.1 Notation

• Given a generic vector v of dimension n then vðiÞ represents the i-th element.
Moreover, Mp v½ � denotes the following n� p matrix:

Mp v½ � :¼
1 vð1Þ vð1Þ2 . . . vð1Þp
. . . . . . . . . . . . . . .
1 vðnÞ vðnÞ2 . . . vðnÞp

2
4

3
5

• The symbols + and T applied to a matrix will represent the More-Penrose
pseudo-inverse and the transposed matrix, respectively.

• The operator �d e applied to a vector v represents the number of elements of the
vector.

• Given a Boolean expression b then

bh i :¼ 0 if b is false
1 if b is true

�

4.2 The Steel Cold Rolling Case

Cold rolling implies several reduction steps to obtain the target thickness. In tandem
mills, the total reduction is achieved by processing the strip in many (usually 5)
consecutive stands (see e.g. [8]). In reversing mills, the target thickness is achieved by
means of several rolling passes (usually from 1 to 9) through the same stand(s). So,
independently of the plant installation, for every rolled coil the data-samples size is
given by the number of reduction steps ns. More precisely, after rolling each coil, the
feedback is represented by the ns-sized arrays of progressive reductions rp and the
corresponding YS estimations, see [9]:

YSr and rpr ð2Þ

where r ¼ 1. . .nc is the generic coil index, and nc is the number of rolled coils (see
Eq. (1)). The application of whatever PDDP technique on the raw coil feedback data
(2) generally does not lead to a meaningful grouping since, for instance, it would not be
possible to distinguish between materials that share a part of the hardening curve.
Indeed, Fig. 2(A) shows two hardening curves having an intersection, but the achieved
classification is technologically meaningless. Figure 2(B) represents a realistic situation
where human intuition is immediately able to produce the correct classification into two
material groups: the two characteristics are well defined, but a straightforward appli-
cation of PDDP or whatever alternative technology known to the authors would be
unsuccessful.
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So as to achieve an effective PDDP-based technique, it is necessary to resort to a
preliminary elaboration step. Since the association of each coil to a nominal Steel
Grade is known then it is possible to build the following function

SGðrÞ :¼ Steel Grade Index for coil r

and, consequently, the raw data of Eq. (2) can be organized in the following vectors:

YSSG and rpSG ð3Þ

where SG ¼ 1. . .m is the generic steel grade index, m is the number of rolled steel
grades and nRAW is the length of these vectors. The organization of the data as in
Eq. (3) can be exploited in order to derive a polynomial representation in the form of
Eq. (1) by Least Mean Squares. More precisely, let define the vector Ap

SG of dimension
pþ 1 as follows:

Ap
SG :¼ Mp rpSG

� � þ YSSG ð4Þ

where p ¼ 1. . .pmax and pmax ¼ 3 like in Eq. (1). After data pre-elaboration, the PDDP
Algorithm 3 can be executed by imposing as input the matrix D :¼ Dp where Dp is an
m� ðpþ 1Þ where the generic row is given by the vector ApT

SG. In the following, the
results of each PDDP execution on matrix Dp will be denoted by:

½cp;Dg
p� ð5Þ

where the integer cp is the number of identified Material Groups (partitions), g ¼
1. . .cp is the steel group index, Dg

p is a “leaf” matrix of dimension mg � ðpþ 1Þ, being
mg the number of Steel Grades associated to the group g, so that

Pcp
g¼1

mg ¼ m. The

(A () B)

Fig. 2. Benchmark example. The example refers to two materials whose hardening curves have
an intersection. (A) is the result of the PDDP applied on raw data - the identified clusters are
represented with different colors and symbols - (B) is the correct result obtained with the
algorithm presented in the following sections. (Color figure online)
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clustering results represented by (5) can be used to define the so-called Material
Groups and the corresponding identifiers:

MatGrouppðSGÞ :¼ j s:t: a row of matrixDj
p isA

p
SG

� � 2 1. . .cp½ � ð6Þ

More precisely, the symbol MatGrouppðSGÞ is used in order to denote the Material
Group index that contains the generic Steel Grade SG.

Note 1: Possible uncertainties associated to the choice of the polynomial order
approximation p .

The application of the PDDP algorithm described in the previous section can lead
to different results (see Eqs. (5)–(6)) according to the chosen value for p. In most cases
an effective choice is represented by p ¼ 3 but the PDDP algorithm can be executed
with several values for p with a negligible elaboration-time. Then, if the results
obtained from multiple runs with different choices of p are incongruent among them, a
voting-based or similarity-based policy can be applied to the obtained results to
automatically select the most reliable grouping. For the sake of simplicity, in the
following it will be assumed that the index p is fixed.

5 Field Results and Performance Evaluation

In order to evaluate the fairness of the obtained material classification in Material
Groups, it is necessary to re-organize the original data (3) used to perform the clustering.
Therefore, it is necessary to build a number of vectors rgpp and YSgp with g ¼ 1. . .cp:

rgpp :¼ Sm
SG¼1

rpSG MatGrouppðSGÞ ¼ gh i

YSgp :¼ Sm
SG¼1

YSSG MatGrouppðiÞ ¼ gh i

8>><
>>:

ð7Þ

The obtained vectors contain all the raw data-points corresponding to material
grades that belong to the same group. The classification is to be considered fair if the
reorganized data (7) do not present dispersion, with respect to their centroid, signifi-
cantly higher than the dispersion associated to the original data (3). In order to evaluate
the dispersion of a set of data with respect a centroid curve, the following performance
index is proposed:

J rp; YS
� � ¼ Mean YS�M3 rp

� �
Â

		 		 :
YS� �
where Â :¼ M3 rp

� � þ YS ð8Þ

where the symbol : = represents the element-wise division between vectors.
The coefficients Â of Eq. (8) represent the centroid curve of the analyzed data

rp; YS
� �

. The cost function J rp; YS
� �

is nothing but a normalized average distance of the
selected data with respect to the centroid curve obtained with a 3rd order polynomial
regression (the 3rd order is considered a fairly good approximation of an hardening
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curve with the Roberts’s method of Eq. (1), see [6]). So as to have an evaluation of the
fairness of the obtained classification, the following criterion is desired:

8g ¼ 1. . .cp;
J rgpp; YS

g
p

� �
Max

SGrouppðSGÞ¼g
J rpSG; YSSG
� � �ð1þ eÞ ð9Þ

where e is an arbitrarily small positive coefficient representing the tolerated deterio-
ration in terms of data-dispersion when the grouping is executed. Notice in passing
that, if x% is the desired accuracy of the rolling model to be tuned (i.e. the error
between the predicted and the real rolling force is desired to be lower-equal than x%),
then e can be set to 0.0x. In other words, acceptance criterion expressed by Eq. (9)

states that the data-dispersion obtained after grouping J rgpp; YS
g
p

� �
cannot be exces-

sively bigger than the data dispersion without any grouping.

5.1 Field Results

In this section, the results obtained with field data collected from a Double Stand Cold
Reversing Mill (2SCRM, see e.g. [8]), are presented. Such a plant type is equipped with
3 XRay gauge-meters to measure the material thickness (installed at the entry/exit side
of each stand). The 2SCRM is a reversing mill: it executes 1 or 2 (very seldom 3 or 4)
rolling passes for each coil to reach the final target thickness (its minimal value is
around 0.15 mm for steel production). This implies that for every coil the vectors of
Eq. (2) have a dimension varying from 2 to 8, corresponding to the reduction steps
executed (i.e. 2 reduction steps for each rolling pass).

Figure 3 presents the results obtained from Algorithm 2 with a data-log (see
Eq. (2)) collected during 3 months of production: in the considered case the plant

Fig. 3. Presentation of YS estimations obtained from Algorithm 2 with a 3-months data log.
(Color figure online)
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treated about 30 different steel grades that in some cases can be assimilated to the same
material qualities and therefore it correspond to a case for which a material grouping
activity is meaningful. On the other hand, the hardest material reaches a YS value of
1200 MPa that is about twice the YS value reached at the same reduction by the softest
material. Therefore the classification cannot be trivial and, due to the data-set dimen-
sion, difficult to be executed through human supervision only.

It is worth pointing out that the considered plant actually manages a significantly
higher amount of material grades in a larger time-span: for the sake of clarity the
analysis here proposed is focused on the 3 months data-log presented in Fig. 3 i.e. on a

Table 1. Presentation of the coefficients A3
SG derived from Eq. (4).

Material database
index

A(0) [MPa] A(1) [MPa] A(2) [MPa] A(3) [MPa]

57 182.36 190123.22 −34903201.03 2593205318.92
59 518.79 −23543.54 9075914.73 −171177639.78
76 469.33 21959.23 −2626995.87 701889827.95
23 62.95 318287.01 −67550608.79 5262688942.77
67 325.24 90707.93 −14382357.28 1347931768.69
28 340.62 111796.80 −22887196.10 2156921953.68
38 675.34 −85836.90 22245403.76 −994504873.30
52 744.27 −166303.32 43829938.82 −2768913892.34
74 329.15 103320.07 −17053896.80 1506859429.75
71 491.88 −30111.05 9813177.82 −165125836.18
61 438.10 41097.66 −5523060.84 881868015.21
22 437.35 37440.36 −7171447.03 1094421667.56
72 478.50 −52288.26 19118040.85 −1035821497.22
68 404.07 56591.01 −11939330.33 1410991629.43
69 400.64 36638.49 −1640931.14 343881758.64
56 −1774.78 1560109.19 −330492112.60 22699448416.22
65 501.69 −23586.29 9644312.57 −257898092.75
26 1427.76 −666021.68 155003568.74 −10633894568.52
7 386.30 25733.94 2215781.20 −134370445.61
75 426.21 28063.03 1334418.46 46344618.91
51 60.35 332880.41 −76552937.73 6231281832.84
55 535.96 −121896.35 50628085.89 −4466804360.50
58 561.49 −92319.82 30733044.17 −2165495108.04
66 626.44 −130753.13 38164613.79 −2392844524.83
27 −75.06 355045.44 −66345526.68 4550950428.30
29 542.51 −55979.83 25952468.64 −2068155904.99
63 886.47 −329337.24 82823255.25 −5845046669.56
64 263.70 139498.29 −23123231.67 1590343626.20
30 893.26 −316396.76 91336426.39 −6984388133.41
24 695.00 −219399.63 71311511.59 −5929988277.34
73 183.23 322163.28 −74162233.95 6106756374.06
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case with a reduced production variety. In Table 1 the list of materials inside the
considered production data-log is presented together with the coefficients A3

SG obtained
from the regression of Eq. (4).

The PDDP algorithm described in the previous sections can be fed with the
coefficients Ap

SG with p that can assume a value from 1 to 3 and a material classification
is obtained. The classification result is graphically depicted in Fig. 4 for the cases
p ¼ 1 and p ¼ 2. Every group is represented with a corresponding symbol and color.
In all the executed PDDP runs, the unsupervised clustering leads to the definition of 8
main Material Groups over 30 Steel Grades contained in the production data-log. In
order to evaluate the classification obtained the dispersion performance coefficients

J rgpp; YS
g
p

� �
and J rpSG; YSSG

� �
are computed for all the considered Material Groups

and Steel Grades (see Table 2). As it can be seen, the acceptance criterion (9) is
satisfied with e ¼ 0:08 that is fairly acceptable for most purposes.

Fig. 4. Presentation of the clustering algorithm result with 30 different steel grades (for p ¼ 1
and p ¼ 2) – every group is associated to a specific symbol (e.g. ‘D’, ‘⎕’, ‘O’, ‘•’ and ‘*’) and
color. (Color figure online)
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5.2 Computational Complexity

As mentioned previously, one of the most important parameter to be evaluated for the
selection of an unsupervised clustering technique is represented by the computational
complexity. It is quite important to make available to the process supervisor a result in
a real-time way so as to leave him the possibility to explore effectively several grouping
scenarios.

Table 3 presents the computational time required by a MATLAB implementation
based on the “svd” command. As it can be seen the computational time is almost

Table 2. Verification of classification validity through evaluation of data-dispersion.

Material group Id
(# of steel grades)

J rgpp; YS
g
p

� �
List of contained
steel grades

J rpSG; YSSG
� �

for
each steel grade

1 (2) 0.0598 26 0.0615
29 0.0562

2 (1) 0.0436 73 0.0436
3 (4) 0.0629 56 0.0621

7 0.0628
63 0.0513
64 0.0589

4 (3) 0.0482 38 0.0460
52 0.0342
30 0.0431

5 (2) 0.0621 28 0.0488
71 0.0612

6 (6) 0.0644 57 0.0485
76 0.0541
61 0.0602
65 0.0532
55 0.0526
66 0.0528

7 (6) 0.0495 67 0.0424
74 0.0431
22 0.0431
72 0.0273
68 0.0467
27 0.0445

8 (7) 0.0609 59 0.0434
23 0.0512
69 0.0449
75 0.0437
51 0.0333
58 0.0479
24 0.0560
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linearly growing with the amount of the considered Steel Grades. This represents a
promising result because it goes in the direction of getting a result in a predictable
amount of time.

5.3 The Implementation

The proposed unsupervised clustering technology leads to a result that can be validated
by means of a visual application like to the one presented in Fig. 6.

The process of grades classification is initialized by the user with the button
“Grades Analysis” that corresponds to loading of all the available feedback data and

the execution of calculation Â :¼ M3 rgpp
h iþ

YSgp (identification of Yield Stress Curves,

see Eqs. (7) and (8)) for all the Material Grades. The page allows the user to visually
inspect the identified Yield Stress Curves corresponding to all the Material Grades and
all the Grade Groups, together with the feedback points of Eq. (3). This preliminary
analysis phase does not perform yet any re-classification of the materials but it just aims
at evaluating the current classification.

The reclassification through PDDP algorithm is started by pressing the button
“Automatic Classification”: the operator decides the maximum number of Grade
Groups. The algorithm produces a set of “suggested” Grade Groups. In other words,
the result of the algorithm consists of a set of suggestions for the users: a list of already
existing groups to be maintained or updated, a set of new groups to be created with
respect to the current classification and, finally, a set of groups which according to the
new classification will not be anymore used and that can be removed from the Pro-
duction Database (Fig. 5).

The graphic tool allows the user to fully inspect the results of the automatic clas-
sification and to make manual adjustments before validating the classification. In
particular, the visual tool shows: (1) for each Material Grade the current assigned Grade
Group and the target one (i.e. the one suggested by the algorithm), (2) for each Grade
Group the current Yield Stress Curve and the new one that, in turn, depends on the list
of materials associated to the group. At the end of the validation process, the operator
can press the button “Apply Changes” which saves the classification into the tech-
nological database.

Table 3. Computational time with a MATLAB implementation (running on a PC with an Intel
Core Duo CPU @3.16 GHz).

Number of
steel-grades

Computational time
for p ¼ 1 [secs]

Computational time
for p ¼ 2 [secs]

30 2.3886 4.7492
60 4.3722 8.0049
100 5.9641 12.3903
200 12.9490 28.0428
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Some color–codes are introduced to highlight the suggested changes or the need of
a manual interventions by the user: for instance, materials with no feedback data
available are shown in grey color; materials and groups which are planned to be
re-classified are shown in yellow; material grades for which the automatic classification
algorithm cannot suggest a target grade group (e.g. because the available feedback data
points are not enough) are presented in red.

Fig. 5. Presentation of the clustering algorithm result with 200 different steel grades (for p ¼ 1
and p ¼ 2) – every group is associated to a specific symbol (e.g. ‘D’, ‘⎕’, ‘O’, ‘•’ and ‘*’) and
color. (Color figure online)
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6 Conclusions

An unsupervised clustering approach has been proposed in order to avoid a
trial-and-error human supervised approach for material classification in a flat metal
rolling mill. Conventionally, this activity is to be preliminary executed whenever a new
automation system is commissioned and every time a new material is introduced. The
effectiveness of the approach has been tested in a Double Stand Cold Reversing Mill
installation and its computational complexity turned out to be attractive due to the
predictability of the required computational time.
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Abstract. This research includes the investigation, design and experimentation
of models and measures of semantic and structural proximity for knowledge
extraction and link prediction. The aim is to measure, predict and elicit, in
particular, data from social or collaborative sources of heterogeneous informa-
tion. The general idea is to use the information about entities (i.e. users) and
relationships in collaborative or social repositories as an information source to
infer the semantic context, and relations among the heterogeneous multimedia
objects of any kind to extract the relevant structural knowledge. Contexts can
then be used to narrow the domains and improve the performances of tasks such
as disambiguation of entities, query expansion, emotion recognition and mul-
timedia retrieval, just to mention a few.
There is thus the need for techniques able to produce results, even approxi-

mated, with respect to a given query, for ranking a set of promising candidates.
Tools to reach the rich information already exist: web search engines, which
results can be calculated with web-based proximity measures. Semantic prox-
imity is used to compute attributes e.g. textual information. On the other hand,
non-textual (i.e. structural, topological) information in collaborative or social
repositories is used in contexts where the object is located. Both web-based and
structural similarity measures can make profit from suboptimal results of
computations. Which measure to use, and how to optimize the extraction and the
utility of the extracted information, are the open issues that we address in our
work.

Keywords: Group similarity � Semantic distance � Data mining � Collective
knowledge � Knowledge discovery

1 Introduction: Problem Description and Potential Impact

With the pervasive diffusion of social digital interactions, network analysis became a
critical task, as an increasing amount of economical, personal and physical transactions
is digitally mediated, recorded and monitored, and can be used to predict and influence
the way people or entities interact, work and, in general, behave. A huge quantity of
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information is generated daily, using heterogeneous multimedia data, by the sponta-
neous collaborative activity of whom we will just call users. For instance, images,
videos or tweets are put by users in the Cloud, through social (e.g. Facebook) or
collaborative (e.g. Wikipedia) platforms on the Internet, eventually using devices that
add automatic metadata, e.g. date or geolocation. Often, data are stored in a
semi-structured form following, or not, standards or recommended practices. Typical
activities performed by users on such data, e.g. sharing, selecting, commenting, tagging
and linking, reflect dynamic social relationships, from which to extract latent knowl-
edge, valuable for several applications, e.g. advanced recommendation, filtering, or
retrieval systems. Many systems in nature can be modeled as complex networks i.e.,
structures consisting of nodes and vertices connected by link or edges. Complex net-
work science is applied in various disciplines, offering a common language to let them
interact, e.g. computer science, sociology, biology, co-authorship networks. What
distinguish network science from graph theory is the empirical nature, focused on data:
each tool developing abstract mathematical theories is tested on real data, where the
value is in the system’s structure or evolution (Chiancone 2016).

Social network analysis, as it is in Artificial Intelligence, is a novel field, but its
impact is all around us: starting from the economic impact, e.g. in web search, which
relies on the network characteristics of the Internet, or in recommendation advertising,
going on to the management impact, which is based on the structure of organizations
and has the aim of increasing productivity, to health or security management, where it
is possible to predict and augment information through diffusion schemes, and apply
prevention strategies. Our research includes the investigation, design and experimen-
tation of models and measures of semantic and structural proximity for knowledge
extraction and link prediction. The aim of this research is to measure, predict and elicit,
in particular, data from social or collaborative sources of heterogeneous information.
The general idea is to use collaborative/social repositories with the information about
entities/users and relationships as an information source to infer semantic knowledge
and relations among heterogeneous/multimedia objects of any kind (Liu et al. 2012),
with the aim of extracting the relevant semantic context. (Dey 2001) Contexts can then
be used to narrow the domains and improve the performances of tasks such as dis-
ambiguation of entities, query expansion, (Franzoni et al. 2013b; Natsev et al. 2007)
emotion recognition and multimedia retrieval, just to mention a few. There is thus the
need for techniques able to produce results - even approximated - with respect to a
given query, for ranking a set of promising candidates. (Lieberman 1995) Tools to
reach the rich information already exist: web search engines, which results can be
calculated with web-based proximity measures (Bollegala et al. 2011; Cilibrasi and
Vitanyi 2004; Turney 2001), that compute especially textual information, and
collaborative/social repositories which store relationships among objects/concepts,
social media, or users (Dey and Abowd 1999), which non-textual (i.e. structural,
topological) information can be used in contexts where the object is located (Milne and
Witten 2008). Both web-based and structural similarity measures make profit from
suboptimal results of computations, where approximations to evaluate frequencies and
probabilities can be used to calculate semantic proximity or distance. Which measure to
use, and how to optimize the extraction and the utility of the extracted information, are
open issues. The ability of understanding the relevant semantic contexts underlying a
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situation is a major issue for machine intelligence applications. Many proposed tech-
niques of context generation for web-applications (Ceri et al. 2007; Schilit et al. 1994;
Dey 2001) rely on analysis and observation of explicit user actions, interactions and
queries. However, only few seed concepts are usually available from direct user
observations. Let an example explain that, in a search engine scenario where few search
terms, say cat and mouse, are initially known: the goal being to generate the
underlying contextually implied concepts, say e.g. predator, catch, eating. In
order to define a framework for semantic context generation, a suitable knowledge
source is needed, providing semantic relationships among concepts, and a suitable
technique for extracting news concepts related, relevant and consistent with respect to
the initial seed context. In text analysis, starting from the assumption that concepts with
high co-occurrence in similar contexts are in relation, algebraic models are applied, in
order to represent textual documents as vector of indexed terms (e.g. VSM, LSA)
(Turney 2001) and weighting functions (e.g. tf-idf). A promising approach proposes to
define web-based semantic proximity measures (e.g. NGD, PMI) (Cilibrasi and Vitanyi
2004), which use the estimation of probability distributions, obtained by queries on a
search engine, without the need of an in-deep analysis of computationally heavy
corpora. Based on a classical content-based approach, similarity is evaluated through
the extraction of vectors of low-abstraction-level features, numeric or qualitative,
extracted from the multimedia object (e.g. colour distribution, sound peaks), to which
proximity measures are then applied. This approach presents computational limits (e.g.
in case of large repositories) and difficulties in the extraction of high-level semantic
features. In order to overcome the limits of this perceptive approach, state of the art
annotation techniques focus on the optimization of the analysis of the (textual or
non-textual) semantic context in which the object is located, measuring proximity of
similar entities. These approaches usually have the limitation of not comparing objects
of different abstraction level and size, focusing on a word-to-word or sentence-to-
sentence measurement (Navigli et al. 2016). This paper capitalizes all the works of
the authors on the topic of last three years, refines the unifying vision and details
definitions.

Among the contributions of this work there are:

(a) the extension to Context-based Image Semantic Similarity of the comparison of
semantic proximity measures for semantic annotation and the development of a
new group distance, to express the semantic distance among objects of any size.
A new class of similarity measures is thus defined, varying with respect to the
different combination scheme and the different relatedness measure used for the
elementary concepts, where an extended quantitative evaluation by experiments
compared human similarity evaluation to similarity evaluation obtained with the
proposed Context Similarity;

(b) the study of distances based on random walk, which are computationally efficient
and robust for the identification of the semantic context of an object/entity in large
and unknown graphs; the improvement of the Heuristic Semantic Walk
(HSW) for context extraction from multipath chaining, in particular defining the
path filter for the path aggregation, experimenting on collaborative/social net-
works. The application of the method was experimented both on textual and to
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non-textual domains and the evaluation was done in terms of convergence, path
length, minimal solution and ranking.

(c) the investigation of models of semantic proximity which combines the local
analysis of the network topology and the information on the nodes, i.e. integrates
structure-based similarity with web-based similarity; web-based measures are
integrated with the Quasi-Common Neighbours (QCN) general scheme, which
have shown promising performance.

(d) the techniques and models descripted above are experimented on standard
accepted benchmark data sets in order to assess their performances, including
bibliographic data networks, recommender systems, social networks and seman-
tics for the association to terms/sentences of context or emotional tags.

2 Results Achieved and Proposed Techniques

2.1 Previous Research

In previous research, we focused on the study and comparison of simple web-based
proximity measures, and of their capability to take advantage of results of web-based
search engines. In a preliminary study, we focused on performing an in-deep analysis
and comparison to the already existent web-proximity measures and we also extended
the research to other proximity measures (such as confidence, v-square and others), that
are suitable to be used as web-based measures. In particular, we designed a new
proximity measure, the PMING Distance (Franzoni et al. 2012; Franzoni 2017), a
web-based proximity measure between two terms. Integrating the measuring power of
Pointwise Mutual Information (PMI) (Turney 2001) and Normalized Google Distance
(NGD) (Cilibrasi and Vitanyi 2004), the PMING Distance improves sensibly their
measuring performance with respect to clustering, local contexts and human evaluation
(Milani 2016). PMING Distance has been applied, with success, to the evaluation of
proximity of pairs of words that are attached to tagged images (Li 2014; Li 2017). The
performance of PMING has been compared to web-based proximity measures (e.g.
Confidence, Chi-square) and its application to image web-based similarity has been
investigated. A proximity model, the Heuristic Semantic Walk (HSW) (Franzoni et al.
2014a; Franzoni et al. 2014b) has been then designed, using random tournaments (Gori
and Pucci 2006) for ranking candidate nodes in the online navigation of a graph. The
web-based proximity measures have been used as heuristics to guide the navigation,
where the random tournament was run several times in the experiments, and then a
function of aggregation was used to return the candidate node rank (Franzoni et al.
2014c).

2.2 Research Question

This paper mainly focuses on three tasks, related to proximity ranking and information
networks:
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– designing set proximity measures, in order to evaluate the distance among sets of
terms, using web-based basic proximity measures and on the measures of centrality

– investigating algorithms for navigating the network graph and ranking the neigh-
bour nodes, eventually using an online/randomized heuristic search

– evaluating the common/similar neighbourhood/attributes of a pair of nodes in a
network, assessing the likelihood of a new link, with the goal of designing new
models and measures for similarity evaluation.

Among the several possibilities, the applications on which we focus are context
extraction from collaborative networks (i.e. Wikipedia) (Franzoni et al. 2015b), bac-
terial diffusion (Franzoni et al. 2016b; Franzoni et al. 2017), and emotion recognition
(Franzoni et al. 2013; Franzoni et al. 2016f; Biondi 2016), but the models are aim to be
applicable to any semantic data or social/collaborative network.

2.3 Random Walk Traces: Context Extraction

The automated generation of meaningful semantic contexts in a given application
domain is an open problem for many research areas related to Artificial Intelligence.

In this line of research, the semantic context underlying a set of given input con-
cepts is defined by the relevant multiple explanation paths connecting the input con-
cepts in a collaborative network. The huge dimension and the online characteristic of
the network may not allow using classical path-finding algorithms, which require
preloading the graph in the local memory (Kurant et al. 2010). Moreover, an intractable
number of multiple paths of different length may exist between a pair of seed concepts.

Our method is based on random walk traces (Franzoni et al. 2016; Milani 2013), a
pheromone-like model (Baioletti et al. 2009) for the detection and the extraction of
paths of explanation between seed concepts. The exploration of the online collaborative
network of explanation uses a heuristic-driven random walk (Newell et al. 1957) based
on semantic proximity measures. Random walks deposit pheromone on the traversed
arcs. Pheromone distribution is then used to evaluate the relevance of concepts in the
explanatory paths. The traces of most traversed paths during multiple runs of the
heuristic weighted random walk are used to determine the semantic context underlying
the source and target concepts. The relevance ranking is then used to filter and extract a
subnetwork, which represents the actual context. The proposed methodology applies to
collaborative semantic networks techniques inspired by the randomized evolutionary
computation methods, used in Ant Colony Optimization (ACO): heuristic-driven
search based on random tournament for generating explanatory path between concepts,
and a pheromone-like model which is used to analyze and extract the relevance of
context members. The main contributions of this work to the issue of context extraction
consist on:

1. applying the Online Randomized Heuristic Semantic Walk, to determine the rele-
vance of the intermediate nodes (Franzoni et al. 2014b);

2. defining a context as a subnetwork extracted from multiple random runs, instead of
focusing on the notion of a single best path (Franzoni et al. 2016e);
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3. assessing the relevance of the nodes belonging to the context by a pheromone-based
technique, which considers centrality measures (Franzoni et al. 2016a).

The relevance of intermediate nodes is influenced by different factors as: distance
from the seeds, path length, frequency in different paths.

2.3.1 Definitions
The following definitions are given to formally characterize the scheme for the
semantic path finding and context extraction problem.

Definition: a semantic network or semantic graph G ¼ V ;Eð Þ, is defined by a pair
where N is a set of nodes/concepts and E�ðV � VÞ is a set of oriented edges, repre-
senting the links between concepts in the network.

Definition: the semantic path finding problem or Path(s = start,t = target),
given a semantic network G ¼ V ;Eð Þ and two nodes s; t 2 V , consists in finding if a
sequence of concepts/nodes v0; v1; . . .; vnð Þ exists, such that v0 ¼ s; vn ¼ t and for each
i 2 0; n� 1½ � the edge vi; viþ 1ð Þ 2 E.

Definition: A semantic proximity measure is any function g : V � V ! < will be
based on statistics drawn from search engines or repositories which, for our purposes,
are formally defined below.

Definition: a search engine/repository S is a function S : } Vð Þ ! N , where S(Q)
returns the number of occurrences of the concepts in the query Q according the
engine/repository i.e., the statistics will reflect the frequency contextual use of terms in
Q, according to the community related to the domain that feeds objects to S.

The requirements on } Vð Þ imply that an engine/repository S should be able to
return statistics for co/occurrences of any subset of objects. Most engines/repositories
are in fact able to return statistics for queries like Q ¼ ða ^ b _ :cÞ. Since we are only
interested in the number of occurrences returned by S, the actual returned objects are
not relevant.

Definition. A Heuristic Semantic Walk, or HSW, is an algorithm for Path problems
characterized by the triple ðG; S; gÞ. Where G ¼ V ;Eð Þ is a semantic graph, S a search
engine, which can return statistics about the occurrence of elements in } Vð Þ; g a
proximity measure defined in terms of those statistics.

Definition. A Context is a subgraph of G which nodes pass semantic filtering
conditions.

In the following HSW(S, η, G) denotes an instance of HSW for a semantic graph
G where the randomized online search is based on the heuristics hη computed from
search engine source S. For instance HSW(Bing, NGD, Wikipedia) denotes a ran-
domized search algorithm for Wikipedia that uses a heuristics derived from the Nor-
malized Google Distance (NGD) measure, computed by using statistics from the search
engine Bing.
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A node n traversed by HSW during a run with seeds {s, t} is a candidate to context
extraction if it appears in at least one explanatory path from s to t. The relevance of a
candidate node n is estimated by different factors: the number of traversing paths from
s to t passing through n, i.e. the more the explanation chains contain n the more chance
n has to appear in the context of {s, t}; the path length of the node from/to the
start/target nodes, i.e. a smaller distance is the clue of a closer causal/explanatory
relationship; the semantic proximity measure between n and the start/end nodes. In
order to evaluate these factors, the context extraction algorithm accumulates and
updates on the nodes at each run different types of pheromone information, which
represents random traces:

1. C(n, s, t), number of semantic chains from start node s to goal node t, in which node
n appeared.

2. M(n, s, t), minimum distance either from start or to goal nodes over all the generated
chains which traversed n.

3. A(n, s, t), average position in the chains, it represents the traversing velocity toward
the goal node.

4. d(s, n) and d(t, n) are the bi-directional averaged proximity measures of the node n
from the start node s and from the target node t, the bi-directional average is used
for normalizing asymmetric measures while it is irrelevant for symmetric proximity
measures.

These random traces can be related to formal notions such as centrality/connectivity
degree (1), minimum (2) and average path distance of the candidate node from the
start/goal pair (3), of which they represent an approximation.

2.3.2 Multipath Extraction
The semantic context extraction technique is based on the analysis of the multiple paths
pointed out by random traces (Franzoni et al. 2016e).

A first filtering phase is based on pheromone information then a second filtering
phase takes place, which simply consists on a rank based selection.

In the first phase, two different path filters can be applied:

Definition. Semantic Chain filter (pathFilter1). A node n is filtered out from context
Cs;t if C n; s; tð Þ\C s; s; tð Þor equivalentlyC n; s; tð Þ\Cðt; s; tÞ:
Definition. Minimum Path filter (pathFilter2). A node n is filtered out from context
Cs;tby ifM n; s; tð Þ\avg d t; sð Þ; d s; tð Þð Þand d t; nð Þ\avgðd t; sð Þ; dðs; tÞÞ:

The semantic chain and minimum path filters aim at discarding those outlier nodes
which are not semantically within s and t. pathFilter1 aims at considering nodes which
appear more often in a semantic chain, i.e. common concepts, while pathFilter2 prefers
nodes which are closer either to the start or target concept.

Definition rankFilter. A node n is filtered out from context Cs;t if Rankðn; s; tÞ\h,
where h is a threshold.

The rank phase assigns a relevance coefficient to the nodes, which combines both
their distance and their frequency in the paths between source and target, i.e.
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approximated centrality. Different relevance coefficients for node ranking have been
considered:

rankFilter1 n; s; tð Þ ¼ C n; s; tð Þ=M n; s; tð Þ
rankFilter2 n; s; tð Þ ¼ C n; s; tð Þ=A n; s; tð Þ

Note that RankFilter1 emphasizes the occurrence of n in shortest paths, while
RankFilter2 gives more importance to bi-directional proximity to source and target.

It is also worth noting that PathFilter1 and PathFilter2 are parameters free, while
RankFilter1 and RankFilter2 uses a simple threshold cutoff.

2.4 Set Similarity and Image Similarity

Set distance has been applied to image retrieval (Franzoni et al. 2015c); other
promising application domains are in the field of expertise finding and attribute
inference. The main idea behind set-based similarity is to leverage on the context in
which an object is located, for instance the set of associated tags in a collaborative
social media repository. We argue that the context carries meaningful semantics ele-
ments which can contribute to assess the similarity. The approach has been experi-
mented on two levels of object size: an object-to-object level, with image similarity,
and an object-to-concept level with a model for emotion recognition (Franzoni et al.
2013a), but more generally applies to objects or any type of web entity, and to the rich
contexts provided by social networks. On the other hand, in traditional content-based
image retrieval, similarity measurements of low-level image features drive the retrieval
process. The aim of those approaches is to entail the similarity from the user perceptual
point of view. However, deep semantic relationships among images cannot be entailed,
because they require integrating content-based similarity with the deeper notion of
concept-based similarity, which is certainly more effective for retrieval purposes. In this
line of research, set proximity measures, the goal is to define a suitable semantic
distance among objects basing on the set of terms associated to them (e.g. metadata,
label, tags or keywords in a social network). (Strube et al. 2006; Volkel et al. 2006; Li
2014). The starting point is the observation that textual information related to the
context of images, such as captions, labels, tags and comments, convey more mean-
ingful concept related information than image low-level feature analysis. (Wu et al.
2008) We decided then to leverage on the textual context of an image (Franzoni et al.
2016d), to extract a group of text-based concepts, which semantically characterize it.
The aim of a set similarity measure is then to compare groups of concepts related to the
contexts of different images. Similarity measurement for textual documents based on
text analysis and statistics has been extensively studied in Information Retrieval, while
the advent of search engines, continually exploring the Web, represents a natural source
of information on which to base a modern approach to semantic annotation. In Content
Based Image Retrieval (CBIR), similarity measurements of low-level features are used
to derive the retrieval process (e.g. image pixels or point clouds). The main objective of
the CBIR approach is to entail the similarity from the usual perceptual point of view.
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However, deep semantic relationships among images cannot be explored by CBIR
since they require to integrate content-based similarity with the deeper notion of
concept-based Image similarity, which represents high-level concepts with semantic or
metadata terms, trying to extract the cognitive concept of a human ontology and maps
to it the low-level image features, to fill the semantic gap. The main idea behind our
Context-Based Image Semantic Similarity (CISS) is to leverage on the knowledge
carried by the context in which a concept related to an image is located, e.g. the
associated captions, labels, tags and comments in a collaborative social media repos-
itory; we argue that the context carries meaningful semantics elements which can
contribute to similarity. such as captions, labels, tags and comments, convey more
meaningful concept related information than image low-level feature analysis. (Wu
et al. 2008) In order to assess set similarity, elementary proximity measures among
terms have shown to be necessary (Li 2014) in order to overcome the limitations of the
classical proximity measures among sets (e.g. Jaccard coefficient, edit-like distances
etc.). A typical drawback with classical set proximity measures, like Jaccard similarity
index (JS) between two sets S1 and S2, is that they are strongly oriented to weight
common elements, i.e. elements in S1 \ S1, and they do not weight any semantic
aspect of the elements. If for instance S1 = {“cat”, “cheese”} S2 = {“mouse”,
“cheese”} S3 = {“rat”, “milk”} then JS(S1, S2) = 1/3 since S1 and S2 have one com-
mon element over a total of 3, while JS(S2, S3) = 0 and JS(S1, S3) = 0 since they have
no common elements. In other words the Jaccard index is not able to capture the
intuitive similarity among the pair rat-mouse and milk-cheese (similar drawbacks can
be observed in the phenomenon of zero-tail, see next paragraph on link prediction). On
the other hand, we observe that web-based measures provide perfect tools for evalu-
ating such semantic similarity. Statistic-based measures (e.g. PMI, NGD, mutual
confidence) (Cilibrasi and Vitanyi 2004; Turney 2001) can be easily calculated from
search engine statistics while ontology based measures require to navigate static
ontologies (e.g. WordNet) or dynamic ontologies (e.g. Wikipedia). (Strube et al. 2006;
Volkel et al. 2006).

2.4.1 Definitions
In the context-based image similarity we have introduced a general set similarity
scheme in order to compare the set of concepts associated to an image Ii to the set
associated to another image Ij. The scheme composes the elementary web-based sim-
ilarities η of the elements in the first and second group of concepts. The set similarity
scheme is general and can be applied to objects connected to set of elements for which
a proximity measure η exists, moreover it is parametric with respect to the elementary
similarity η and to the aggregation function SEL where g 2 PMI;PMING;CHI2;

�
Conf g. Formally the proposed scheme defines a class of Hausdorff distances.

Definition. Set similarity scheme. Let suppose image Ii and Ij a pair of images to be
compared. Ti ¼ fti1; ti2; . . .; timg is the set of terms associated to the image Ii, while
Tj ¼ ftj1; tj2; . . .; tjng defines the set of terms associated to image v.
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Then D(Ti, Tj), the Context-based Image Semantic Similarity (CISS), which
measures the mutual similarity of image Ii and image Ij, is defined by the parametric
scheme:

where SEL defines the used aggregation function (e.g. MAX, AVG or MIN). η is the
similarity calculated by any elementary web-based semantic similarity (e.g. PMING,
NGD, and mutual confidence).

It is worth noticing that the set similarity scheme define a class of semantic simi-
larity functions, where a different elementary distance and a different composition
operator generate a single semantic similarity function of the class. In the experiments,
we focused on the most significant elementary proximity measures which have been
previously proved in their effectiveness in application domains. On the other hand, we
decided to not generalize the scheme on the component AVG1 and AVG2, which use
standard average function, and to limit the meta-operator SEL only to the proposed
operators MIN, MAX, AVG. It is easy to prove that, with the given limitations, for any
elementary similarity η and any composition operator SEL, the following properties
hold for CISS: (1) if 0� x; yð Þ� 1 then 0�D Ti;Tj

� �� 1; (2) for similarities (equiv.
for distances) if 8x:d x; xð Þ ¼ 1 (equiv. d(x, y) = 0) then 8I:D I; Ið Þ ¼ 1 (equiv. D(I,
I) = 0) with max similarity normalized to 1; (3) D is symmetric 8SEL; 8d;
8Ii; 8Ij : D Ii; Ij

� � ¼ DC Ij; Ii
� �

, the property holds also if d is asymmetric; (4) D is a
similarity(dissimilarity measure) when d is a similarity(dissimilarity).

2.5 Set Distance and Emotion Recognition

For the application of web-based proximity measures to emotion ranking for emotion
recognition tasks, the goal is to evaluate the emotions contained in an emotionally rich
textual object (Franzoni et al. 2016f) (e.g. a tweet or a news title, e.g. not an ingredients
list). The approach we investigated is based the use of a web-based proximity measure
η (e.g. confidence, PMI and PMING (Franzoni et al. 2012)) to evaluate the similarity of
each word of the object and each of the emotional words of a psychology emotion
model E (e.g. Ekman or Plutchick) (Ekman 1993; Plutchick 1991), where the set S of
terms to consider is extracted from the object eventually with a pre-processing phase
(tokenization, stop words, filtering) (Franzoni et al. 2013a). An automated search is
then performed on a search engine, and the frequencies returned are scraped from the
results page. The similarity values of terms in S are then calculated and aggregated, to
rank the emotions for the entire sentence. Different from sentiment analysis, our
approach works at a deeper level of abstraction, aiming to recognize specific emotions
and not only the positive/negative sentiment, in order to predict emotions as semantic
data. Such affective information can be used in various personalized systems like
behaviour models, recommender systems, human-machine interfaces, and in decision-
support systems or social robots.
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2.5.1 Definitions
An emotional model is characterized by a set of m elementary emotions or emotional
dimensions, say E ¼ e1; e2; . . .; emf g (Ekman 1993; Plutchick 1991). The emotional
content of a term ti can be encoded in the vector space model by a vector v ti ¼
g ti; e1ð Þ;g ti; e2ð Þ; . . .;g ti; emð Þ½ � of the distances from the basic emotions. The emo-
tional content of a set of terms S ¼ t1; . . .; tnf g is represented by a vector v_S in the
same space. The vector corresponding to the set S is obtained by aggregating separately
the values in each single dimension by an operators SEL.

v S ¼ v S1; v S2; . . .; v Sm½ � where for each dimension i; v Si ¼ SEL j 2 1;
n vi1; . . .; vinf g

more explicitely,

v S ¼ ½SEL j 2 1; nfg t1; e1ð Þ; . . .;g tn; e1ð Þg; . . .; SEL j
2 1; nfg t1; emð Þ; . . .;g tn; emð Þg�:

The prevalent emotion or main emotion of a set S is obtained by selecting the
elementary emotion emax 2 E which is maximal in the vector v_S, its value is:

v emax ¼ maxfSEL j 2 1; nfg t1; e1ð Þ; . . .;g tn; e1ð Þg; . . .;SEL j
2 1; nfg t1; emð Þ; . . .;g tn; emð Þgg:

Note that v emax, with SEL ¼ max, is equivalent to compute the set distance
Dg;maxðS; EÞ, previously introduced, between the two sets, set S ¼ t1; . . .; tnf g repre-
senting the object, and set E;i.e. representing the emotional model, where AVG1 and
AVG2 are replaced in the scheme D by the max aggregator function. The emotion
recognition model is then fully characterized by the triple (E; η, SEL).

2.6 Topological Similarity for Link Prediction

Through the state of the art of the topological similarity measures applied to the link
prediction problem for social networks, (Liben and Kleinberg 2003) we analysed link
prediction and attribute inference, looking at feasibility and importance of the topic in
the scientific engineering point of view. Among topics that recently gained visibility,
where link prediction can be applied, are trust management, terrorism prevention, and
disambiguation in co-authorship networks, besides viral diffusion of bacteria and
information (Franzoni et al. 2016b; Franzoni et al. 2017).

2.6.1 Topological Similarity for Link Prediction: Quasi Common
Neighbours
Common Neighbours-based (CN) rankings (e.g. Jaccard, Adamic-Adar etc.) (Leskovec
et al. 2010; Lada et al. 2003) represent a class of measures for link prediction, which
efficiently assess the likelihood of a new link based on the neighbours frontier of the
already existing nodes. Although the CN measures in link prediction are more per-
formant than others (e.g. preferential attachment, path-based distances) (Newman 2001;
Katz 1953), they present the drawback of returning a large zero-tail. In fact, a zero-rank
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value is given to links of nodes, which have no common neighbours. On the other
hand, those links may be potentially good ones for link prediction. A general technique
can be proposed to evaluate the likelihood of a linkage, iteratively applying a given
ranking measure to the Quasi-Common Neighbours of the node pair (Franzoni et al.
2015a), i.e. iteratively considering paths between nodes, which include more than one
traversing step. The practical effect is that many significant links are lift up by the
zero-tail (Franzoni et al. 2016c).

Let a training network G ¼ V;Eð Þ at time t, with nodes N and undirected arcs
E�V � V , and let a given test network G0 ¼ V;E0ð Þ, where G’ is an extension of G at
time t + k with E’ � E. The basic link prediction problem asks to find a rank function r
(G), producing a ranking of the Epot set, i.e. the set of the links of the complete graph,
which could appear in G’, such that the new links of G’ are ranked first. Epot ¼
V� VnE is thus the set of potentially new arcs, present in the complete graph but not
in G, and Enew ¼ E0nE is the set of new arcs of test network G’. A perfect rank function
(Kendall 1938) would return all the Enew links in the first |Enew| ranking positions. the
ranking is then defined as:

KtA ¼ 1
Apot

�� ��� 1� Anewj j 	
XApotj j�1

1¼ Anewj j
r1 � Anewj j þ 1ð Þ

where the summation is done for each positive link l such that Anewj j � rl\ Apot

�� ��.
The main idea is to shorten the zero tail, which is typical of common-neighbour-

based ranking approaches, e.g. Adamic-Adar (AA) (Lada et al. 2003), Jaccard index
(JA), resource allocation (RA), preferential attachment, Katz distance (Katz 1953). In
particular, the rationale behind Adamic-Adar (AA) is that the informative role of
neighbours of a node depends on the node’s degree, i.e. popularity: having in common
a rare node represents a stronger bound between two nodes, while having in common a
node that has a lot of neighbours, i.e. a very common rapport, is less informative (Watts
and Strogatz 1998). Path distances focus on information of the overall network
topology instead of only the local context; in some network domains the information
about the connectivity of A and B can be useful, such as variations of random walks
(Barabasi and Albert 1999; Erdos and Rényi 1959) and Katz Path distance (Katz
1953). While CN distances are very accurate where they actually have neighbours to
evaluate, path distances are able to elicit an informative ranking on link (A, B) even
when C Að Þ \C Bð Þ is empty. In the ranking induced by CN, JA, AA a large number of
links lie in the zero tail: these ranking functions are not able to distinguish among those
links (Chiancone 2016).

2.6.2 Definitions
Given a common neighbours-based ranking measure u : V � V � V ! < then a
Quasi-Common-Neighbours extension measure QCNu : V � V � V ! < can be
iteratively defined as:
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QCNu ¼
Xmax

i¼0

1

CðAÞj j þ CðBÞj jð Þi 	 u A;B; pðA;B; iÞð Þ
" #

where p A;B; ið Þ is the set of quasi-common-neighbours of A and B of level i. p A;B; ið Þ
consists of the nodes which are in a path of length i + 2 or more between A and B, but
do not appear on paths shorter than i + 2.

2.7 Disambiguation of Bibliographic Networks Through Link Prediction

Disambiguation and link prediction in bibliographic data is the task of identifying
entities referring to the same object in a set of candidates (Strotmann and Zhao 2012a;
Ferreira et al. 2012). The problem of identifying and linking/grouping different man-
ifestations of the same real world object is important for several applications, starting
from simple deduplication tasks, to the extraction of expertise of people or institutions/
labs. Entity resolution in bibliographic data is thus a promising application of link
prediction techniques and of similarity measures. State of the art approaches to entity
resolution include a wide range of areas, where explicit information and implicit evi-
dence is computed, with supervised and unsupervised techniques (Morillo et al. 2013).
Among others, pairwise comparativeness, set similarity functions (e.g. Jaccard, cosine,
edit distance) and graph-based distances can be leveraged to exploit both semantic and
structure-based evaluations. In this point of view, our current work aims at converging
and synthetizing the different results and techniques developed in a single hybrid model
for network similarity, which combines, in the same framework, structure-based
proximity and web-based proximity. Among the possible application domains for a
hybrid network similarity model, we are focusing on bibliographic data networks for
the elicitation of expertise. This domain provides interesting challenges i.e., expert
finding, team formation, name/affiliation disambiguation. Some key points, we are
currently exploring for the hybrid network similarity, include to provide a clear formal
and computationally sound definition of the mechanisms for mutual reinforcement of
similarities, i.e. to define the synergy between semantic (i.e. node feature) and topo-
logical (i.e. network structure) aspects, in order to improve the precision of typical
network tasks, such as node recognition, disambiguation and link prediction. Another
aspect we are currently exploring is to apply the method of randomize heuristic nav-
igation to bibliographic networks using skills heuristics, under the assumption that
similar skills are topologically close in the network. A preliminary form of the hybrid
similarity model can be found in the research on Heuristic Random Walk for context
extraction (Franzoni et al. 2014b). At same extent, the Heuristic Random Walk
approach already combines structural aspects (random tournament on the node’s
neighbours) and semantic aspects (evaluation of the distance of the candidate nodes
from the target term). The HSW currently evaluates only the proximity between a
single feature for each. In the case of bibliographic network the evaluation of multiple
features sets between nodes is desirable.
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Abstract. We present a novel way to link business process model with data
protection risk management. We use established body of knowledge regarding
risk manager concepts and business process towards data protections. We try to
contribute to the problems that today organizations should find a suitable data
protection model that could be used in as a risk framework. The purpose of this
document is to define a model to describe data protection in the context of risk.
Our approach including the identification of the main concepts of data protection
according to the scope of the with EU directive data protection regulation. We
outline data protection model as a continuous way of protection valued orga-
nization information regarding personal identifiable information. Data protection
encompass the preservation of personal data information from unauthorized
access, use, modification, recording or destruction. Since this kind of service is
offered in a continuous way, it is important to stablish a way to measure the
effectiveness of awareness of data subject discloses regrading personal identi-
fiable information.

1 Introduction

With the General Data Protection Regulation (GPDR), applicable from beginning 2018
on Europe [1], organizations must have a privacy configuration for their services
by including in their operation the data protection capabilities necessary for
regulatory compliance and attainment user belief, and therefore maintain organizations
competitiveness.

The key to organizations adapt to the new GDRPR requirements is the ability to
change the way it interacts with suppliers, partners, competitors, and customers to
achieve with the new data and security protection requirements [1]. Improvement on
the way organization operates should be done to confirm the new organization
objectives imposed by regulators. The European Data Protection Legislation is a
complex issue, whose techno-regulation transfers a bureaucratic overhead to system
developers. However, GDPR is more linked with the data privacy requirements.

Business Processes [2] defined as a set of inter-related events, activities and
decision points that involve several actors and objects which collectively pursue a
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business objective and policy goal, are a suitable way to capture the organization reality
[3] and using a Business Processes model is possible to establish a Process discovery,
i.e., gathering information about an existing process and organizing it in terms of an
‘as-is’ process model risk management to analyze security and data protection concerts
of an organization [2].

In this paper, we discuss the foundations of quality assessment of data protection in
business process models. Our main contribution is an approach considering human
behavior aspects observed in process models to calculate a degree of possibility of data
protection concerns. We validate the approach using some business process model. The
outcomes highpoint which benefits organizations can have from artifacts used for data
protection violation detection.

The remainder of the paper is organized as follows. Section 2 presents Event driven
Process Chains (EPCs) [4], a modeling language to specify the temporal and logical
relationships between activities of a business process that we use to exemplify our
model. Section 3 presents our data protection concepts. Section 4 addresses the
problem of data protection risk management. In Sect. 5, the previous techniques are
combined resulting in the proposed risk data protection model. Finally, in Sect. 6, we
draw some conclusions.

2 Business Process Modeling

We define a business process as a collection of inter-related events, functions, decision
points, business objects and IT entities that involve several actors and that collectively
lead to an outcome that is of value to at least one customer [2, 5].

A function corresponds to a task which needs to be executed. Events define the
state before and after a function is executed. Connectors can be used to connect
functions and events. There are three types of connectors: and, exclusive or and or.
Business objects can be input data serving as the basis for a function, or output data
produced by a function and finally, IT Entities are used to describe IT input elements
which are needed to perform the process.

Figure 1 depicts the ingredients of this definition and their relations.

To model a business process, we need some modelling language. The Event Driven
Process Chains (EPC) is a business process modeling language that was presented in
[6] and are used by us to describe organization process models [7].

Fig. 1. Elements of a business process.
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The use of EPC as one its main purposes, to provide a notation understandable by
different kinds of process modelers and users: (1) business analysts that sketch the
initial documentation of business processes; (2) process developers which are
responsible for implementing business processes; (3) business users which are
accountable for business processes’ instantiation and monitoring.

EPCs have some similarities with flowcharts but they differ from flowcharts in that
they treat events as first-class citizens. EPCs specify the temporal and logical rela-
tionships between activities of a business process throw control flow [2].

EPCs offer offers the following element types: function type (i.e. activity that is
executed in a process), event type (represent pre and post-conditions of functions) and
connector type. All elements are linked via control flow arcs. In EPCs there are three
distinctive kinds of connectors: AND, XOR, and OR. They may be used as either join
connectors. Connectors have either multiple incoming and one outgoing arc (join
connectors) or one incoming and multiple outgoing arcs (split connectors).

The semantics of an EPC connectors can be described as follows [6]. The
AND-split activates all subsequent branches in a concurrent manner. The XOR-split
represents a choice between one of several alternative branches based on conditions.
The OR-split triggers one, two or up to all multiple branches based on conditions. For
XOR-splits and OR-splits, the activation conditions are given in events after the
connector. The AND-join waits for all incoming branches to complete, then it prop-
agates control to the subsequent EPC element. The XOR-join merges alternative
branches. The OR- join synchronizes all active incoming branches. The next
description enacts EPC adapted from [5].

Definition 1 shows that arcs of an EPC cannot connect two events or two functions
directly, a well-formed EPC should satisfy other additional requirements.

Those expressions define that each event is at highest preceded by one input node
and at highest succeeded by one output node. Every function has just one input and one
output node. EPC needs at least one start event that is not preceded by any other node
and one end event that is not succeeded by any other node. Connectors must have at
least one input and one output node, but they can have numerous input nodes or
numerous output nodes, with some restriction. In a well-formed EPC, there should be
no paths connecting two events or two functions only via connector nodes in between.
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Describe a Business process takes a significant part in an organization. It helps
specify standard (as-is) and improved process of organization (to-be). Capture elements
of business processes such us participants, their communications, resources contribute
to organizational competiveness and could be a way to capture the data protection
requirements. Thus, understanding and modelling of data protection becomes an
important activity during a business process modeling.

3 Data Protection

The concept of data protection differs among different communities. We adopt the
concept of data protection related with general legislation (EU directive 95/46/EC [8])
and privacy principles described by ISO/IEC 29100:2011 [9], which is mostly related
with protecting personal data (i.e., Personal Identifiable Information or PII). The key
concern of data protection is link to a person and related the protection of data that can
be connected to an individual (i.e., data subject) [10].

Data can take on many forms. It can be printed or written on paper, stored elec-
tronically, transmitted by post or electronic means, shown on films, conveyed in
conversation, etc. Normally organization try to use anonymized to avoid the require
privacy protection. However, total anonymity is difficult, sometimes impossible [11].

The aim of data protection program at organization is to guarantee business conti-
nuity and minimize business damage by controlling the impact of data protection
security incidents by implementing a framework according with a defined organization
policy and consent compliance properties, according, for example, with EU directive [8].

Guarda and Zannone [12] describes the European Data Protection Directive in the
following main principles: Fair and Lawful Processing; Data can only be collected and
processed only if the data subject has given his explicit consent; lawful and legitimate
use of personal data, data minimum necessary for achieving the specific purpose,
Information Quality, Data Subject Control and Information Security.

A policy states general rules, determined by the stakeholders of the system, with
respect to data protection. The policy and consent compliance property guarantees that
the organization policy and the user consent are implemented and prescribed.

Several researcher emphasizes that data protection is not only a technology solu-
tion, but always encompass a process [11, 13]. For example, if we look at data security
as a strictly technical issue, we also must take care of the process of securing these
technical issues. Hence, it is necessary to evolve to extend beyond only the technical.

Data protection introduces an important set of definitions in terms of the properties
that information manipulation should be concerned regarding privacy. These include
personal identifiable information, PII (information which can be linked back to an
individual), item of interest, IOI (information related to an individual) data subject
(individual that is linked to the PII), unlinkability (not being able to distinguish whether
two IOI are related), anonymity (not being able to identify the subject within a set of
subjects), plausible deniability (being able to repudiate having performed an action),
undetectability (not being able to distinguish whether an IOI exists), unobservability
(undetectability against all subjects involved), confidentiality (authorized restrictions
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on information access and disclosure), awareness (being conscious about consequences
of sharing PI information) and Compliance (following regulations and internal business
policies) [14].

Regarding business process and data protection we can define, adapting from
requirements engineering [15], data protection of business process (DPBP) as the
elicitation, evaluation, specification, analysis and evolution of privacy objectives and
constraints to be achieved by a business. A main concern of DPBP is to identifies
potential threats and determine which threats are in fact applicable. To achieve that we
should implement a Data Protection Risk Management to direct and control the risk.

4 Data Protection and Risk Management

The notion of risk is related to uncertainty from an expected organization objective and
can be quantified as a positive or negative deviation. There are several ways to outline a
risk. One of the possible ways is by linking it to the events that may happen, their
consequences and the likelihood of the occurrence. The lack of information regarding
the event occurrence, its consequence, or likelihood, is what drives to the state of
uncertainty that underlies risk [16, 17].

Data Protection Risk management is an artefact that includes a set of coordinated
activities performed to direct and control the risk of threads regarding properties that
information manipulation should be concerned described in Sect. 3. It includes a set of
plans, relationships, accountabilities, resources, processes that provide the policy and
objectives to manage data privacy risk. The risk management policy addresses the aims
and strategy of the organization regarding risk management [16, 17] (Fig. 2).

A risk management framework can be understood as a system whose purpose is to
ensure the fulfilment of the goal of risk management. It should also include a risk
management process, and the resources and principles used in its implementation, as
represented on Fig. 1. These features can vary, however, the most important one in
practice are grouped into three main stages (Fig. 1) which can result in multiple
solutions depending on the technical and technological support available to the risk
management. The key concept of data protection risk, capture from ISO guide 73 [17],
is present in Table 1.

Establishing
Context

Risk
Assessement

Risk
treatment

Fig. 2. Risk management
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5 Proposed Model for Data Protection Risk

In Sect. 3, we analyze the privacy principles described by EU data protection regu-
lation and ISO/IEC 29100:2011 and in Sect. 4 we analyze the data protection risk
management principles from the viewpoint of ISO guide 73 [17]. Both concepts are
going to be used to arise the data protection model. The foremost goals with this
approach is to contribute to minimize the following problems:

1. Despite the importance data protection for organizations, and therefore it enclosure
on business processes, it is possible to find a set of common problems inside
enterprises regarding protection, since security and data protection are integrate into
organization in an ad-hoc way, often during the implementation process phase [18],
or during the system administration phase of a business process management
life-cycle [19];

2. There are not relevant artefacts used to protect data, made to business process.
[19–21];

3. Data protection is not a group of principles and it cannot be reduced to the
implementation of technological solution. It is a process involving various tech-
nological and organisational components, which implement privacy and data pro-
tection principles [22].

It is necessary to develop data security models that considers several organization
security perspectives, such as static, about the processed information, functional, from
the viewpoint of the system processes, dynamic, about the data security requirements
from the life cycle of the objects involved in the business process, organizational, used
to relate responsibilities to acting parties within the business process and the business
processes perspective, that provides us with an integrated view of all perspectives with
a high degree of abstraction.

Our approach is a model-based technique. That is relies on a representation of
business process (BP). Since BP can be constructed to describe to viewpoint ‘as-is’ and
‘to-be’, our approach can be used to analysis the current data protection model or the
future data protection model of a business and inforce the concept of privacy.

Table 1. Risk management concepts

Concept Description

Risk Effect of uncertainty on objectives
Risk management Coordinated activities to direct and control an organization about risk
Risk management
process

Systematic application of management policies, procedures and
practices to the activities of communicating, consulting, establishing
the context, and identifying, analyzing, evaluating, treating,
monitoring and reviewing risk

Risk management
framework

Set of components that provide the foundations and organizational
arrangements for designing, implementing, monitoring, reviewing
and continually improving risk management throughout the
organization
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However, the definition of privacy varies depending on context, stakeholder inter-
ests. General privacy meanings comprise the right to informational self-determination
and allowing individuals to control, edit, manage, and delete information about them-
selves and decide when, how and to what extent that information is communicated to
others.

Our model, in Fig. 3, integrated the main concepts related with information security
applied to data protection and should be a baseline to implement and verify the stage of
privacy.

A threat represents a possible violation of the security of a business asset with some
negative impact [23] while vulnerability is a real security flaw which makes, an
organization open to an attack. So, an attack is a use of a vulnerability to realize a
threat. We can this combination an event. Threat modelling for data protection can
support classify the threat, their attack surface and the entry or access points on
business assets. A business asset is an element of business process that has value to the
organization in terms of its business model and is necessary for achieving its objectives
(e.g., function, business object, IT Entity). Data protection property on business assets
characterizing their data protection requirements. Data protection property describe as a
meter to measure the significance of risk. We adopt the taxonomy of privacy proposed
by Pfitzmann [24] and from LINDDUN methodology [25], adapted as data protection
property: (i) Unlinkability means that all data processing is operated in such a way that
the privacy-relevant data are unlikable to any other set of privacy-relevant data outside
of the domain; (ii) Transparency means that all, privacy relevant, data processing, can
be understood and reconstructed at any time. The information should be available
before, during, and after the processing takes place; This allows that the data subject
could have access to information requested from an organization; (iii) Intervenability
ensures intervention is possible concerning all ongoing or planned privacy-relevant
data processing, by those persons whose data are processed. It allows the possibility of
a data subject to request to rectification and erasure of data; (iv) Anonymity refers to
hiding the link between an identity and an action or a piece of information and
(v) Confidentiality refers to hiding the data content or controlled release of data content.

Data
Protection

Risk

Unlinkability

Confentiality

Anonymity 

Business ProcessEvent

VulnerabilityThreat

Data Protection
property

Transparency

Intervenability 

impact

Fig. 3. Data protection risk model
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We believe that from the business process perspective business analysts can inte-
grate their view about business data security. Concerning the data protection require-
ments that can be modeled in business processes, it is necessary to consider that data
protection requirements in any application at the highest level of abstraction will tend
to have the same basic kinds of valuable and potentially vulnerable assets [29].

We can use risk data protection model in several stages of a risk management. risk
data protection model centers on the potential weaknesses that might allow to someone
cause the damage of a business asset. We can apply at diverse levels of abstraction,
depending on the business assets considered. In other words, assets can be more
abstract, such as in information objects our assets are more tangible, like IT components.

Besides, the development of a risk data protection model it is necessary to con-
template that apprehending the data protection of a Business process is a difficult work.
One the benefices of using associated with a business process, is that it offers a structure
view that can be used as a basis for the specification of data protection requirements.
Business process model may present different levels of abstraction. Consequently, we
believe that business analysts can integrate their view about business security into the
business process perspective and in addition security requirements, since any applica-
tion at the highest level of abstraction will tend to have the same basic kinds.

6 Conclusion and Future Work

Privacy can be defined as “the right of the individual to decide what information about
himself should be communicated to others and under what circumstances” [26]. This
description relates privacy to the right to control the information that is revealed to
others. This is an issue that organization has concern with the new EU data protection
regulation regarding data subject regrading personal identifiable information.

Data protection risks exist universally and can have costs every day, whether it is
recognized by the organization affected by them. One of the main challenges that the
organization must address is on the modelling of risk data protection using their
context, i.e. business process model. Data protection modelling involves a highly
heterogeneous set of business assets: events, methods, stakeholders and responsibili-
ties, requiring adaptable methods and tools to support the exchange and interoperability
of risk information, since risk management and risk assessment tend to be done by
distinct teams with potential different views on the same risks.

Data protection as a key asset to today’s organizations must be protected from
increasing threats. Implementing data protection risk management compliant with ISO
31000:2009 [16, 17], EU directive 95/46/EC [8] and privacy principles described by
ISO/IEC 29100:2011 [9], is the initial stage to ensuring data protection.

This work followed a model approach on the implementation of risk management
and business process. Since the models are at a high level of abstraction, this approach
contributes for bridging the gap within the information security community between
domain analysts, who work with security at a domain level, and security implementers,
who analyze the same issues at an architectural and design levels.

The research describe in this paper is driven by information security in any
potential scenario that deals with information. A common way to model and address
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complex business systems is the use of model. Thus, we intend to bring the concepts
and strategies of modelling into this subject. Modelling information risk is a complex
task, especially in scenarios where protection of information is not a unique concern of
the organization. To cope with information security risks, this there are need to have a
cooperation between risk management and information security department, making it
possible to align information security concerns with other, potentially relate, organi-
zational concerns.

Future work intends to extend risk management and data protection models to
include the dynamic perspective of information security, and conduct empirical studies
for assessing the usability and efficacy of our approach in the risk management and
information security domains.
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Abstract. A declared purpose of the BPMN standard was to provide a business
process modeling language, amenable of being used for modelers regardless of
their technical background. This aim was intended to be achieved by extensive
documentation of the syntax rules of the notation, as well as by proposed best
practices for process modeling from practitioners. The wide acceptance of
BPMN standard seems to accomplished the mentioned purpose, namely when
considering its usage in business oriented process documentation and
improvement scenarios, as well as in IT implementation of process diagrams
supported by software tools. However, a relevant question can be raised
regarding the correctness of business process diagrams produced by modelers
with different profiles. This issue is important since the conformance of pro-
duced process diagrams to the syntax rules of the language determines the
quality of the modeling process whatever its purpose is. Therefore, the main aim
of this work was to gather statistical evidence that could validate the assertion
that, BPMN diagrams, they have the same level of correctness, irrespective of
the technical profile of people involved in modeling tasks. This paper reports a
between-groups empirical study with business-oriented and IT-oriented profiles
modelers.

Keywords: Business process modeling � BPMN � Empirical study

1 Introduction

The Business Process Model and Notation (BPMN) standard [1], published by the
Object Management Group (OMG), has as one of its main purposes, to ensure a visual
language that could be understandable by all types of modelers and users, namely:
(1) business analysts that sketch the initial documentation of business processes;
(2) process developers which play an essential role in actual implementation of busi-
ness processes; (3) business users which are responsible for the instantiation and
monitoring of ongoing business processes.

The requirement for accurate specification of process diagrams is relevant for
several operations in the organization, that is when delivering specifications of pro-
cesses to meet legal and regulatory conditions (such as BASEL III and Sarbanes-Oxley
Act), as well as for analysis, design and development of information systems
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supporting business process [2], based on service-oriented architectures [3], and
implemented by web services or alike technologies [4].

Although BPMN notation can be used for the mentioned purposes, the produced
diagrams are quite different regarding their business or technical nature. In general
business diagrams construction has the main focus on documentation, and on a better
understanding of the regular process flow. Hence, the emphasis on the so-called happy
path, i.e. the common flow that main activities take [5]. Abnormal situations are often
bypassed and exception handling constructs avoided. On other hand, business pro-
cesses’ execution capabilities, available in the BPMN language, are relevant when
IT-oriented diagrams are built. Process developers focus on BPMN diagrams that can
be translated into machine-readable languages. For those professionals, the target is the
enactment of process diagrams in distributed environment (e.g. integrating BPEL and
web services standards), shared across multiple domains, and supported by multiple
technologies. Though, the process modeling language BPMN supports different uses.
These utilizations rely on different kinds of elements either for a graphical depiction of
diagrams, as for configuration of processes’ simulation and execution. Nevertheless,
both kinds of BPMN diagram must be syntactically correct and well-formed. To val-
idate the suitability of BPMN to be used by distinct profiles of modelers, as stated by
OMG documentation, empirical evidence should be collected.

In this paper, the authors reported an experiment conducted with two kinds of
modelers (business-oriented and IT-oriented profiles), in order to assess the adequacy
of BPMN as modeling language irrespective of the technical background of the
modeler. To gather statistical evidence regarding this issue, a between-groups empirical
study was conducted with modelers with the two different profiles.

This work is structured as follow. In Sect. 2 the applied research method is detailed.
The empirical study is described in Sect. 3, by going through the research definition
(Sect. 3.1), planning (Sect. 3.2), execution (Sect. 3.3), data analysis (Sect. 3.4), and
analysis of results (Sect. 3.5). In Sect. 4 previous related work on process modeling is
outlined. Finally, Sect. 5 concludes the paper and suggest future work.

2 The Research Method

The process of making science requires that other researchers being able of replicate,
under identical conditions, previous research. Therefore, the selection of the research
method to be followed is an important requirement for attaining grounded conclusions
of the phenomenon under study. The framework of the research method provides
guidelines for the planning of activities to be developed, resources to be assigned, and
also allows envisioning the factors that influence the phenomenon under analysis.

In this work, we chose a research method based on the scientific method, cus-
tomized according the frameworks used in the Experimental Software Engineering field
[6, 7]. With this assumption, the following main activities were proposed to be
developed in the context of the current work:
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• Research Definition – this set of activities addresses the research problem by for-
mulating the research question concerning expected results, the objective of the
experiment, as well as the characterization of the context of the experiment to be
carried out (Sect. 3.1);

• Research Planning – these activities details how the experiment will be performed.
The formulation of the hypothesis under study is the basis for the experiment’s
design in order to get the answer regarding the research question. Also necessary is
the selection of the set of independent/dependent variables to be used in the sta-
tistical tests, as well as the selection of participants in the study. The experiment
should be designed to filter out external factors and to avoid possible bias regarding
the results. The instrumentation of the experiment and the preliminary evaluation of
validity close this phase (Sect. 3.2);

• Research Execution – in this phase, the previously established plan, constrained by
the specific circumstances for the actual experiment, is instantiated. Concomitantly,
data is collected in order to gather empirical evidence (Sect. 3.3);

• Research Data Analysis – the activities in this phase consist of the description and
reduction of the data set, as well as the test of the hypothesis formulated during the
experiment’s planning (Sect. 3.4);

• Results Analysis – this set of activities consists in packaging the results so that they
can be used by the community. The phase aims to ensure the comparability of the
current research with results achieved by future researchers that would eventually
repeat the experiment. This consists in documenting the whole experimental pro-
cess, discuss the experiment’s results validated by the statistical analysis, address
the results’ interpretation, discuss the limitations of the study, the adequacy of the
inferencing process to be generalized to the population of BPMN modelers, and
highlight of lessons learned for future experiments (Sect. 3.5).

The following sections detail the actual empirical study took place that instantiated
the above-mentioned activities.

3 Empirical Study on BPMN Correct Usage

3.1 Definition of the Empirical Study

Following the guidelines of the framework previously proposed, this section addresses
the activities that constitute the experiments’ definition. Those activities are:

• specification of the research problem and justification of the relevance of the
empirical study;

• formulation of the research objective, highlighting the aim of the study; and
• definition of the experiment’s context, by characterizing the environment that

constrains the research problem and the objective.

Research Problem
The research problem under investigation is concerned with the assessment of the
effectiveness of different kinds of modelers being able of delivering BPMN process
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diagrams with the same quality (i.e., process diagrams with the same degree of correct-
ness). Therefore, the sample to be tested should come fromBPMNdiagrams produced by
modelers with different technical backgrounds. The degree of correctness of process
diagrams produced by a modeler with specific profile should be measured and compared
with the level of correctness of diagrams built by modelers with different background.

From the attained results it is expected to confirm (or not) whether the process
modeling language BPMN, can be used to produce process diagrams with the same
degree of correctness, irrespective of modelers technical background.

Research Objective
For addressing in a rigorous and systematic way the above-mentioned problem, and to
delimit the empirical study boundaries, the research question was formulated as follow:

What is the likelihood of having BPMN diagrams with the same level of correctness, produced
by modelers with different technical profiles?

The activities described next were developed in order to get the answer to the stated
research question. First, the research question was refined into a research goal, which in
turn, drove to the formulation of a research hypothesis. To provide a grounded answer
to the research question, one had to analyze a sample of process diagrams built by
modelers with distinct technical background.

The setup of the experiment was based on the Goal-Question-Metric
(GQM) framework [8]. The GQM model has a tree structure, with a top-level goal
as the root of the tree. Starting from this goal several questions are derived by breaking
down a problem into its major parts. For each question, a metric is derived. The same
metric can be used to answer different questions regarding the same goal. The GQM
framework is operationalized through a template with five topics, regarding the
research object of study, purpose, quality focus, viewpoint, and environment. The
template mark out the experiment’s boundaries by focusing on the relevant goal,
specifying the elements to measure, the dependent and the independent variables, and
the hypothesis to be raised.

For the current empirical study, the instantiation of the framework was made by
matching the research objective of the study with the GQM’s top-level goal and
considering this goal in the terms outlined by the above-mentioned template. So, the
GQM for the empirical study was formulated as:

Analyze BPMN diagrams (object of study),
for the purpose of checking compliance of BPMN syntax by business analysts and
developers (purpose),
with respect to the assessment of diagrams’ degree of correctness (quality focus),
from the point of view of the OMG standard document (viewpoint),
in the context of an experimental study constrained by using surrogates of process
modelers (environment).

The last item of the GQM instantiation, the context of the experiment, raises the
question whether the experimental results are generalizable to a broader context. It was
considered relevant to underline the context for the sake of comparability of the results
since each experiment has its distinct context.
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Definition of the Context Study
The study presented herein was developed by collecting a sample of BPMN diagrams
produced in the context of a case study, in an experiment performed with students
attending a course on process modeling taught at an academic institution.

Although the conclusions of this empirical study can be generalizable to other
contexts of process modeling, caution must be taken, and further research is required to
confirm the attained results.

3.2 Empirical Study Planning

This set of activities aims to the developing the topics regarding the definition of the
research goal, formulation of hypothesis under study (together with the dependent and
independent variables to be used for hypothesis’ testing), the definition criteria for
selection of participants in the experiment, the design and instrumentation of the
experiment, as well as the assessment of the experiment’s validity.

Research Goal
The current empirical study has only one research objective and therefore no sub-goal.

Hypothesis and Variables
The hypothesis presented here is intended to verify the existence of empirical evidence
that could corroborate the claim that BPMN is a general purpose process modeling
language, amenable of be used by any kind of process modeler. By not rejecting this
hypothesis it was expected to contribute to back up the assertion of BPMN being
suitable both for business analysts and process developers. Thus, the goal previously
settled drove to the null hypothesis formulation in the following terms:

• H0: the quality of BPMN diagrams, measured in terms of the degree of correctness,
is not significantly different for modelers (business analysts or developers) with
distinct technical background.

The variables (independent and dependent) used for the H0 hypothesis are listed in
Table 1. The dependent variable is related to the number of errors detected in the
BPMN diagrams, as result of violations of the language syntax defined by the BPMN
standard. The description of each variable in Table 1, refers the attribute to be mea-
sured, the applied computation rule, and the assigned measurement unit.

Table 1. Independent and dependent variables for H0.

Variable
role

Variable
name

Description

Independent Modeler
type

Identifies the technical background of the modeler (business
analyst or process developers) in the sample. Nominal variable

Dependent Total of
errors

The number of BPMN syntax rules violated in the model. An
absolute scale variable

Suitability of BPMN Correct Usage by Users with Different Profiles 681



Selection of Participants in the Study
A blended strategy for sampling was used characterized by a simple organization, with
all participants treated equally in the sample, and a convenience sampling, with par-
ticipants chosen due to their easy availability.

The experiment was conducted at an academic institution with participants,
although attending two different degrees, having a course with the same content. The
subjects were undergraduate students at the first cycle, in the 2nd semester of the
academic year. The features of the two degree programs were the following:

• Technology and Industrial Management - a degree with courses including subjects
covering information systems (with BPMN as process modeling language) and
industrial processes. Since the topics taught were more business and industry ori-
ented, the students attending the 2nd year of the degree were chosen as surrogates of
business analysts;

• Informatics Engineering - this degree includes computer science subjects, covering
procedural, object-oriented and functional programming languages, systems anal-
ysis and design (supported by UML) and process modeling (supported by BPMN).
Since there were more topics related to software development in this degree, stu-
dents from the 3rd year of this degree were chosen as surrogates of process
developers.

Students of both degrees did attend a simultaneous class on BPMN process
modeling, so this was a harnessed opportunity to them together in the same experiment.

The course on process modeling was taught on a blended-learning context with
students making their first initiation to the BPMN language, with regular classes
supported by an e-learning platform. Course materials (course’s notes and tools’
tutorials) were provided to the students regarding BPMN diagramming, as well as the
course’s assignments. All the assignments contributed to the final score of the course
with a certain weight. One of the mandatory assignments the students had to accom-
plish was the BPMN case study that was used as part of the current experiment.

The total number of participants in the experiment was fifty-one (with eighteen
acting as developers and thirty-three as business analysts). The experiment was
developed in two phases:

• Initial Training - this phase was designed to be a period for students get acquainted
with the BPMN language. So, the outputs generated in this phase were discarded
from data analysis. Detailed specifications about the financial services supported by
Automated Teller Machines (ATMs), were provided to the students. A deadline of
one week was given to the students for accomplishing the first assignment, con-
sisting of drawing a first draft of an ATM system using BPMN.

The intent of this phase was mainly that students could: (1) learn with the syntax of
BPMN constructs and the subtleties of their usage; (2) practice process modeling
concepts taught in regular classes when eliciting the activities of the modeled system;
(3) get familiarized with a CASE tool provided, amenable of basic syntactical checking
of BPMN diagrams.
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• Instantiation of the Experiment – for the actual tasks of process modeling, required
by the experiment, a laboratory class, with a time frame of two hours, was
scheduled. At class’s beginning, the instructor explained to the students what they
were expected to do for accomplishment of the assignment, namely: (1) a carefully
read of the business process case study description (an extract of the overall case
previously made available); (2) complete the BPMN diagram and storing it within
the database of the BPMN tool. As part of this database, a baseline of the solution
was provided to the participants in the experiment, in order to narrow the set of
diagrams delivered by students, to a specific part of the overall problem.

As previously mentioned, the primary goal of the experiment was to evaluate of
BPMN diagrams’ correctness assuming that they were built by modelers with two
distinct modeling profiles (business analysts and IT developers).

Experimental Design
In this section the design of the experiment is described, as well as the role of students,
playing as surrogates of professional modelers, on artifacts production.

For the non-experimental study conducted to test the H0 hypothesis, a quasi-
experimental design was chosen. The quasi-experimental experiment design considers
the selection of groups related to the variable under test, irrespective of any random
pre-selection phase. So, in quasi-experimental studies, even the researcher considers
the study as an experiment, although, strictly speaking, it is not. Because the treatment
and control groups cannot be randomized or matched, there is no control group or the
independent variable cannot be manipulated, so the researcher has limitations on
drawing conclusions [9].

In empirical studies carried out in academic contexts, it is common match groups
with classes and therefore mounting quasi-experiments with non-equivalent groups. So,
for a case study such the one described here, the time and resources made available for
the experiment, as well as the constraints of academic procedures, turns out unfeasible
to constitute a control group. On the other hand, without students’ randomization, the
time and resources assigned to the experimentation could be reduced. Given the
mentioned constraints, the quasi-experimental design seemed so, the best option to use.
After all, the gathered figures allowed some sort of statistical analysis.

Therefore, the participants in the experiment were assigned to non-equivalent
groups and submitted to an equal treatment. The splitting of participants between
groups was convenient in order to reduce the disruption in classes to the minimum.
Although the probabilistic equivalence of groups was lost, they could still be com-
pared. To compose the non-equivalent groups, the students were assigned based on the
academic year they belonged. The two groups, each one with modelers with different
profiles, delivered BPMN diagrams during the experiment. The testing factor they use
was the same: the assigned case study. One group, with business analysts’ profile, was
more knowledgeable regarding the domain and had more skills related to organiza-
tional processes. The other group, with developers’ surrogates, had previous modeling
knowledge and proficiency on the UML graphical notation, as well as programming
skills. The expected results were that any divergence would be due to the fact that,
unlike advocated by the BPMN standard [1], the notation was not equally suitable for
business analysts and process developers.
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For assessment of the effectiveness of modelers’ interventions a post-test was used.
The two groups received the treatment, for the same period of time, and got exactly the
same support from the instructor in charge of monitoring the experiment. We relied on
statistical analysis to measure the extent by which the profile of the groups had a
significant relevance on the attained results.

The applied post-test quasi-experiment with non-equivalent groups and between-
subjects design can be represented as:

N1 X O
N2 X O

This notation means that each non-equivalent group (N1 and N2) was subject to a
treatment (X) and the observation (O) of the responses.

Collection Procedure
The data collected from the sample was generated by students, acting as surrogates of
modelers, in a time frame of two hours. Their assignment was to complete a baseline,
provided in a repository with part of the case study solution, by drawing the absent
BPMN diagrams. The new diagrams had to be delivered in the same repository, a file
format readable by the CASE tool used for depicting the BPMN model.

After collecting all the files with the solutions delivered by the subjects partici-
pating in the experiment, the files were loaded into a models’ checker tool, in order to
verify the BPMN diagrams for syntax violations. The models’ verification was auto-
matically made, through the BPMN diagram checker tool described in [10]. This tool
allows for the verification of BPMN diagrams against the BPMN metamodel, enriched
with well-formedness rules and best practices suggested by practitioners, implemented
as OCL invariants. The BPMN syntax violations detected in diagrams were recorded in
a text file. Next, those files were processed and transformed into a data file readable by
the SPSS statistical tool. Eventually, the statistical treatment required for testing the
raised hypothesis could be run.

Instrumentation
For instrumentation of the empirical study there were some off-the-shelf tools required.
Each one of the tools was used independently of the other, following the pipes and
filters software architectural style [11]. The role of each tool is detailed next:

• CASE Tool (Enterprise Architect) - an editor of BPMN diagrams used by modelers
to build the solution for the case study;

• Eclipse - the IDE for building the BPMN2USE Java application used for querying
and extracting from the Enterprise Architect repository, the solution built by each
process modeler;

• SPSS - this tool is a statistical package used for processing and analysis of the
collected sample data, as well as to perform the hypothesis test;

• UML based Specification Environment (USE) - a tool that allows the specification
of models and metamodels using the UML class diagram supplemented by OCL
constraints and invariants that enforce models’ integrity [12].
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• BPMN2USE - a transformation tool that takes as input a BPMN diagram produced
with the CASE tool and allows the instantiation of the BPMN metamodel through
the USE specific syntax [13].

Furthermore, as part of the instrumentation process, the participants in the exper-
iment received support material concerned to the BPMN language, as well as a baseline
with the template of the ATM case study solution.

Threats to Validity
One of the kinds of threats that is inherent to empirical studies is an inconsistent
administration of the treatment for different groups. These variations could happen if
different people apply the treatment to the group, as it was the case, since different
instructors taught the classes that were part of the study.

3.3 Empirical Study Execution

After the planning phase, the experimental work was carried out on a laboratory class
of the course. As previously mentioned, the case study assignment was the basis for
data collection regarding the experiment together with the pedagogical objective of
practicing the BPMN concepts acquired on the course. The students that participated in
the experiment concluded it, so there were no subjects’ mortality regarding the
experiment. Nondisclosure of individual responses was ensured to all participants.

Preparation
Before starting the experiment, at the beginning of the class lab, the students received
the case study’s description, as well as the repository of the CASE tool with the
baseline of the assignment’s solution. Students were also briefed about the data that
would be collected during the class. However, they were not informed about the details
of the research, since this could threaten the results’ validity. Since the case study
contributed to students’ final score in the course, there was a motivation for performing
well the process modeling assigned tasks.

Data Collection
The results’ verification took place after the students’ participation in the experiment,
as part of the lab class. The verification of the BPMN diagrams was off-line, after the
class, so it did not interfere with the solutions’ delivery by students. A panel of
instructors carried out the verification process, using mainly the BPMN2USE and USE
tools. After finishing the verification of the experiment’s outputs, information regarding
the number of errors found in the diagrams was made available for analysis. For the
present experiment was not considered relevant the severity of the errors but how much
of them were found in a process model.
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3.4 Empirical Study Data Analysis

In this phase collected data regarding design errors, incurred by modelers with different
backgrounds, were analyzed. The set of those activities is detailed in the next sections
by the description of data sets, as well as the test of hypothesis raised in the experi-
ment’s planning.

Data Description
In this section, data exploration begins by describing the variables in the data set. In
Table 1 we already identify the dependent variable Total of Errors (total of found
errors found in diagrams) and the independent variable Modeler Type (possible mod-
elers’ background). The positive skewness and kurtosis (Table 2) of the dependent
variable indicates an asymmetric (skewness = 0.792 > 0) and leptokurtic distribution
(kurtosis = 1.19 > 0), with higher frequency of lower values (see Table 2). This
behavior of global errors distribution (irrespective of process modeler background) is
similar to the errors distribution considering each particular type of modeler.

Table 3 summarizes the results of the normality test. The null hypothesis states that
the sample comes from a Gaussian (normal) distribution. Conversely, the alternative
hypothesis assumes that the sample comes from a non-normal distribution. The
non-normality of the variable is confirmed, since the p-value (sig) < 0.05 for both tests
regarding the Total of Errors variable. Therefore non-parametric tests must be used to
assess H0 hypothesis.

Table 2. Descriptive statistics.

Statistic Total of errors

N 51
Mean 8.12
Median 8
Mode 8
Std. deviation 3.09
Skewness 0.792
Kurtosis 1.19
Minimum 3
Sum 414

Table 3. Normality test.

Kolmogorov-
Smirnova

Shapiro-Wilk

Variable Statistic df Sig. Statistic df Sig.
Total of errors 0.143 51 0.011 0.952 51 0.038
aLilliefors Significance Correction
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For verification of the H0 hypothesis, the collected data must be submitted to a
statistical test. The result of the test must show whether there is enough statistical
evidence for not rejecting the claim that the average number of errors in BPMN
diagrams is not significantly different for the two considered types of modelers
(business analysts or process developers).

The Mann-Whitney U (M-W U) test for two unpaired samples was the
non-parametric statistical test chosen for verifying whether the means of two samples
differ significantly. The considered samples were the two distinct sets of BPMN dia-
grams built by surrogates of business analysts and process developers. The aim was to
test whether the means of Total of Errors for both sets of BPMN diagrams differ
significantly. By running this hypothesis test, it was gathered statistical evidence
regarding the quality (correctness) of BPMN diagrams, namely whether they diverge
significantly considering the technical background of modelers.

Hypothesis Testing
As previously mentioned, the hypothesis H0 aims to verify the relevance of the dis-
crepancy between on the number of syntax errors found in process diagrams built by
modelers with distinct profiles. To conclude about the hypothesis it was necessary to
compare the means of the two unpaired groups of BPMN diagrams and test whether the
two statistics differ significantly. The independent variable considered was modeler
type variable. This variable was used to separate the BPMN diagrams in two groups:
one regarding diagrams built by business analysts and the other considering diagrams
delivered by process developers.

The Mann-Whitney U test as a non-parametric test aims to assess whether the two
samples came from the same population. In Table 4 is summarized the information
concerning the computed ranks for the errors in the BPMN diagrams’ sample. The
computation of the test started by ranking all the errors observed in models, with values
sorted in descending order, disregarding the modeler type of the diagram. The columns
of Table 4 present the statistics attained by modeler type (1- Process Developer,
2- Business Analyst), the corresponding counting of BPMN diagrams (N) delivered by
each group, the errors mean (Mean Rank) and the total sum of errors found (Sum
Ranks) in the diagrams produced by each group.

Eighteen of the BPMN diagrams analyzed were producede by developers, while the
remaining thirty-three came from business analysts. The M-W U test is summarized in
Table 5, which lists: theMann-Whitney U statistic, theWilcoxon W statistic, the test’s Z
score, and the 2-tailed asymptotic significance (Asymp.Sig (2tail)). This test allows the
conclusion for non-rejection of the null hypothesis at 5% of level of significance (since
Asymp. Sig., i.e. p-value greater than 0.05).

Table 4. Ranks for H0.

Variable Modeler type N Mean rank Sum of ranks

Total of errors 1- Process Developer 18 27.81 500.5
2-Business Analyst 33 25.02 825.5
Total 51
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The Two-Sample Kolmogorov-Smirnov test confirmed the results from the
Mann-Whitney test. The Two-SampleKolmogorov-Smirnov test is also a non-parametric
test that measures the difference in the shapes of the distributions of errors for the two
groups ofBPMNdiagrams. This test also uses the rank classificationmentioned regarding
Table 4.

In Table 6 is presented the summary of the test’s results. One can see that the short
values of the most extreme difference for absolute (Absolute) and positive (Positive)
values (0.177), as well for the most extreme difference negative (Negative) of -0.061.
A Kolmogorov-Smirnov Z score of 0.603 and a 2-tailed asymptotic significance Asymp.
Sig. (2 tail), i.e. p-value greater than 0.05 corroborate the results presented for the
Mann-Whitney U test.

The achieved results indicate that the errors in BPMN diagrams produced by
business analysts do not significantly different from the syntax rule violations found in
BPMN diagrams produced by process developers.

3.5 Empirical Study Results

The final discussion refers to the interpretation of the results of this empirical study, the
extent of which the results found can be considered representative of the population of
process modelers, as well as with the identification of the learned lessons.

Interpretation
The outcome of the hypothesis test was that the empirical evidence did not allow to
reject the following hypothesis: diagrams built by business analysts and process
developers using the BPMN language have the same degree of correctness.

Table 5. Mann-Whitney U test for the Total of Errors variable (Modeler type is the grouping
variable).

Statistic Value

Mann-Whitney U 264.5
Wilcoxon W 825.5
Z −0.645
Asymp. Sig. (2-tailed) 0.519

Table 6. Two-sample Kolmogorov-Smirnov test for the Total of Errors variable (Modeler type
is the grouping variable).

Most extreme differences Absolute 0.177
Positive 0.177
Negative −0.061

Kolmogorov-Smirnov Z 0.603
Asymp. Sig. (2-tailed) 0.86
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This evidence is in line with the claimed suitability of BPMN [1], as process
modeling language, be usable by modelers from both business and IT. Indeed, data
collected corroborate that business analysts are able to cope with BPMN constructs and
rules as the process developers. However, since both incur in faults, during process
modeling, one can also conclude that automatic BPMN model checker would be
beneficial for both modelers giving hints and alerting for syntactical errors occurring
throughout the modeling process.

Inferences
The evidence collected throughout the experiment suggests that the results achieved by
participants, which revealed similar BPMN diagramming skills regardless the model-
ers’ technical profile, can be extrapolated for undergraduate students from the two
degrees of the academic institution they came from. Assuming that these students have
basically a similar academic profile of those of other undergraduate institutions with
equivalent degrees, the results may also be generalized to the students of those insti-
tutions. However, this assumption should be tested by replicating this experiment in
those institutions.

One could expect that results found could hold as well for the entire population of
modelers irrespective of their profiles. However, evidence is needed to be collected that
could confirm that results attained by students, with a similar profile of the ones of the
current experiment, are equivalent to those achieved by novice professionals. This
inference should be supported through the replication of the conducted empirical study
in a professional environment. Extrapolating the observed behavior for seasoned
experimenters require also that other studies must be conducted.

Lessons Learned
A great deal of time and effort was required for experiments’ preparation and execu-
tion. After collecting BPMN diagrams a pipeline of applications was feed in to prepare
data for analysis. Data converters and transformers were also used for automating
repetitive tasks.

While conducting the empirical study, we realize that some steps on the experi-
mental process could be improved. Also, different approaches could be used, in future
replications of this experiment, to face some of the challenges found, namely:

• Narrow the scope of the case study, in order to include in the analysis not only the
counting of the number of errors in diagrams but also the degree of coverage of
presented solutions, of functional requirements specified by the case study;

• Consider a new version of the case study, with a treatment consisting in using an
automatic model checker by participants. Modelers should also be able to decide
which rules they want to enforce upon BPMN diagrams (e.g. control-flow vs. data
flow, or sets of best practices or standard rules);

• Measure the effects on students’ learning curve regarding BPMN, when using an
automatic model checker for verifying in real time the diagram being modeled.
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The details of the experimental process, pursued in the empirical study, were
recorded. Also registered was the feedback provided by students while learning and
applying BPMN to the case study. Those data were particularly valuable for packaging
the experiment and writing this paper, as well as for a future replication of the empirical
study.

4 Related Work

Empirical studies regarding BPMN characteristics for different users’ profiles are not
found. However, we could found some empirical studies analyzing BPMN character-
istics, as well as comparing BPMN with other modeling languages. Those studies are
presented next highlighting the main differences between those works and the one
presented here.

In [14] a set of measures is presented to evaluate the structural complexity of
business process diagrams at a conceptual level. However, conversely to the work
presented herein, there is only an experimental plan and not the actual results. The plan
refers the development of a family of experiments to be applied by experts in business
analysis and software engineering. The intention is validating some proposed metrics
and evaluating, at a conceptual level, quality aspects of the business process diagrams.

The previous study was further developed in [15], through the empirical validation
of the measures with a linear regression analysis aimed at estimating process model
quality in terms of modifiability and understandability. The study was applied to a
homogeneous sample of participants (students of computer science and information
systems), which differs from the heterogeneous groups of students used in our study,
with surrogates of process developers and business analysts. As result of carrying out a
correlation and a multiple linear regression analysis from the data collected, it was
identified a reduced group of measures useful in predicting several aspects when
evaluating the understandability and modifiability of business process diagrams
expressed with BPMN. From the analyzed measures, after carrying out a correlation
and a principal components analysis of the variables, the authors concluded that 12 of
the measures are useful for predicting aspects of understandability of a business process
model. With regard to modifiability, other measures were identified as good predicting
variables. By crossing the data obtained, the authors also conclude that some measures
can be considered good predictors for both dependent variables. According to the
authors, the regression diagrams obtained represent a guideline for defining under-
standable and modifiable processes or for predicting such characteristics in those which
already exist. The measures seem to be also useful for guiding process improvement
initiatives.

In [16] was presented the results of an empirical study that examines the BPMN
and the UML Activity Diagram (UML-AD) modeling by business users during a model
creation task. This study, differently of the empirical study presented here, compare
BPMN with another modeling language, and the results indicate that the (UML-AD) is
at least as usable as BPMN since neither the characteristics of user effectiveness,
efficiency, nor satisfaction differ significantly.
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In a study presented in [17] BPMN is compared against Event-Driven Process
Chains (EPC). The study measured the comprehension and problem-solving capabil-
ities of students as surrogates of business users. No significant differences were
identified between the process modeling languages, and the study recognized to have a
different focus: examine teaching effects and therefore compare the performance of
trained participants in a EPC group versus untrained participants in a BPMN group.

5 Conclusions

This work intended to validate, through an empirical study, whether the BPMN is a
process language suitable for modelers with different technical skills. This was done by
assessing whether diagrams produced by people with different technical profiles have
the same degree of compliance with BPMN syntax rules.

As a research method, a customized version of the scientific method was used,
based on previous frameworks applied to experimental software engineering.

The collected empirical evidence did not allow to reject the hypothesis that BPMN
is also suitable for business analysts and process developers since the diagrams built by
both profiles have the same degree of correctness.

Future works will be focused on verifying the results presented here, by replacing
surrogates for actual professionals working as business analysts and process developers
in the industry.
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Abstract. Smart and intelligent recommendation systems can be designed
based on analyzing the tweets. Our work is aimed at analyzing the tweets to find
the basis of popularity of a person. Although there are some works that have
analyzed tweets to detect popular events, not much emphasis has been given to
find out the reason behind the popularity of a person based on tweets. In this
paper, we suggest an algorithm to find out the reason behind the popularity of a
person. We have implemented our algorithm using 2,18,490 tweets of 5 different
countries. The results are quite encouraging.

Keywords: Popular person � Twitter user � Popularity � Event detection

1 Introduction

The advent of online social media and its continuous growing popularity has provided
a new channel and arena for exchange and/or sharing of information [1, 2]. People on
online social media have got an open platform to share opinions, viewpoints, and
information on any topic. Over the last few years, Twitter, a micro-blogging service,
has gained popularity as one among the most prominent information dissemination
and news source agent. Exchange of messages on social media [3] increases consid-
erably with the occurrence of an event that may be related to, for example, social
cause, disaster, politics, or a particular person. Users sign in to their Twitter or other
social media accounts, to either spread the information or to get updates about the
information. Twitter can thus be used to analyze the ongoing situation since it is being
used by public and thus it has the potential to provide real-time information. Content
on Twitter supplies rich information related to the occurred activity. However,
such abundant information is often not trustworthy since it may also contain fake
information.

There has been a lot of interest to analyze twitter content [4] which includes, for
instance, work in the field of event detection, user selection, and classification of
tweets. Besides knowing information about popular people on twitter, it may be useful
to know what event has caused the popularity. Such information can let the users know
about the arena of popular person and other attributes of the person which can enhance
the knowledge of users about famous personalities [5–7]. Moreover, a user may be
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interested to get suggestion about the people she wishes to follow on the basis of the
area. The users would like to be kept updated with the currently ongoing events that
may lead to the rise or fall of a known figure.

There are multiple sources of information like television, newspapers, social net-
work sites or mouth to mouth words from friends and family [8]. A user may be
interested to know about the person who is on everybody’s mind in recent times and
also wishes to know the reason behind it. To achieve this, initially the current popular
persons are obtained from data. In order to find the reasons of popularity, categorization
of tweets is carried out since a person may be popular because of more than one reason
at a time but there would be one prime reason. By applying all these techniques we can
provide better information to the users.

The aim of this paper is to design a method for detecting the popularity of a person
and the reason causing the popularity. We use the tweets of different users related to a
particular person. We used Twitter4j api in Java to collect the tweets, initially for user
selection, and then later to get data about that user. This approach uses nouns in the
tweets as their keyword and combines tweets together into a single reason when their
match score is above some threshold. Classification of tweets to which category (like
business, politics, technology etc.) is realized by categorizing keywords used in each
tweet.

The paper is organized as follows. Section 2 describes the related work. Section 3
describes our method for popularity detection. Section 4 describes the implementation
details and results obtained by our method. Conclusion and future works are given in
Sect. 5.

2 Related Work

A considerable amount of work has been done in classification of tweets, sentiment
analysis, and detection of events from tweets. Different approaches have been proposed
for sentiment analysis, finding sentiments in words, sentences, topics. Some approaches
use natural language processing, some uses pattern based approach and some takes into
account machine learning.

In [9], a technique for constructing a Key Graph is suggested using the keywords in
the tweets to detect events. This approach is dependent on the interdependency between
the keywords. The Key Graph is comprised of nodes and edges where nodes corre-
spond to keywords and the occurrence or the existence of two keywords simultane-
ously in a tweet is represented by an edge between the nodes. Clusters are created from
the Key Graph by clustering different nodes together using a community detection
algorithm. In [10], the authors suggest an algorithm called NED (new event detection)
to detect events. It consists of two subtasks that are online and retrospective; online
NED detects new events in the stream of text while in retrospective NED, unidentified
events are detected.
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Wavelet transformation is used for event detection in [11]. The problem of identi-
fying events and their user contributed social media documents as a clustering task,
where documents have multiple features, associated with domain-specific similarity
metrics [12] and pheromone based techniques [13–15]. A general online clustering
framework, suitable for the social media domain is proposed in [16]. Several techniques
for learning a combination of the feature-specific similarity metrics are given in [16] that
are used to indicate social media document similarity in a general clustering framework.
In [16] a clustering framework is proposed and the similarity metric learning technique
is evaluated on two real-world datasets of social media event content.

Location is considered in [17] with every event as incident location and event are
strongly connected. The approach in [17] consists of the following steps. First, pre-
processing is performed to remove stop words and irrelevant words. Second, clustering
is done to automatically group the messages in the event. Finally, a hotspot detection
method is performed.

TwitInfo is a platformfor exploring Tweets regarding to a particular topicis pre-
sented in [18]. The user had to enter the keyword for an event and TwitInfo has
provided the message frequency, tweet map, related tweets, popular links [19, 20] and
the overall sentiment of the event. TheTwitInfouser interface contained following thing:
the user defined name of the event with keywords in the tweet, timeline interface with y
axis containing the volume of the tweet, Geo location along with that event is displayed
on the map, Current tweets of selected event are colored red if the sentiment of the
tweet is negative or blue if the sentiment of the tweet is positive and Aggregate
sentiment of currently selected event using pie charts.

TwitterMonitor system is presented in [21] that detect the real time events in
defined time window. This is done in three steps. In first step bursty keywords are
identified, i.e. keywords that are occurring at a very high rate as compared to others. In
second step grouping of bursty keyword is done based on their occurrences. In third
and last step additional information about the event is collected.

A news processing system for twitter called as TwitterStand is presented in [22].
For users, 2000 handpicked seeders are used for collecting tweets. Seeders are mainly
newspaper and television stations because they are supposed to publish news. After that
junk is separated from news using the naïve Bayes classifier. Online clustering algo-
rithm called leader-follower clustering to cluster the tweets to form events. A statistical
method MABED (mention-anomaly-based event detection) is proposed in [23]. The
whole process of event detection is divided in three steps. In first step detected the
events based on mention anomaly. Second, words are selected that best describes each
event. After deleted all the duplicated events or merged the duplicate events. Lastly, a
list of top k events is generated.

In [24] a co-relation between clustering and event detection is shown. An aggregate
trend change is similar to event detection. To find the popular event, authors of [24]
have used algorithms based on community detection. In [26] to find the clusters the
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authors have suggested a hierarchical clustering of tweets along with the dynamic
cutting and rating of resultant clusters is used, a similar technique has been applied in
systematic search of maximal length codes [27]. In [28] a technique for finding bursty
words is used for detecting events and location recognition using modules.

In [25] it has been stated that an event is associated with the message context but
also with the location information, since location is also an important factor of an event.
Localized events like any emergency event or any public event, emergency would be
more accurately messaged or tweeted by the users closer to the event location in
comparison to other users. Hence such users can play the role of sensors – human
sensors for briefing an event.

A considerable amount of work has also been carried in the field of sentiment
analysis that stresses on finding the sentiments in topics, sentences and the words.
Various approaches have been suggested to carry out the sentiment analysis, these
approaches either make use of natural language or pattern based processing or machine
learning.

In [29] for sentiment analysis authors have suggested a sentiment tree bank
approach that is based on a recursive neural network. It calculates in a bottom up
manner the parent node vectors and takes advantage of a composition function and also
the node vector that features for that node. In [30] an approach has been suggested for
finding the sentiment score of informal, short text and also the sentences that consists of
phrases within themselves.

Two methods for classification of the Twitter trending topics are proposed in [31]
first, based on textual information and the other based on the network structure. In text
based model all the hyperlinks are removed from the tweet and then a tokenizer
removes stop words and delimited character. Since there is a limitation of 140 char-
acters in a tweet, people use acronyms for words and so a vocabulary is used that has
the full form of these words (e.g., BR is used to represent best regard). The network
based approach uses a similarity model to find out the trending topic say X. It searches
for five topics that are similar to the topic X and finds out the similarity index [5].

Most of the above works are related to sentiments, recommendation systems,
trending topic and considered temporal context of messages and classification of
tweets. However, these works do not discuss about the rising or decreasing popularity
of a person and the reasons behind it. Our approach is different from others as we first
look for the popular person and also let the users know the reason behind the
popularity.

3 Proposed Methodology

An approach to extract a popular person from tweets is to find a person’s name and
storing tweet counts corresponding to the person. In order to find the reasons behind the
popularity of a person we are using keywords of tweets corresponding to the person.
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3.1 Architecture

Figure 1 shows the basic flow diagram of our method. First, we download tweets of
different users from different countries and then we look for the person that has been
most talked about among those tweets. Then we fetch tweets of that specific person
from our database. To detect the reason of popularity we divide all the tweets related to
that person into keywords and separate hashtags. Keywords in a tweet are names of
things (e.g., name of a person, name of a city). Hashtag is represented using the symbol
# followed by some meaningful word like ‘Olympics2016’. If two tweets have the
same hashtag, it means that these tweets are related and the tweets can be merged into
one single tweet.

First we will check hashtag of tweet with events which are already found. Then we
pass keywords of that tweet with keywords of events, which are already found into a
function called similarity. Similarity we are finding as number of common keywords
divided by number of total different keywords. And for every found event with which
event, similarity is maximum and greater than threshold then we add tweet into that
event. Like this for all tweets algorithm is performed. In the end we find out main
reasons behind popularity of person. Then we classify tweets of that person for
showing the interest of users towards that popular person means what general users
think about that person. Here user is the twitter user, whose tweets are downloaded
from twitter.

Fig. 1. Overview of the proposed method
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3.2 Data Collection

We collected 2,18,490 tweets of 5 different countries from September, 2016 to
November, 2016 using Twitter4j API [33]. Tweets were downloaded by taking latitude
and longitude values of countries. We took news channels (CanadaNews, bbcnews)
into consideration because news channels are reliable sources of data; news channels
produce more data than simple twitter users.

3.3 Extraction of Names of Persons from Tweet

We used Stanford Named Entity Recognition (NER) tagger [32] for extracting the
names of persons from tweets. NER labels sequence of words into a text which con-
tains names of things, such as name of person, name of company, and name of place.
Every tweet is passed through the NER tagger and it returns names of things for every
tweet. We store only names of persons, and for this we used a hash function.

3.4 Fetching Top k Popular Persons

For storing name of a person and the number of occurrences of the names, we use a
hash table named h_table, that has two fields: key and value. In the key field, we store
person name; in the value field, a tuple <tweet_id, count_name>. If a name of a person
does not exist, the count of the person is set to 1 and add the corresponding tweet id.
Otherwise, increment count by one and update tweet id field.

3.5 Find the Basis of Popularity

For storing hashtags and keywords and the corresponding tweet ids and count of
reasons of popularity, we use hash table named H_table, that has two fields key and
value. In the key field, we store a tuple <hashtag, keywords>; in the value field, a tuple
<tweet_id, count_reason>.

The following symbols are used in the algorithm.

S: set of all tweets storing tweet ids along with person mentioned in tweet.
R: set of all reasons related to popular person. Initially this set is empty.
PT: set of all the tweets of popular persons along with its keywords and hashtags.
h_table: a hash table that is initially empty.
H_table: a hash table that is initially empty.
P: set of popular persons.
m: threshold value, 0 < m < 1.
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Algorithm for discovering reason of popularity
Input:  S output:  R
Step 1: Get the tweet count for each person

for each tweet t ∈ S do
for each name ∈ t do

if name exists  in  h_table then
add tweet_id  in h_table[name][0];
increment the count field of h_table[name][1] by1;

else create new entry h_table[name] ;
add tweet_id  in h_table[name][0];
set h_table[name][1] to 1;

end for
end for

Step 2: Sort h_table on the basis of count in descending order. Find the top k
popular  persons and store them into P.

Step 3: Get all the tweets of P from S and break down these tweets into keywords 
and hashtags and store them into PT.

Step 4: Get all the reasons related to first k popular persons.
for each person p ∈ P 

for each tweet t of p in PT
tag := hashtag of t; kw := keyword of t;
flag := false;
for each key k of H_table 

if tag = k[0] then
flag := true; 
k[1] := k[1] ∪ kw;
increment H_table[k][1] by 1;

else if similarity (kw, k[1]) > m then
flag := true;
k[1] := k[1] ∪ kw;

increment H_table[k][1] by 1;
end for
if flag = false then

add tweet id into H_table[(tag, kw)][0]
set H_table[(tag, kw)][1] to 1;

end for
end for

Step 5: sort H_table according to field of tweet count in descending order and store 
into R. Find the top popular reasons r from the set R having maximum tweet count.
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4 Implementation and Results

To implement the algorithm, we collected 2,18,490 tweets of 5 different countries,
using Twitter API. First, a user provides the value of n i.e., top n popular persons
according to the downloaded tweets. Table 1 shows the output when a user provides
the value of n = 4.

Once the user gets the top n popular persons, she can select any one person from the
results to get more details of the selected person. In this interface, on selecting one
person it will show all the tweets of that person. User can get more information about
the person using these tweets. Figure 2 shows the output of selecting one person.

For the selected person, the reasons of popularity are given in Table 2. The table
lists person name, all the popularity reasons, and the corresponding tweet counts.

Table 1. Top n (n = 4) popular persons and their tweet count

Sl. no. Person_name Tweet_count

1. Donald Trump 13117
2. Hillary Clinton 9934
3. Justin Trudeau 5432
4. Malcolm Turnbull 5048

Fig. 2. Tweets corresponding to the selected popular person

Table 2. Reasons of popularity of the selected person

Person_name Popularity_reason Tweet_count

Donald Trump Election2016 1387
Donald Trump Campaign 948
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The pie chart in Fig. 3 shows users’ interest towards the selected popular person
(Donald Trump). Since a large percentage of tweets are related to politics, this indicates
that users are showing interest in political aspects of the person.

We can compare users’ views for two different popular persons. Figure 4 shows
users’ views for Donald Trump and Malcolm Turnbull. From this Figure we can
conclude that in politics, users are more interested toward Trump than Turnbull.

Fig. 3. Pie chart representing classification of tweets according to users’ interest toward popular
person Donald Trump

Fig. 4. Comparison between the tweets related to Trump and Turnbull
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5 Conclusion and Future Work

In this paper, we suggested an approach to get the popular person from the gathered
tweets and obtained the reason behind the popularity of that person. In our approach,
we first look for the names mentioned in the tweets and the name that occurs with
highest frequency is suggested as the most popular person. In order to find the reason
behind the popularity of the person we developed an algorithm that looks for the
possible events in the tweets. For implementation, we used data sets of different time
frames to showcase the output and the results obtained are very encouraging. In future
we would like to further extend our system to compare the top most popular persons
with each other and look if they are inter connected by the same reason or not.
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Abstract. This paper provides a fitness landscape analysis of the Per-
mutation Flowshop Scheduling Problem considering the Total Flow Time
criterion (PFSP-TFT). Three different landscapes, based on three neigh-
borhood relations, are considered. The experimental investigations ana-
lyze aspects such as the smoothness and the local optima structure of
the landscapes. To the best of our knowledge, this is the first landscape
analysis for PFSP-TFT.

1 Introduction and Related Work

The Permutation Flowshop Scheduling Problem (PFSP) is a scheduling problem
widely encountered in areas such as manufacturing and large scale products
fabrication [13]. The goal of PFSP is to determine the best permutation π =
〈π[1], . . . , π[n]〉 of n jobs that have to be processed through a sequence of m
machines. Preemption and job-passing are not allowed. Here we focus on the
Total Flow Time (TFT) criterion which consists in minimizing the objective
function

f(π) =
n∑

j=1

c(m,π[j]), (1)

where c(i, π[j]) is the completion time of job π[j] on machine i and is recursively
calculated in terms of the processing times pi,π[j] as

c(i, π[j]) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

pi,π[j] ifi = j = 1
pi,π[j] + c(i, π[j − 1]) ifi = 1 and j > 1
pi,π[j] + c(i − 1, π[j]) ifi > 1 and j = 1
pi,π[j] + max{c(i, π[j − 1]), c(i − 1, π[j])} ifi > 1 and j > 1

(2)

The PFSP with the TFT criterion has been demonstrated to be NP hard
for two or more machines [7,19]. Therefore, even due to its practical interest,
many researches have been devoted to finding high quality and near optimal
solutions by means of heuristic or meta-heuristic approaches, for instance with
evolutionary algorithms [5,7,22].
c© Springer International Publishing AG 2017
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Fig. 1. Position types

Meta-heuristic techniques navigate the fitness landscape of the instance at
hand. A fitness landscape is a triple (S,N , f) where: S is the set of solutions, N is
a neighborhood relation among the solutions in S, and f is the objective/fitness
function to optimize.

The fitness landscape can be analyzed by studying several features of inter-
est [18,24,28]. These analyses are also important to understand the behavior
of meta-heuristics and evolutionary algorithms [3,16] applied to combinatorial
optimization problems [1,6].

A first aspect concerns the neutrality of the landscape and in general the clas-
sification of the solutions/points according to the fitness differences among the
neighbors. There exists seven types of points: SLMIN, LMIN, IPLAT, SLOPE,
LEDGE, LMAX and SLMAX. They are described in Fig. 1 [15]. A point P is
of type IPLAT if all its neighbors have the same fitness values as P . A point
is of type SLMAX (SLMIN) if it is a strictly local maximum (minimum), while
the types LMAX and LMIN are non strict local maxima (or minima). A point
P is a SLOPE if some of its neighbors have a greater fitness value and some
other ones have a lower value than P . Finally, a LEGDE point P has also some
neighbors with the same fitness values as P . The distribution of point types
gives a quantitative analysis about the neutrality of the fitness landscape. In
particular, a fitness landscape is more or less neutral according to the higher or
lower percentage of IPLAT, LEGDE, LMAX and LMIN.

A second feature is to study the landscape correlation analysis [27]. Its
main tool is the autocorrelation coefficient ρ(1) which quantifies how much the
fitness values of neighbor solutions are related to each other. Higher values for
ρ(1) mean that the landscape is smooth, while a small value means a rugged
landscape.

A third analysis tries to check the presence of the so called “big-valley”
hypothesis [14], i.e. if local minima of good quality are clustered and surround
the global minimum point. Some of the combinatorial optimization problems
have this structure and this is a positive characteristic for search algorithms,
because it is easier to search the global optimum.

Another point that has been studied is the distribution of local minima and
their distance from the global minimum [17]. Again, the distribution and the
distance from local and global minima is strictly related to the performances of
meta-heuristic algorithms.
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Finally, another aspect of interest is the concept of fitness barrier [24], i.e.
the number of steps necessary for exiting from a local minimum and finding a
better point. A search space with a low fitness barrier can be better explored by
a meta-heuristic algorithm because there are less chances that it can be trapped
in a local minima.

In our case, S is the set of all the n-length permutations of jobs, and f is the
total flow time objective of Eq. (1). Moreover, three fitness landscapes generated
by three different neighborhood relations are considered, namely: the adjacent
swap (ASW), interchange (INT) and insert (INS) neighborhoods [2,23]. ASW
and INT neighbors are obtained by swapping two items in a permutation. While
for INT neighbors no restriction is considered on the items to swap, the ASW
neighborhood limits the swap to adjacent items. Finally, the INS neighborhood
is obtained by removing an item and inserting back in a different position. To
the best of our knowledge this is the first analysis conducted on PFSP-TFT.

The rest of the paper is organized as follows. Section 2 briefly describe the
experimental setting used throughout the paper. A classification of the different
type of solutions is provided in Sect. 3 together with an analysis of the land-
scape neutrality. Section 4 analyze the smoothness of the spaces. Sections 5 and
6 provide a study of the local minima distribution, while Sect. 7 discusses some
aspects about the characteristics of the basins of attraction. Finally, conclusions
are drawn in Sect. 8.

2 Experimental Setting

The experiments were held over a suite of 120 PFSP-TFT instances: ten problem
instances for each n × m configuration, with n ∈ {10, 20, 50, 100} and m ∈
{5, 10, 20}. The n = 20, 50, 100 instances were taken from the widely known
benchmark suite of Taillard [25], while the 10 jobs instances were randomly
generated using the same scheme of [25].

When the experimental analyses involve local minima, these have been
exactly located through exhaustive enumeration for n = 10 instances, while
for the larger instances they were collected by means of 2 000 local searches
(each one starting from a randomly generated seed solution) performed using
the “best improvement” strategy.

Finally, while the global optima of the 10 jobs instances were exactly identi-
fied, for the other instances we have considered the best known solutions taken
from the state-of-the-art results reported in recent works [19,22].

3 Position Type Distributions and Neutrality Analysis

In this section we provide a classification of the position types [15] for the three
search spaces.

The data in Table 1 have been obtained by a complete enumeration of the n!
solutions in the search space. Due to the cardinality, n = 10 has been considered.
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Table 1. Position type distributions in percentage values

n×m Neigh. SLMIN LMIN SLOPE LEDGE IPLAT LMAX SLMAX

10 × 5 ASW 0.41 0.05 89.85 9.43 0.00 0.06 0.20

INT <0.01 <0.01 80.28 19.71 0.00 <0.01 <0.01

INS <0.01 <0.01 76.87 23.13 0.00 <0.01 <0.01

10 × 10 ASW 0.55 0.05 93.91 5.07 0.00 0.04 0.38

INT <0.01 <0.01 87.93 12.07 0.00 <0.01 <0.01

INS <0.01 <0.01 81.27 18.72 0.00 <0.01 <0.01

10 × 20 ASW 0.48 0.03 94.26 4.76 0.00 0.04 0.42

INT <0.01 <0.01 89.72 10.28 0.00 <0.01 <0.01

INS <0.01 <0.01 84.38 15.62 0.00 <0.01 <0.01

Table 1 shows that the vast majority of the points are SLOPE and LEDGE
points. Other types are very rare and, in particular, IPLAT points are not present
in none of the three search spaces.

SLOPEs are more frequent in the ASW search space. Moreover, it looks
that the quantity of SLOPEs increases with m. Therefore, the neutrality of the
landscape is very likely to decrease when the number of machines increases.

The study of position types for n > 10 is possible by a random uniform sam-
pling of the solutions in the search space. The results of this investigation are
presented in Table 2. Note that, since the sampling have produced only SLOPE
and LEDGE points, Table 2 only shows the percentage of SLOPEs. The remain-
ing percentage are LEDGEs.

Table 2. Percentage of SLOPE points

n×m ASW INT INS

20 × 5 81.89 58.30 48.40

20 × 10 85.10 70.85 57.15

20 × 20 92.09 76.15 58.10

50 × 5 49.52 8.45 7.55

50 × 10 58.67 22.10 12.40

50 × 20 78.41 37.90 16.15

100 × 5 24.70 0.10 0.20

100 × 10 31.51 2.05 0.35

100 × 20 49.79 7.05 1.40

Under random sampling, Table 2 shows that the number of SLOPEs increases
with m and decreases with n. For (relatively) small m and large n, LEDGE points
are more frequent than SLOPEs, thus denoting that the neutrality degree is
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very likely to increase with n. This phenomenon is even stronger for the INT
and INS neighborhoods. In these cases, as n increases, the number of SLOPEs
drastically decreases. In particular, when n = 100, almost all the sampled points
are LEDGEs.

In Table 3, we show the neutrality degrees [15], i.e. the number of the average
percentage of neighbors with the same fitness. The percentage is computed with
respect to the neighborhood size. For each configuration n × m, we report the
minimum and the maximum values. Data for n = 10 have been obtained by a
complete enumeration, while for n ∈ {20, 50, 100} a random uniform sampling
of N = 10 000 points has been drawn.

Table 3. Average neutrality degree per solution in percentage values

n×m ASW INT INS

10 × 5 [1.07, 1.10] [0.44, 0.48] [0.31, 0.36]

10 × 10 [0.59, 0.62] [0.27, 0.30] [0.24, 0.28]

10 × 20 [0.55, 0.59] [0.22, 0.26] [0.20, 0.22]

20 × 5 [5.34, 5.41] [0.14, 0.43] [0.34, 0.37]

20 × 10 [5.31, 5.35] [0.15, 0.36] [0.32, 0.34]

20 × 20 [5.30, 5.32] [0.11, 0.17] [0.31, 0.33]

50 × 5 [2.12, 2.18] [0.17, 0.29] [0.08, 0.09]

50 × 10 [2.09, 2.12] [0.10, 0.15] [0.07, 0.08]

50 × 20 [2.07, 2.08] [0.074, 0.10] [0.06, 0.07]

100 × 5 [1.09, 1.13] [0.14, 0.22] [0.03, 0.04]

100 × 10 [1.04, 1.08] [0.12, 0.19] [0.02, 0.03]

100 × 20 [0.99, 1.04] [0.10, 0.15] [0.01, 0.02]

These results clearly confirm the previous indications about the neutrality of
the search spaces.

4 Landscape Correlation

Here, we study the autocorrelation coefficients and the correlation lengths for
the three search spaces [27].

For each problem instance considered, a random walk of N = 500 000 steps
has been performed and the N visited solutions, together with their fitness val-
ues, have been registered. Then, the autocorrelation ρ(1) and the correlation
length l = (ln(|ρ(1)|))−1 have been computed. Intuitively, ρ(1) measures the sta-
tistical correlation between neighboring solutions, while the correlation length
gives an indication of how far it is possible to go without incurring in a steep
descend or ascend.

The results of the experiment have been aggregated for every n × m config-
urations and shown in Table 4.
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Table 4. Autocorrelations and correlation lengths

n×m Autocorr. Corr. lengths

ASW INT INS ASW INT INS

10 × 5 0.92 0.74 0.81 12.49 3.26 4.77

10 × 10 0.92 0.73 0.81 11.79 3.25 4.68

10 × 20 0.93 0.74 0.82 15.74 3.40 5.03

20 × 5 0.97 0.86 0.91 37.16 6.52 10.63

20 × 10 0.96 0.85 0.90 25.87 6.31 9.79

20 × 20 0.96 0.85 0.90 22.76 6.15 9.41

50 × 5 0.99 0.94 0.96 160.34 15.74 27.54

50 × 10 0.99 0.93 0.96 97.75 14.20 24.01

50 × 20 0.99 0.93 0.96 70.49 14.16 22.94

100 × 5 1.00 0.97 0.98 640.95 29.88 53.67

100 × 10 1.00 0.96 0.98 272.42 26.92 47.28

100 × 20 0.99 0.96 0.98 144.18 24.46 41.60

Table 4 shows that the autocorrelation is very large and becomes close to 1
when n increases. As described in [27], this is an evidence that the three spaces
are very smooth, i.e., neighboring solutions tend to have similar fitness values [8].
This aspect is very important because search algorithms [10–12] are, in general,
positively affected by the smoothness of the underlying fitness landscape.

5 Fitness-Distance Analysis of the Local Minima

As known in literature, evidence of the “big-valley” structure for a given fitness
landscape can be inferred by showing that the fitness-distance correlation [26] of
the local minima is large enough. A value larger than 0.15 is generally accepted
as threshold [14,15].

For each n × m configuration and for each neighborhood relation, Table 5
provides the minimum and maximum correlation coefficients between the fitness
and the distance of the local minima to the presumed global minimum. Moreover,
also the number of instances presenting a correlation larger than 0.15 is shown.

These results show that the “big-valley” hypothesis is clearly more evident
for the ASW neighborhood than for INT and INS. Moreover, in the latter cases,
the number of correlated instances seems to decrease when n increases1. Finally,
the number of machines m does not seem to influence the correlation coefficients.

1 Note that the results of the INS neighborhood on the 10-jobs instances, due to the
very small number of local minima, are not too much significant.
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Table 5. Fitness-distance correlations

n×m ASW INT INS

fdc #corr.inst fdc #corr.inst fdc #corr.inst

10× 5 [0.30, 0.85] 10/10 [0.33, 0.70] 10/10 [0.33, 0.97] 10/10

10× 10 [0.32, 0.75] 10/10 [0.29, 0.69] 10/10 [0.49, 0.88] 10/10

10× 20 [0.46, 0.84] 10/10 [0.33, 0.73] 10/10 [0.57, 1.00] 10/10

20× 5 [0.39, 0.83] 10/10 [0.25, 0.52] 10/10 [0.19, 0.50] 10/10

20× 10 [0.48, 0.71] 10/10 [0.25, 0.52] 10/10 [0.03, 0.39] 7/10

20× 20 [0.45, 0.69] 10/10 [0.20, 0.51] 10/10 [0.17, 0.51] 10/10

50× 5 [0.47, 0.68] 10/10 [0.10, 0.30] 7/10 [0.07, 0.19] 4/10

50× 10 [0.46, 0.59] 10/10 [0.06, 0.36] 4/10 [0.05, 0.18] 1/10

50× 20 [0.44, 0.55] 10/10 [0.09, 0.34] 5/10 [0.06, 0.25] 3/10

100× 5 [0.50, 0.64] 10/10 [0.04, 0.21] 1/10 [−0.01, 0.13] 0/10

100× 10 [0.46, 0.59] 10/10 [−0.02, 0.20] 3/10 [−0.06, 0.14] 0/10

100× 20 [0.37, 0.54] 10/10 [0.00, 0.13] 0/10 [−0.09, 0.20] 1/10

6 Distribution of the Local Minima

The distribution of the local minima has been investigated by means of two
experiments. The first aims at estimate the centrality of the global minimum with
respect to the other local minima, while the second goes in the opposite direction
and analyzes the distances of the local minima from the global minimum.

The optimum centrality is defined as the percentage value oc defined as

oc = 100 · dlmin − dgmin

dgmin
, (3)

where dlmin and dgmin are, respectively, the average pairwise distance among the
local minima and the average distance from the nearest global minimum. The
measure oc estimates how much the global minimum is centrally located with
respect to the other local minima [9]. A particular distinction has to be made
between positive (i.e., dlmin > dgmin) and negative (i.e., dlmin < dgmin) values.
For each n×m configuration and for each neighborhood relation, Table 6 reports
the minimum and maximum oc values together with the number of instances
where oc > 0.

Table 6 shows that, except the INS neighborhood in the 10-jobs instances,
only few oc values are negative. Moreover negative values have a very low magni-
tude. This suggests us to conclude that the global optimum tends to be located
inside the region of the local optima. Moreover, oc tends to decreases when n
increases. Therefore, it is likely that the global optimum tends to “move” towards
the borders of the local optima region when n increases.

The opposite analysis has been conducted by comparing the observed dis-
tribution of the local minima distances from the global minimum with respect
to their expected distribution in the case that they were randomly sampled.
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Table 6. Global optimum centrality

n×m ASW INT INS

oc # oc > 0 oc # oc > 0 oc # oc > 0

10× 5 [5.55, 34.44] 10/10 [−28.97,−15.91] 0/10 [−6.92, 40.74] 9/10

10× 10 [−5.44, 26.83] 9/10 [−34.89,−22.55] 0/10 [4.69, 23.38] 10/10

10× 20 [15.21, 34.61] 10/10 [−37.89,−18.83] 0/10 [−0.79, 100.00] 9/10

20× 5 [0.00, 7.20] 10/10 [1.18, 8.06] 10/10 [0.23, 10.10] 10/10

20× 10 [−0.94, 4.41] 9/10 [0.30, 5.99] 10/10 [−1.28, 6.82] 6/10

20× 20 [0.63, 4.83] 10/10 [1.92, 7.50] 10/10 [0.21, 5.70] 10/10

50× 5 [0.64, 4.01] 10/10 [0.67, 2.03] 10/10 [−0.08, 1.59] 9/10

50× 10 [−0.83, 1.89] 8/10 [0.48, 1.67] 10/10 [−0.18, 1.44] 9/10

50× 20 [−0.28, 2.20] 8/10 [0.33, 1.61] 10/10 [−0.06, 1.26] 9/10

100× 5 [0.83, 2.88] 10/10 [−0.01, 0.31] 9/10 [−0.58, 0.47] 7/10

100× 10 [−0.76, 1.46] 6/10 [0.06, 0.74] 10/10 [−0.57, 0.65] 9/10

100× 20 [−0.71, 0.79] 5/10 [−0.09, 1.05] 7/10 [−0.20, 0.52] 7/10

Figures 2a, b and c report the observed (blue bars) and expected (red bars) dis-
tributions for the first instance of the 50 × 10 problems, respectively, for ASW,
INT, and INS (the other instances seems to have a similar behaviour).

Fig. 2. Local minima distribution w.r.t. global min. for ASW (Color figure online)

These results show that the observed distribution is approximately similar
to the expected one, thus local minima look like as they are randomly sampled
from the set of all the permutations.

Furthermore, for ASW and INS the observed minima are a bit more than
the estimated ones at the left of the distribution mode. The opposite happen for
INT.
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7 Fitness Barriers

In this section we study the fitness barriers [24], restricted to the ASW search
space, which is the basis for the differential mutation operator described in [4,
20,21] (Figs. 3 and 4).

For every instance (n = 20, 50, 100 and m = 5, 10, 20), we have found
N = 10 000 local minima by means of a simple local search based on adjacent
swap moves. For each local minimum x, we have found, through a breadth-first
search, the closest point y which has a smaller fitness, i.e., f(y) < f(x). We have
then considered two variables: the length L of the shortest path from x to y, and
the largest fitness value H of the points in the path. Starting from H, we have
computed the relative variation R = H−f(x)

f(x) .

Fig. 3. Local minima distribution w.r.t. global min. for INT

Fig. 4. Local minima distribution w.r.t. global min. for INS
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L indicates how many steps one must go away from a local minimum in order
to escape from its attraction basin. H is the barrier height and denotes which is
the highest point one must pass through in order to find a better local minimum.

L has very low variability and, in all the experiments, presents an average
value very close to 3. This means that very often it is sufficient to walk for three
steps from a local minimum in order to find a better point.

The analysis of R shows that, in order to escape from a local minimum, it is
sufficient to accept values which are around 1% (for n = 20), around 0.4% (for
n = 50) and around 0.2% (for n = 100) worse than the minimum.

8 Conclusion

In this paper we have investigated the structure of PFSP-TFT instances. Three
different landscapes have been considered by analyzing the three most popular
neighborhood relations for PFSP solutions.

The experiments provide indications on the smoothness and the local optima
structure of the landscapes. The main result regards the evidence of a “big valley”
structure on the distribution of the local optima. With this regard, also a new
measure of optimum centrality has been introduced. Moreover, depending on the
neighborhood considered, different indications have emerged.

References

1. Baioletti, M., Milani, A., Santucci, V.: Algebraic particle swarm optimization for
the permutations search space. In: IEEE Congress on Evolutionary Computation
CEC 2017 (in press)

2. Baioletti, M., Busanello, G., Vantaggi, B.: Acyclic directed graphs representing
independence models. Int. J. Approx. Reason. 52(1), 2–18 (2011). http://dx.doi.
org/10.1016/j.ijar.2010.09.005

3. Baioletti, M., Chiancone, A., Poggioni, V., Santucci, V.: Towards a new generation
ACO-based planner. In: Murgante, B., et al. (eds.) ICCSA 2014. LNCS, vol. 8584,
pp. 798–807. Springer, Cham (2014). doi:10.1007/978-3-319-09153-2 59

4. Baioletti, M., Milani, A., Santucci, V.: Linear ordering optimization with a combi-
natorial differential evolution. In: 2015 IEEE International Conference on Systems,
Man, and Cybernetics, Kowloon Tong, Hong Kong, 9–12 October 2015, pp. 2135–
2140 (2015). http://dx.doi.org/10.1109/SMC.2015.373

5. Baioletti, M., Milani, A., Santucci, V.: A discrete differential evolution algorithm
for multi-objective permutation flowshop scheduling. Intell. Artif. 10(2), 81–95
(2016). http://dx.doi.org/10.3233/IA-160097

6. Baioletti, M., Milani, A., Santucci, V.: An extension of algebraic differential evolu-
tion for the linear ordering problem with cumulative costs. In: Handl, J., Hart, E.,
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Abstract. Facebook comments and shared posts often convey human biases,
which play a pivotal role in information spreading and content consumption,
where short information can be quickly consumed, and later ruminated. Such bias
is nevertheless at the basis of human-generated content, and being able to extract
contexts that does not amplify but represent such a bias can be relevant to data
mining and artificial intelligence, because it is what shapes the opinion of users
through social media. Starting from the observation that a separation in topic
clusters, i.e. sub-contexts, spontaneously occur if evaluated by human common
sense, especially in particular domains e.g. politics, technology, this work
introduces a process for automated context extraction by means of a class of
path-based semantic similarity measures which, using third party knowledge e.g.
WordNet, Wikipedia, can create a bag of words relating to relevant concepts
present in Facebook comments to topic-related posts, thus reflecting the collec-
tive knowledge of a community of users. It is thus easy to create human-readable
views e.g. word clouds, or structured information to be readable by machines for
further learning or content explanation, e.g. augmenting information with time
stamps of posts and comments. Experimental evidence, obtained by the domain
of information security and technology over a sample of 9M3k page users, where
previous comments serve as a use case for forthcoming users, shows that a simple
clustering on frequency-based bag of words can identify the main context words
contained in Facebook comments identifiable by human common sense. Group
similarity measures are also of great interest for many application domains, since
they can be used to evaluate similarity of objects in term of the similarity of the
associated sets, can then be calculated on the extracted context words to reflect
the collective notion of semantic similarity, providing additional insights on
which to reason, e.g. in terms of cognitive factors and behavioral patterns.
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1 Introduction

Facebook comments can be elicited by the aggregation of users in homophily [23]
communities, e.g. by interest or opinion. We start from the observation that users can
become polarized comment after comment, where they comment expressing similar
concepts or with respect to a similar level of abstraction. Besides the preferential
attachment approach [23] in fact, users often comment the main topic using the same
use cases. For example, in the domain of information security, where a previous
comment asks how to solve a problem, other users will probably seek help and create
questions about the same problem, because they trust the source (who can be a previous
commenter, or the user/page posting the main post) and they think to have the same
problem. In information technology it also happens, as every computer scientist knows,
in the well-known “fix-my-PC” problem. In Facebook, previous commenters can
reinforce, and then drive, the polarization on particular sub-topics. Such sub-topics,
containing in most cases an information bias, will often be off-topic with respect to the
main post topics. In our work, we propose a process to separate clusters of in-topicness,
where concepts underlying the content of comments are grouped by similarity with the
concepts underlying the main topic. Experimental evidence, evaluated by human
common sense, shows that such sub-topics form sub-contexts. In this work, posts and
comments are extracted from the Facebook graph and are preprocessed with basic
Natural Language Processing techniques [13]. The obtained bag of words is considered
a set of candidate topics for sub-contexts. Semantic path-based WordNet distance [12]
Leacock-Chodorow similarity [22] and Wu-Palmer similarity [20] are calculated, by
means of the hierarchy of an ontological knowledge base, e.g. WordNet [1] where
experiments have been implemented using path-based distances between pairs of term
pairs (word1 from the main topic, word2 from each comment) for computation sim-
plicity, but can be exploited also on Web-based semantic measures. The proposed
approach can be applied to different distances in a social or collaborative taxonomy
(e.g. Wikipedia [6, 7] Linked Data [24]). Preprocessed data, augmented with the
similarity values, are then submitted to a clustering algorithm (e.g. Expectation-
Maximization or simple K-means [25]) to obtain the sub-context clusters, that we
validate by human common sense as a preliminary analysis. Since clusters are linkable
to the same third party knowledge base (in our case, WordNet), in which the content
similarity is calculated, a further evaluation can be done by referring to word-to-word
semantic distance, or validating already accepted tagged data sets, where clusters can
be compared to class tags to which a word pertains, or not.

The exploration of social networks or Web content using their semantic meaning is
a consolidated modern approach to information extraction. The similarity measurement
between documents and text has been extensively studied for information retrieval and
Web-based measures [11, 12].

Content Based Image Retrieval (CBIR) [3, 18] enables satisfactory similarity
measurements of low level features. However, the semantic similarity of deep rela-
tionships among objects is not explored by CBIR or other state-of-the-art techniques in
Concept Based Image Retrieval and artificial intelligence. A promising idea is that it is
possible to generalize the semantic similarity, under the assumption that semantically
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similar terms behave similarly [4, 17, 19, 26]: the features of the main semantic prox-
imity measures used in this work can be used in group similarity [27, 28] as a basis to
extract semantic content, reflecting the collaborative change made on the web resources.

The example provided in Fig. 1 shows the different similarity recognition by
humans and computers. Humans always have some bias [CIT SCIENCE FEB 2017]
because of their cultural, educational or formation, besides the pure opinion that can be
expressed in textual contributions to social or collaborative networks. Such a bias is a
personal or community-based direction that will drive and shape opinions of other users
participating to the same community, or potential ones. Such a bias is an important
characteristic of the human being, and when politically wrong, it should be fixed by
formation, not by filtering. With these premises, the most common problem of algo-
rithms for automated tagging or context extraction is that they suffer to be
domain-dependent. In particular machine learning approaches, which is the one with
the best performance in many cases, suffers of the well-known problem of over-fitting.
Now, it has been proved that semantics derived automatically from language corpora
contain human-like biases: as quickly as it can learn, a machine learning process can
amplify a bias. For instance, the pleasantness of a flower or unpleasantness of an insect
can depend on cultural basis, but pushing too much the association between such
accepted biases can lead over a racist threshold that, if generated by machines fol-
lowing human biases, is not acceptable by human politically-correct behavior.

In this point of view, is thus important that such biases are represented, being a
content that will objectively shape opinions and cannot disappear in the analysis, but
are not amplified, being considered a negative element. In other words, in this approach
algorithms should not have opinions. The approach proposed in this paper is less
domain-dependent, and does not pertain to that class of algorithms that can amplify the
human bias, therefore can be preferred to machine learning, depending on the final
goal, even when machine learning may have comparable or better results, which
usually happens only in particular domains.

Karen: Happy honey-
moon!
Andy: Oh! So sweet!
Bob: Enjoy your kiss, guys.

Alice: cute puppy! 
Ken: Haha, big nose!
Danial: I want to meet your dog.

Frank: Nice wedding! 
Henry: I like your rings.
Jack: Where did you buy 
your bride flower?

Fig. 1. Image similarity discovery comparison between computer and human
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2 Related Work

2.1 WordNet Similarity

WordNet [1], is one of the applications of semantic lexicon propose for the English
language and is a general knowledge base and common sense reasoning engine. Recent
researches [2] on the topic in computational linguistics has emphasized the perspective
of semantic relatedness of two lexemes in a lexical resource, or its opposite, semantic
distance. The work in [12] brings together ontology and corpora, defining the similarity
between two concepts c1 and c2 lexicalized in WordNet, named WordNet Distance
(WD), by the information content of the concepts that subsume them in the taxonomy.
Then [27] proposes a similarity measure in WordNet between arbitrary objects where
lso is the lowest super-ordinate (most specific common subsumer):

dðc1; c2Þ ¼ 2� log pðlsoðc1; c2ÞÞ
log pðc1Þþ log pðc2Þ ð1Þ

The advantage of a WordNet similarity (where, results being normalized in a range
[0, 1], similarity = 1 − distance) is to be based on a very mature and comprehensive
lexical database, which provides measures of similarity and relatedness: WordNet, in
fact, reflects universal knowledge because it is built by human experts; however,
WordNet Distance is only for nouns and verbs in WordNet, but it is not dynamically
updated. In Fig. 2, the “is a” relation example can be seen from [12].

Fig. 2. WordNet “is a” relation example
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2.2 Wikipedia Similarity

WikiRelate [5] was the first research to compute measures of semantic relatedness using
Wikipedia. This approach takes familiar techniques that had previously been applied to
WordNet and modified them to suit Wikipedia. The implementation of WikiRelate
follows the hierarchical category structure of Wikipedia.

The Wikipedia Link Vector Model (WLVM) [6] uses Wikipedia to provide struc-
tured world knowledge about terms of interest. The probability of WLVM is defined by
the total number of links to the target article over the total number of articles.
Therefore, if t is the total number of articles within Wikipedia, the weighted value w for
the link a ! b is:

wða ! bÞ ¼ ja ! bj � logð
Xt

x¼1

t
jx ! bjÞ ð2Þ

where a and b denote the search terms.
Among the approaches that use the hyperlink structure of Wikipedia rather than its

category hierarchy or textual content, there is also the Heuristic Semantic Walk [26],
that makes use of a search engine as a third-party knowledge base (e.g. Bing, Google)
on which to calculate a Web-based similarity used as heuristic to drive a random
walk. Wikipedia similarity reflects relationships as seen by the user community [7],
which is dynamically changing as links and nodes are changed by the users collabo-
rative effort. However, it only can apply to knowledge base organized as networks of
concepts.

2.3 Flickr Similarity

Flickr distance (FD) [8] is another model for measuring the relationship between
semantic concepts, in visual domains. For each concept, a collection of images is
obtained from Flickr, based on which the improved latent topic-based visual language
model is built to capture the visual characteristics of the concept. The Flickr distance
between concepts c1 and c2 can be measured by the square root of Jensen-Shannon
divergence [9, 15] between the corresponding visual language models, as follows:

D(C-1,C-2) =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
i¼1

PK
j¼1 DJS(PZiC1 PZjC2

�� )

K2

s
ð3Þ

where

DJS = (PZiC1 PZjC2

�� ) ¼ 1
2
DKL(PZiC1 Mj ) +

1
2
DKL(PZjC2 Mj ) ð4Þ

K is the total number of latent topics, which is determined experimentally. PZi C1

and PZj C2 are the trigram distributions under latent topic zic1 and zjc2 respectively,
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with M representing the mean of PZi C1 and PZj C2. The FD is based on Visual
Language Models (VLM), which is a different concept relationship respect to WordNet
Similarity and Wikipedia Similarity.

2.4 Context-Based Group Similarity

Set similarities in images [9, 10, 27], emotions [28] and, in general, web entities, can be
calculated by means of underlying pair-based similarities with semantic proximity,
based on user-provided concept clouds. A semantic concept cloud related to a Web
object (e.g. image, video, post) includes all the semantic concepts associated to or
extracted from the object. Typical sources for semantic concepts are tags, comments,
descriptors, categories, or text surrounding an image. As shown in Fig. 3, Image Ii and
Image Ij are a pair of images to be compared. Ti1, Ti2,…, Tim are original user provided
tags of image Ii, while Tj1; Tj2,.., Tjn are original user provided tags of image IJ.

Given DIij as the distance (or equivalently, the similarity) of image Ii and image Ij,
we define the Group Distance (GD):

DIij ¼ AVG2 AVG1 SELðdTim!jnÞ
� �

;AVG1 SELðdTjn!imÞ
� �� � ð5Þ

where SEL could be the maximum MAX, the average AVG or the minimum MIN of d,
the similarity calculated by algorithm (Confidence or NGD [15] or PMI [14]), as in
Eqs. (6–9).

Fig. 3. Group similarity core algorithm
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dTim ! dTjn ¼

dTi1!j1; dTi1!j2; dTi1!j3; . . . dTi1!jn

dTi2!j1; dTi2!j2; dTi2!j3; . . . dTi2!jn

. . .; . . .; . . .; . . . . . .

dTin!j1; dTin!j2; dTin!j3; . . . dTin!jn

0
BBB@

1
CCCA

dTim ! dTjn ¼

dTj1!i1; dTj1!i2; dTj1!i3; . . . dTj1!im

dTj2!i1; dTj2!i2; dTj2!i3; . . . dTj2!im

. . .; . . .; . . .; . . . . . .

dTjn!i1; dTjn!i2; dTjn!i3; . . . dTjn!im

0
BBB@

1
CCCA

ð6Þ

AVG1 SELðdTim!jnÞ
� � ¼ avg SELðdTi1!jnÞ; SELðdTi2!jnÞ; ; SELðdTim!jnÞ

� � ð7Þ

AVG1 SELðdTjn!imÞ
� � ¼ avg SELðdTj1!imÞ; SELðdTj2!imÞ; ; SELðdTjn!imÞ

� � ð8Þ

AVG2 ¼ AVGAVG1;AVG2 ð9Þ

3 Experiment

Information about Facebook post and comment similarity is extracted from raw data
using a five-phases algorithm:

1. In the first phase Facebook post and comment data is harvested from public
Facebook pages using an ad-hoc developed data pull app that have been registered
on the social network.

2. Retrieved posts and comments are preprocessed to extract nouns.
3. Different ontology-based similarity measures are calculated on filtered nouns, where

the distance between comments and the main topic are indagated.
4. Clustering is exploited on noun pairs augmented with similarity values.
5. Obtained clusters are visualized by a tag cloud and evaluated by means of human

common sense.

Python, the Natural Language ToolKit [21], and TextBlob library are used to
extract information, to analyze it using NLP techniques, and to compute word
similarities.

3.1 Data Collection

Data are collected scraping the Facebook page @Security, which had (at time of
experiments) over 9 million and 3 hundred thousand users. The access to Facebook
data is allowed only to registered developers that write approved apps. The general
policy on data access granted by Facebook include information from public Facebook
pages or public posts written by normal users. To access private personal and post data
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the user should install an app on his Facebook account and grant it specific permis-
sions: in this case, apps can access all the data, for a limited time.

Based on this premise, our data extraction algorithm from Facebook uses public
posts from the page, and comments related to each post. These data are requested to
Facebook using the Facebook Graph API, a low-level HTTP interface to node, edge
and field information, where nodes are Facebook objects (users, photos, pages, posts,
comments, et cetera) connected through edges (photos in the page, and their comments)
while fields are the specific information contained in nodes, i.e. attributes.

3.2 Preprocessing Phase

The extracted Facebook post and comment data have undergone a Part Of Speech
(POS) tagging. Such preprocessing phase is needed to identify nouns, verbs, adjectives
and other phrase components (Table 1).

3.3 Word-Level and Set-Level Similarity

After identifying the nouns contained in the post/comment, similarity between post and
comment nouns is computed using two different strategies, each using three measures.
The third-party knowledge base used for experiments is the lexical resource WordNet.
In WordNet we identify the set of synonyms of nouns (i.e. synset) to which the word
pertains, then we extract the first term included in the synset (as a synset name). Then,
similarity (i.e. distance, by its inverse) is calculated by means of relations linking
words, traversing the taxonomy through the hypernym hierarchy, i.e. “IS-A” relations.

The two implemented strategies differ on how Facebook comment features are
extracted. The first technique uses a comment tag, i.e. one tag per comment, where the
tag is a word used in the comment, using a set similarity. The other technique is based
on exploiting the inner set similarities, calculating the pair distances between each of
the nouns used in each comment and each word of the main post, i.e. the commented
topic.

Table 1. @Security page example of raw data

Topic: “Being safe online often starts with the developers who create the products we use every
day. Today we’re sharing tips for developers to write more secure code and help avoid security
risks. #SID2017”
SampleComment1: “It would be nice to control if my post can be shared by other people. My
sister in law shares all my posts”
SampleComment2: “I’d like to report a problem. I clicked on a photo story about Tomatoes and
had an Attack on my computer. My security stopped the attack, and I quickly shut down. I went
back to the site later and took a screen shot of the site, but never again clicked on it. I would like
to show you the site, but don’t see any place to post the photo. Please contact me.”
SampleComment3: “How can I stop my friends seeing comments I make on other friend’s posts
who are not also their friends?”
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Anadjacencymatrix is then built on similarities, pair by pair, where similarities are the
path-based WordNet distance [12], Leacock-Chodorow similarity [22] and Wu-Palmer
similarity [20].

Using path similarity, a measure on how two words are similar is calculated based
on the shortest path distance between the two terms found analyzing the hypernym
relationship tree.

Leacock-Chodorow combines a taxonomy shortest path (i.e. length) between two
associated word senses and the maximum taxonomy depth (D) using the following
formula:

SimLch¼ � log
lenght
2 � D ð10Þ

Wu-Palmer similarity measure uses the taxonomy depth of two associated concepts
(a and b) and the depth of the least common subsumer LCS (i.e. the nearest common
parent concept (Tables 2 and 3)).

Simw&p¼
2 � depth LCSð Þ

depth að Þþ depth bð Þ ð11Þ

3.4 Clustering Phase

Metrics of similarity provide data as distances in a Euclidean space. In general, any
proximity measure can be used for clustering, even if it is not a metric, if the function
following which the clustering algorithm will decide at each step where to include an
evaluated point in a collection is defined (Table 4).

Table 2. @Security page example preprocessing: nouns extracted from text

Topic: “online, developers, products, day, Today, tips, developers, secure, code, security, risks,
SID2017”
SampleComment1: “post, people, sister, law, shares, posts”
SampleComment2: “problem, photo, story, Tomatoes, Attack, computer, security, attack, site,
screen, shot, site, site, place, photo, Please”
SampleComment3: “friends, comments, friend, posts, friends”

Table 3. @Security page example synset extraction from WordNet ontology

Topic: “developer, merchandise, day, today, tip, developer, code, security, hazard”
SampleComment1: “post, people, sister, law, share, post”
SampleComment2: “problem, photograph, narrative, tomato, attack, computer, security, attack,
site, screen, shooting, site, site, topographic_point, photograph”
SampleComment3: “friend, remark, friend, post, friend”
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The EM (Expectation-Maximization), as defined in [25] is an iterative algorithm for
finding the maximum likelihood of estimated parameters, in statistical methods where
the model depends on latent variables, e.g. from equations which cannot be resolved
directly, or from data which were not observed, where the existence of such data can be
assumed true. EM iteration rotates an expectation step (E), which iteratively calculates
the expected likelihood on the current estimate of parameters, and a maximization step
(M), which estimates which parameters maximize the expected likelihood, calculated in
the E step until convergence, where updating the parameters does not increase anymore
the likelihood.

K-means [25] is a clustering method to partition n observations into k clusters with
the closest average (mean). The problem is computationally difficult (NP-hard), but
algorithms exist, which make use of heuristics to converge quickly in a local optimum,
similar to EM, through finishing steps.

3.5 Final Visualization

The human evaluation experiments have been held for the quality assessment of
extracted sub-context, i.e. clusters. Experiments have been designed in a group of 12
experts, members of University of Perugia, from staff and students. Cloud tags related to
sub-contexts clusters generated by the proposed algorithms from a pair of concept seeds
extracted from Facebook comment pairs, have been submitted to the expert team. The
experts have been asked to assess the relevance of the generated context on a range from
0 to 5 on a Linkert scale, by evaluating the context in the form of tags cloud where a term
is shown in its cluster, with a size depending on its in-topicness. The clouds have been
computed in three main of expertise for the different semantic proximity measures. In
Fig. 4 we can see the tag cloud for the pair (Mars, Scientist) using a PMING-based HSW
in (Wikipedia, Bing) from [11, 29] as an example. Tag clouds and dispersion graphs
have been used, for visibility and readability issues. Tag clouds (see Fig. 4) basically

Table 4. @Security page example - similarity between each topic nouns’ synset and each
comment nouns’ synset to be submitted for clusterization

Post noun Post noun
synset

Comment
noun

Comment noun
synset

Path
sim.

LCH
sim.

WUP
sim.

Developers Developer Computer Computer 0.091 1.240 0.444
Products Merchandise Computer Computer 0.143 1.692 0.625
Day Day Computer Computer 0.077 1.073 0.143
Today Today Computer Computer 0.071 0.999 0.133
Tips Tip Computer Computer 0.083 1.153 0.353
Developers Developer Computer Computer 0.091 1.240 0.444
Code Code Computer Computer 0.077 1.073 0.143
Security Security Computer Computer 0.067 0.930 0.125
Risks Hazard Computer Computer 0.091 1.240 0.286
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show a parameter (i.e. similarity value) at a time, where bigger terms correspond to the
most similar words. These representations are well suitable to human evaluation. In our
case, tag clouds represent each concept to be compared to the main topic.

4 Experimental Results and Discussion

In this work we introduced a method to investigate and identify the main context words
obtained from Facebook posts and related user comments. The method is based on
Natural Language Processing Part of Speech nouns extraction from sentences, simi-
larity measurement using WordNet ontology, and clustering techniques.

Results show that clustering on frequency-based bag of words gives interesting
results in the identification of topic contained in Facebook and it is more similar to
human judgment than low level features comparison.
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Abstract. Embedded systems are systems in which hardware and soft-
ware are closely related. In the embedded system, the software controls
the hardware.

We focused on “Ruby” which is an object-oriented programming
language and scripting language to improve development efficiency of
embedded systems. We developed mruby which applied Ruby so that
it can be used in embedded systems, and this overview is described in
this paper. mruby provides the real-time and hardware access features
required in embedded systems development.

1 Introduction

Embedded systems are systems in which hardware and software are closely
related. In the embedded system, the software controls the hardware.

Generally, since the value of the system is determined by the hardware and
software, the cost of an embedded system is depending on the software develop-
ment cost.

We focused on Ruby which is an object-oriented programming language and
scripting language to improve development efficiency of embedded systems [1,2].
We developed mruby which applied Ruby so that it can be used in embedded
systems, and this overview is described in this paper.

2 Internet of Things

In this section, we describe that the embedded system includes IoT and show
the development way of the embedded system.

2.1 Embedded System

Recently, IoT (Internet of Things) that utilizes various devices connected to a
network has become popular. According to a white paper from Cisco, 50 billion
devices will be connected to internet [3]. The goal of IoT is used by informa-
tion obtained from the device for service. The service provider is expected to
implement and release their own ideas as a service in a short time.

c© Springer International Publishing AG 2017
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Since the IoT service is built by both hardware and software technologies are
involved. Development of the system is sometimes difficult. In general, developers
develop and release services through complicated program logic and its trial and
error. Competitiveness in IoT is the quality of service, which is beneficial to
users.

The development cost if the problem in releasing the IoT services. In IoT,
since the area that realizes ideas greatly contributes to the quality of service,
it is important how quickly software can be implemented. As embedded system
developers are required to have a combination of hardware and software skills,
development costs of embedded systems are high.

2.2 Software Prototyping

Development processes based on software prototyping are often used to develop
IoT services. Software prototyping is a method to make it easier to grasp the
image of the final product in the future by implementing incomplete software
that operates in a short time.

IoT service has a large gap between ideas and implementations. The idea of
IoT is conceived focusing on the service the user receives. On the other hand, the
information acquired from the environment by the device is a sensor value, and
implementation dependent on hardware is required. Furthermore, when analysis
of sensor data is necessary, development of IoT service becomes complicated.

Software prototyping is an effective way of developing such an IoT service.
IoT uses results obtained by blending various sensors for service. It is not often
that program logic for processing sensor data has been decided from the begin-
ning, and we will complete the IoT service by repeatedly testing with prototypes.

In software prototyping, it needs to be able to implement operating software
“in a short time”. Software prototyping develops prototypes based on ideas, tests
prototypes, and iterates development using feedback. By using the feedback of
the result of testing the prototype, the quality of the service improves. Therefore,
it is essential to successful development to iterate this cycle quickly.

Software prototyping is widely known as agile development. Many IT startup
companies are adopting this method in order to release software in a short time
and continuously improve the product quality.

2.3 Embedded Systems Development

IoT is a system that combines hardware and software. Development of an embed-
ded system has the following features.

– Coding in C Language
Embedded system software controls hardware. Because hardware control
requires direct access to memory and IO address space, many of them are
coded in C language. Generally, software development in C language is expen-
sive and development time tends to be long.
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– Real-time Processing
In the embedded system, the software operates according to a signal from
the outside. The real-time processing ensures that a procedure starts in exact
time after the signal from the outside.
For example, consider an application that controls the motor at a constant
rotation speed. Software starts to move at the output of the sensor that
detects the rotation of the motor, and the rotation speed of the motor is
obtained by measuring the time. Compares the rotation speed of the motor
calculated by software with the target value and controls the output current
driving the motor. In this application, time measurement is an important
factor, and real time processing is used here.

– Limited Resources
Processor power and memory available in devices is limited. Embedded sys-
tems are stored internally as part of the product. Embedded systems are
developed with the smallest possible hardware to lower product costs and
reduce the power consumed by products. That means, it is required that
resources consumed at the time of execution are low.

– Device Dependent
Embedded systems are used in a variety of environments and as various appli-
cations, so devices to be implemented vary. Furthermore, because embedded
systems deal with hardware with software, description of software tends to
depend on hardware.
In one example, since the microprocessor used in the existing embedded sys-
tem becomes obsolete and corresponds to a different processor, a correction
that affects the entire software is necessary.

In the development of embedded systems, so far, development costs are high
because of various restrictions and difficulties as showed above. In IoT, ser-
vices are performed by software, and software scale is large. IPA (Information-
technology Promotion Agency, Japan) reports that about half of the development
cost of embedded products are the software development cost.

In order to reduce the cost of embedded systems, especially IoT products. It
is expected to lower software development costs.

3 mruby

This section shows a method for efficiently developing software.

3.1 Programming Language Ruby

In developing Web applications, the programming language Ruby is typically
used. Programming language Ruby is just an object-oriented scripting language,
published by Matsumoto Yukihiro as open source software in 1995. In 2005, the
Web application framework Ruby on Rails was released and used as a standard
for Web applications in many commercial services. In 2012, Ruby was interna-
tionally standardized as ISO/IEC 30170.
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Ruby is well known by its high development efficiency. High development
efficiency of Ruby comes from the readability and flexibility of the code. The
readability of code contributes not only to the development of software but also
to maintenance and functional improvement. The reason why Ruby is adopted
in a Web application is that development of software and subsequent addition
of functions can be done smoothly.

The syntax of the Ruby program is not just flexible but also has many func-
tions. Ruby has many built-in classes and methods, especially various abstract
data supporting features such as Array and Hash are powerful. On the other
hand, the Ruby interpreter needs a lot of resources to execute because of syntax
and semantic analysis process. Many Ruby applications are Web applications,
so there are no problems in consuming resources in the server machine.

3.2 mruby

We tried to apply Ruby’s high development efficiency to the development of
embedded software. This attempt was conducted as a project of the Ministry of
Economy, Trade and Industry of Japan from 2010 to 2012. The programming
language mruby is a deliverable of this project, which is published as open source
software.

Ruby was an interpreter language, but mruby is a compiler language. The
mruby compiler generates bytecode from the mruby program and executes the
generated bytecode in mruby virtual machine (VM). In this mechanism, the
compiler needs many resources, but the development environment has enough
resources for the compilation, so there is no problem. The mrubyVM which
executes bytecode is small and it works well even with small microprocessor.

The bytecode is a device-independent format. Various processor architec-
tures and memory architectures are adopted in embedded systems. As mrubyVM
absorbs differences between the architecture of the target devices, bytecode works
the same way in all mrubyVM without any changes (Fig. 1).

3.3 mruby Compiler and VM

The mruby compiler creates bytecode from mruby’s source code and mrubyVM
executes this bytecode. As mrubyVM abstracts the hardware of the target device,
bytecode does not depend on device architecture. In other words, by simply
preparing the mruby VM of the target device, we can move the bytecode of the
mruby program on that target device.

On the other hand, since the implementation of mrubyVM depends on hard-
ware, it must be built for the target device. Generally, development of target
device software requires a cross development environment. Since mrubyVM is
implemented in C99, in which almost all cross development environments based.
Portability of mrubyVM is high.



mruby – Rapid IoT Software Development 737

Fig. 1. Compile and Deploy

4 Implementation

In this section, we describe the implementation of mruby which satisfies the
requirement of the embedded system mentioned in Sect. 2.3.

4.1 mruby VM

The biggest purpose of mruby is to abstract hardware and absorb differences
between different devices. Embedded systems are composed of various architec-
tures. The most prominent is a CPU, and the operation code handled by the
CPU is an expression peculiar to each CPU. Also, the difference in memory
architecture arises when word access is made to memory, which is called endian.
Also, the difference in OS also gets a big influence. The smallest embedded sys-
tem does not have a OS, and in a large embedded system, a general purpose OS
having MMU (Memory Management Unit) function is used.

In order to absorb these various differences, mruby executes the program in
the virtual machine (VM). This virtual machine is a register machine and has
many registers (virtually infinite number of registers in a normal implementa-
tion), and the program performs arithmetic between registers. This differs from
the office CPU in that all registers handle Ruby objects, which make it possible
to efficiently execute Ruby programs.

Method invocation in Ruby is described by the register machine as showed
in Fig. 2.

Many times of software execution of an object-oriented language are the time
of method invocation on an object. In Ruby’s method invocation, a method is
searched and a matching method is called. Reducing the time of method invo-
cation improves the performance of the program execution. Because allocation
of registers is done by the compiler, it can be executed with a simple operation
of registers at the time of execution. This point is the merit of mruby VM.
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Fig. 2. Registers in VM

In mruby all programs are described as methods, methods belong to objects
or class objects, and are called instance methods and class methods, respectively.

For example, after compiling the following mruby code.

a = Foo.new
b = a.bar

The following bytecodes are generated.

000 OP_GETCONST R3 :Foo
001 OP_SEND R3 :new 0
002 OP_MOVE R1 R3 ; R1:a
003 OP_SEND R3 :bar 0
004 OP_MOVE R2 R3 ; R2:b

First, the class object of Foo is stored in R3 and the new method is called
(OP SEND means a method call). Before establishing OP SEND, the register top is
changed to R3 because the register frame begins R3. The return value of the new
method of the Foo object is returned by R3 which is the top of the register frame.
And the return value is transferred into variable a which is register R1. The return
value of Foo.new is instance of class Foo. Next, bar method is called using R3.

Final value which is the return value of a.bar is stored in R3 and it is trans-
ferred into R2.

4.2 Incremental GC

Many object-oriented programming languages have a garbage collection(GC)
feature for management of memory used by objects. GC can check the object
(memory) that is no longer needed, manage the memory, and prevent memory
leak at the same time.

GC algorithms of Ruby and Java are Mark&Sweep and Generation GC.
These algorithms can check a lot of memory per unit time and have high per-
formance. However, during GC execution, program execution by VM is stopped
in these GC algorithms. When using Ruby or Java in the Web system, since the
program stop by GC is at most several seconds, there are few problems in the
operational phase.
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Mark&Sweep and generational GC are not suitable for embedded systems
that need real-time performance because VM execution stops during GC exe-
cution. Real-time of the embedded system is to guarantee the time from the
occurrence of external input (or interrupt) until the start of execution of the
target program. For example, periodic program execution every certain time by
the timer interrupt.

Whereas ordinary GC stops VM execution and checks all objects, incremental
GC guarantees VM downtime due to limitation of the number of objects checked
at one time. Since the object to be checked is limited, overhead of accessing the
object occurs, but real time can be guaranteed.

4.3 C Interface

In the embedded system, the software controls the hardware.
In order to describe software for embedded systems with mruby, it is neces-

sary to have a mechanism for safely calling functions that are provided in the
C language. mrubyVM has a function to create API calling C library. You can
easily add a wrapper function that has to call the C library.

Hardware operation in the device is controlled over the IO port directly
connected to the hardware. To directly operate the IO port, access to the physical
address is indispensable, and a pointer to the C language is optimal for this
purpose. Since the C language has the function of directly accessing the physical
address of the device, many embedded systems are implemented in C language.

The following code is a simple C wrapper function for mruby. This wrapper
function is for calling the sin function in C language from mruby’s sin method.
The implementation of the wrapper function is straightforward if there is a C
language library.

static mrb_value
math_sin(mrb_state *mrb , mrb_value obj)
{

mrb_float x;

mrb_get_args(mrb , "f", &x);
x = sin(x);

return mrb_float_value(mrb , x);
}

5 Security

IoT devices are widely distributed in our daily life and they are connected to
many equipment. The unauthorized use and information leakage cause serious
problems. To prevent such problems, security features are necessary [4].
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Since the available resources in an IoT device are limited, it is necessary light-
weight security features. Although security is essential encryption, lightweight
encryption algorithm in IoT is desired.

5.1 Cryptosystems

Cryptosystems that can be used for information encryption can be broadly clas-
sified into secret key cryptosystem and public key cryptosystem.

Common Key Cryptosystem. Common key algorithms are algorithms for
cryptography that use the same cryptographic keys for both encryption of
plain text and decryption of cipher text. Keys must be properly managed,
but generally the amount of computation is small. It is implemented as DES,
AES and so on.

Public Key Cryptosystem. Public key cryptography, or asymmetric cryp-
tography, is any cryptosystem system that uses pairs of keys, public key and
private key. The cipher text which is encrypted with one key can be decrypted
only by another key. Public key is widely published. However, it is difficult
to obtain a secret key from the public key, so key management is simple. It
is only necessary to close and manage only the secret key in the system. It is
implemented as RSA and so on.

Fig. 3. Cryptosystems

An example of the use of encryption is shown in Fig. 3.
In the common key cryptosystem, a cipher text is generated from plain text

using a common key. This cipher text is decrypted into plain text by the same
common key. In the public key cryptosystem, a cipher text is generated from
a plain text using a public key. This cipher text is decrypted only by the pair
secret key. Conversely, a cipher text created using a secret key can be decrypted
only by the public key.

Public key cryptography is used as a basic technology for information encryp-
tion and digital signature.
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5.2 Security in IoT

In IoT, the information acquired in a variety of devices is utilized in conjunction
with the service. Sensor data device is information having a value. It is necessary
to encrypt the data when transmitting the data. Further, it operates embedded
software in the IoT device is also required a mechanism which does not execute
the illegal softwares. Encrypting data and avoiding illegal softwares must be
realized in limited resources.

With the public key method, it is possible to decrypt the encrypted pro-
gram using only the public key, and the encrypted program can be created only
with the secret key. Thus, in general the software authentication, but the pub-
lic key system is suitable, the resources IoT device can be used is limited, the
implementation of a public key system is not practical.

5.3 mruby Security Options

In mruby, the application program is compiled into byte code, and mruby VM
executes byte code sequentially as Fig. 1.

In order not to run unauthorized software, to implement a software authen-
tication of the byte code in the mruby VM. Since byte code is continuously
authenticated during execution, a mechanism of authentication with a small
calculation amount is desired.

In addition to the implementation published in open source software,
mruby offers several commercial options. As one of these options, a software

Fig. 4. mruby program execution without/with security option
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authentication function is provided. In the software authentication function, it
is checked whether or not the byte code has been compiled in the correct devel-
opment environment.

Figure 4(a) shows execution of bytecode of open source version mruby, and
Fig. 4(b) shows execution using that security option.

Security options provide compilers and VM, which hold private and public
keys internally. The compiler generates encrypted byte code using the secret key
when compiling mruby source code. Encrypted byte code can be executed only
with decryptable mruby VM and mruby VM have a public key. Since the public
key is widely published, and it cannot be forged by the public key. As a result,
it is possible to run the only byte code that is encrypted created using a secret
key in the pair. This procedure, avoids the execution of unauthorized software.

6 Conclusion

The mruby has been released as open source software [5]. mruby is a MIT license,
and it can be freely used regardless of commercial or non-commercial use. We
expect mruby to contribute to the development of embedded software engineers.
Although mruby has not yet adopted its record yet and is under verification, it
is a technology to improve the development efficiency of embedded software.

As future research and development, mruby/c with miniaturized mruby is
being developed [6]. mruby/c is an implementation assuming execution with an
one-chip microprocessor, aiming for cost reduction and power savings as well as
development efficiency improvement.

Acknowledgment. This paper is based on results obtained from a project com-
missioned by the New Energy and Industrial Technology Development Organization
(NEDO), JAPAN.
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Abstract. Building an ontology is not a simple task, because ontology devel-
opment is a craft rather than an engineering activity. Ontology development
depends on many factors, for examples, background of the domain experts,
engineering techniques, need much time to investigate the domain in detail, and
also it is a creative task. Then it is very easy to make mistakes due to lots of
various new concepts for many users. Therefore ontology developers and
researchers need best practices as well as ontology design patterns to construct
good quality ontologies. However, the absence of structured guidelines, meth-
ods, and good practices hinders for the development of ontologies. We have
developed a large user centered ontology to represent agricultural information
and relevant knowledge in user context of Sri Lankan farmers. Through this
development we have come across various design models and techniques. In this
paper, we have highlighted those models and techniques that will be helpful for
the users in the field of ontology development. This discussion is mainly based
on three different scenarios. Scenario one mainly concerns for identifying the
basic ontology components and their representations. Other scenarios such as
event handling for complex real-world situations and conceptualization of
overlapping concepts for the farmer location are discussed in detail and repre-
sented by using well-known Protégé tool.

Keywords: Ontology design � Design issues � Ontology design patterns �
Modeling solutions

1 Introduction

Ontology development is a craft rather than an engineering activity [1]. Because
building an ontology is not a simple task. It is very difficult task because it depends on
many factors, for examples, background of the domain experts, engineering techniques,
need much time to investigate the domain, and also it is a creative task. Furthermore,
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the absence of structured guidelines, methods, techniques and good practices hinders
for the development of ontologies. Many users such as ontology developers and
researchers in this field use different methods, approaches, and their own set of prin-
ciples to build ontologies. However, there are lots of various new concepts for many
users in the designing and implementing an ontology. Then it is very easy to make
mistakes. Therefore ontology developers and researchers need best practices as well as
ontology design patterns to construct good quality ontologies.

We have developed a large user centered ontology for Sri Lankan farmers in
representing necessary agricultural information and relevant knowledge within the
farmers’ context. Through this development, we have come across various design
techniques and design models. In this paper, we have discussed those in detail that will
help for many users in the field of ontology development. The developed user centered
ontology for Sri Lankan farmers to represent agricultural information and knowledge
that can be queried based on the farmer context. From this ontology, specific farmer
can get the specific answers to the specific questions such as “what crops will grow in
‘my farm’?”; “what fertilizer to use for ‘my crops’ and when to apply to them?”;
“which pest is destroying ‘my crop’?”; and “what are the best control methods to apply
‘my farm’ based on ‘my preferences’?”; etc. More details about the design of the
ontology, ontology development, evaluation, and maintenance procedures are available
in [2–4].

The remainder of the paper is organized as follows. Section 2 presents related
research in this field. In Sect. 3, the design approaches (design models) are discussed in
detail by using three different scenarios. Scenario one mainly concerns to identify basic
ontology components and explain how those are represented in OWL 2 using the
Protégé environment. In this study, the decidability is very important since agricultural
information in user’s context needs to be retrieved. Therefore the DL based (OWL 2 -
DL) approach was selected to implement this ontology. In scenario two and three,
handling of the events and overlapping concepts are mainly discussed respectively with
implementation details. Validation and evaluation methods are described briefly in
Sect. 4. Section 5 summarizes the design approaches used in this study and concludes
the paper.

2 Related Work

In this section, we try to discover number of challenges we face when developing
ontologies, some recommendations to overcome these challenges, good practices and
design patterns for designing ontologies from the literature. Here we have cited some of
the studies in this field that will help us to clearly identify what types of design issues
available and what kind of modeling solutions are used for the ontology design.

Presently, ontology development has faced number of challenges such as knowl-
edge acquisition, and lack of sufficient validated and generalized development and
evaluation techniques [5]. Some of the major issues are listed below:
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• Knowledge acquisition is an independent activity within ontology development, but it
coincides with other activities. Ontology modeling is traditionally carried out by
knowledge engineers and/or domain experts. Domain experts are not easily accessible
and the experts’ knowledge is likely to be incomplete, subjective and even outdated.

• Absence of standard methodologies for building ontologies and none of the
approaches presented is fully mature. Developers apply their own approaches to
develop ontologies then great effort is required for creating a consensual method-
ology for ontology construction.

• Ontology representation is the most fundamental issue in ontology development.
Ontology representing languages should provide representation adequacy and
inference efficiencies [5]. Some languages incorporate description logics to enhance
the expressiveness of reasoning systems. Then special attention requires the
selection of a suitable language to serve as medium for ontology expression.

• Since ontologies are used for several different purposes, different kinds of evalua-
tions are required. The challenge is to evaluate in a quantitative manner how useful
or accurate the developed ontology. Some general questions arise with evaluation
such as why, what, when, how and where to evaluate; who evaluates; and what to
evaluate against. Ontology can be evaluated from a variety of perspectives, ranging
from content to technology, methodology and application [6] using objective
measures such as completeness, consistency, and conciseness (3Cs) [7]. People
have to use “ad hoc” techniques for evaluation because of the lack of methods and
standard techniques for evaluating ontologies.

• Continuous growth and intensive maintenance of ontologies are serious challenges
in the ontology development process due to conceptual changes, scope extensions,
mistakes and quality improvements, etc. It becomes more complex in the case of
large-scale ontologies. Manual ontology maintenance is a difficult task and auto-
mated solutions should be explored.

Some recommendations are identified to overcome above issues. They are:

• Before construction of ontology, an important step for a designer is to determine
whether similar ontologies already have been created by others so that knowledge
can be reused or extended. This minimizes the development effort and promotes
interoperability with other applications that use the same ontology. When devel-
oping a domain specific ontology, it is an opportunity to extend based on more
generic ontologies that exist within the same domain and to reuse previously
defined class structure and axioms (e.g. thesauri, terminology and vocabulary).

• During knowledge acquisition, a set of knowledge-acquisition techniques can be
used in an integrated manner [8]. They are: structured/non-structured interviews;
informal/formal text analysis to study main concepts in books/handbooks; domain
table and domain-graph analysis; and formula analysis. Practically, people can turn
to other sources, e.g. dictionaries, Web documents, and database schemas to keep
up with the requirements for the content of ontologies [9].

According to the literature in ontology engineering, Ontology Design Patterns
(ODPs) are now a hot topic and can be considered as modeling solutions to the
problems in ontology designing. These patterns are very helpful to ontology developers
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as well as researchers when modeling an ontology. Since it provides a development
guideline that helps to solve design problems then they can improve the quality of the
resulting ontologies.

Poveda et al. [10] have identified a set of pitfalls in solving design problems for
which there are no available ODPs. Common pitfalls identified during ontology
development process were classified by them as Annotation pitfall, Reasoning pitfall,
Naming pitfall, Logical pitfall, and Content pitfall [10]. Annotation pitfall refers to the
ontology usability from the user’s point of view and improves the user’s understanding
of the ontology and its elements (e.g. Label vs. Comment). Reasoning pitfall refers to
the implicit knowledge derived from ontology when reasoning procedures are applied
to such an ontology (e.g. Defining wrong inverse relationships). Naming pitfall refers
to the ontology usability from the user’s point of view and specifically, to the naming
of the ontology (e.g. Polysemy). Logical pitfall refers to the solution to design prob-
lems in which the primitives of the representation language used do not provide support
(e.g. Part-of vs. Subclass). Content pitfall refers to the solution to the design problems
related to the ontology domain (e.g. Incomplete information, Miscellaneous class).
Pitfalls appear very frequently in ontology development process. Sometimes some
pitfalls are not problems in practice. Using methodological guidelines it will help to
avoid these pitfalls during the development process.

W3C work group has established “Semantic Web Best Practices and Development
(SWBPD) [11]” to provide support to developers and the users of Semantic Web. It
proposes a set of good practices and patterns with respect to logical patterns that solve
the design problems in the OWL. Some other libraries are available, for example,
“NeOn Modelling Components” under NeOn project [12]. They do not provide the
pattern code but give descriptions of number of ODPs.

3 Design Approaches

We developed a large user centered ontology for Sri Lankan farmers in representing
necessary agricultural information and knowledge within the farmers’ context. Based
on the experience we obtained from a long journey to develop our ontology, we have
discussed here the modeling solutions to design the complex real world scenarios in the
domain of agriculture. The following three sub sections (Sects. 3.1 to 3.3) are presented
ontology design models by using different motivation scenarios.

3.1 Scenario I: Identifying Main Ontology Components

According to the field of computer science, many definitions for the term ‘ontology’
have been proposed. Different definitions provide different views on the same reality.
In the literature, a popular and well-accepted definition of the ontology was proposed
by Thomas Gruber as “An ontology is an explicit specification of a conceptualization”
[13]. According to this definition, there are three main components of what ontology
should consist of: concepts, relationships, and constraints. These components can be
represented in many ways; concepts can be represented as classes, entities, sets,
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collections, etc. relationships between concepts can be categorized into mainly two
groups: hierarchical relationships (taxonomies) and associative relationships (connects
concepts by creating the semantic meaning of concepts). Additional knowledge about
the domain is captured as constraints among concepts and relationships and it is rep-
resented by axioms (for reasoning).

For the design of our ontology, we selected Grüninger and Fox methodology, a
first-order logic (FOL) based approach to design an ontology while providing a
framework for evaluating the adequacy of the developed ontology. Being a formal
ontology it is structurally and functionally rich enough for the description of the
domain knowledge in context. Using this method, the ontology design is started from
motivation scenario (problem) and the competency questions based on the scenario.
Competency questions (CQs) determine the scope of the ontology and use to identify
the contents of the ontology. However, the technique used for formulating CQs is out
of the scope of this paper. Formulating competency questions related to this study is
available in [2]. Then we used the middle-out strategy to identify main concepts. The
main advantage of this approach is that it starts with most important concepts first.
Once the higher level concepts are defined then specialized and generalized hierarchies
get identified. Thus, these concepts are more likely to be stable. This results in less
re-work and less overall effort.

There are few concepts which we can directly elicit, for instance, Crop as a main
concept of this ontology based on scope of the ontology. Other major concepts need to
be identified by analyzing each CQ. For example, the main concept in the CQ: which
crops are suitable to grow in the ‘LowCountryDryZone’ agro-climatic region? is Zone.
Once the concept is identified, then the specialized and generalized (if necessary)
hierarchies need to be defined based on the concept properties, nature of the instances
(instances are used for denoting specific members of a concept and represented by
constants or variables), and other relevant constraints. The concept Zone (i.e. Climatic
Zone) has properties such as maximum rainfall and minimum rainfall. By specializing
Zone concept, the concept AgroZone (i.e. Agro-climatic Zone) is defined as a subclass
of Zone, because there are several additional properties specific to AgroZone such as
maximum and minimum temperature, and maximum and minimum elevation. The
properties of concept Zone can be inherited by the AgroZone concept because of the
taxonomic hierarchy (is_a relationship). AgroZone is a subclass of Zone if and only if
every instance of AgroZone is also an instance of Zone (specialization). Then, Agro-
Zone is also a subclass of Location (see Fig. 1). The Location concept is introduced to
represent farmer location. Further, AgroZone can be divided into 46 zones based on the
climatic (rainfall, elevation and temperature), soil, physical features with diversities of
land usage. It was named as AgroEcologyZone. Then, AgroEcologyZone can inherit all
the properties of super classes of it (see Fig. 1). In Sri Lankan agriculture domain, the
farmers’ location can be represented in many different ways. In this study, the farmer’s
location has been identified as zones, agro zones, agro ecological zones, provinces,
districts, regional areas and elevation (i.e. elevation based locations). This knowledge is
represented as shown in Fig. 1. Here we use the OWL terminology to represent this,
(e.g. object property, data property, etc.).
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Based on the definition of the concept Zone, the instances can be categorized as
DryZone, IntermediateZone and WetZone. If there is no further categorization (has
only first level categorization) and/or need to restrict conditions then this categorization
can be restricted as a property of a concept (e.g. ConceptType) to reduce complexity of
the design of the ontology. This decision of data property identification depends on the
application, for example, on the type of information which we want to retrieve from the
application (i.e. by restricting the values of the Data Property in Protégé) and kind of
relationships between them (for example, no need to define inverse relationship). In this
study, the Zone concept has three properties such as ZoneType, maximum and mini-
mum rainfall. If there is a more than one level categorization, this has been organized as
a taxonomic hierarchy. We now looked at more examples about data properties; Crop
has main properties (Data Property) such as Crop Family, Hardiness, Nutrition, etc.
Since a variety is a group of crops that share common qualities of crops of the same
species, a variety has been identified as a subset of a crop (i.e. Variety is a sub-concept
of Crop) (see Fig. 2). Then these properties can be inherited by Variety. Other than
these properties Variety has own properties such as Length, Color, Shape, etc. (Data
property).

The associative relationships (non-taxonomic hierarchy – Object Property in Pro-
tégé) are specified by identifying the concepts and relationships with meaningful
relations. It needs to be defined between concepts as relationships and their inverse
relationships (if applicable). For examples, there are associative relationships with
inverse between Crop and Variety: Crop hasVariety Variety, Variety isVarietyOf Crop
(see Fig. 2); Crop and SoilFactor: Crop hasSoilFactor SoilFactor, SoilFactor
isSoilFactorOf Crop. A set of relationships describes the semantics of the domain.
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Fig. 1. Representation of Location concept.
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The environmental factors have been defined to be Sunlight, Wind, Humidity,
WaterSource, etc., which are subclasses of the EnvironmentalFactor (superclass). In
this study, the union of these subclasses form the environmental factors which need to
be specified for instances of crops as well as for farms. In here, the subclasses are used
as a set of mutually-disjoint classes which covers EnvironmentalFactor (see Fig. 2).
Every instance of EnvironmentalFactor is an instance of exactly one of the subclasses
in the union. In similar way SoilFactor concept is defined with a set of mutually-disjoint
classes such as PhValue, SoilDrainage, SoilNutrition, SoilTexture, SoilType, and
SoilSpecialCharacteristics (see Fig. 2).

The definitions of the terms, constrains and their interpretation related to the query
are specified using a set of axioms in FOL. The axioms have been defined to express
these definitions and constraints. For example, the definition of one of the main climatic
zones in Sri Lanka based on annual rainfall (in mm) is expressed below (e.g. DryZone
is defined based on annual rainfall in between 1750 (Maximum Rainfall) and 0
(Minimum Rainfall)). Figure 3 shows this definition in Protégé environment.

8x (Zone(x) ^ (9y NonNegativeInteger(y) ^ hasMaximumRainfall(x, y) ^ (y
1750)) ^ (9z NonNegativeInteger(z) ^ hasMinimumRainfall(x, z) ^ (z � 0)) $
DryZone(x));
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Fig. 2. Relationships among concepts. (Color figure online)

Fig. 3. The definition of “DryZone” represented in Protégé.
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3.2 Scenario II: Event Handling

When modeling complex real world domains within the user context the representation
of the entities and their relationships at different time intervals and in different locations
is a challenge. In this research, this challenge is achieved by modeling the complex
real-world scenario in the domain of agriculture.

Consider now we have to represent information and knowledge related to common
growing problems and their management. Let’s take this CQ: What are the suitable
cultural control methods to control Bacterial Wilt for Tomato? By analyzing collected
information from reliable sources we have identified that there are different types of
growing problems especially for the vegetable cultivation. Mostly, crop diseases are
caused by microorganisms such as fungi, bacteria, viruses, and nematodes. The pre-
vention and termination methods are depending on the crops which farmers grow, the
pests or diseases they are susceptible to as they affect crops differently, and environ-
ment and their location. There are different types of control methods available to reduce
the amount of disease and pest to an acceptable level or eliminate. Disease control
strategies need to be combined with methods for weed, insect and other production
concerns (e.g. control weeds can use as a disease control method). Diseases can be
prevented by utilizing proper cultural practices such as disease resistant cultivars or
variety selections, irrigation and humidity management, plant and soil nutrition,
pruning, row spacing, field sanitation and crop rotation, selecting suitable planting
dates and rates, and buying certified seeds, etc. Otherwise farmers can apply appro-
priate chemical pesticides such as fungicides (to control fungi), insecticides (to control
pest) and weedicides (to control weed) which are available in the market to control pest
and diseases. Farmers can also apply a suitable biological control method to prevent or
control the attack, for an example, Cytobagus salviniae to control Salvinia (Salvinia
molesta). Normally, several methods are adapted at the same time in same place. Thus
there are multiple factors to consider when selecting a suitable control method. Based
on the above findings a control method selection criterion has been defined, such as
Environment (soil, location, water), Farming Stage (application stage), and Farmer
Preferences (types of control methods). More details related this is available in [3].
According to the data analysis, the examples show that Tomato and Brinjal face same
diseases such as Bacterial Wilt and Damping-off. However, their symptoms and rec-
ommended control methods are different based on the crop (i.e. same diseases but
different symptoms and different control methods, sometimes it may be the same).
Therefore a disease control method depends on the disease related to the specific
crop. In addition to that, it shows the crops have same disease problem (e.g. Damping-
off) but has different causal agents (e.g. Pythium spp, Phytopthora spp, Rhizoctonia
spp), different symptoms, and also it occurs in different stages (e.g. Nursery stage,
Early stage, Mature Stage, or Any stage). Based on the causal agent, different control
methods have been recommended. The Growing Problems of a crop need to be defined
clearly based on symptoms, causal agents and problem stages.

To model this kind of complex situations, we have to introduce Events because
events describe the behavior of the properties over time. Events describe the related
information for a given time and location (space). The introduction of the concept of
“events” allows all related information for the event to be linked together.
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The binary relationships are most frequent in information models [14]. However, in
some cases, the natural and convenient way to represent certain concepts is to use rela-
tionships to connect an individual to more than just one individual or value [15]. These
relationships are called N-ary relations. Thus we have to define an event as Growing
Problem Event to model the real world representation of the growing problem of a crop
(see Fig. 4). The concepts are defined such as GrowingProblem, Symptom, Cause,
CausalAgent, etc. (see Fig. 4). The GrowingProblem concept can be further categorized
as Disease, Weed, InsectPest, and NematodePest. The data properties are defined (if
available), for example, Disease has DiseaseType (e.g. Parasitic or Non-Parasitic). Next,
the associative relationships and their inverse (when available) among concepts have
explicitly been specified by maintaining the semantics (e.g. hasSymptom, isSymp-
tomOf). The individual, GrowingProblemEvent_1 (of GrowingProblemEvent concept)
represents a single object. It contains all the information held in the above relationships.
The cardinality restrictions on the relationships are defined by specifying that each
instance of GrowingProblemEvent has exactly one value for GrowingProblem, Symp-
tom, CausalAgent, and so on. It is specified asF in Fig. 4 (F refers the functional property
in OWL). A crop has many GrowingProblemEvent (i.e. non-functional) but a Grow-
ingProblemEvent has exactly one value for Crop (i.e. functional).

Next, the suitable control methods need to be identified with respective to the
events (i.e. Growing Problem Events). When selecting the control methods, it depends
on many factors specially types of the control methods (e.g. cultural, chemical, or bio),
soil type, location, time of application, and application stage. If the control method is
chemical it involves the quantity as well (i.e. the amount of the fungicide, pesticide, or
insecticide) then the exact amount of it needs to be given. Its unit, application method,
special information, etc. also need to be provided. This is also complex real world
situation and need to represent all the information by describing their relationships. We
therefore have defined an event as Control Method Event to handle this complex
situation. The Fig. 4 represents these events.

The concepts are defined related to this such as ControlMethod, SoilType, Quantity,
Pesticide, Unit, ApplicationMethod, TimeOfApplication, Location, etc. ControMethod
can also be further categorized. The data properties are defined such as ControlMethod
has ApplicationStage (e.g. After Infestation or Before Infestation). Then associative
relationships and their inverse have been explicitly specified by maintaining the
semantics (e.g. hasControlMethod, isControlMethodOf). The individuals of Grow-
ingProblemEvent or ControlMethodEvent represent a single object encapsulating all the
information related to specified event. The cardinality restrictions on the relationships
are also defined. A GrowingProblemEvent has many ControlMethodEvent (i.e. non-
functional) but a ControlMethodEvent has exactly one value for the GrowingProb-
lemEvent (i.e. functional).

Based on the existing information, the additional knowledge can be inferred using the
composition of relations (e.g. the relation GRANDFATHEROF is composed by the
relationships FATHEROF and PARENTOF). This property is used to infer the additional
knowledge (see Fig. 4). For example, relation isAffectedBy defines as Crop isAffectedBy
GrowingProblem and its inverse as GrowingProblem affects Crop. This has been
implemented by using object property chain in OWL 2. These relationships specify as a
combination of existing object properties. Figure 5 shows this representation in Protégé.
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3.3 Scenario III: Handling Overlapping

In Sri Lankan agriculture domain, the farmers’ location can be represented in many
different ways (see Fig. 1). The Location concept is introduced to represent farmer
location such as Zone, Province, District, RegionalArea, and Elevation (i.e. general-
ization). Then, concept Location is a super concept of Zone, District, Province,
RegionalArea, and Elevation concepts (i.e. taxonomic hierarchy). Since AgroZone is a
subclass of Zone then AgroZone is also a subclass of Location. The maps for
Agro-climatic zones and Climatic zones in Sri Lanka are analyzed. Based on this
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Fig. 4. Representation of GrowingProblemEvent and ControlMethodEvent.

Fig. 5. Inferred relations represented in Protégé.
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analysis, zone can be further divided into 46 zones (Agro-Ecological Zones) (Fig. 1).
Then the properties of Zone and AgroZone can be inherited by AgroEcologyZone
concept because of taxonomic hierarchy.

The information about regional areas (330 Divisional Secretariat Divisions), dis-
tricts (25 Districts), provinces (9 Provinces), zones (3 Zones), agro-zones (7 Agro-
Zones), agro-ecology zones (46 AgroEcologyZones) and elevation based locations (3
Elevation) are also collected. Based on the analyzed data, it is clear that there is a
conceptual overlapping among these concepts. For example, Southern province covers
Galle, Matara, and Hambantota districts; Matara, Monaragala, and Kurunegala districts
cover the Low Country Intermediate Zone. This conception needs to be handled
semantically. Therefore this has been modeled by defining semantic relationships
among the concepts. The relationships are defined as belongsTo and its inverse as
isBelonged, and then the transitive property is specified on relationships (Fig. 6). This
has been implemented by using transitive property in OWL 2.

According to the Fig. 6, the RegionalAreas belong to Districts as well as AgroE-
cologyZone; the Districts belong to Provinces; AgroEcologyZones belong to Agro-
Zones. AgroZones belong to Elevation as well as Zones. Then the knowledge can be
inferred as showed in Table 1 (using inference engine in Protégé). As an example now
farmers can find (i.e. infer) the regional areas where each crop will grow.

Fig. 6. Illustration of overlapping.
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This semantic can be represented as follows:
8 x,y,z 2 Location and x belongsTo y and y belongsTo z ==> x belongsTo z
This transitive property is symbolized using OWL:

In this study, a special focus is given to the concept RegionalArea because farmers
retrieve the information based on their area. To find suitable crops which grow based
on the location (especially for the RegionalArea – 330 Divisional Secretariat Divi-
sions), the following guidelines have been developed based on the Fig. 6:

• First, the relationship “growsIn” between Crop and Location concepts is defined to
represent the explicit knowledge based on the reliable knowledge sources (i.e.
represent explicit relationship between Crop and Location). For examples: Carrot
growsIn UpCountry (Elevation based location), Tomato growsIn Matale (District),
Chilli growsIn DryZone (Zone), Luffa growsIn LowCountryDryZone (AgroZone),
Lime growsIn Uva (Province), Pumpkin growsIn WL3 (AgroEcologyZone) and
Brinjal growsIn Wariyapola (RegionalArea).

• To obtain the implicit knowledge, sub-concepts (Elevation, Zone, AgroZone,
AgroEcologyZone, District and Province) of the Location concept are mapped into
the RegionalArea concept (see Fig. 6).

• Then following knowledge can be inferred based on the above mappings:
– If Crop grownsIn AgroEcologyZone then

If Crop grownsIn AgroEcologyZone and AgroEcologyZone isBelonged to
RegionalArea then Crop grownsIn RegionalArea;

– If Crop grownsIn District then
If Crop grownsIn District and District isBelonged RegionalArea then Crop
grownsIn RegionalArea;

– If Crop grownsIn Zone then

Table 1. Inferred knowledge

Transitive property Inferred knowledge

RegionalArea belongsTo District and District belongsTo
Province

RegionalArea belongsTo
Province

RegionalArea belongsTo AgroEcologyZone and
AgroEcologyZone belongsTo AgroZone

RegionalArea belongsTo
AgroZone

AgroEcologyZone belongsTo AgroZone and AgroZone
belongsTo Zone

AgroEcologyZone
belongsTo Zone

AgroEcologyZone belongsTo AgroZone and AgroZone
belongsTo Elevation

AgroEcologyZone
belongsTo Elevation
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If Crop grownsIn Zone and Zone isBelonged AgroZone then Crop grownsIn
AgroZone;

– If Crop grownsIn Elevation then
If Crop grownsIn Elevation and Elevation isBelonged AgroZone then Crop
grownsIn AgroZone;

– If Crop grownsIn AgroZone then
If Crop grownsIn AgroZone and AgroZone isBelonged RegionalArea then Crop
grownsIn RegionalArea;

– If Crop grownsIn Province then
If Crop grownsIn Province and Province isBelonged District then Crop
grownsIn District;
If Crop grownsIn Province and Province isBelonged RegionalArea then Crop
grownsIn RegionalArea;

• This design has been implemented by using object property chain in OWL 2 (see
Fig. 7). For the representation based on the property chain in OWL 2, the additional
two relationships have been defined as grows and growsOn (see Fig. 7(a)). The
relationship growsIn and growsOn are the sub-relationships of “grows” relation-
ship. The definitions of relationships of growsIn (explicit relationship, i.e. original
representation between Crop and Location) and growsOn are defined below and
also shown in Fig. 7(b) and (c) respectively. The hierarchy of inverse relationship
of “grows” relationship is depicted in Fig. 7(d).

Fig. 7. Protégé screen views for representation of grows, growIn and grownOn relationships.
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– growsIn: explicit relationship between Crop and Location concepts
Crop growsIn Location (Fig. 7(b))

• growsOn: For example, if Crop grownsIn AgroEcologyZone and AgroEcol-
ogyZone isBelonged RegionalArea then “growsOn” (a new relationship) can be
defined as Crop growsOn AgroEcologyZone. This can be implemented as follows:

growsIn o isBelonged ➔ growsOn (Fig. 7(c))
• So that all the crops grown in RegionalArea, District, Province, AgroEcologyZone,

AgroZone, Zone, Elevation based location are mapped into RegionalArea.
• Since the “grows” relationship is the super relationship of growsIn and growsOn

relationships, all the relationships defined (implicit) with respect to the above two
relationships (sub-relations) are considered as the relations of the “grows” rela-
tionship (super-relation).

Now farmers can find (i.e. infer) the crops which are grown in the regional areas
using the implicit knowledge. For instance, CQ: which crops are suitable to grow in
‘Aranayaka’ area?, then it infers a list of crops which grow in Aranayaka (see Fig. 8).

4 Evaluation Methods

For the validation and evaluation of the developed ontology, we used several methods
and techniques. The extensive description of this evaluation process and its results can
be seen in [4]. In this section, a brief summary of the methods used for the validation
and evaluation and its measurements is mentioned. The Delphi Method, Modified
Delphi Method and the OOPS! (web-based tool) were used to validate the developed
ontology in terms of accuracy and quality. The online knowledge base with a SPARQL
endpoint was created to share and reuse the domain knowledge that can be queried
based on user context. It was also made use for the evaluation process (for more details
about this validation and its outcomes, refer [4]). A Mobile-based application was
developed and used to provide the information by using this ontology. This mobile

Fig. 8. A list of crops which grow in Aranayaka.
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application was trialed with a group of farmers in Sri Lanka. From this application
farmer satisfaction (i.e. utility) on the knowledge provided by the ontology was
examined (more details, refer [4]). There were three field trials. The initial system
(working mobile prototype) was trialed with a group of 32 farmers in Sri Lanka. The
second field trial was done using the real mobile application in Dambulla and Polon-
naruwa area in Sri Lanka with 30 farmers. Since the user feedback especially depends
on the service provided by an application, the third field trial was carried out to check
the limitations in the design of the mobile application that can affect to usefulness of the
system. The results of this field trial showed that the design of the application does not
affect to the usability of the knowledge in the ontology. Because of the page limit we
could not include more details about this evaluation, for examples, how the application
was developed, how we used this application for the evaluation, how the results were
obtained, how we analyze and a summary of the results, etc. But, all the details related
to this evaluation are available in [4]. Very valuable feedback and comments were
received from the field trials. Based on that, the designs of the ontology and subse-
quence developments were refined.

5 Conclusions

Currently, most of the research works are based on developing ontologies. However,
ontology development is not a simple task. Based on the experience we obtained from a
long journey to develop an ontology for the complex real word domain, we have
identified several design approaches and how those approaches are implemented by
using Protégé. In this paper, we mainly discussed these approaches by focusing on
three different scenarios. Scenario one describes how we identify the basic ontology
components and their representation in Protégé environment. How to design and
implement a complex real word situation is described under scenario two by handling
Events. In scenario three, conceptualization of the farmer location concept is modeled
by considering the overlapping among the sub-concepts related to the location. This is
implemented by using transitive property in OWL 2. The models and techniques we
highlighted in this paper can be used as solutions to the similar problems in the
different domains and fields.
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Abstract. This work consists of the application of a modified method for the
landslide risk assessment along a strategic touristic road. The proposed quali-
tative method is a modification of the original method Rockfall Hazard Rating
System (RHRS) developed by Pierson et al. [26] at the Oregon State Highway
Division (subsequently modified by other authors) and based on the exponential
scoring functions.
The proposed application involves a careful analysis of environmental factors

that influence the type of the mass movement as the slope, the use of the soil, the
climatic conditions and the lithology, as such as parameters related to the
structural characteristics of roads and traffic for example the road width, the
number of lanes in each direction and the Average Vehicle Risk. The use of the
different technical approaches, like double entry matrices and the implementa-
tion, for a few steps, of an Artificial Neural Network (ANN) allows to assess the
analyzed landslide intensity, as well as the probability that it will occur in a
given area along a transportation corridor. The application of such method
involves a first phase of the data retrieval followed by a subsequent imple-
mentation and processing in a GIS softwares. The analysis carried out has been
characterized by a step aimed at obtaining different layers, essential for the
classification of the landsliding predisposing factors cataloged according to a
final score by identifying the five risk threshold classes. So, in order to prepare
appropriate interventions of protection and monitoring (if necessary, e.g.
evacuation plans), underling the most dangerous areas has been fundamental.

Keywords: Basilicata region � Landslide risk assessment � Modified RHRS
2.0 � Qualitative method � Strategic transportation corridor

1 Introduction

In the last few decades the national territory has been increasingly plagued by natural
disasters which prompted the scientific community and the territorially competent
institutions to increase the knowledge about the risk and about the terms that contribute
to its definition. The experiences gained in the past, in fact, have shown that the defense
against natural hazards and the protection of environmental resources and public safety
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should be based primarily on a systematic work of prevention [29] that is the set of
activities intended to avoid or minimize the possible occurrence of damages. The
communication lines, in fact, with particular reference to the road network, assume an
extremely important role as the inefficiency of the system can cause significant social
and economic damages, as such as delays in the possible rescue operations. For this
reason, a prior assessment of the risks on existing infrastructure is essential in order to
plan appropriate interventions of the road network adjustment and the preparation of a
priority lists of intervention. It is possible, therefore, to provide for an adequate risk
management related to the operation of the road infrastructure by adopting methods of
landslide risk analysis, prediction and prevention along roads allowing to prepare
measures that can be assumed even in the construction phases of the new roads. The
study presented in this work involved the analysis of representative landslides located
along the Provincial Road 3 - SP 3 - and the State Road - SS 585 (Fondovalle del Noce)
- arriving to the definition of the risk levels to which they are subject. The roads under
analysis assume an important role because they are transportation corridors of primary
importance for tourism that allows the connection with the Tyrrhenian coast, allowing
to reach Maratea, a town known especially from the touristic point of view for its
landscape in many points still intact and characterized by rocks, caves and sandy
beaches. This area is also well known and the colossal statue of the Redeemer, 22 m
high, is the second in the world after that of Rio de Janeiro.

2 Mass Movements Risk Assessment Along Roads

The transportation system may be subject to various types of natural risks that can
damage it. They range from ordinary risks, that may occur daily, to extraordinary ones,
that are exceptional. Moreover, the consequences of the events vary widely from case
to case; it is possible to identify events (typically of low intensity) whose consequences
are not serious and events that create serious damages to people and properties. If the
risk definitions expressed in the literature are numerous, in general they concern the
combination of two important elements: the probability and consequences. The risk of
the road network can be expressed as the product of the probability that an event will
occur and the consequences caused by this event. The reliability of a transportation
corridor is the ability to keep offering, for a given period of time, the services it has
been designed for.

Clearly, greater is the risk to which the transportation network is exposed, lower is
the level of reliability that it is able to guarantee. It is therefore of fundamental
importance to be able not only to define the concept of risk, but also to quantify it in
some way.

2.1 State of Art

The instability phenomena caused by the mass movement along the roads represent a
significant problem, which greatly undermines the travelers safety, even creating
excessive obstacles to the traffic. In the literature several studies are promoted and
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financed aimed to identify valid methodological approaches in order to assess the risk
of slope instability, allowing the implementation of important measures to prevent the
landslide phenomenon. The approaches used in the literature for the landslides risk
assessment along the road networks are based on the RHRS method (Rockfall Hazard
Rating System, [26, 27]: between the second half of the 1980s and early 1990s, the
Oregon Department of Transportation developed this system evaluating the geological
dangers of rockfall in relation to the characteristics of the road on which they occur.
This method allows to assign a score that takes into account the severity of the mass
movements instability and also the characteristics of the infrastructure. The comparison
between the scores for each analyzed site highlights the potentially most dangerous
areas in order to address any repair measures. Because of the multiplicity of the risk
assessment systems along roads, it is possible to identify two main evaluation cate-
gories, depending on the quantitative or qualitative analysis of landslide risk. The
quantitative risk analysis is aimed to estimate the risk considering the probability of a
loss. In particular, the probability of death of the population exposed at the risk for each
year, due to landslides, is the annual probability that an accident involves the death of
one or more occupants of a vehicle along a road [2]. This methodology has been
applied by Bunce et al. [4] and Budetta [2] to assess landslide risk along the Highway
99 (British Columbia) and the A3 Napoli-Salerno motorway (Southern Italy) respec-
tively, highlighting that, despite the quantitative analysis is the most used for the
management of landslide risk (in the specific case of risk along highways) the
methodology has some disadvantages. In fact a number of simplified assumptions
about the traffic and the landslides have been adopted. For example, the traffic is evenly
distributed in the time and in the space, without considering the landslide phenomenon,
and an uniform average length for all vehicles is considered. The methodology also
takes into account only the loss of human lives without considering the socio-economic
consequences as the result of traffic interruptions, etc. and also the geological structure
and the condition of the slopes are completely ignored. Furthermore, there is a con-
siderable scarcity of historical data about the old roads, while, for the new roads, the
data are not available. Finally, the methods based on quantitative analysis refer to the
risk along stretches of road and not to individual slopes not allowing to identify the
potentially dangerous ones. Despite the quantitative methods are more simple and
immediate to use, for the calculation of geological risk along roads, it is very usual to
use methods based on a qualitative analysis. In fact, the qualitative methods existing
nowadays for the hydrogeological risk assessment have been developed, especially in
the USA by various Departments of Transportation. Among the best known methods, it
is possible to remember: the RHRS method (Rockfall Hazard Rating System) and
SSRS method (Slope Stability Rating System, proposed by the Federal Highway
Administration FHWA in the 1989), which allow the assessment of the risk as a sum of
factors related to the failure hazard of the slopes, to the ditch effectiveness and to the
consequences of a possible failure; the USRS method (Unstable Slopes Rating System)
proposed by the Oregon Department of Transportation in 2001 which provides the sum
of factors related to the estimated magnitude of failure, to the ditch effectiveness, to the
cost of rehabilitation and to the highway class or even the HiSIMS method (Highway
Slope instability Management System, [23]), which allows to assess the risk consid-
ering the factors related to the ditch effectiveness and to the consequences of a possible
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failure. These approaches allow to differentiate numerically the risks related to the
identified sites, quantifying the level of risk to which the roads can be exposed. Most of
these systems refers to the same criterion, considering an exponential score system with
a base of 3 (3, 9, 27, 81 or 1, 3, 9, 27, 81) as originally proposed by Wyllie [33] and by
Pierson and Van Viekle [27]. In this case, the total risk is given by the sum of the
scores of a set of factors relating to the different categories. Only two system, the NPCs
(New Priority Classification Systems – [32]) and the RCSA (Rock Cut Stability
Assessment – [30]), assess the risk by multiplying the score of failure hazard by the
consequences.

From the study of the literature, it has been possible to reveal that most of these
systems have adopted or modified the original system RHRS of Pierson. In this study
the RHRS 2.0 system [20] has been applied; it is a qualitative model that allows to
assess the risk along the roads due to different types of mass movements, not only
rockfalls, considering various factors described following.

3 The RHRS 2.0 Method

The RHRS 2.0 method derives from the necessity to make easier the score system to
quantify the level of risk along the roads considering the geometric characteristics of
the road and traffic, as well as the geological characteristics of the area (Table 1).

Table 1. Categories and scores of the RHRS 2.0.

Category Rating criteria by score

Points 3 Points 9 Points 27 Points 81

Average slope
(%)

<20 20–30 30–50 >50

Land use Full vegetation,
woodland area

Moderate
vegetation,
cultivated area

Sparse
vegetation with
a few scattered
shrub

Absent vegetation

Average vehicle
risk (%)

25% 50% 75% 100%

Roadway
width (m)

13 10 8 6

Number of lines
in each direction

3 2 2 1

Lithology Calcareous,
sandstones,
intrusive and
metamorphic rocks

weakly cemented
sandstones and
limestones, sands
and
conglomerates

Argillites,
siltstones,
conglomerates,
flysch

slope debris, material
subject to landslides,
unstructured and/or
mainly clay flysch

Climate Low or moderate
rainfall, no
freezing periods

Moderate rainfall,
short freezing
periods

High rainfall,
long freezing
periods

Very high rainfall,
long freezing periods

I/H (I/H)1 (I/H)2 (I/H)3 (I/H)4
Total score 24 648
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3.1 Average Slope

Through the morphological analysis of the digital elevation model, a parameterization
of the surface can be carried out, the purpose of which is the numerical description of
the continuous shape of the same surface [19]. Among the topographical attributes
commonly considered from a DEM, in addition to its structure, the slope assumes a
basic role, used for the evaluation of various parameters involved in many geological
and geomorphological processes [18]; in fact, the slope is one of the most important
causes of landsliding [16, 17]. The slope angle is a parameter easily correlated to the
movement of a slope, because it is extremely tied to the acting forces and it is one of
the most important morphological factors (greater is the slope, lower is the stability).

3.2 Land Use

This parameter refers to the different land cover; it is used to distinguish the different
types of the soil in relation to the type of use and it is useful to identify the drainage
network and infiltration, because a greater contribution to landsliding is also offered by
the exploitation of areas named as fragile. It is important, in this regard, the lack of
vegetation that exposes the slopes to the erosive action of rain water in proportion to
their steepness. The presence of the woods, or the widespread vegetation, in addition to
the action of the increase of the soil resistance by the roots, favors the interception of
large quantities of rain, avoiding phenomena of erosion and degradation.

3.3 Average Vehicle Risk

The percentage of the exposure to the risk of vehicles (AVR = Average Vehicle Risk)
is assessed taking into account the length of the road section at risk subject to falls, the
average daily traffic and the speed limit (Eq. 1).

The AVR value is given by [26]:

AVR ¼ ADT � SL � 100%ð Þ=PSL ð1Þ

Where:

AVR = exposure to risk of vehicles
ADT = average daily traffic (vehicles/day)
SL = length of the road section at risk (m)
PSL = posed speed limit (km/h)

The average risk per vehicle is one of the most important parameters to take into
account because it quantifies the spatial probability of occurrence of a vehicle in the
road section during a rock fall [3] and varies as a function of the hazard road length, the
average daily traffic and the speed limit.
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3.4 Roadway Width and Number of Lanes in Each Directions

The roadway width and, consequently, the number of lines in each directions provides
the dimensional analysis of the lanes without including the shoulders.

The importance of this parameter is linked to the possibility to avoid obstacles on
the road due to landslides of material (rock, earth or debris) from the slope.

3.5 Lithology

Among the different factors that cause instability, the lithology is one of the most
important parameter that influences the slope movements. The lithology, together with
other factors such as the angle of inclination and the slope profile, generally defines the
type of movement and the breaking mechanism, since it is linked to predisposing
factors that are influenced by the ground itself. Numerous studies, in fact, indicate that
landslides are strongly influenced by the lithological properties of the Earth surface [1,
5, 7, 8, 12, 21, 22, 34] and therefore, the lithological conditions are the most frequently
considered in the international literature.

3.6 Climate

The climatic factors are decisive in landslides triggering; this is particularly evident in
climates characterized by long dry seasons and periods of intense and/or prolonged
rainfall. This situation typically involves both the variation in flow rate of the drainage
network, resulting in increase of erosive actions, both the raising of the free surfaces of
the underground aquifers.

Regarding the rock fall, in particular, the freezing and thawing cycles determine the
presence of the ice in the fractures and the water passage from the liquid state to the
solid one with the increasing of the volume, creating favorable conditions to the
detachment.

Finally, in the proposed method, the rainfall is assessed using the average values of
precipitation in the study area.

3.7 Intensity/Hazard

Another parameter considered in the landslide risk assessment involves the use of a
double-entry matrix (Table 2). It provides the analysis of the magnitude of a landslide,
assessed by a scoring matrix (Table 3) taking into account the parameters related to the
type of the phenomenon (earth flow, roto-translational slide, rock slide, rapid earth
flow, rock fall, topples and debris flow) and to the descriptive characteristics (such as
volume of involved material, velocity, run out, depth, affected area, deformation). The
obtained value after assessing the magnitude class is intersected with the level of
probability that the phenomenon occurs in a given area. This latter information is
obtained by applying a mathematical model, the Artificial Neural Network, imple-
mented by a software whose process has been described following.
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Landslide Magnitude. The magnitude is defined as a function of the parameters that
characterize the landslides (Table 3), but it is not possible to define with precision a
functional relationship between them, for this reason it is more appropriate to assess the
magnitude in a relative scale rather than with a mathematical expression.

The method allows to consider each parameter in ranges of values characterized by
a score (Table 3). Subsequently, the scores of each parameter relative to a landslide are
summed, identifying the appropriate magnitude class. Each interval is associated to a
magnitude value variable from 1 to 10 and to an intensity value variable from very low
(I) to extremely high (X) (Table 3). To assess the landslide magnitude it is necessary to
evaluate its size.

The zonation of the territory in intensity classes is realized through the critical
interpretation of the data collected in the inventory map, integrated with the infor-
mations derived from other basic documents.

Table 2. Score to assign for the H/I parameter assessment [20]

Magnitude

Spatial hazard
Low Medium High Very high

1–4 3 (I1) 3 (I1) 9 (I2) 9 (I2)
4–6 9 (I2) 9 (I2) 9 (I2) 27 (I3)
6–8 27 (I3) 27 (I3) 27 (I3) 81 (I4)
8–10 27 (I3) 81 (I4) 81 (I4) 81 (I4)

Table 3. Double-entry matrix to assess the landslide magnitude [25]
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Assessment of the Landslide Spatial Hazard (H) Using the Artificial Neural Net-
works. In the machine learning field, an Artificial Neural Network (ANN) is a
mathematical model consisting of artificial “neurons”.

In particular, similar to the human brain, a neural network consists of a number of
neurons connected to each other by “weighed” connections, which receive stimuli and
elaborate them. It can, therefore, be seen as a system able to give a response (output) to
a question (input). In fact it is characterized by neurons working in parallel. A very
common configuration used in an Artificial Neural Network consists of three layers:
input layer, hidden layer and output layer.

In the recent years the neural networks (ANNs), frequently applied for the study of
complex systems to solve engineering problems, are used to obtain thematic infor-
mation to a sub-scale–pixel [11] to classify images [13], for the risk analysis [15], and
finally, for the prediction, in the short period, of the environmental dynamics [10, 24,
31]. The most important peculiarity of these systems is the ability to learn
mathematical-statistical models through the experience, or through the reading of the
experimental data, without determining the mathematical relationships that bind the
solutions to the problem. The artificial neural network is therefore not planned, but
“trained” through a learning process based on empirical data. The result is a “black
box” model, which is opposed to the “white box” because the internal components of
the system are not known and it isn’t possible to explain in clear terms the output.
There are two different learning/training typologies [14]: supervised learning (used in
this work) and unsupervised one. The supervised learning is the most used method. It is
based on a training phase, constructing a data set with which to “train” the network,
formed by a series of experimental pairs (real-input, real-output). If the training is
successful, the network learns to recognize the implicit relationship that ties the input
variables to the output and it is also able to respond correctly to stimuli that were not
present in the training set. A neural network can be seen, therefore, as a system able to
give a response (output) to a question (input). The training involves a series of
operations:

• Choice of input parameters;
• Random allocation of weights to connections between neurons;
• Output Calculation;
• Comparison of the output with the expected value and error calculation.

A neural network possesses, as it is well known for all the networks, an algorithm
that adjusts the weights (attenuations) of the links, so that it is suitable to provide a
certain output in response to a given input. This process proceeds in an iterative manner
until it reaches the convergence between the calculated value and the expected one, that
is in this application, until the minimum squares error (RMSE) reaches the desired
value (a RMSE value of zero indicates a good relationship between the desired value
and the predicted one).
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4 Study Area: The Provincial Road SP 3 and State Route
SS585 (Fondovalle del Noce)

For the Basilicata Region the tourism industry is an economic sector of great impor-
tance, thanks to the beauty of its landscapes and to its historical-cultural heritage.

The Istat data (National Institute of Statistical Data) allow to estimate, on the
overall regional touristic movement, an incidence of 55–60% of seaside tourism in the
areas of Metaponto and Maratea. This location, as well as for its artistic and cultural
heritage (watch towers, squares and monuments that make the city an open-air
museum), is also known for the purity of the sea and the beauty of the coast, making
the provincial road SP3 one of the most important transportation corridors to achieve
such a relevant place in Basilicata. In this touristic context, in fact, plays a significant
role the itinerary Lauria - Maratea (the two towns are connected by the Thirrenan
Provincial Road SP3 that is linked for a short distance of about 32 km to the State Road
585). The road runs along the Noce River and crosses the picturesque landscape
ranging from the mountains of Lagonegro to the Riviera dei Cedri, representing a
fundamental road junction for those who want to reach Maratea from the highway A3.
Unfortunately these transportation corridors are characterized by an intense state of
instability (Fig. 1b) and are affected by active mass movements of various type (Fig. 1c
and d). The observed area is geographically placed in the South West of Basilicata. The
analyzed roads falls into the Sheet 521 Sect. 2 (Lauria) and into the Sheet 533 Sect. 4
(Maratea) of the cartography 1: 25.000 of the I.G.M. (Military Geographical Institute).

Fig. 1. (a) Study area; (b) Mass movements location in the study area; (c) Landslide occurred in
location Panoramica (October 2016) by the side that overlooks the Seaport of Maratea: several
tons of mud arrived to the port, invading homes and roads reaching the sea; (d) landslide
occurred in the area of Piano Menta (Lauria) (March 2013).
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4.1 Geomorphology of the Study Area

The landscape is mostly mountainous, with steep morphology, especially along the
sides of the internal and coastal massifs. The major population centers including
Lauria, Lagonegro and Trecchina, are mostly occupied by soils with predominantly
pelitic component. From the morphological point of view it is possible to differentiate
two areas: the north-east area shows a discontinuous relief, interrupted only by river
valleys systems dissecting the morphostructures controlled by folds and thrust faults
related to mio-Pliocene compressive tettogenesis. The south-western sector, instead, is
marked by forms of fluvial dissection associated with horst-graben type mor-
phostructures. The morphogenetic action of landslides occurring in the area is carried
out through the slow or sudden displacement of a mass of rock and/or earth under the
effect of gravity.

In particular, in correspondence of the reliefs of the Monti di Lauria and of the
Massiccio del Pollino is possible to take over the carbonate succession referring
respectively to the Unity of the Monte Foraporta and to the Unity of Monte Pollino [6,
28], characterized by limestone, dolomitic limestone, dolomite, carbonatic breccias, in
layers and benches, sometimes intensely fractured. The areas crossed by the route are
morphologically conditioned by the presence of the Fiumicello torrent. The same area
has several watersheds and ridges that follow a morphology with strongly steep
stretches.

4.2 Application of the RHRS 2.0 Method to the Study Area

The application of the method implies the assessment of the parameters, listed above,
contextualized within the area of influence of 1 km, in the neighborhood of the Lauria
– Maratea itinerary, that is the object of this study. At first, concerning the parameter
related to the “Average Slope”, the study area is characterized by an average slope
between 10–25°. The zone, furthermore, is mainly constituted by wooded land and
semi-natural areas, with few cultivated areas concentrated especially in the territories of
Lauria and Trecchina. The lithological aspect, however, is attributable to Flyshoid
formations. In particular, the morphostructure of the Monti di Maratea is bounded by
important faults, characterized by notable discards. The climatic conditions relating to
the examined territory, however, are characterized by long freezing periods and heavy
annual rain-fall, mostly concentrated in the autumn months. Finally, as regards the
parameters linked to the considered road path, both the Provincial Road SP3 and the
State Road SS585 along the itinerary Lauria-Maratea are characterized by two lanes in
each direction, each one constituted by a width of 3 m. The “Average Vehicle Risk’’
parameter, instead, assumes relatively high values, for the most part greater than 100%
(considering an average traffic equal to 500 vehicles per hour in the worst scenario: the
month of August and the rush hour), indicating that for each stretch of road at risk, at
any particular time, there is the probability that more than one vehicle is present within
the hazard zone [26]. Finally, the last considered parameter is I/H. For each landslide
body, a value of intensity has been assessed using the matrix shown in the Table 3.
Therefore the obtained magnitude class has been intersected with the hazard class
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obtained using the Artificial Neural Network (ANN). The ANN is implemented con-
sidering the landsliding predisposing parameters (Fig. 2), a training phase, represented
by a portion of landslides, and a testing phase used to test the performance of the
network. The choice of parameters has been conducted considering the characteristics
of the study area in relation to the influence that they have on the mechanisms of
landslides. Some factors are nominal variables, such as the lithology and the land use,

Fig. 2. Landslide predisposing factor maps used for the landslide susceptibility analysis:
(a) DEM; (b) curvature; (c) land use; (d) lithology; (e) TWI; (f) slope
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other are morphometric (slope, aspect, etc…) and they have been obtained from the
DEM (Digital Elevation Model) having a cell resolution of 20 m � 20 m. After ras-
terized all parameters and converted to ASCII data, they have been processed and
classified using the IDRISI Taiga software [9] in order to obtain input maps to insert
later in the MLP (MultyLayerPerceptron) module, used to generate the Artificial Neural
Network. The parameters considered for this work as input for the assessment of
landslide susceptibility are: Aspect, Lithology, Slope, Curvature, DEM, TWI (Topo-
graphic Wetness Index), Land Use (Fig. 2). The used input parameters (nominal and
numerical variables) have been considered as a sequence of numbers, in order to avoid
the introduction of variables of different types in the analysis. For this reason, both
numeric and nominal variables have been divided in classes (Fig. 2).

Training or Learning is determined through a process, based on training data sets,
constituted by the 50% of pixels (marked with the value 1) falling in landslide areas
and by the 50% of pixels (marked with the value 2) in non-landslide areas; the
remaining pixels have a value equal to 0 which indicates the set of NO DATA pixels.
The training model has been realized with the GIS support. The testing face has been
used to evaluate the model performance on data that not enter in the training procedure
using the data set consisting of values unknown by the network and represented in this
work by the 50% of the other landslide bodies present in the study area. Comparing the
testing data set and the susceptibility values obtained by the network, the performance
of the model is assessed.

The analysis includes a buffer of the provincial road network of 1 km on each side,
considering the active landslide bodies.

The landslide susceptibility map (H), reclassified in Very Low or None, Low,
Medium, High, Very High susceptibility has been obtained through the output cumu-
lative distribution provided by the network (Fig. 3).

Fig. 3. Reclassified susceptibility map
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4.3 Results and Conclusion

The application of the RHRS 2.0 method along the Provincial Road SP3 and along the
State Road SS585, allowed to identify different risk classes due to several active mass
movements. In particular, the risk along roads is assessed considering both the
parameters linked to the characteristics of the infrastructures and the geological ones.

The sum of the scores of the analyzed parameters allowed to define different risk
levels with increasing severity, according to the classification proposed in the Italian
Legislation (DPCM 29/09/1998): R1 indicates the moderate risk for which the eco-
nomic, social and environmental damages are marginal; R2 indicates the average risk
for which minor damages to buildings, infrastructures and environmental assets are
possible, so it doesn’t affect the people safety, the building practicability and the
functionality of the economic activities; R3 indicates a high risk level and possible
problems for people safety, functional damage to buildings and infrastructure, dis-
ruption of socio-economic activities and significant damages to the environmental
heritage; finally R4 indicates the very high risk level for which the loss of life and
serious injuries, serious damages to buildings, infrastructures and environmental her-
itage and the destruction of socio-economic activities are possible.

The total length of the analyzed section is equal to about 32 km; of these the 3.5%
is subject to risk R1, 14.2% is subject to risk R2, 13.4% at risk R3 and 2% at risk R4,
while to the road sections not subject to risk, accounting for 67% of the total, have been
assigned a risk class R0 corresponding to zero risk (Fig. 4). The results of this zoning
allows to observe that between the four different risk classes defined by the DPCM
29/9/98, the predominant class is the R3.

Fig. 4. Risk levels map along the strategic touristic road SS585 and SP3
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In conclusion, it is possible to say that the 30 landslide bodies identified along the
analyzed road significantly affect the road functionality. Furthermore, considering the
tourist importance that characterizes the Lauria–Maratea itinerary, the presence of the
active mass movements represents certainly a relevant problem. The RHRS 2.0 method
results to be, therefore, a fundamental preliminary tool in order to mapping the road
risk levels.

The innovation of the proposed method is primarily concerned with the possibility
of assessing the risk along roads due not only to the rockfall but also to other types of
mass movements (earth flow, roto-translational slide, rock slide, rapid earth flow, debris
flow). In fact it is therefore considered an important tool for the competent authorities
to timely adopt the maintenance and the management measures of the road
infrastructures.
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