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Preface

The present book includes extended and revised versions of a set of selected papers
from the 18th International Conference on Enterprise Information Systems (ICEIS
2016), held in Rome, Italy, during April 25–28.

ICEIS 2016 received 257 paper submissions from 42 countries, of which 9% are
included in this book. The papers were selected by the event chairs and their selection
is based on a number of criteria that include the classifications and comments provided
by the Program Committee members, the session chairs’ assessment, and also the
program chairs’ global view of all papers included in the technical program. The
authors of selected papers were then invited to submit a revised and extended version
of their papers having at least 30% innovative material.

The purpose of ICEIS is to bring together researchers, engineers, and practitioners
interested in the advances and business applications of information systems. Six
simultaneous tracks were held, covering different aspects of enterprise information
systems applications, including enterprise database technology, systems integration,
artificial intelligence, decision support systems, information systems analysis and
specification, internet computing, electronic commerce, human factors and enterprise
architecture.

The papers selected to be included in this book contribute to the understanding of
relevant trends of current research on enterprise information systems, including issues
with regard to enterprise engineering, heterogeneous systems, security, software
engineering, systems integration, business process management, human factors and
affective computing, ubiquitous computing, social computing, knowledge manage-
ment, and artificial intelligence.

We would like to thank all the authors for their contributions and also the reviewers
who helped ensure the quality of this publication.

February 2017 Leszek Maciaszek
Michele M. Missikoff
Slimane Hammoudi

José Cordeiro
Olivier Camp
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Abstract. The omnipresence of event data and powerful process mining
techniques make it possible to quickly learn process models describing
what people and organizations really do. Recent breakthroughs in process
mining resulted in powerful techniques to discover the real processes, to
detect deviations from normative process models, and to analyze bottle-
necks and waste. Process mining and other data science techniques can
be used to improve processes within any organization. However, there are
also great concerns about the use of data for such purposes. Increasingly,
customers, patients, and other stakeholders worry about “irresponsible”
forms of data science. Automated data decisions may be unfair or non-
transparent. Confidential data may be shared unintentionally or abused
by third parties. Each step in the “data science pipeline” (from raw data
to decisions) may create inaccuracies, e.g., if the data used to learn a
model reflects existing social biases, the algorithm is likely to incorpo-
rate these biases. These concerns could lead to resistance against the
large-scale use of data and make it impossible to reap the benefits of
process mining and other data science approaches. This paper discusses
Responsible Process Mining (RPM) as a new challenge in the broader
field of Responsible Data Science (RDS). Rather than avoiding the use of
(event) data altogether, we strongly believe that techniques, infrastruc-
tures and approaches can be made responsible by design. Not addressing
the challenges related to RPM/RDS may lead to a society where (event)
data are misused or analysis results are deeply mistrusted.

Keywords: Data science · Process mining · Big data · Fairness ·
Accuracy · Confidentiality · Transparency

1 Introduction

Big data is changing the way we do business, socialize, conduct research, and
govern society. Data are collected on anything, at any time, and in any place
[5]. Organizations are investing heavily in Big data technologies and data sci-
ence has emerged as a new scientific discipline providing techniques, methods,
c© Springer International Publishing AG 2017
S. Hammoudi et al. (Eds.): ICEIS 2016, LNBIP 291, pp. 3–28, 2017.
DOI: 10.1007/978-3-319-62386-3 1
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and tools to gain value and insights from new and existing data sets. Data
abundance combined with powerful data science techniques has the potential
to dramatically improve our lives by enabling new services and products, while
improving their efficiency and quality. Big Data is often considered as the “new
oil” and data science aims to transform this into new forms of “energy”: insights,
diagnostics, predictions, and automated decisions. However, the process of trans-
forming “new oil” (data) into “new energy” (analytics) may negatively impact
citizens, patients, customers, and employees. Systematic discrimination based
on data, invasions of privacy, non-transparent life-changing decisions, and inac-
curate conclusions occur regularly and show that the saying “With great power
comes great responsibility” also applies to data science.

Data science techniques may lead to new forms of “pollution”. Technological
solutions that aim to avoid the negative side effects of using data, can be char-
acterized by the term “Green Data Science” (GDS) first coined in [4]. The term
refers to the collection of techniques and approaches trying to reap the benefits
of data science and Big Data while ensuring fairness, accuracy, confidentiality,
and transparency. Citizens, patients, customers, and employees need to be pro-
tected against irresponsible uses of data (big or small). Therefore, we need to
separate the “good” and “bad” of data science. Compare this with environmen-
tally friendly forms of green energy (e.g. solar power) that overcome problems
related to traditional forms of energy. Data science may result in unfair deci-
sion making, undesired disclosures, inaccuracies, and non-transparency. These
irresponsible uses of data can be viewed as “pollution”. Abandoning the system-
atic use of data may help to overcome these problems. However, this would be
comparable to abandoning the use of energy altogether. Data science is used to
make products and services more reliable, convenient, efficient, and cost effec-
tive. Moreover, most new products and services depend on the collection and
use of data. Therefore, we argue that the “prohibition of data (science)” is not
a viable solution. Instead we believe that technological solutions can be used to
avoid pollution and protect the environment in which data is collected and used.

In this paper we use the term “Responsible Data Science” (RDS) rather
than “Green Data Science” (GDS). Our notion of responsible is inspired by the
emerging field of responsible innovation [15,21]. From the overall “responsibility”
notion, we distill four main challenges specific to data science:

– Fairness: Data science without prejudice - How to avoid unfair conclusions
even if they are true?

– Accuracy: Data science without guesswork - How to answer questions with
a guaranteed level of accuracy?

– Confidentiality: Data science that ensures confidentiality - How to answer
questions without revealing secrets?

– Transparency: Data science that provides transparency - How to clarify
answers such that they become indisputable?

This paper discusses these so-called “FACT” challenges while emphasizing the
need for technological solutions that enable individuals, organizations and society
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to reap the benefits from the widespread availability of data while ensuring
Fairness, Accuracy, Confidentiality, and Transparency (FACT).

The “FACT” challenges are fairly general. Therefore, the second part of this
paper focuses on a specific subdiscipline of data science: process mining [5].
Process mining can be used to discover what people actually do, check compli-
ance, and uncover bottlenecks. Process mining reveals the behaviors of work-
ers, customers, and other people involved in the processes being analyzed. The
unique capabilities of process mining also create a range of “FACT” challenges.
For example, analysis may reveal that workers taking care of the most difficult
cases are slower than others or cause more deviations. Moreover, the filtering of
event data may be used to influence the outcomes in such a way that decision
makers are not aware of this. These examples illustrate the negative side-effects
that Responsible Process Mining (RPM) aims to avoid.

This paper extends the ICEIS 2016/ENASE 2016 keynote paper [4] by intro-
ducing the data science discipline and by elaborating on RDS and RPM. The
remainder of this paper is organized as follows. Section 2 introduces the field of
data science and uses the example of photography to illustrate the impact of dig-
itization in our daily lives. In Sect. 3 we elaborate on the four general “FACT”
challenges. Section 4 introduces process mining as a technology to analyze the
behavior of people and organizations. In this more specific setting, we revisit
the four “FACT” challenges and mention possible solution directions (Sect. 5).
Finally, Sect. 6 concludes the paper.

2 Data Science

Many definitions have been proposed for data science [11,24]. Here, we use a
definition taken from [5]:

Data science is an interdisciplinary field aiming to turn data into real
value. Data may be structured or unstructured, big or small, static or
streaming. Value may be provided in the form of predictions, automated
decisions, models learned from data, or any type of data visualization
delivering insights. Data science includes data extraction, data prepara-
tion, data exploration, data transformation, storage and retrieval, comput-
ing infrastructures, various types of mining and learning, presentation of
explanations and predictions, and the exploitation of results taking into
account ethical, social, legal, and business aspects.

The definition shows that the data science field is quite broad. Data science has
it roots in different fields. Like computer science emerged from mathematics,
data science is now emerging from a range of disciplines (see Fig. 1).

Within statistics, one of the key areas in mathematics, there is a long tradi-
tion in data analysis. Statistics developed over four centuries starting with the
work of John Graunt (1620–1674). Although data science can be seen as a con-
tinuation of statistics, the recent progress in data science cannot be attributed
to traditional statisticians that tend to focus more on theoretical results rather
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than real-world analysis problems. The computational aspects, which are critical
for larger data sets, are typically ignored by statisticians [5,27]. The focus is on
generative modeling rather than prediction and dealing with practical challenges
related to data quality and size. It was the data mining community that realized
major breakthroughs in the discovery of patterns and relationships (e.g., effi-
ciently learning decision trees and association rules). Data science is also closely
related to data processing. Turing award winner Peter Naur (1928–2016) used
the term “data science” long before it was in vogue [5]. In 1974, Naur wrote:
“A basic principle of data science, perhaps the most fundamental that may be
formulated, can now be stated: The data representation must be chosen with
due regard to the transformation to be achieved and the data processing tools
available” [19].

As Fig. 1 shows, the roots of data science extend beyond mathematics and
computer science. Other areas include ethics, law, economics, and operations
management.

mathema cs

data science

computer science

Fig. 1. Just like computer science emerged from mathematics, data science is now
emerging from multiple disciplines.

To illustrate the relevance of data science, let us consider the development
of photography over time as sketched in Fig. 2. Photography emerged at the
beginning of the 19th century. Until 1975 photos were analog and for a long
time Kodak was the undisputed market leader. At the peak of its success Kodak
developed the first digital camera. It could make 0.01 megapixel black and white
pictures and marked both the beginning of the digital photography and the
decline of Kodak as a company (see Fig. 2). In 2003, the sales of digital cameras
exceeded the sales of traditional cameras for the first time. Today, we make pho-
tographs using smartphones and tablets rather than cameras. The remarkable
transition from analog to digital photography illustrated by Fig. 2 has had an
impact that goes far beyond the photos themselves. The digitization of photog-
raphy enabled new applications. For example, photos can be shared online (e.g.
Flickr, Instagram, Facebook, and Twitter) and changed the way we communicate
and socialize (see the uptake of the term “selfie”). Smartphone apps can even be
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used to detect eye cancer, melanoma, and other diseases by analyzing photos.
Photos capture “events” showing what is really happening. This is enabling new
forms of data analysis.

World's earliest 
surviving camera 

photograph (1826)

Kodak box camera 
developed by 

George Eastman   
(1888)

First digital camera 
by Steve Sasson 

from Kodak (1975)

Sales digital 
cameras exceeds 
analog cameras 

(2003)

Release of 
first iPhone 

(2007)

Release of iPad 2
 (2011)

2.2 million apps in 
Google Play and 2.0 
million apps in Apple 

App Store (2016)

Around 1800, Thomas Wedgwood 
attempted to capture the image in a camera 
obscura by means of a light-sensitive 
substance. The earliest remaining photo 
dates from 1826. 

George Eastman founded Kodak around 
1890 and produced “The Kodak” box 
camera that was sold for $25, thus making 
photography accessible for a larger group 
of people. 

In 1976, Kodak was responsible for 90% of film 
sales and 85% of camera sales in the United 
States. Kodak developed the first digital 
camera in 1975, i.e., at the peak of its success.

In 2003, the sales of digital cameras exceeded 
the sales of traditional cameras for the first 
time. Kodak and others could not adapt.

Soon after their introduction,
smartphones with built-in 
cameras overtook dedicated 
cameras.

The first iPad having a 
camera (iPad 2) was 
presented on March 2nd,
2011 by Steve Jobs.

Today, most photos are made using mobile phones and 
tablets. Photos can be shared online (e.g. Flickr,
Instagram, Facebook, and Twitter) and changed the way 
we communicate and socialize. Smartphone apps can 
detect eye cancer, melanoma, and other diseases by 
analyzing photos. A photo created using a smartphone 
may generate to a wide range of events (e.g., sharing)
having data attributes (e.g., location) that reach far 
beyond the actual image.

an
al
og

di
gi
ta
l

Fig. 2. Example of digitization: digital photography changed the way we make and use
photos. Moreover, the digitization of photos enabled new forms of analysis.

Similar developments can be witnessed in all economic sectors. Consider for
example the music industry. The transition from analog to digital music has
quite some similarities with Fig. 2.

Looking at the timeline in Fig. 2, one can easily see why data science is now
emerging as a new discipline. The exponential growth of data over the last decades
has now reached a “tipping point” dramatically changing the way we do business
and socialize. After explaining why and how data science emerged as a new disci-
pline, we now use Fig. 3 to introduce the three main aspects of data science:
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infrastructure analysis effect

networks & sensors
distributed systems (e.g. Hadoop)
databases (NoSQL)
programming (MapReduce)
security
...

sta s cs
data/process mining
machine learning
opera ons research 
algorithms
visualiza on
...

ethics & privacy
human technology interac on
opera ons management
business models
entrepreneurship
...

Fig. 3. The data science landscape composed of three main aspects: infrastructure,
analysis, and effect.

– Infrastructure: How to collect, store, and process (large amounts of) data?
The infrastructure provides the basis for analysis. Data need to be collected
and stored. Systems may need to be distributed to cope with larger amounts of
data. Databases may need to be tailored towards the application and special
programming models may need to be employed.

– Analysis: How to turn data into insights, answers, ideas, and decisions?
Using the infrastructure different types of approaches can be used to extract
value from data. This includes machine learning, data/process mining, sta-
tistics, visual analytics, predictive analytics, decision support, etc.

– Effect: How to positively impact reality? The application of data science may
impact individuals, processes, organizations, and society. There may be trade-
offs between different goals and stakeholders. For example, privacy concerns
may conflict with business targets.

Figure 4 provides yet another view on the data science landscape by sketch-
ing the “data science pipeline”. Individuals interact with a range of hard-
ware/software systems (information systems, smartphones, websites, wearables,
etc.) ➊. Data related to machine and interaction events are collected ➋ and
preprocessed for analysis ➌. During preprocessing data may be transformed,
cleaned, anonymized, de-identified, etc. Models may be learned from data or
made/modified by hand ➍. For compliance checking, models are often norma-
tive and made by hand rather than discovered from data. Analysis results based
on data (and possibly also models) are presented to analysts, managers, etc. ➎
or used to influence the behavior of information systems and devices ➏. Based on
the data, decisions are made or recommendations are provided. Analysis results
may also be used to change systems, laws, procedures, guidelines, responsibili-
ties, etc. ➐.
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3 Responsible Data Science (RDS)

Figure 4 also lists the four “FACT” challenges mentioned in the introduction.
Each of the challenges requires an understanding of the whole data pipeline.
Flawed analysis results or bad decisions may be caused by different factors such
as a sampling bias, careless preprocessing, inadequate analysis, or an opinionated
presentation. We use the term Responsible Data Science (RDS) for data science
approaches that try to exploit data while avoiding negative side-effects. RDS is
synonymous with “Green Data Science” (GDS) [4]. The latter term is based on
the metaphor that “data is the new oil” and that we should develop technologies
to avoid the “pollution” caused by irresponsible uses of data.

data in a 
variety of 
systems

data used as 
input for 
analytics

information 
systems, 

devices, etc.

results

models

extract, load, 
transform, clean, 
anonymize, de-
identify, etc.

report, discover, 
mine, learn, check, 

predict, recommend, etc.

interaction with individuals

interpretation by analysts, managers, etc.

1

2

3

4

5

6

7

- Data Science 
without prejudice: How to 
avoid unfair conclusions 

even if they are true?

- Data 
Science that ensures 

confidentiality: How to 
answer questions without 

revealing secrets?

 - Data Science 
without guesswork: How to 

answer questions with a 
guaranteed level of accuracy?  - Data Science 

that provides transparency: How 
to clarify answers such that they 

become indisputable?

Fig. 4. The “data science pipeline” facing the four “FACT” challenges.

RDS advocates taking the third aspect (“effect”) in Fig. 3 as leading when
designing or using the first two aspects (“infrastructure” and “analysis”). When-
ever possible, infrastructures and analysis techniques should be responsible by
design.

The remainder of this section elaborates on the four “FACT” challenges:
Fairness, Accuracy, Confidentiality, and Transparency.

3.1 Fairness - Data Science Without Prejudice: How to Avoid
Unfair Conclusions Even if They Are True?

Data science techniques need to ensure fairness: Automated decisions and
insights should not be used to discriminate in ways that are unacceptable from
a legal or ethical point of view. Discrimination can be defined as “the harmful
treatment of an individual based on their membership of a specific group or
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category (race, gender, nationality, disability, marital status, or age)”. However,
most analysis techniques aim to discriminate among groups. Banks handing out
loans and credit cards try to discriminate between groups that will pay their
debts and groups that will run into financial problems. Insurance companies
try to discriminate between groups that are likely to claim and groups that are
less likely to claim insurance. Hospitals try to discriminate between groups for
which a particular treatment is likely to be effective and groups for which this
is less likely. Hiring employees, providing scholarships, screening suspects, etc.
can all be seen as classification problems: The goal is to explain a response vari-
able (e.g., person will pay back the loan) in terms of predictor variables (e.g.,
credit history, employment status, age, etc.). Ideally, the learned model explains
the response variable as well as possible without discriminating on the basis of
sensitive attributes (race, gender, etc.).

To explain discrimination discovery and discrimination prevention, let us
consider the set of all (potential) customers of some insurance company special-
izing in car insurance. For each customer we have the following variables:

– name,
– birthdate,
– gender (male or female),
– nationality,
– car brand (Alfa, BMW, etc.),
– years of driving experience,
– number of claims in the last year,
– number of claims in the last five years, and
– status (insured, refused, or left).

The status field is used to distinguish current customers (status = insured) from
customers that were refused (status = refused) or that left the insurance company
during the last year (status = left). Customers that were refused or that left more
than a year ago are removed from the data set.

Techniques for discrimination discovery aim to identify groups that are dis-
criminated based on sensitive variables, i.e., variables that should not matter.
For example, we may find that “males have a higher likelihood to be rejected
than females” or that “foreigners driving a BMW have a higher likelihood to be
rejected than Dutch BMW drivers”. Discrimination may be caused by human
judgment or by automated decision algorithms using a predictive model. The
decision algorithms may discriminate due to a sampling bias, incomplete data,
or incorrect labels. If earlier rejections are used to learn new rejections, then
prejudices may be reinforced. Similar “self-fulfilling prophecies” can be caused
by sampling or missing values.

Even when there is no intent to discriminate, discrimination may still occur.
Even when the automated decision algorithm does not use gender and uses only
non-sensitive variables, the actual decisions may still be such that (fe)males or
foreigners have a much higher probability to be rejected. The decision algorithm
may also favor more frequent values for a variable. As a result, minority groups
may be treated unfairly.
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Discrimination prevention aims to create automated decision algorithms that
do not discriminate using sensitive variables. It is not sufficient to remove these
sensitive variables: Due to correlations and the handling of outliers, uninten-
tional discrimination may still take place. One can add constraints to the deci-
sion algorithm to ensure fairness using a predefined criterion. For example, the
constraint “males and females should have approximately the same probabil-
ity to be rejected” can be added to a decision-tree learning algorithm. Next to
adding algorithm-specific constraints used during analysis one can also use pre-
processing (modify the input data by resampling or relabeling) or postprocessing
(modify models, e.g., relabel mixed leaf nodes in a decision tree). In general there
is often a trade-off between maximizing accuracy and minimizing discrimination
(see Fig. 5). By rejecting fewer males (better fairness), the insurance company
may need to pay more claims.

Discrimination prevention often needs to use sensitive variables (gender, age,
nationality, etc.) to ensure fairness. This creates a paradox, e.g., information on
gender needs to be used to avoid discrimination based on gender.

The first paper on discrimination-aware data mining appeared in 2008 [22].
Since then, several papers mostly focusing on fair classification appeared: [8,
14,26]. These examples show that unfairness during analysis can be actively
prevented. However, unfairness is not limited to classification and more advanced
forms of analytics also need to ensure fairness.

3.2 Confidentiality - Data Science That Ensures Confidentiality:
How to Answer Questions Without Revealing Secrets?

The application of data science techniques should not reveal certain types of
personal or otherwise sensitive information. Often personal data need to be kept
confidential. The General Data Protection Regulation (GDPR) (see also Sect. 6)
focuses on personal information [10]: “The principles of data protection should
apply to any information concerning an identified or identifiable natural person.
Personal data which have undergone pseudonymisation, which could be attributed

fa
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accuracy
low accuracy highest accuracy 

possible using all data 
without constraints

analysis results 
and model are 

non-discrimina ng

analysis results and 
model are created 

without considering 
discrimina on

possible compromise 
between fairness and 

accuracy

ideal 
situation 

(impossible)

Fig. 5. Tradeoff between fairness and accuracy.
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to a natural person by the use of additional information should be considered to
be information on an identifiable natural person. To determine whether a natural
person is identifiable, account should be taken of all the means reasonably likely
to be used, such as singling out, either by the controller or by another person to
identify the natural person directly or indirectly. To ascertain whether means are
reasonably likely to be used to identify the natural person, account should be taken
of all objective factors, such as the costs of and the amount of time required for
identification, taking into consideration the available technology at the time of
the processing and technological developments. The principles of data protection
should therefore not apply to anonymous information, namely information which
does not relate to an identified or identifiable natural person or to personal data
rendered anonymous in such a manner that the data subject is not or no longer
identifiable.”

Confidentiality is not limited to personal data. Companies may want to hide
sales volumes or production times when presenting results to certain stakehold-
ers. One also needs to bear in mind that few information systems hold informa-
tion that can be shared or analyzed without limits (e.g., the existence of personal
data cannot be avoided). The “data science pipeline” depicted in Fig. 4 shows
that there are different types of data having different audiences. Here we focus
on: (1) the “raw data” stored in the information system ➋, (2) the data used
as input for analysis ➌, and (3) the analysis results interpreted by analysts and
managers ➎. Whereas the raw data may refer to individuals, the data used for
analysis is often (partly) de-identified, and analysis results may refer to aggre-
gate data only. It is important to note that confidentiality may be endangered
along the whole pipeline and includes analysis results.

Consider a data set that contains sensitive information. Records in such a
data set may have three types of variables:

– Direct identifiers: Variables that uniquely identify a person, house, car, com-
pany, or other entity. For example, a social security number identifies a person.

– Key variables: Subsets of variables that together can be used to identify some
entity. For example, it may be possible to identify a person based on gender,
age, and employer. A car may be uniquely identified based on registration
date, model, and color. Key variables are also referred to as implicit identifiers
or quasi identifiers.

– Non-identifying variables: Variables that cannot be used to identify some
entity (direct or indirect).

Confidentiality is impaired by unintended or malicious disclosures. We con-
sider three types of such disclosures:

– Identity disclosure: Information about an entity (person, house, etc.) is
revealed. This can be done through direct or implicit identifiers. For example,
the salaries of employees are disclosed unintentionally or an intruder is able
to retrieve patient data.

– Attribute disclosure: Information about an entity can be derived indirectly. If
there is only one male surgeon in the age group 40–45, then aggregate data
for this category reveals information about this person.
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– Partial disclosure: Information about a group of entities can be inferred.
Aggregate information on male surgeons in the age group 40–45 may disclose
an unusual number of medical errors. These cannot be linked to a particular
surgeon. Nevertheless, one may conclude that surgeons in this group are more
likely to make errors.

De-identification of data refers to the process of removing or obscuring
variables with the goal to minimize unintended disclosures. In many cases re-
identification is possible by linking different data sources. For example, the com-
bination of wedding date and birth date may allow for the re-identification of a
particular person. Anonymization of data refers to de-identification that is irre-
versible: re-identification is impossible. A range of de-identification methods is
available: removing variables, randomization, hashing, shuffling, sub-sampling,
aggregation, truncation, generalization, adding noise, etc. Adding some noise to
a continuous variable or the coarsening of values may have a limited impact on
the quality of analysis results while ensuring confidentiality.

There is a trade-off between minimizing the disclosure of sensitive information
and the usefulness of analysis results (see Fig. 6). Removing variables, aggrega-
tion, and adding noise can make it hard to produce any meaningful analysis
results. Emphasis on confidentiality (like security) may also reduce convenience.
Note that personalization often conflicts with fairness and confidentiality. Dis-
closing all data, supports analysis, but jeopardizes confidentiality.

Access rights to the different types of data and analysis results in the “data
science pipeline” (Fig. 4) vary per group. For example, very few people will have
access to the “raw data” stored in the information system ➋. More people
will have access to the data used for analysis and the actual analysis results.
Poor cybersecurity may endanger confidentiality. Good policies ensuring proper
authentication (Are you who you say you are?) and authorization (What are
you allowed to do?) are needed to protect access to the pipeline in Fig. 4. Cyber-
security measures should not complicate access, data preparation, and analysis;
otherwise people may start using illegal copies and replicate data. See [18,20,23]
for approaches to ensure confidentiality.
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Fig. 6. Tradeoff between confidentiality and utility.
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3.3 Accuracy - Data Science Without Guesswork: How to Answer
Questions with a Guaranteed Level of Accuracy?

Increasingly decisions are made using a combination of algorithms and data
rather than human judgement. Hence, analysis results need to be accurate and
should not deceive end-users and decision makers. Yet, there are several factors
endangering accuracy.

First of all, there is the problem of overfitting the data leading to “bogus
conclusions”. There are numerous examples of so-called spurious correlations
illustrating the problem. Some examples (taken from [28]):

– The per capita cheese consumption strongly correlates with the number of
people who died by becoming tangled in their bedsheets.

– The number of Japanese passenger cars sold in the US strongly correlates
with the number of suicides by crashing of motor vehicle.

– US spending on science, space and technology strongly correlates with suicides
by hanging, strangulation and suffocation.

– The total revenue generated by arcades strongly correlates with the number
of computer science doctorates awarded in the US.

When using many variables relative to the number of instances, classification
may result in complex rules overfitting the data. This is often referred to as the
curse of dimensionality : As dimensionality increases, the number of combina-
tions grows so fast that the available data become sparse. With a fixed number
of instances, the predictive power reduces as the dimensionality increases. Using
cross-validation most findings (e.g., classification rules) will get rejected. How-
ever, if there are many findings, some may survive cross-validation by sheer luck.

In statistics, Bonferroni’s correction is a method (named after the Italian
mathematician Carlo Emilio Bonferroni) to compensate for the problem of multi-
ple comparisons. Normally, one rejects the null hypothesis if the likelihood of the
observed data under the null hypothesis is low [9]. If we test many hypotheses,
we also increase the likelihood of a rare event. Hence, the likelihood of incorrectly
rejecting a null hypothesis increases [17]. If the desired significance level for the
whole collection of null hypotheses is α, then the Bonferroni correction suggests
that one should test each individual hypothesis at a significance level of α

k where
k is the number of null hypotheses. For example, if α = 0.05 and k = 20, then
α
k = 0.0025 is the required significance level for testing the individual hypotheses.

Next to overfitting the data and testing multiple hypotheses, there is the
problem of uncertainty in the input data and the problem of not showing uncer-
tainty in the results.

Uncertainty in the input data is related to the fourth “V” in the four “V’s of
Big Data” (Volume, Velocity, Variety, and Veracity). Veracity refers to the trust-
worthiness of the input data. Sensor data may be uncertain, multiple users may
use the same account, tweets may be generated by software rather than people,
etc. These uncertainties are often not taken into account during analysis assuming
that things “even out” in larger data sets. This does not need to be the case and the
reliability of analysis results is affected by unreliable or probabilistic input data.
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According to Bonferroni’s principle we need to avoid treating random obser-
vations as if they are real and significant [25]. The following example, inspired
by a similar example in [25], illustrates the risk of treating completely random
events as patterns.
A Dutch government agency is searching for terrorists by examining hotel
visits of all of its 18 million citizens (18×106). The hypothesis is that terrorists
meet multiple times at some hotel to plan an attack. Hence, the agency looks
for suspicious “events” {p1, p2} † {d1, d2} where persons p1 and p2 meet on
days d1 and d2. How many of such suspicious events will the agency find if the
behavior of people is completely random? To estimate this number we need
to make some additional assumptions. On average, Dutch people go to a hotel
every 100 days and a hotel can accommodate 100 people at the same time. We
further assume that there are 18×106

100×100 = 1800 Dutch hotels where potential
terrorists can meet.
The probability that two persons (p1 and p2) visit a hotel on a given day d
is 1

100 × 1
100 = 10−4. The probability that p1 and p2 visit the same hotel on

day d is 10−4 × 1
1800 = 5.55 × 10−8. The probability that p1 and p2 visit the

same hotel on two different days d1 and d2 is (5.55 × 10−8)2 = 3.086 × 10−15.
Note that different hotels may be used on both days. Hence, the probability
of suspicious event {p1, p2} † {d1, d2} is 3.086 × 10−15.
How many candidate events are there? Assume an observation period of 1000
days. Hence, there are 1000× (1000−1)/2 = 499, 500 combinations of days d1

and d2. Note that the order of days does not matter, but the days need to be
different. There are (18 × 106) × (18 × 106 − 1)/2 = 1.62 × 1014 combinations
of persons p1 and p2. Again the ordering of p1 and p2 does not matter, but
p1 �= p2. Hence, there are 499, 500×1.62×1014 = 8.09×1019 candidate events
{p1, p2} † {d1, d2}.
The expected number of suspicious events is equal to the product of the num-
ber of candidate events {p1, p2} † {d1, d2} and the probability of such events
(assuming independence): 8.09×1019 ×3.086×10−15 = 249, 749. Hence, there
will be around a quarter million observed suspicious events {p1, p2} † {d1, d2}
in a 1000 day period!
Suppose that there are only a handful of terrorists and related meetings in
hotels. The Dutch government agency will need to investigate around a quarter
million suspicious events involving hundreds of thousands innocent citizens.
Using Bonferroni’s principle, we know beforehand that this is not wise: there
will be too many false positives.

Example 1: Bonferroni’s principle explained using an example taken from [5].
To apply the principle, compute the number of observations of some phenomena
one is interested in under the assumption that things occur at random. If this
number is significantly larger than the real number of instances one expects,
then most of the findings will be false positives.
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When we say, “we are 95% confident that the true value of parameter x
is in our confidence interval [a, b]”, we mean that 95% of the hypothetically
observed confidence intervals will hold the true value of parameter x. Averages,
sums, standard deviations, etc. are often based on sample data. Therefore, it is
important to provide a confidence interval. For example, given a mean of 35.4 the
95% confidence interval may be [35.3, 35.6], but the 95% confidence interval may
also be [15.3, 55.6]. In the latter case, we will interpret the mean of 35.4 as a “wild
guess” rather than a representative value for true average value. Although we are
used to confidence intervals for numerical values, decision makers have problems
interpreting the expected accuracy of more complex analysis results like decision
trees, association rules, process models, etc. Cross-validation techniques like k-
fold checking and confusion matrices give some insights. However, models and
decisions are often presented unequivocally thus hiding uncertainties. Explicit
vagueness or more explicit confidence diagnostics may help to better interpret
analysis results. Parts of models should be kept deliberately “vague” if analysis
is not conclusive.

3.4 Transparency - Data Science That Provides Transparency: How
to Clarify Answers Such That They Become Indisputable?

Data science techniques are used to make a variety of decisions. Some of these
decisions are made automatically based on rules learned from historic data.
For example, a mortgage application may be rejected automatically based on a
decision tree. Other decisions are based on analysis results (e.g., process models
or frequent patterns). For example, when analysis reveals previously unknown
bottlenecks, then this may have consequences for the organization of work and
changes in staffing (or even layoffs). Automated decision rules (➏ in Fig. 4) need
to be as accurate as possible (e.g., to reduce costs and delays). Analysis results
(➎ in Fig. 4) also need to be accurate. However, accuracy is not sufficient to
ensure acceptance and proper use of data science techniques. Both decisions ➏
and analysis results ➎ also need to be transparent.

Figure 7 illustrates the notion of transparency. Consider an application sub-
mitted by John evaluated using three data-driven decision systems. The first
system is a black box: It is unclear why John’s application is rejected. The sec-
ond system reveals it’s decision logic in the form of a decision tree. Applications
from females and younger males are always accepted. Only applications from
older males get rejected. The third system uses the same decision tree, but also
explains the rejection (“because male and above 50”). Clearly, the third system
is most transparent. When governments make decisions for citizens it is often
mandatory to explain the basis for such decisions.

Deep learning techniques (like many-layered neural networks) use multiple
processing layers with complex structures or multiple non-linear transformations.
These techniques have been successfully applied to automatic speech recognition,
image recognition, and various other complex decision tasks. Deep learning meth-
ods are often looked at as a “black box”, with performance measured empirically
and no formal guarantees or explanations. A many-layered neural network is not
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Fig. 7. Different levels of transparency.

as transparent as for example a decision tree. Such a neural network may make
good decisions, but it cannot explain a rule or criterion. Therefore, such black
box approaches are non-transparent and may be unacceptable in some domains.

Transparency is not restricted to automated decision making and explaining
individual decisions, it also involves the intelligibility, clearness, and compre-
hensibility of analysis results (e.g., a process model, decision tree, regression
formula). For example, a model may reveal bottlenecks in a process, possible
fraudulent behavior, deviations by a small group of individuals, etc. It needs
to be clear for the user of such models (e.g., a manager) how these findings
where obtained. The link to the data and the analysis technique used should be
clear. For example, filtering the input data (e.g., removing outliers) or adjusting
parameters of the algorithm may have a dramatic effect on the model returned.

Storytelling is sometimes referred to as “the last mile in data science”. The
key question is: How to communicate analysis results with end-users? Storytelling
is about communicating actionable insights to the right person, at the right time,
in the right way. One needs to know the gist of the story one wants to tell
to successfully communicate analysis results (rather than presenting the whole
model and all data). One can use natural language generation to transform
selected analysis results into concise, easy-to-read, individualized reports.

To provide transparency there should be a clear link between data and analy-
sis results/stories. One needs to be able to drill-down and inspect the data from
the model’s perspective. Given a bottleneck one needs to be able to drill down
to the instances that are delayed due to the bottleneck. This related to data
provenance: it should always be possible to reproduce analysis results from the
original data.
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The four “FACT” challenges depicted in Fig. 4 are clearly interrelated. There
may be trade-offs between them. For example, to ensure confidentiality we may
add noise and de-identify data thus possibly compromising accuracy and trans-
parency.

4 Process Mining

The goal of process mining is to turn event data into insights and actions [5].
Process mining is an integral part of data science, fueled by the availability
of data and the desire to improve processes. Process mining can be seen as a
means to bridge the gap between data science and process science. Data science
approaches tend to be process agonistic whereas process science approaches tend
to be model-driven without considering the “evidence” hidden in the data.

4.1 What Is Process Mining?

Figure 8 shows the “process mining pipeline” and can be viewed as a spe-
cialization of the Fig. 4. Process mining focuses on the analysis of event
data and analysis results are often related to process models. Process min-
ing is a rapidly growing subdiscipline within both Business Process Manage-
ment (BPM) [2] and data science [3]. Mainstream Business Intelligence (BI),
data mining and machine learning tools are not tailored towards the analy-
sis of event data and the improvement of processes. Fortunately, there are
dedicated process mining tools able to transform event data into actionable
process-related insights. For example, ProM (www.processmining.org) is an
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Fig. 8. The “process mining pipeline” relates observed and modeled behavior.

www.processmining.org
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open-source process mining tool supporting process discovery, conformance
checking, social network analysis, organizational mining, clustering, decision
mining, prediction, and recommendation (see Fig. 9). Moreover, in recent years,
several vendors released commercial process mining tools. Examples include:
Celonis Process Mining by Celonis GmbH (www.celonis.de), Disco by Fluxicon
(www.fluxicon.com), Interstage Business Process Manager Analytics by Fujitsu
Ltd. (www.fujitsu.com), Minit by Gradient ECM (www.minitlabs.com), myIn-
venio by Cognitive Technology (www.my-invenio.com), Perceptive Process Min-
ing by Lexmark (www.lexmark.com), QPR ProcessAnalyzer by QPR (www.
qpr.com), Rialto Process by Exeura (www.exeura.eu), SNP Business Process
Analysis by SNP Schneider-Neureither & Partner AG (www.snp-bpa.com),
and PPM webMethods Process Performance Manager by Software AG
(www.softwareag.com).

4.2 Creating and Managing Event Data

Process mining is impossible without proper event logs [1]. An event log contains
event data related to a particular process. Each event in an event log refers to
one process instance, called case. Events related to a case are ordered. Events can
have attributes. Examples of typical attribute names are activity, time, costs,
and resource. Not all events need to have the same set of attributes. However,
typically, events referring to the same activity have the same set of attributes.
Figure 9(a) shows the conversion of an CSV file with four columns (case, activity,
resource, and timestamp) into an event log.

Most process mining tools support XES (eXtensible Event Stream) [13]. In
September 2010, the format was adopted by the IEEE Task Force on Process
Mining and became the de facto exchange format for process mining. The IEEE
Standards Organization is currently evaluating XES with the aim to turn XES
into an official IEEE standard.

To create event logs we need to extract, load, transform, anonymize, and de-
identify data from a variety of systems (see ➌ in Fig. 8). Consider for example
the hundreds of tables in a typical HIS (Hospital Information System) like Chip-
Soft, McKesson and EPIC or in an ERP (Enterprise Resource Planning) system
like SAP, Oracle, and Microsoft Dynamics. Non-trivial mappings are needed to
extract events and to relate events to cases. Event data needs to be scoped to
focus on a particular process. Moreover, the data also needs to be scoped with
respect to confidentiality issues.

4.3 Process Discovery

Process discovery is one of the most challenging process mining tasks [1]. Based
on an event log, a process model is constructed thus capturing the behavior
seen in the log. Dozens of process discovery algorithms are available. Figure 9(c)
shows a process model discovered using ProM’s inductive visual miner [16]. Tech-
niques use Petri nets, WF-nets, C-nets, process trees, or transition systems as
a representational bias [5]. These results can always be converted to the desired

www.celonis.de
www.fluxicon.com
www.fujitsu.com
www.minitlabs.com
http://www.my-invenio.com
www.lexmark.com
www.qpr.com
www.qpr.com
www.exeura.eu
http://www.snp-bpa.com
www.softwareag.com
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Fig. 9. Six screenshots of ProM while analyzing an event log with 208 cases, 5987
events, and 74 different activities. First, a CSV file is converted into an event log (a).
Then, the event data can be explored using a dotted chart (b). A process model is
discovered for the 11 most frequent activities (c). The event log can be replayed on the
discovered model. This is used to show deviations (d), average waiting times (e), and
queue lengths (f).
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notation, for example BPMN (Business Process Model and Notation), YAWL,
or UML activity diagrams.

4.4 Conformance Checking

Using conformance checking discrepancies between the log and the model can be
detected and quantified by replaying the log [6]. For example, Fig. 9(c) shows an
activity that was skipped 16 times. Some of the discrepancies found may expose
undesirable deviations, i.e., conformance checking signals the need for a better
control of the process. Other discrepancies may reveal desirable deviations and
can be used for better process support. Input for conformance checking is a
process model having executable semantics and an event log.

4.5 Performance Analysis

By replaying event logs on process model, we can compute frequencies and wait-
ing/service times. Using alignments [6] we can relate cases to paths in the model.
Since events have timestamps, we can associate the times in-between events along
such a path to delays in the process model. If the event log records both start and
complete events for activities, we can also monitor activity durations. Figure 9(d)
shows an activity that has an average waiting time of 18 days and 16 h. Note
that such bottlenecks are discovered without any modeling.

4.6 Operational Support

Figure 9(e) shows the queue length at a particular point in time. This illustrates
that process mining can be used in an online setting to provide operational sup-
port. Process mining techniques exist to predict the remaining flow time for a
case or the outcome of a process. This requires the combination of a discovered
process model, historic event data, and information about running cases. There
are also techniques to recommend the next step in a process, to check confor-
mance at run-time, and to provide alerts when certain Service Level Agreements
(SLAs) are (about to be) violated.

5 Responsible Process Mining (RPM)

This section discusses challenges related to fairness, accuracy, confidentiality,
and transparency in the context of process mining. The goal is not to provide
solutions, but to illustrate that the more general challenges discussed before
trigger concrete research questions in the process mining domain.
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5.1 Classification of RPM Challenges

Tables 1 and 2 map the four generic “FACT” challenges introduced in Sect. 3 onto
the five key ingredients of process mining briefly introduced in Subsects. 4.2–4.6.
Using both dimensions we obtain a classification consisting of 4×5 = 20 possible
problem areas.

It is impossible to discuss all 20 potential problem areas listed in Tables 1
and 2. Therefore, we discuss four selected problem areas in more detail.

5.2 Example: Confidentiality and Creating and Managing Event
Data

Let us now explore one of the cells in Table 2. Event data may reveal confiden-
tial information as highlighted in Fig. 10. The class model shows the informa-
tion found in event logs using XES [13], MXML, or some other logging format.
Process mining tools exploit such information during analysis. In Fig. 10 three
levels are identified: process model level, case/instance level, and event level.
The case/instance level consists of cases and activity instances that connect
processes and activities in the model to events in the event log. See [5] for a
detailed description of the typical ingredients of an event log. For RPM it is
important to note that events and cases often refer to individuals. A case may
correspond to a customer, patient, student, or citizen. Events often refer to the
person executing the corresponding activity instance (e.g., an employee).

Event data are notoriously difficult to fully anonymize. In larger processes,
most cases follow a unique path. In the event log used in Fig. 9, 198 of the
208 cases follow a unique path (focusing only on the order of activities). Hence,
knowing the order of a few selected activities may be used to de-anonymize or
re-identify cases. The same holds for (precise) timestamps. For the event log in
Fig. 9, several cases can be uniquely identified based on the day the registration
activity (first activity in process) was executed. If one knows the timestamps
of these initial activities with the precision of an hour, then almost all cases
can be uniquely identified. This shows that the ordering and timestamp data in
event logs may reveal confidential information unintentionally. Therefore, it is
interesting to investigate what can be done by adding noise (or other transforma-
tions) to event data such that the analysis results do not change too much. For
example, we can shift all timestamps such that all cases start in “week 0”. Most
process discovery techniques will still return the same process model. Moreover,
the average flow/waiting/service times are not affected by this. However, if one
is investigating queueing or resource behavior, then one cannot consider cases in
isolation and shift cases in time.

Moreover, event data can also be stored in aggregated form as is done for
streaming process mining where one cannot keep track of all events and all
cases due to memory constraints and the need to provide answers in real-time
[5,7,29]. Aging data structures, queues, time windows, sampling, hashing, etc.
can be used to keep only the information necessary to instantly provide answers
to selected questions. Such approaches can also be used to ensure confidentiality,
often without a significant loss of accuracy.
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Fig. 10. The typical ingredients of an event log described in terms of a class model
highlighting data elements referring to individuals.

5.3 Example: Accuracy and Process Discovery

As mentioned in Table 1 the accuracy of a discovery process model may depend
on a variety parameter settings. A small change in the input data (log or settings)
may completely change the result. One of the main problems of existing tech-
niques is that they do not indicate any form of confidence level. Often parts of
the model can be discovered with great certainty whereas other parts are unclear
and the discovery technique is basically guessing. Nevertheless, this uncertainty
is seldom shown in the model and may lead to incorrect conclusions. To support
RPM, we need to develop process discovery techniques that indicate confidence
information in the models returned.

5.4 Example: Transparency and Conformance Checking

Conformance checking [6] can be viewed as a classification problem. What kinds
of cases deviate at a particular point? However, if model and log disagree, then
there may be multiple explanations for each deviation. For example, there may
be multiple log-model “alignments” having the same costs. Moreover, the costs
assigned to deviations may be arbitrary. As mentioned in Table 2 it is vital that
conformance diagnostics are interpreted correctly. Moreover, the “process mining
pipeline” (Fig. 8) needs to be managed carefully to avoid misleading conclusions
caused by, for example, data preparation problems.
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5.5 Example: Fairness and Performance Analysis

Process mining provides the ability to show and analyze bottlenecks in processes
with minimal effort. Bottleneck analysis can also be formulated as a classifica-
tion problem. Which cases get delayed more than 5 days? Who worked on these
delayed cases? Performance problems can be related to characteristics of the
case (e.g., a citizen or customer) or the people that worked on it. The process
itself may be “unfair” (discriminate workers or cases) or decision makers can
make “unfair” conclusions based on a superficial analysis of the data. Table 1
mentions internal fairness (worker’s perspective) and external fairness (citi-
zen/patient/customer’s perspective) as two concerns. Note that the employee
that takes all difficult cases may be slower than others. Evaluating employees
without taking such context into account will lead to unjustified conclusions.

The above examples illustrate that our classification can be used to identify
a range of novel research challenges in process mining.

6 Epilogue

This paper introduced the notion of “Responsible Data Science” (RDS) from
four angles: fairness, accuracy, confidentiality, and transparency. We advocate
the development and use of positive technological solutions rather than relying
on stricter regulations like the General Data Protection Regulation (GDPR)
approved by the EU Parliament in April 2016 [10]. GDPR aims to strengthen
and unify data protection for individuals and replaces Directive 95/46/EC [12].
GDPR is far more restrictive than earlier legislation. Sanctions include fines of
up to 4% of the annual worldwide turnover.

GDPR and other forms of legislation can be seen as environmental laws
protecting society against “pollution” caused by irresponsible data use. How-
ever, legislation may also prevent the use of data (science) in applications where
incredible improvements are possible. Simply prohibiting the collection and sys-
tematic use of data would be turning back the clock. Next to legislation, positive
technological solutions are needed to ensure RDS. Green data science needs tech-
nological breakthroughs, just like the innovations enabling green energy.

The paper also discussed the four “FACT” challenges in the context of process
mining. In today’s society, event data are collected about anything, at any time,
and at any place. Today’s process mining tools are able to analyze such data
and can handle event logs with billions of events. These amazing capabilities
also imply a great responsibility. Fairness, accuracy, confidentiality, and trans-
parency should be key concerns for any process miner. There is a need for a new
generation of process mining techniques and tools that are responsible by design.
However, sometimes painful trade-offs are inevitable. Figure 5 and Table 1 both
show the need for trade-offs between fairness and accuracy. Other trade-offs are
needed between confidentiality and transparency (see Fig. 6 and Table 2).

We invite researchers and practitioners to contribute to RDS and RPM.
These topics are urgent: without proper tools and approaches the use of
data may come to a grinding hold. People like Michael Jordan warned for a
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“Big data winter”, due to the simple-minded and statistically unsound
approaches used today. Irresponsible uses of data (science) may trigger restrictive
laws and effectuate resistance of customers and citizens.
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Eindhoven University of Technology, Leiden University, University of Amsterdam, Rad-
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Abstract. Genres of communications significantly influence the evolution of a
field of research. In the Information Systems (IS) domain, a debate has recently
emerged on the chance to implement alternative genres in the representation of
IS publication and practice. We hence propose to apply story-telling and nar-
rative as alternative genres to write publications reporting IS research. By pre-
senting a narration exemplifying the implementation of these genres, we argue
that the incremental introduction of their principles would be beneficial to IS
research, enabling a revisited representation of IS themes that extends the
boundaries of canonical genres. In parallel, thanks to the peculiarity of the story
narrated, we claim that story-telling and narrative are also powerful instruments
supporting IS practice. The mediating role of action research in enhancing the
link between story-telling and narrative used as writing genres and practices will
also be recognized.

Keywords: Alternative genre � Story-Telling � Narrative � Action research �
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1 Introduction

“The universe is made of stories, not atoms.”
Muriel Rukeyser (1913–1980)

The evolution of a field of research like that on Information Systems (IS) inherently
relates not only to the content of investigation – in either its theoretical or empirical
forms – and to the methodologies applied to conduct the research endeavor; it is also
significantly shaped by the writing genre traditionally applied as a vehicle to report its
content and findings.

In the last years, an intriguing debate has emerged among Editors and Authors of
Academic Journals – commonly recognized as the most suitable outlet for scientific
publications – with regards to the genres to be applied when writing academic publi-
cations [1, 2]. As the concept of genre represents a meaningful pattern of communication
which consists of a sequence of speech acts [3], IS scholars and practitioners are cur-
rently discussing the opportunity to apply alternative genres in IS research representa-
tion. According to [4], the term “alternative genres” refers to unconventional forms of
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thinking, doing, and communicating scholarship and practice. In particular, it is related
to innovation with respect to epistemological perspectives, research methods, semantic
framing, literary styles, and media of expression. Furthermore, [2] defines “alternative
genres” as a new and larger class of publication genres, which would encompass the
narratives and presentational innovations such as theatre, video and other types of
presentational genres.

Providing an opportunity to better understand specific issues in an innovative way,
alternative genres add value to the existing set of publication genres in IS research, and
as such should be of interest for the IS community [2]. Alternative genres should not
only be considered as a source of new types of research output, but also as an addition
and enrichment of dominant publication genres; put differently, a combination of tra-
ditional and alternative techniques can provide deeper and more profound under-
standing of the analysed phenomena.

By reflecting new forms of analysis that serve as a source of inspiration, innovation
and insight generation, alternative genres as such could potentially change the current
perception of the world [5]. The creation of alternative genres category could act as a
driver for getting creative ideas within the business ecosystem. On the contrary, an
establishment of a new formal category carries the risk of disaccreditation of the
published papers within the category, and hence should be tackled according to the
accreditation procedures [2]. By motivating scientists and researchers to propose more
reflexive works, such as literature reviews, narratives and essays, top journals could set
the platform for the publications of more enigmatic papers as well as practice-oriented
papers, resulting in larger inclusion of alternative genres [1].

Ultimately, the aim of the emerging debate on genres is to sustain the quest for
alternative, fresh standpoints that “challenge or reframe our taken-for-granted
assumptions, perceptions and practices related to representing IS research” [6].

With the intention to contribute to this on-going debate, our study puts forward the
proposal to apply story-telling and narrative as an alternative genre to write publica-
tions reporting IS research. Well-grounded in an interpretative philosophical assump-
tion, story-telling and narrative could support the understanding of IS phenomena
through the meanings that people assign to them. More precisely, we aim at exploring
and exploiting the interpretive power of these alternative genres, “aimed at producing
an understanding of the context of the information system, and the process whereby the
information system influences and is influenced by the context” [7].

In addition to the role of story-telling and narrative in IS publication, we will argue
that this genre is also valuable to link IS publication and practice. The mediating role of
action research in enhancing the link between story-telling and narrative used as both
writing genres and practice will also be recognized.

The remainder of this Section will present the salient points of the alternative genre
proposed.

1.1 Story-Telling and Narrative as Alternative Genres – Definition,
Structure and Principles

Considering the significance and pervasiveness of the topic, several definitions for
story-telling and narrative have been provided. The Oxford English Dictionary defines
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a narrative (or story) as “any account of connected events, presented to a reader or
listener in a sequence of written or spoken words, or in a sequence of (moving)
pictures”. According to [8], narrative is the main conventional form of organising
human experiences and memories through stories; stories hence inherently have an
anecdotal base based on anthropological observation [9]. Consistently with this para-
mount role assigned to narrative, [10] claims that “a narrative is a communicative
relation which is often conflated with straightforward understanding of what a story is.
Narrative is a particular form of representation implementing signs and how it is
necessarily bound up with sequence, space and time”.

Indeed, narratives are not only chronologies or reports of evidence: stories represent
poetic elaborations of narrative material, aiming to communicate facts as experience,
not facts as information [11].

Focusing on story-telling as a publication genre, [2] defines it as a way to organize
a discourse and the resulting narrative. Each story has two meanings: (i) the story itself,
i.e. the set of events that we want to report; and (ii) the narrative, i.e. what is being told.

Like all genres, story-telling and narrative should conform to a canonical structure
and a set of principles.

As proposed in different studies on narrative structure (e.g., see [8, 9]; Tolstoy,
1899; [12]), the traditional way to organize stories is the “three-act form”, where: the
first act is used to provide context and introduce the complication – or the “inciting
incident” [13]; the second act further develops the complication, builds up the tension
and creates a narrative climax; and the third act presents the resolution, drawing the
narration’s conclusions as well as the “moral of the story” [12], and possibly leaving
one or more issues pending for further reflection [8]. Such structure is almost canonical
in narrative, and evidences of it are found from ancient representations in Greek theatre
to contemporary cinema [14].

[9] Argues that stories have recurring structures, made of one or more cycles of
interaction between the protagonist and her or his external and internal context. Nar-
rative is hence built on the following main structural components:

• Context;
• Complication;
• Protagonist (P);
• Cycle/s of P’s internal (thoughts and feelings) and external (words and actions)

responses, and consequences of P’s external responses;
• End of the story, with/without a complete solution.

Beyond their traditional structure, studies have investigated the principles and
features of story-telling and narrative. [15] Identify four key elements of the narrative
method: (i) experience; (ii) time; (iii) personal knowledge; and (iv) reflection and
deliberation. All four elements are interconnected and of vital importance for
story-telling. Experience and time are present all around us, and as such influence
human behaviour. Considering that without time, no experience can be gained, it can
be easily concluded that time is a critical dimension of experience. Through the process
of learning, knowledge is obtained, and as such determines a person’s image of the
wold and of her/himself. Reflection puts the emphasis on the past events in a sense of
revision and reproduction, whereas deliberation conveys a sense of preparation for the
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future. It is clear enough that reflection commonly implies a preparation for the future
and that deliberation implies past considerations; hence, narrative requires a balanced
treatment of past, present and future. Overall, a storyteller is influenced by his or her
personal experience and knowledge, as well as senses of reflection and deliberation, at
all points of life; consequently, so are the storyteller’s stories.

According to [8], story-telling and narrative are fundamental tools not only for
reality representation, but also for “reality construction”. The ten features of narratives
he sketches constitute a reference framework when shaping or analysing a narrated
story, which consists of: (i) narrative diachronicity – a narrative is a unique pattern of
events over time, and as such, it is irreducibly durative; (ii) particularity – narrative
takes as its reference particular happenings, which however, are their vehicle rather
than destination; a story’s suggestiveness lies in the emblematic nature of its particu-
lars, which may embody specific meanings; (iii) intentional state entailment – narrative
is about characters acting in a setting, and the story’s happenings shall be relevant to
their intentional states while engaged in the story itself; however, intentional state does
not necessarily determine the course of events, as characters’ action may depart from
their intentions, and narrative can provide the basis for interpreting the reasons (not the
causes) behind the characters’ actions; (iv) hermeneutic composability – an act of
hermeneutic interpretation of the meaning of what is expressed is implied in narration,
where neither a rationalist truth nor an empirical demonstrability of the meaning apply;
this applies to all parts of the story’s whole, which need to be interpretatively composed
and constituted by the narrator in the light of the overall narrative; (v) canonicity and
breach – narrative shall concern how “an implicit canonical script has been breached,
violated, or deviated from” [8] in a manner to tear apart the canonical script’s legiti-
macy; “the breach component in a narrative can be created by linguistic means as well
as by the use of a putatively delegitimizing precipitating event in the plot” [8];
(vi) referentiability – a narrative refers to reality, even though it could depart from it
and embrace a fictional account of events; (vii) genericness – narrative, as all other
genres, is both a “conventional way of representing human plights and a way of telling
that predisposes our minds and sensitivities in particular ways […]. While [genres] may
be representation of social ontology, they are also invitations to a particular style of
epistemology. As such, they may have quite as powerful an influence in shaping our
modes of thought as they have in creating the realities that their plots depict” [8]; (viii)
normativeness – as narrative ultimately rests on the breach of conventional expecta-
tions, where a breach presupposes a norm, narrative is constitutionally normative; this
does not, however, imply a normative approach according to which each trouble in the
story should be ultimately resolved; (ix) context sensitivity and negotiability – the
context of narrative is assimilated according to the reader’s background, though the
reader inevitably takes the narrator’s intentions into account when approaching his or
her story, thus making narrative a viable instrument for cultural negotiation; (x) nar-
rative accrual – narratives can (and should) accrue to create a story of some sort, which
may eventually take the form of culture, history, tradition or field-specific knowledge.

Further recommendations and elements of story-telling refer to the need to see the
story as a whole [16], which implies that some degree of central control is necessary to
ensure that the story makes sense as a unit: to attain this notion successfully, a central
entity or narrator should perform a unifying and orchestrating activity [17]. [18] Add
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that a good narrative involves a balance between what Aristotle referred to as logos –
i.e. internal consistency of the message, ethos – i.e. credibility of the writer, and pathos
– i.e. emotional appeal. [18] Also highlight that narrative is often used in the context of
action research, proposing five principles for assessing the quality of narrative research
reports: (i) historical continuity; (ii) reflexivity – the ability to stimulate reflection;
(iii) dialectics – the dialectical elaboration of the story; (iv) workability – the pro-
duction of usable practices; and (v) evocativeness – the emphasis on ethos and pathos.

Eventually, story-telling or anecdote enhancement should also follow the principles
of privacy and confidentiality for material gathered, and that of non-judgement – since
the purpose of observation is to capture things as they are, not as the narrator would
like them to be [9].

After discussing the definitions, structure, principle and feature of the genre, the
next section will present an exemplification of story-telling and narrative as an alter-
native genre to write a publication investigating the IS theme of Enterprise Resource
Planning implementation in a small-medium enterprise. The story narrated employs the
aforementioned principles and reports a research conducted by the authors in the
timeframe December 2011–April 2013.

2 Alternative Genre Application – A “Story” on the Use
of Stories and Narrative in the Implementation of an ERP
System

“Are we sure this is the only way?”

The Chief Executive Officer looked around the roundtable where his team of
executives was sitting together with the marketing and technology representatives of the
partnering IT vendor and our team of academic researchers. The faces and expressions
he saw did not convince him. Without waiting for a reply, he said: “I need you to
consider and explain to me all the implications related to this project. Enlighten me”.

We were expecting this question: our role was that of researchers and advisors of
the company’s management team and possible facilitators of the change to be intro-
duced. We had been working side-by-side with CEO for three months, and we knew
that, in his mind, a proper assessment of multifaceted implications made all the dif-
ference. The reason for his stance had deep roots in the story of his organization.

Since the early fifties, his company had come a long way. Started as a family
business manufacturing glass products, it soon became a national designer and man-
ufacturer of display cases; when it was commissioned a set of installations for an art
museum, the company’s founders and managers envisioned a clear opportunity for
future growth. In the period 1970–2000, the company nurtured both technical and
cultural skills in the fields of artistic installation, museum exhibitions and works
conservation; such competences allowed it to become a global exhibition designer
involved in several projects with renown institutions, such as the British Museum, the
Tower of London Museum, the Louvre in Paris, the Museum of Modern Arts and the
Metropolitan Museum in New York. In 2012, the company owned an international
portfolio of projects and had gained worldwide recognition.
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As the company grew globally, however, it was shaped by two diverging thrust: on
the one hand, the CEO aimed at maintaining the company’s inheritance of
small-medium enterprise and its craftsman approach towards each activity and work;
on the other, a compelling need for organic development and structuration was per-
ceived by the management. As a result, the organizational evolution was to some extent
convoluted and not fully consistent: while some functions (e.g. design and manufac-
turing) operated with a high degree of structuration and technology support, others (e.g.
administration, procurement, project management and marketing) were almost com-
pletely unstructured. Furthermore, Information Technology did not evolve alongside
the company’s manufacturing technologies. The little IT function was largely focusing
on maintaining the computers used for running Computer Aided Design and Computer
Aided Manufacturing software; data analysis and storing was either based on mere
spreadsheets, or more frequently, on paperwork.

In early 2012, when this story takes places, it was time to make a strategic decision
about IT. The management team had been consulting a shortlist of IT vendors for three
months, and the most promising solution proposed was that of implementing an
Enterprise Resource Planning (ERP) system to centralize and support information
management and workflow throughout the functions. The Marketing Manager from the
vendor was selling the idea that an ERP would have solved all problems the company
was facing. “It will be a ‘panacea of all evils’”, he used to tell everyone he met.

However, the CEO had profound doubts about this change, and his worries were
somewhat justifiable. The CEO had been in charge of leading the company for more
than thirty years, inheriting it from his father, and he was well aware of its organiza-
tional inconsistencies: he foresaw the introduction of such a pervasive system would
determine radical modifications in several areas, with unpredictable results. He had
always played a key role in human resource management, including selection and
recruiting, so he expected some of his employees to eventually resist to or impair the IT
project. On top of this, he held a Philosophy and Literature background, which gave
him an anti-conformist and original perspective on many strategic or organizational
issues, including technology: he had contrasting feelings concerning IT, which he liked
to philosophically define as “a robot with huge potential to enhance human’s capa-
bilities, but after all, a robot with no will and no creative value in itself other than that
of the human utilizing it”.

The meeting with the management, the IT vendors and the academic researchers
was meant to make a final decision concerning ERP implementation in the company.
However, considering the CEO’s eclectic character, a twist was just around the corner.

The vendor’s Marketing Manager started addressing the hot question on impacts:
“We are aware an ERP has multidimensional impacts, but don’t worry, we have done
this before: our solutions are modular, flexible, scalable, interoperable and secure.
They support a wide range of activities and processes, and we will take care of the
integration with you legacy systems”.

“Our legacy systems…”. The CEO made a long reflective pause. “What about our
cultural legacy? And our human resources legacy? How do you take those into
account?”.

The Marketing Manager seemed puzzled: the one spoken by the CEO was clearly a
language he was not familiar with. He almost mumbled when formulating an answer:
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“Well… we essentially perform process mapping and requirements identification
through standard models, like UML…”.

“And what in the world is UML?” the CEO interrupted. “Please, I am quite an old
man, would you mind sparing me this purely technical language? Whenever that
language is used, it seems to me it is used on purpose, and the purpose is quite often to
make things more obscure than they actually are. I am firmly convinced IT language is
an unnecessary mystification created to put off rather than involve”. After this openly
provoking statement, the Marketing Manager remained silent for a while, as all the
other participants to the meeting did. The CEO had deliberately created a breach in an
otherwise ordinary client-supplier meeting: it was then time for him to make his point.

“Let me tell you what we will do this time. I want no technical language, no ‘UML’: I want you
to tell me a story. The story of why and how my company would benefit from IS. And when I say
you, I mean all of you, all of us: not only our partners, even each and every manager and
employee in my company will need to narrate how this information system would affect the way
she or he works and live. You are my partners, colleagues and friends, I want to read your
stories, hear your voice, in a language we can all understand. That’s what we will do”.

The request sounded as bizarre as it was resolute. Some of the company’s own
managers tried to question it, but the CEO was inflexible. The meeting was closed with
the action point to start gathering story-telling and narrations from all people possibly
influenced by ERP implementation.

In a private discussion following the meeting with the IT vendors, the CEO
revealed his motives to us: “My father used to tell me you should never reckon without
your host. My hosts are my employees: if I want to change something so radical in my
organization, I need my decision to be shared. Or I’ll be paying the consequences when
nobody uses the newly implemented systems, or worse, they feel threatened by it and
lose their motivation and creativity. And frankly… I also see this as a great opportunity
to pursue some sort of a ‘literature crusade’ to acculturate my Human Resources at all
levels. They will benefit from it, you’ll see”. The grin on his face clearly showed he
wanted to go all the way.

If the beginning of the story was unconventional, what that followed was even
more unexpected.

An inter-firm client-supplier team was constituted, with the aim to collect, interpret,
relate and synthesise the narrations from all parties involved, in all their forms. In such
an endeavour, significant support came from the Project Manager appointed by the
CEO: funnily enough, he was an Architect with little or no knowledge of IS. We soon
realized his alienated perspective would have caused some problems in the first phases
of the project: when we asked about his new appointment two weeks after he got it, he
burst out “I hated this assignment in the first place […]. Now I’m starting to under-
stand its relevance, but I’m still not sure if I’m the right person for the job…”,

Eventually, we had to admit he actually provided a fresh look at the issue of
interest. When discussing with the academic researchers in the middle of the project,
his peculiar view of what IS should be and how they should be described emerged. And
it was revealing.

He told us: “My job as an Architect is to design an environment where people live
and which people enjoy, not just a tool. As time went by I started seeing IS as the
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environment I had to design. Indeed, IS is way more than a tool: it is a pervasive way
of doing things which changes people’s work, and in turn, life. As such, its imple-
mentation should be investigated in terms of employees’ feelings about it, not only
through convoluted programming languages and weird modelling schemes. And the
investigation of human’s ideas and feeling is surely best achieved through story-
telling”.

As a whole, the effect of the CEO’s decision to involve both white and blue collars
in the narration of their perspective on the IT revolution underway exceeded the
brightest expectations. As the word spread, almost each employee felt compelled to tell
her or his story about the workplace and how IT could affect it, from her or his peculiar
perspective.

As the process of stories gathering was completed, the Project Manager met with
the academic researchers to start drawing some conclusions.

“Take a look at what I have here” he said, quite satisfied with the results of his
team’s work. Out of sixty-two employees, they collected more than ninety narrations –
including one from the IT vendor – in different forms: short stories, essays, mottos, and
even rhymes.

A manager structured his story as an historical essay on the role of technology in
human history, concluding with positive remarks on its adoption by the company:

“Throughout the history of mankind, technology innovations have marked fundamental mile-
stones enabling our evolution. […]”.

Enthusiastic narrations of how IT could positively influence working practices were
delivered: and sometimes, they showed biased or inaccurate expectations that required
realignment. An example of this came from a Project Manager involved in international
projects. What she wrote seemed to relate more to a Decision Support Systems than to
an ERP:

“Finally, IT! I was waiting for you! Now I’ll be able to get the right information at the right
time, analyse them, extract the charts I need and keep full control of my projects’ time, cost and
quality”.

Some ironic statements were also there. The Project Manager was giggling as he
handed two sheets to us:

“If we adopt an Information System, maybe Mary [family name omitted] will refrain from
losing or mistyping all the notes I hand her. Adam”.

Attached to this statement with a paper clip, a witty reply followed:

“To my dearest Adam [family name omitted],
My ability to mistyping your handwritten notes is inversely proportional to your ability to write
sense-making notes.
With deliberate irony,
Mary”

On the other hand, not everyone was fully content with the innovation. Several
stories or narration showed a critical stance towards the new system. A short story
came from an employee in the administration:
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“Average Joe works in the archival department, spending most of his time reading, storing,
retrieving and relating paper documents. He is quite happy with it. Then, IT comes into play,
promising to help Joe in doing his job, while saving, let’s say, 50% of his time. Joe is even
happier in the first place, but then he starts thinking ‘what will I do with the remaining half of
my time? Will I be relocated? Or worse, will my managers start to believe they do not really
need me?’. Eventually, Average Joe feels IT is basically stealing his job. And then, he is happy
no more.”

Another personal, first-person narration was delivered by an account manager in
procurement, and showed some resentment towards the new company’s orientation:

“My job in the supplier selection department is extremely delicate. I am working with people,
managing contracts. I have been carrying out my tasks in the best way possible, always. Then
that smart guy from the IT vendor comes in, and tells me what I have been doing for years is
now obsolete. Now, I am quite an easy-going lady, so I’m trying to grin and bear it. However, I
easily foresee that when the new IT stuff is introduced, I will be feeling lost. I won’t know where
to start from, I will lose motivation and my performance will plummet. How can technology
replace human interaction and rationality after all?”

The Project Manager read these two contributions and thoughtfully said “We are
going to need to work on this. We’ll have to restate the urging need for innovation, but
we must communicate a feeling of security and stability to everyone”.

It was then the turn for the IT vendor narration. “They made me sweat in the early
phases. Their answer to all our requests was ‘No way. We don’t work like that’”, said
the Project Management. “Eventually, they made an effort to understand our
unstructured requirements formulated through story-telling; they even came up with
their own story”. Indeed, the supplier delivered a fascinating – though not fully original
– statement envisioning and projecting all benefits of IT:

“We have a dream. We are dreaming of a world where information flow freely. We are
dreaming of a company where there’s no boundary between people and units. We are dreaming
of a place where technology unites, and helps people communicating and sharing their
experiences […]. We have this dream. Do you wish to share this dream with us?”

“Martin Luther King would have liked this…” said the Project Manager, and we all
laughed at the joke. Amusingly enough, a modification of these very words soon
became part of the IT vendor’s institutional mission.

When we asked about internal resistance to this alternative project, he commented:
“Few people actually complained, and if they did, they had to do it with an essay or a
motto: I recall this one from one manager…” and he searched the narrations pile,
taking out a small card with this quotation written on:

“What I think of this idea of using story-telling? Frankly, my dear, I don’t give a damn”.

Again, he mildly smiled. “They were then confronted with other manuscripts
showing different perspectives, rather than compelled to follow an order. This should
hopefully increase their empathy towards their fellow colleagues, their bosses and the
new system”.

All in all, everyone participated in the process, and to various extent, became part
of it.
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The CEO considered this a first, significant success which would have enabled his
company to move forward. Indeed, it was this strong participation to the ‘story-telling
project’ who made him decide to give the implementation process his ‘green light’.

At the kick-off meeting, he held a plenary talk with all employees. All eyes were on
him as he stepped on stage, and once again, he approached the audience with a story, in
the form of a metaphorical narration.

“When we are babies… – well, I guess we do not recall much of that period, I am now
assuming what our parents told us is truthful – our mother is the world. Our eyes are made to
look at her and our arms to hang on her. As we grow up, we find out there is much more to
discover out there, much more to see; reality literally expands its boundaries in front of us.
Reality is there for us to experience, but also there to be crafted and created. And not only
reality changes: we change as well. Hence, we constantly change in an ever-changing world:
this is, let’s admit it, the most frightening of things. Very few of us like to change: it is at least
annoying, maybe even frustrating. However, if we reflect on it, it is also the greatest gift of all.
As we change, as we grow, we gradually become familiar with new instrument to experience
and even shape our world: legs to walk around; hands to write or make gestures; a mouth to
speak, and sometimes misspeak; and above all, a mind to learn, to understand, to compare, to
induce and deduce. A mind to create.

Today, as individuals, as an organisation, as a family, we choose to change again. We
choose to depart from our previous ‘weltanschauung’ and to extend our boundaries even
further; we choose to learn how to use a new tool, which will influence the way we work as well
as the way we live.

But, my friends, be not afraid. Perceive technology as an extension of your hands, you
mouths, your minds: perceive it as your next step of evolution and growth. It won’t change who
you are: it will only provide a further means of expressing yourselves. It won’t be good or bad
in itself: it will reflect how prone you are to learn and experiment. It won’t make you a better
worker or a better person: but I am convinced the way you approach this process may influence
your attitude towards the next big changes in your life.

So, take it from me: be open to change, be eager to experiment and learn, and funda-
mentally, be ready to live.”

When he left the stage after his speech, he finally knew.
He knew he had convinced them, and he knew he had convinced himself.
He was right: the ERP implementation would have required approximately eleven

months, fairly below the average of eighteen and a half months reported by analysts in
the Panorama Consulting Group’s ERP Report he took as a reference. In the first
months following implementations, promising efficiency gains would have been
reported, with peaks in those functions – administration, procurement and marketing &
sales –and processes – budgeting, call for tender proposals formulation, vendor rating,
project procurement, requirement planning and resource allocation – where IT was
largely unused and data were scattered around many units and owners.

“So far, we already cut the lead time to formulate a business proposal for the call for tenders
we want to compete in from two weeks to six days” a manager in charge of budgeting would
have commented. “We are also beginning sorting out some of the issues about planning
requirements and having the right resources just when we need them. The system’s introduction
is not mature yet, so we are just scratching the surface: this means that, hopefully, there’s a lot
more to come”.

And above all, in line with what the CEO cared about the most, the overall project
would have reinforced organizational culture and shared values; it would have created a
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sense of unity and common direction; it would have improved organizational climate
and control tensions; it would also have strengthened the ties with the IT supplier. This
all, thanks to the unconventional approach taken from the very beginning.

The Marketing Manager from the IT vendor would have reinforced this opinion in
one of his last comments: “We really had a hard time finding the motivation to
undertake the ‘story-telling’ pilot project, but now we recognize its value. Users got
growingly involved in the system as they tried to investigate its influence on their
everyday activities; eventually, they became interested about how the system worked,
and often, they were positively impressed. Users were part of the project since its early
phases, and to my understanding gained through my professional experience, this is
key for successful implementation”.

As he was leaving the auditorium, the CEO walked through the whole team who
originally met around a table to shape the company’s IT future – the team he originally
provoked and shocked with his proposals – shaking hands with everyone. “It will be a
good project” he whispered to his staff. Then the door closed behind him.

3 Reflection

The implementation of story-telling and narrative as an alternative genre in IS publi-
cation brings about several intriguing implications: our main argument in this study is
that such implications cross the boundaries of IS publication, to affect IS practice as
well. Indeed, our exemplary application in Sect. 2 presents a meta-role for story-telling,
both content and vehicle of the narration: we hence propose that story-telling could
frame both IS publication and practice, thus constituting a link between these two
halves of the same whole. Elaborating on the findings from [4, 18], we also argue that
story-telling shows significant synergies with action research methodology applied to
IS, and the two could be mutually reinforcing.

3.1 Story-Telling and Narrative in IS Publication

The story we narrated, written according to the main principle presented in Sect. 1.1,
shows the potential – and possible drawbacks – of story-telling and narrative when
used as writing genres in IS publication. The story fundamentally follows the tradi-
tional three-act form, the “inciting incident” [13] being the CEO’s unconventional
stance and bizarre request on the use of story-telling.

It also conforms to [9] structure, which, however, is revisited in its flow. Our
narration is structured as follows:

• Introduction of the Protagonist (CEO);
• Context and CEO internal characterization;
• Complication determined by CEO’s external response and contrast with the

“Antagonist” (IT Vendor’s MM);
• First cycle/s of CEO’s internal (thoughts and feelings) and external (words and

actions) responses, and consequences of CEO’s external responses (involving
Managers, Employees, Suppliers and Action Researchers);
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• Introduction of a Co-protagonist (PM);
• Second cycle/s of PM’s internal (thoughts and feelings) and external (words and

actions) responses, and consequences of PM’s external responses (involving
Managers, Employees, Suppliers and Action Researchers);

• End and “moral of the story”.

Opening the narration with a direct intervention from the would-be protagonist is a
narrative device to enhance the “in medias res” perception in the reader, capture
attention and build up the tension; the introduction of an antagonist, a main
co-protagonist and several characters with minor roles is essential to provide different
angles, while narrative unity and holism is ensured by the main plot’s structure;
moreover, ending the story with its moral – provided by a surprisingly revealing speech
by the protagonist – facilitates the interiorizing of its meaning and stimulates empathy
in the reader. Story-telling hence serves as a learning enabler [15], where the context
and the meaning are constantly negotiated between the writer and the reader to achieve
a common ground [8].

This restructuring demonstrates a high potential of flexibility and adaptability of the
genre to the context; it also sheds light on the power of story-telling to manage and
convey meaning, personal motives and soft determinants (e.g. protagonists’ internal
responses; subplots and stories-in-the-story; figures of speech like metaphors, puns,
irony, sarcasm) which would have largely been “lost in translation” in traditional
scientific writings.

An essential role enabling this genre to fulfil its literary task is that of the narrator: it
is recommendable that the narrator overlaps with the writer/researcher [17, 18], playing
the part of the “quasi-omniscient narrator”, so as to provide insightful or intriguing
details on several characters’ internal and external responses, while maintaining control
of how the story and the narration develop; this may include anticipating or postponing
elements, or adding additional perspectives, to attract the reader’s attention while
facilitating her or his understanding.

Considering [8] features of narrative, they should be taken into full account and
partly reinterpreted to ensure narrative is valuably adopted as an alternative genre in IS
research. We specifically refer to referentiability, whereas a narration should possess
strong ties with the real events that occurred, so as to avoid fictitious extensions of the
story – regardless of their fascinating power. Normativeness should also be revisited, as
uncanny events should not only be made comprehensible, interpretable and thus
bearable, they should also be resolved – at least in part – in the story narrated, to
underscore the actual contribution of action research to the issue under scrutiny, and the
study’s contribution to literature and practice. At least, the story should imply which
events or actions led to the failure to find a solution to the inciting incident and/or to
emerging open issues, so as to provide a contribution in the form of anti-advices. After
all, the story should be “workable” [18].

On the contrary, the principle of genericness is particularly revealing, as it discloses
how alternative genres influence not only the way reality is depicted, but also our
modes of thought. Innovations in genres, as supported in this study, should hence be
celebrated not only as a change in the content of imagination, but also in its modus
operandi. Intentional state entailment discloses a possible dualism between characters’
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intentions and external responses, and calls for a narration which accounts for both and
provides the basis for an hermeneutic composition and interpretation of the story’s
meaning.

Context sensitivity and negotiability is also key, as it shows how narrative creates a
common ground for confrontation and synthesis of different perspectives: this is
valuable for both IS writing – where a number of alternative standpoints may coexist
and be negotiated within the whole story – and IS practice, where narrative could serve
as an instrument for conflict resolution.

More broadly, the story’s writer/research/narrator should look for a constructive
cooperation with the IS community, thus aiming to ensure narrative accrual and the
development of an incremental and possibly ever-growing contribution from stories
published in IS journals. Narrative accrues once shared culturally, and IS academic
journals would provide a legitimate, extremely suitable instrument for the creation of
incremental knowledge on information systems based on story-telling and narrative:
such extension in genres, sponsored in a growing number of IS works (e.g. [1–4]),
would represent an enriching deviation which, however, maintains complicity with the
canon of traditional scientific writing.

Such complicity could be preserved by proposing the argument that story-telling
and narrative genres are an extension and revisiting of the writing approach currently
used to report case studies and action research endeavours. Both these options are
hence considered below.

Case studies are “empirical inquiries that investigates a contemporary phenomenon
within its real-life context, especially when the boundaries between phenomenon and
context are not clearly evident” [19]. The aim of case research is understanding
complex phenomena and thus building new theory – or extending existing theories – on
them [20]. The application of story-telling and narrative principles and features would
constitute a beneficial revisiting and extension of case writing traditionally found in
many IS publications, with specific reference to studies addressing ERP implementa-
tion (e.g., see [21–25]). Following the claim that ERP implementations are complex
undertakings [23] which need to be assessed in a multidimensional fashion, we argue
that story-telling could support the investigation of otherwise left-aside organizational
perspectives. Being ERP implementation a socio-technical challenge [25], studies
addressing this issue – as well as the more general theme of IS introduction – should
consider social dynamics and human-related motives [7], which, from a publication
writing standpoint, are best described through the narration of a story; at the same time,
story-telling as an IS practice could stimulate the inherently human feelings of empathy
and identification with the narrated characters and events, thus driving change towards
the intended outcomes.

Exploiting the genre’s advantages, while controlling for its disadvantages, would
constitute a normative breach that enables IS publications based on cases to overcome
the limitations of canonical scientific writing (i.e. constraints on figures of speech,
rhetorical devices and styles available; structural rigidity; limited accountability of
internal responses and motives, and limited perception of the intentional state vs.
external response dualism; limited empathy and involvement evoked in the reader),
thus providing a truly multifaceted account of the “organizational drama” [26] behind
IS adoption.
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Action research, as a form of qualitative research [27], is described as a setting in
which a client is involved in the process of data gathering, which is prevailingly under
the charge of a researcher [28]. According to [29], “action research aims to contribute
both to the practical concerns of people in an immediate problematic situation and to
the goals of social science by joint collaboration within a mutually acceptable ethical
framework”.

When reporting action research, style of communication matters. A recent study
from [4] investigates how the need to report action research’s results in IS publications
leads to the selection of different styles, revealing the importance of the notion of “style
composition”. The results of their study also provide indication that styles adopted by
IS action researchers vary according to the three different sections of the article –

premise, inference and contribution – and have been changing in time.
Action research, as part of the broader qualitative research stream, could also

benefit from a thoughtful design of interviews to generate and gather data that provide
insight into people’s experiential life [30], reshaped through story-telling: different
interviewing methods such as appreciative interviews, laddering interviews and
photo-diary interviews can provide enriched descriptions beyond the realist genre when
incorporated in a narrative or case study.

Elaborating on the findings presented in [18], we argue that narrative and
story-telling could constitute a fundamental genre to report action research in IS
publication. To support our argument, while enabling a smoother introduction of this
alternative genre in the IS journals’ publication canon, we propose to extend the
template designed in [4] – directed to IS action researchers to support their publication
structuring – by explicitly including a “Narration” building block.

The revisited template would hence follow this structure: (i) Introduction;
(ii) Background; (ii) Framing; (iv) Methods; (v) Narration; (vi) Results; and
(vii) Discussion.

In Narration (v), the case or project experience of the action researcher is repre-
sented by means of story-telling and narrative. To ensure intra-template balance of the
overall structure, the Narration phase could be introduced in Methods (iv), in term of its
founding principles and features; its key messages, interpretation and “moral” could be
synthesized in Results (vi) and be further explored in Discussion (vii).

This process of incremental inclusion would make story-telling more easily
acceptable for mainstream IS journals – where a radical restructuring and revisiting of
the traditional scientific writing may have a difficult uptake – thus serving as an
“accreditation” procedure, consistently with the issue addressed in [2]; nevertheless, it
would preserve the value of stories and add their contribution to the action researchers’
overall study, and it would facilitate narrative accrual [8].

When discussing the genre’s limitations, story-telling and narrative mostly rely on
the reader’s interpretative ability, which could in turn be affected by cultural setting and
personal characteristics [31]. In line with this, [32] noticed a sort of independence of
the story and its interpretation: “a story, once told, no longer belongs solely to the
storyteller”, and might have an uncontrolled evolution unrelated to the intended pur-
pose the storyteller had in the first place. Narrative meanings may also be difficult to be
coded in results; and IS researchers might show some rigidity and unwillingness to
adopt story-telling, due to their scientific writing background, and to the fear of a
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reduction in the purely informative power of their publications. Among those who
adopt the alternative genre on the contrary, a risk to run into what we define the
“novelist syndrome” could arise: the writer/researcher could wish to add fictitious or
instrumental elements to the story to make it more appealing [9], though this would
constitute a clear departure from a scientific approach, undermining the publication’s
contribution.

A summary of the main advantages and disadvantages of story-telling and narrative
as alternative genres in IS publication is reported in Table 1.

In the next paragraphs, we will further elaborate on these alternative genres’
contribution with reference to IS practice.

Table 1. Advantages and disadvantages of story-telling and narrative as alternative genres in IS
publication.

Advantages Disadvantages

• Focus on communication, discussion and
interpretation (not just reporting) of key
findings, results and messages

• Focus on building a consensus and a
common culture of shared understanding

• Role of “learning enabler”
• Provision of a vehicle to messages and
meanings related to sub-plots or characters’
internal responses, personal motives and
soft determinants, which may risk to be
“lost in translation” in a traditional report or
writing style

• Accountability of the “emotional state” vs.
“external response” dualism

• Passionate, non-aseptic discourse
underscoring multiple angles

• Stimulation of empathy and involvement in
the reader

• Provision of a hint at the “organizational
drama” behind any IS implementation

• Availability of figures of speech such as
metaphors, similes, climax, twists and
rhetorical styles such as irony and sarcasm

• Context sensitivity and negotiation –

coexistence and negotiation of different
standpoints in the whole story;

• Flexibility and adaptability to context
• Holism and unity provided by the
quasi-omniscient narrator

• Uncontrolled evolution and unintended
meanings

• Possible independence between the story
and its interpretation

• Influence of cultural setting and personal
characteristics on interpretation of the genre

• Difficult coding of narrative results
• Rigidity of IS researchers in adopting
storytelling, due to scientific writing
background

• Possible reduction of the purely informative
power of the narration

• “Novelist syndrome”: possible low
adherence to reality, due to the addition of
fictitious or instrumental elements to the
story (“fish tales” swapping experiences and
escalating) to inflate its appeal
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3.2 Story-Telling and Narrative in IS Practice

The story told reveals that narrative had a paramount practical role in enabling IS
implementation within the company analysed.

The CEO perceived this alternative genre approach as necessary to reduce the
negative outcomes of a transition from a largely manual to an automated information
management. An alternative perspectives on IS, together with little or no knowledge of
IT, gave the CEO and the Project Manager a fresh look at the implementation problem:
the outcome was a rather innovative way to tackle it. The CEO’s Philosophy and
Literature background led him to force managers, employees and even IT vendor
representatives to tell their experiences in a literary fashion: employees/users were
requested to express their working expectations and feelings related to the new IS, and
this made for better interiorizing of change and reduced long-term resistance.

Hence, he had IT modelling languages replaced by story-telling to describe the
main features related to ERP implementation, including: requirements identification; IS
expected benefits and drawbacks; and organizational impacts, for each employee and
user role.

By doing so, the CEO performed an interesting paradigm shift in the classical
approach to change management [21]: he created and inflated an initial “communi-
cation resistance” aimed to lessen the impact of any future “user resistance”. As the
story discloses, the process of approaching ERP implementation through writing cre-
ated early inter and intra-organizational tensions, which, however, in the short term
eased participation, involvement and commitment to use the newly introduced system:
this determined more time spent in planning and processing unstructured information,
but contemporarily, a shorter lead time in implementing the system, and above all, less
waste of resources in transition management.

In his quest to revolutionize the traditional approach towards implementation
supported by the IT vendor, he even renamed UML (Unified Modelling Language)
with the Latin acronym “Unicus Modus Linguae” he coined, asserting that human’s
truly unique language of communication is story-telling rather than conceptual
modelling.

These results, of interest for IS practice, were largely determined by the leader’s
extravagancy and eclecticism: even though formalizing extravagancy is far from being
an easy task, another point we wish to make in this study is that an attempt should be
made to include the alternative approach based on story-telling and narrative in IS
practice, so as to overcome social resistance to technology-induced change, thus
increasing the rates of acceptance and success for IS projects.

This is in line with the literature claiming that stories can be used for multiple
purposes [32] and have various functions, examples being entertainment, creating trust
and openness among colleagues, becoming aware of operating biases and values, and
thinking outside the box to generate creative solutions and breakthroughs [33]. Since
story-telling is the time-honoured practice of using fictional techniques to engage [34],
stories and narratives are an important part of the solution for organizational problems:
gradually, leaders are starting to make widespread use of stories for enlisting the
commitment that enables change [35].
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In [36] it is stated that stories, parables, chronicles, and narratives are powerful
means for influencing mind-sets of involved parties. Literature mostly focuses on the
effect of stories in building a consensus and a common culture of shared understanding.
Stories should invite reader and listener to suspend judgments, understand the message
of the story, and consequently decide which level of truthfulness it carries. Further-
more, [36] discusses the usage of tales, letters, poems, songs, and so forth by subor-
dinated groups that existed in history (e.g. black slaves, Mexican Americans, Native
Americans) to express their pain and everyday difficulties; those stories were claimed to
be their survival and liberation tool. A parallel can be driven between stories of these
historical out-groups and contemporary employees: indeed, the creation of informal
groups in the business environment is an inevitable incidence, and as such, those
groups develop their own intragroup rules and dynamics and hence, are capable of
opposing certain corporate decisions or initiatives – as it could have been the case in
the company analysed in our study. Therefore, listening to stories helps acquiring
ability to see the world through other eyes (e.g. executives and managers can under-
stand concerns or resistance employees are experiencing due to a certain occurrence in
the company – as it happened to the Project Manager after he read the short stories
written by the employee in Administration and the account manager in Procurement).

As claimed in [37], knowledge in the organization is conveyed through mentoring
and story-telling. Managers should be aware of and capable of understanding the cog-
nitive processes behind these types of learning, because ignorance, lack of absorptive
capacity, lack of pre-existing relationships, and lack of motivation can become barriers
to transfer of knowledge and best practices within the organizations [34].

Discussing the importance of leadership in management of meaning through
story-telling, [38] claim that the use of language, rituals, drama, stories, myths, and
symbolic constructions can play an important role in the leader’s efforts to establish a
connection and experience to lead individuals orient themselves towards the achieve-
ment of shared goal. Through stories, leader can evoke patterns of meaning that can
give them considerable control over a given situation. Therefore, by interpreting IS
endeavours undertaken by organizations as phenomena based on the management of
meaning performed though story-telling and narrative, sufficient emphasis would be
placed on the development of alternative practices through which organized corporate
actions can be initiated and continued.

As it occurs in the relationship between IS publication and story-telling as alter-
native writing genre, we believe action research could play a key mediating role in the
proposal of story-telling as alternative IS practices. Indeed, a number of synergies
between action research, story-telling and narrative exist at a practical level (see
Table 2).

Action research is a type of activity designed to engage, and so are story-telling and
narrative. It is constructed with people, it is research undertaken with others, and as
such it implies a collaborative relationship, where the purpose of engagement is to
obtain the different but yet complementary perspectives of collaborators for under-
standing the problem domain [11]: this is fully aligned with story-telling’s and nar-
rative’s aim – both as a writing genre and as a practice – to depict multiple perspectives
and involve peers in the solution-crafting process. Being attentive, intelligent, rea-
sonable, and responsible are required capabilities for both action research and
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story-telling [39]. Action research is “genuine research” [39], due to the fact that it can
meet requirement standards of rigorous inquiry within the realm of practical knowing
and has the potential for enriching both scientific and practical knowing: therefore, this
method’s rigour and soundness can enhance story-telling’s scientific and practical
contribution. And lastly, a strong parallelism is present between the role of the action
researcher and that of the writer/narrator of story-telling and narrative: due to her or his
third-party role of facilitator, the action researcher is the most suitable quasi-omniscient
narrator for IS-related stories, so as to guarantee holism and comprehensiveness

Table 2. Advantages and disadvantages of story-telling and narrative as alternative genres in IS
practice.

Advantages Disadvantages

• Provision of an instrument used by the
storyteller/leader to evoke patterns of
meaning in order to exerting control

• Stimulation of empathy in the target listener
(manager, employee, customer, supplier,
user)

• Anticipation and enablement of change
management

• Enablement of a paradigm shift in change
management, from “user resistance” to
“communication resistance”

• Provision of a “communicational path”
towards organizational transformation, to:
- guarantee holism
- provide a multifaceted and original
description of the issues
- resolve conflicts
- close the manager-employee gap
- facilitate smoother transitions
- lower diffusion and cultural barriers
- facilitate organizational communication of
and commitment to the project
- foster engagement, active participation,
motivation and involvement of human
resources and stakeholders at all level
- include all individuals, groups or out-groups
- enhance participation in the design and
customization process of IS
- realign employees’ expectations on IS
- possibly shorten project implementation
length and reduce resources allotted to
transformation management

• Enhance the acculturation and open
mindedness of employees (collateral benefit)

• Attribution of a positive value to the
concepts of vagueness and uncertainty,
hardly realizable in practical actions

• Need for a capable storywriter/storyteller
• Need for an attentive, intelligent, reasonable,
and responsible action researchers to act as
facilitator and narrator

• Resistance of the conservatives and
traditionalists, reluctant to employ unusual
languages

• Waste of resources in coding the rules of the
game, the new language and the process’
outcomes

• Difficult transferability, translation and
univocal interpretation of messages

• Cultural risk of excluding clusters of key
users, left behind or left aside because of the
use of a communication tool they either do
not like, do not understand or are too shy to
use

• Difficult applicability to global, multicultural
companies
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through an broader perspective on the events occurring; again, this concluding synergy
applies to both narrative’s writing and practical domains.

As a result, action research in its quest for collaborative solutions could both act by
means of story-telling and narrative practices, and preach, promote and spread such
practices among the company’s human resources.

Advantages and disadvantages of story-telling and narrative as alternative genres in
IS practice (with possible impacts for many studies, e.g. [40–47]) are summarized in
Table 3.

4 Conclusions

In this manuscript, we have presented an implementation of story-telling and narrative
as alternative genres for writing IS publications. We argue that the incremental intro-
duction of these genres, their principles and their features would be beneficial to IS
research, as it would enable a revisited and unconventional representation of IS themes
that extends the boundaries of canonical genres. In parallel, thanks to the peculiarity of
the case we have been involved in – which is, fundamentally, a story on the use of
stories on information systems implementation – we claim that story-telling and nar-
rative are also powerful instruments supporting IS practice.

Story-telling hence abridges IS publication and practice, since it represents both the
object and the means of communication of the study. We propose that the alternative
genres investigated possess the power to frame both the writing and the practical
domains of IS: in the former, their core value lies in conveying a multifaceted meaning
of IS studies, while creating empathy in the reader, inducing a negotiation of diverging
perspectives and avoiding the exclusion risk related to the usage of technical language;

Table 3. Synergies between action research (AR) and the genres of story-telling (S) and
narrative (N).

• AR is designed to enable engagement, participation of the client is incentivized, and an
exchange relationship is assumed; S/N aim at stimulating empathy and involvement in the
reader/listener

• AR is constructed with people, is done with others, it has an inherent collaborative nature to
provide a multidimensional description of the problem domain; S/N aim at depicting multiple
perspectives and involve peers in the solution-crafting process

• In applied fields such as organization development (and IS is a lever for organizational
development), AR is extremely useful to investigate complex phenomena from the inside,
establishing strong communication flows with clients and participant; S/N can serve as an
organizational development language based on dialogue and social discourse

• Being attentive, intelligent, reasonable, and responsible are required capabilities for both AR
and S/N

• Rigor and soundness of AR as an established qualitative research methodology can enhance
S/N scientific contribution

• The Action Researcher is best suited to take on the role of S/N facilitator and quasi-omniscient
narrator, to ensure holism and comprehensiveness
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while in the latter, they can serve as supporting instruments to engage human resources,
resolve conflicts and enable change.

In this inherent link between IS publication and practice enabled by the properties
of story-telling and narrative, we also recognize a mediating role of action research. On
the one hand, since the research activity is part of the researcher’s own human expe-
riences and memories, consistently with [8] such activity should be quite naturally
reported through narrated stories. On the other, action researchers can achieve their
practical outcomes in IS projects by both using and sponsoring the use of story-telling
and narrative communication practices.

Consistently with this finding, we propose the template on action research from [4]
could be extended to explicitly include the element of “Narration”, based on a properly
reinterpreted set of narrative’s principles and features.

With this compromising proposal, we wish not to deny the value of narrative as a
possibly stand-alone genre for scientific publications: however, we believe a smoother
migration from the status quo of IS publication – this migration being achieved through
a gradual inclusion of the narrative genre’s principles among the principles and
structure of canonical action research writing [48] – would reduce resistance, facilitate
accreditation and stimulate adoption of the alternative genre. An incremental inclusion
that leverages the methodological protocols and approaches found in action research
theory should also facilitate narrative accrual, catalysing the development of an IS body
of knowledge based on stories and narrations. This open issue may represent an
opportunity for future research endeavours.

It is our hope that our proposals will breathe new life into IS publication and
writing styles, as well as provide a fresh perspective to look at IS practice.

Indeed, story-telling narrative constitute both a way of constructing human plights
and a guide for using mind [8], which could be significantly helpful in the fascinating
process of IS publication writing, and, relatedly, in applying IS as a practice.
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Abstract. The global conditions for manufacturing are rapidly chang-
ing towards shorter product life cycles, more complexity and more tur-
bulence. The manufacturing industry must meet the demands of this
shifting environment and the increased global competition by ensuring
high product quality, continuous improvement of processes and increas-
ingly flexible organization. Technological developments towards smart
manufacturing create big industrial data which needs to be leveraged
for competitive advantages. We present a novel IT architecture for data-
driven manufacturing, the Stuttgart IT Architecture for Manufactur-
ing (SITAM). It addresses the weaknesses of traditional manufactur-
ing IT by providing IT systems integration, holistic data analytics and
mobile information provisioning. The SITAM surpasses competing refer-
ence architectures for smart manufacturing because it has a strong focus
on analytics and mobile integration of human workers into the smart pro-
duction environment and because it includes concrete recommendations
for technologies to implement it, thus filling a granularity gap between
conceptual and case-based architectures. To illustrate the benefits of the
SITAM’s prototypical implementation, we present an application sce-
nario for value-added services in the automotive industry.

Keywords: IT architecture · Data analytics · Big data · Smart manu-
facturing · Industrie 4.0

1 Introduction

The manufacturing industry is changing under the influence of increased global
competition: product life cycles become shorter, products and processes become
more complex, production conditions become more turbulent. Manufacturing
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companies can only succeed in this shifting environment if they ensure high
product quality, continuous improvement of processes and flexible organizational
structures [1].

Initiatives such as Industrie 4.0 [2] and Smart Manufacturing [3] promote the
digitalization of manufacturing operations and the use of cyber-physical systems
(CPS) [4] to enable the vision of decentralized, self-controlling, self-optimizing
products and processes [5]. These developments are supported especially by the
rise of the internet of things. Increasingly, large amounts of heterogeneous indus-
trial data, that is, big industrial data [6], are created across the entire product
life cycle. These data include both structured and unstructured portions, for
instance, machine sensor data on the shop floor, product usage data, customer
complaints data from social networks or failure reports written by service tech-
nicians. One central challenge in Industrie 4.0 is the exploitation of these data
to extract valuable business insights and knowledge from them [7]. Sample fields
of application for the exploitation of big industrial data are product design opti-
mization, manufacturing execution and quality management.

The predominant manufacturing IT architecture in practice is the informa-
tion pyramid of manufacturing [8] (see Fig. 1). It fails to enable comprehensive
data exploitation because it has several limitations, as reported in [9]: (1) com-
plex point-to-point integration of heterogeneous IT systems limits a flexible inte-
gration of new data sources; (2) strictly hierarchical aggregation of information
prevents a holistic view for knowledge extraction; (3) isolated information pro-
visioning for the manufacturing control level and the enterprise control level
impedes employee integration on the factory shop floor.

This work is an extension of [9]. We build on the concept of the data-driven
factory developed therein, which is recapitulated in Sect. 2. In this work, we put
a stronger focus on the industry-near, use-case-driven IT architecture for the
data-driven factory, the Stuttgart IT Architecture for Manufacturing (SITAM)
which overcomes the insufficiencies of the traditional information pyramid of
manufacturing, presented in Sect. 4. The SITAM enables service-oriented inte-
gration, advanced analytics as well as mobile information provisioning, which are
central requirements of the data-driven factory in order to exploit big industrial
data for competitive advantages. The general introduction of the architecture
(Sect. 4) and the description of the prototype and application scenario (Sect. 6)
are presented as in [9].

In extension of [9], we have added the following new contributions:

1. A detailed analysis of existing reference IT architectures for smart manufac-
turing and Industrie 4.0 in Sect. 3.

2. An analysis of existing technologies for the core layers and components of
SITAM in Sect. 5.

3. A more elaborate evaluation of the SITAM architecture in comparison with
existing reference architectures and with respect to available technologies as
well as the use case in Sect. 7.
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2 Motivation: A Data-Driven Factory for Leveraging Big
Industrial Data

In this section, we first analyze the limitations of the traditional information
pyramid of manufacturing with respect to big industrial data in Sect. 2.1, then
present the concept of the data-driven factory [9] in Sect. 2.2. Further details on
the data-driven factory can be found in [9].

2.1 Limitations of the Information Pyramid of Manufacturing

The information pyramid of manufacturing, also called the hierarchy model of
manufacturing, represents the prevailing manufacturing IT architecture in prac-
tice [10]. It is used to structure data processing and IT systems in manufactur-
ing companies and it is standardized in ISA 95 [8]. In a simplified version, the
information pyramid is comprised of three hierarchical levels (see Fig. 1): the
enterprise control level refers to all business-related activities and IT systems,
such as enterprise resource planning (ERP) systems, the manufacturing control
level focuses on manufacturing operations management especially with manu-
facturing execution systems (MES) and the manufacturing level refers to the
machines and automation systems on the factory shop floor.

Manufacturing Control Level

Manufacturing Level

Enterprise
Control Level

MES

ERP

Fig. 1. Information pyramid of manufacturing [9].

Data processing in the information pyramid is based on three fundamental
principles [10]:

– Central automation to control all activities top-down starting from the enter-
prise control level

– Information aggregation to condense all data bottom-up starting from the
manufacturing level
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– System separation to allow only IT systems at adjacent levels to directly
communicate with each other.

The digitalization of manufacturing operations as well as the massive use of
CPS lead to big industrial data, i.e., enormous amounts of heterogeneous indus-
trial data at all levels of the information pyramid and across the entire product
life cycle [6]. For instance, besides huge amounts of structured machine data and
sensor data resulting from the shop floor, there are unstructured data on service
reports and customer opinions in social networks. Exploiting these data, that
is, extracting valuable business insights and knowledge, enables comprehensive
optimization of products and processes [7]. For instance, customer satisfaction
can be correlated with product design parameters using CAD data and CRM
data or root causes of process quality issues can be analyzed using machine data
and ERP data.

However, data processing according to the information pyramid of manu-
facturing prevents comprehensive data exploitation due to the following major
technical limitations (Li):

– L1: Central automation and system separation lead to a complex and pro-
prietary point-to-point integration of IT systems, which significantly limits a
flexible integration of new data sources across all hierarchy levels [11].

– L2: Strictly hierarchical information aggregation leads to separated data
islands preventing a holistic view and strong analytics for knowledge
extraction [6].

– L3: Central control and information aggregation lead to isolated information
provisioning focusing on the manufacturing control level and the enterprise
control level and thus impede employee integration through information pro-
visioning on the manufacturing level [12].

To conclude, the function-oriented and strictly hierarchical levels of the infor-
mation pyramid of manufacturing support a clear separation of concerns for the
development and management of IT systems. However, the information pyramid
lacks flexibility, holistic data integration and cross-hierarchical information pro-
visioning. These factors significantly limit the exploitation of big industrial data
and necessitate new manufacturing IT architectures, which are discussed in the
following section.

2.2 The Data-Driven Factory

The data-driven factory [9] is a holistic concept to exploit big industrial data for
competitive advantages of manufacturing companies. For this purpose, the data-
driven factory addresses central economic challenges of today’s manufacturing
(Westkämper [1]), particularly agility, learning ability and employee orientation.

The data-driven factory takes a holistic view on all data generated across
the entire product life cycle, including both structured data and unstructured
data, i.e. data with a relational schema as well as text, audio, video and image
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data without such a schema. In contrast to earlier integration approaches, espe-
cially Computer Integrated Manufacturing [13], the data-driven factory does
not aim at totally automating all operations and decision processes but explic-
itly integrates employees in order to benefit from their knowledge, creativity and
problem-solving skills.

From a manufacturing point of view, the data-driven factory is defined by
the following core characteristics (see Fig. 2):

– The data-driven factory enables agile manufacturing (Westkämper [1]) by
exploiting big industrial data for proactive optimization and agile adaption
of activities.

– The data driven factory enables learning manufacturing [14] by exploiting
big industrial data for continuous knowledge extraction.

– The data driven factory enables human-centric manufacturing [15] by exploit-
ing big industrial data for context-aware information provisioning as well as
knowledge integration of employees to keep the human in the loop.

Data-Driven Factory
Agile

Learning

Human-
Centric

Technical Requirements
• Flexible Integra on of 

Heterogeneous IT 
Systems

• Holis c Data Basis and 
Advanced Analy cs 

• Mobile Informa on 
Provisioning

Fig. 2. Characteristics and technical requirements of the data-driven factory [9].

Based on the above characteristics and taking into account the limitations of
the information pyramid of manufacturing (see Sect. 2.1), we have derived the
following technical core requirements (Ri) for the realization of the data-driven
factory (see Fig. 2):

– R1: Flexible integration of heterogeneous IT systems to rapidly include new
data sources for agile manufacturing, e.g., when setting up a new machine

– R2: Holistic data basis and advanced analytics for knowledge extraction in
learning manufacturing, e.g., to prescriptively extract action recommendation
from both structured and unstructured data

– R3: Mobile information provisioning to ubiquitously integrate employees
across all hierarchy levels for human-centric manufacturing, e.g., including
service technicians in the field as well as product designers

In order to realize these requirements, a variety of IT concepts and tech-
nologies has to be systematically combined in an overall IT architecture. Since
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the information pyramid of manufacturing lacks flexibility, holistic data integra-
tion and cross-hierarchical information provisioning (R1-R3), we develop a novel
manufacturing IT architecture that enables the data-driven factory.

The data-driven factory leverages big industrial data for agile, learning and
human-centric manufacturing. In this way, it creates new potentials for competi-
tive advantages for manufacturing companies, especially with respect to efficient
and simultaneously agile processes, continuous and proactive improvement as
well as the integration of knowledge and creativity of employees across the entire
product life cycle.

3 Reference Architectures for Smart Manufacturing and
Industrie 4.0

We did a comprehensive literature analysis on recent architectural approaches
for IT-based manufacturing. An overview of recent reference architectures can
be found in [16,17]. As result, we have identified three major groups of work:

– Abstract frameworks for Industrie 4.0 and Smart Manufacturing, which repre-
sent meta models and roadmaps for standardization issues, especially the Ref-
erence Architectural Model Industrie 4.0 (RAMI, [18]) as well as the SMLC
framework for Smart Manufacturing [3].

– Cross-domain-spanning reference architectures, which also target the manu-
facturing industry, e.g. the Industrial Internet Reference Architecture (IIRA)
[19] and the Industrial Data Space (IDS) [20].

– Concrete manufacturing IT architectures, which structure IT components and
their relations in and across manufacturing companies on a conceptual level,
especially Vogel-Heuser et al. [10], Minguez et al. [11], Holtewert et al. [21],
Papazoglou et al. [22].

In the following we discuss the identified types of reference architectures
and analyze them with respect to the technical core requirements identified in
Sect. 2.2.

R1: Flexible Integration of Heterogeneous IT Systems
The above frameworks are defined on a significantly higher abstraction level
than the information pyramid of manufacturing. Decomposed to its full struc-
ture, the pyramid contains a lot of additional hierarchical layers condensed to
a reasonable minimum in the examined reference architectures [8]. The RAMI
includes just a few layers of the equipment hierarchy model as dimensional per-
spective, which are extended by the layers product and connected world [18]. In
[19], the IIC defines an Industrial Internet System by its technologies like manu-
facturing execution systems and programmable logical controllers which in turn
are functionally related to the layers of the information pyramid of manufactur-
ing. To solve data integration issues, they suggest a service-oriented architecture
which includes a flexible method to combine services via metadata references
at run-time to allow for dynamical composition in order to provide a real-time
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response to changes in the environment [19]. The ZVEI [18] defines the concept
of an administrative shell for I4.0 components, which contains a resource man-
ager to expose services like OPC-UA1 to other components. This administrative
shell serves as digital representation for real-world assets on the shopfloor and
allows integration with other administrative shells through a service-oriented
architecture. To conclude, the common core of the above IT architectures is a
service-oriented architecture (SOA) [23] in order to enable a flexible integration
of IT systems – i.e. IT services – across all hierarchy levels [11,21].

R2: Holistic Data Basis and Advanced Analytics
In [10], the need for a common data model standardizing the interfaces and the
data of the IT services is underlined. In [22], a knowledge repository is part
of the architecture. In contrast, the IIC defines complex event processing and
advanced analytics as part of multiple hierachical layers of the industrial inter-
net system to meet different processing requirements, e.g. edge analytics in close
proximity to the place where the data is required for realtime processing. Inte-
gration techniques like syntactical and domain transformation are addressed,
but not discussed in detail. [20] propose an industrial data space for the indus-
try to exchange and integrate data across enterprise borders in a secure manner.
For the integration, vocabulary and schema matching are used, as well as knowl-
edge database management. However, the integration concepts of these reference
architectures are very abstract and don’t provide further details. A holistic data
model or technique to integrate data is still missing.

R3: Mobile Information Provisioning
In [20–22], a marketplace with IT services is proposed in addition. These services
are offered via apps in [20,21]. However, concrete approaches for displaying tai-
lored information from integrated data sources on mobile devices to support the
information needs of workers are not discussed, nor are the particular challenges
of mobile data provisioning addressed.

Table 1 shows an overview of the existing IT architectures for Smart Man-
ufacturing and Industrie 4.0 evaluated against the requirements of the data-
driven factory. All in all, these existing manufacturing IT architectures mainly
address the limitation of a complex and proprietary point-to-point integration
of IT systems in the information pyramid of manufacturing and enable the flex-
ible integration of heterogeneous IT systems (R1) by defining a service-oriented
architecture. At the moment, only the IIRA includes a holistic data basis and
advanced analytics (R2) to allow for knowledge extraction in learning manufac-
turing. However, they still lack mobile information provisioning (R3) to address
isolated information provisioning. Our concept of the data-driven factory and
the SITAM architecture address all three limitations. The SITAM provides a
detailed structure in order to serve as an implementation guideline and describes
a holistic approach as detailed in the following sections.

1 https://opcfoundation.org/about/opc-technologies/opc-ua/.

https://opcfoundation.org/about/opc-technologies/opc-ua/
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Table 1. Evaluation of IT architectures for smart manufacturing and industrie 4.0
against the requirements of the data-driven factory. (� fulfilled; �� partly fulfilled; �
not fulfilled.)

R1 integration R2 analytics R3 mobile

RAMI [18] � � �
SMLC [3] � � �
IIRA [19] � � �
IDS [20] �� �� ��
Vogel-Heuser et al. [10] � �� �
Minguez et al. [11] � � �
Holtewert et al. [21] � � ��
Papazoglou et al. [22] � �� �

4 SITAM: Stuttgart IT Architecture for Manufacturing

The SITAM architecture [9] is a conceptual IT architecture enabling manufac-
turing companies to realize and implement the data-driven factory. The archi-
tecture is based on the results and insights of several research projects we have
undertaken in cooperation with various industry partners, particularly from the
automotive and the machine construction industry.

In the following, we present an overview of the SITAM architecture in
Sect. 4.1 and detail its components in Sects. 4.2–4.6.

4.1 Overview

The SITAM architecture (see Fig. 3) encompasses the entire product life cycle:
Processes, physical resources, e.g., CPS and machines, IT systems as well as
web data sources provide the foundation for several layers of abstracting and
value-adding IT.

The integration middleware (see Sect. 4.2) encapsulates these foundations
into services and provides corresponding data exchange formats as well as medi-
ation and orchestration functionalities.

The analytics middleware (see Sect. 4.3) and the mobile middleware (see
Sect. 4.4) build upon the integration middleware to provide predictive and pre-
scriptive analytics for structured and unstructured data around the product life
cycle and mobile interfaces for information provisioning.

Together, the three middlewares enable the composition of value-added ser-
vices for both human users and machines (see Sect. 4.5). In particular, services
can be composed ad-hoc and offered as mobile or desktop apps on an app mar-
ketplace to integrate human users, e.g., by a mobile manufacturing dashboard
with prescriptive analytics for workers. The added value from these services
feeds back into the product life cycle for continuous proactive improvement and
adaptation.
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Cross-architectural topics (see Sect. 4.6) represent overarching issues relevant
for all components and comprise data quality, governance as well as security and
privacy.

In the following, the components of the SITAM architecture are described in
greater detail.

4.2 Integration Middleware: Service-Oriented Integration

The SITAM’s integration middleware represents a changeable and adaptable
integration approach which is based on the SOA paradigm [23]. The integration
middleware is specifically tailored to manufacturing companies, providing the
much needed flexibility and adaptability required in today’s turbulent environ-
ment with a permanent need of change.

To enable those benefits, it builds on a concept of hierarchically arranged
Enterprise Service Buses (ESBs) following [24]. Each one of these ESBs is
responsible for the integration of all applications and services of a specific phase
of the product life cycle.

All phase-specific ESBs are connected via a superordinate Product-Lifecycle-
Mana gement-Bus (PLM Bus). The PLM Bus is responsible for communication
and mediation between phase-specific busses as well as for the orchestration of
services.

This concept enables, for example, the easier integration of external suppliers
without opening up too much of a company’s internal IT systems to them by
just “plugging” their own ESB into the PLM Bus. Besides, it also reduces the
complexity by abstraction over the introduced integration hierarchy.

A dedicated sub-component providing real-time capabilities is used in the
manufacturing phase to connect CPS and other real-time machine interfaces to
the overall ESB compound.

The ESB hierarchy effectively abstracts and decouples technical systems and
their services into a more business-oriented view, which we call value-added ser-
vices. Value-added services use the basic services providing access to application
data, orchestrate and combine them.

This decoupling also evens out different speeds in the development and
change of applications or services. Companies often face the problem of having to
integrate, e.g., legacy mainframe applications with modern mobile apps, which
inherently have very different development speeds. By decoupling business-
oriented services from the technical systems/services, each application can be
developed separately and at its own pace, while the integration middleware han-
dles all transformations and mediations that might be necessary to maintain
compatibility.

Each phase-specific ESB also utilizes its own phase-specific data exchange
format to handle the different requirements of each phase. For example, engi-
neering has to be able to exchange large amounts of data, e.g., CAD models,
whereas manufacturing requires the quick exchange of a large amount of smaller
data chunks, e.g., MES production data. Aftersales on the other hand needs to
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handle both large CAD data as well as small, lightweight data structures, e.g.,
live car data.

The separation into different phase-specific ESBs allows each department
or business unit to make use of specialized data exchange formats tailored to
phase-specific needs.

To sum up, the hierarchical composition of phase-specific ESBs across the
entire product life cycle and the changeable service-oriented abstraction of IT
systems address requirement R1 (flexible integration of heterogeneous IT sys-
tems) of the data-driven factory.

4.3 Analytics Middleware: Advanced Analytics

The analytics middleware is service-oriented and comprises several manufactu-
ring-specific analytics components which are crucial for a data-driven factory:
The manufacturing knowledge repository for storing source data and analytics-
derived insights, information mining on structured and unstructured data, man-
agement of key performance indicators (KPIs), and visual analytics. The analyt-
ics middleware includes functionalities for descriptive, predictive and prescriptive
analytics, with prescriptive analytics being a novel introduction which provides
actionable problem solutions or preventative measures before critical conditions
lead to losses [25]. In providing integrative, holistic and near-real time analyt-
ics on big industrial data of all data types, the SITAM analytics middleware
transcends the analytics capabilities of existing approaches (see Sect. 2). This
significantly contributes to the learning and agile characteristics of the data-
driven factory.

Source data are extracted using predefined ETL functions from the inte-
gration middleware. Integrated data of structured and unstructured type from
around the product life cycle are stored in the manufacturing knowledge reposi-
tory along the lines of [26] for maximum integration, minimum information loss
and flexible access. Over the course of the product life cycle, this repository is
enriched with various knowledge artefacts, e.g., analytics results like data min-
ing models, business rules and free-form documents such as improvement sugges-
tions. To store structured and unstructured source data in a scalable manner, the
repository combines SQL and NoSQL storage concepts. It also includes the func-
tionality for flexibly creating semantic links between source data and knowledge
artefacts to support reasoning and knowledge management (see [26]).

The information mining component can be subdivided into classical data
mining and machine learning tools for structured data on the one hand, and
tools for various types of unstructured data – text, audio, video – on the other
hand.

We will discuss text analytics [27] in more detail since its use in a framework
for integrative data analytics is novel and since text data harbor a wealth of
hitherto untapped knowledge. Typically, text analytics applications have been
focused on one isolated unstructured data source and one analytical purpose,
without integrating the results with analytics on structured data and with the
disadvantage of information loss along the processing chain [28].
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To secure flexibility of analytics and easy integration of data from different
sources, we propose a set of basic and custom text analytics toolboxes, including
domain-specific resources for the manufacturing and engineering domains and
on an individual product domain level. This type of toolbox is similar to the
generic and specific text analytics concepts proposed in [28]. Value-added appli-
cations of these text analytics tools fall into two main categories: (1) information
extraction tasks and (2) direct support of human labor through partial automa-
tion. For example, presenting the top ten errors for a specific time span based on
text in shop floor documentation is an information extraction task which helps
workers gain insights into weaknesses of the production setup. Using features of
text reports, for example occurrences of particular domain-specific keywords, to
predict the likelihood of certain error codes which a human expert must man-
ually assign to these text reports, constitutes an example of a direct support
analytics task (see [29] for an implementation and proof of concept of this use
case within the SITAM architecture).

Information mining can then be applied to discover knowledge, which is cur-
rently hidden in a combination of structured data and extracts from unstructured
data. For example, process and machine data from the shop floor can be matched
up with timestamps and extracted topics or relations from unstructured error
reports to discover root causes for problems which have occurred. Real-time
process data from the shop floor can be compared to historical data to discover
indicators for problematic situations and prescribe measures for handling them,
for example speeding up a machine when a delayed process has been discovered.

In order to constitute the backbone of a truly data-driven factory, information
mining has to be conducted near real-time, on a variety of data sources as-needed,
and manufacturing processes, sales, delivery, logistics and marketing campaigns
have to adjust to meet the prescriptions derived from analytics results.

The management of key performance indicators is another important com-
ponent and can be greatly improved by readily available and flexible analytics
on a multitude of data sources. Instead of being an off-line process conducted by
the executive layer based on aggregated reporting data, KPI management can
become a continuous and pervasive process, as data analytics feedback loops are
in place for all processes around the product life cycle and at any level of the
process hierarchy.

Finally, the analytics middleware also includes visual analytics for data explo-
ration through human analysts: This type of analytics mainly combines infor-
mation mining and visualization techniques to present large data sets to human
observers in an intuitive way, allowing them to make sense of the data beyond the
capabilities of analytics algorithms. Thereby, visual analytics keep the human in
the loop according to human-centric manufacturing.

Thus, the analytics capabilities of our reference architecture for the data-
driven factory transcend those of related conceptual work in several aspects:
(1) They include prescriptive, not just predictive or descriptive analytics, (2) they
fully integrate structured and unstructured data beyond the manufacturing
process, (3) they stretch across the entire product life cycle and provide a holistic
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view as well as holistic data storage, and (4) they are decentralized yet integra-
tive, since analytics services are combined as needed to answer questions or
supervise processes and keep the human in the loop. Advanced analytics mostly
contribute to the fulfillment of requirement R2, but also R3 and R1 of the data-
driven factory.

4.4 Mobile Middleware: Mobile Information Provisioning

The mobile middleware enables mobile information provisioning and mobile data
acquisition by facilitating the development and integration of manufacturing-
specific mobile apps. Mobile apps [30] are running on smart mobile devices, such
as smartphones, tablets, and wearables, and integrate humans into the data-
driven factory. Due to their high mobility, workers on the shop floor have to
have access to the services of the factory anywhere and anytime, e.g., viewing
near real-time information or creating failure reports on-the-go, supported by
the mobile devices’ cameras and sensors. Workers can also actively participate
in the manufacturing process, e.g., they can control the order in which products
are produced. Furthermore, mobile apps offer an intuitive task-oriented touch-
based design and enable users to consume only relevant data. Mobile devices also
allow for the collection of new kinds of data, e.g., position data or photos. This
enables new kinds of services such as context-aware apps and augmented-reality
apps [31].

However, the development of mobile apps differs from the development of
stationary applications due to screen sizes, varying mobile platforms, unstable
network connections and other factors. In addition, manufacturing-specific chal-
lenges arise [31], e.g., due to the complex data structures as well as the high
volume of data. In contrast to existing approaches (see Sect. 3), the mobile mid-
dleware addresses these manufacturing-specific needs.

The mobile middleware comprises three components: (1) mobile context-
aware data handling, (2) mobile synchronization and caching as well as (3) mobile
visualization.

The mobile context-aware data handling component provides manufacturing-
specific context models describing context elements and relations, e.g., on the
shop floor, as well as efficient data transfer mechanism so that only relevant data
in the current context is transmitted to the mobile device. For instance, a shop
floor worker specifically needs information on the current machine he is working
at.

The mobile synchronization and caching component supports offline usage
of mobile apps. This is important because a network connection cannot always
be guaranteed, particularly on the factory shop floor. The component offers
mechanisms to determine which data should be cached using context information
provided by the context models.

The mobile visualization component provides tailored visualization schemas
for manufacturing data, e.g., for CAD product models. For example, it provides a
visualization schema to represent a hierarchical product structure and to browse



66 L. Kassner et al.

it via touch gestures. Various screen sizes and touch-based interaction styles are
considered.

To sum up, the mobile middleware enables the integration of the human by
supporting the development and integration of mobile apps. This is done by offer-
ing manufacturing-specific services for data handling and visualization. Thus, by
addressing requirement R3 (mobile information provisioning), the mobile middle-
ware contributes to the human-centric characteristic of the data-driven factory,
i.e., keeping the human in the loop.

4.5 Service Composition and Value-Added Services

The service-based and integrative nature of the SITAM architecture allows it to
provide value-added services in several ways. We define value-added services as
services which provide novel uses and thus create value by transcending the limi-
tations of the information pyramid of manufacturing (see Sect. 2.1): By providing
flexible interfaces for data and service provisioning (addressing limitation L1),
by integrating, analyzing and presenting data from several phases around the
product life cycle (addressing limitation L2) and by providing access to informa-
tion in all the contexts in which it is needed and in which the traditional model
may fail to do so (addressing limitation L3). The value-added services offered in
the SITAM architecture cut across the architectural layers, packaging and com-
bining functionalities of the integration middleware, the analytics middleware
and the mobile middleware.

In the SITAM architecture, services are composed and adapted on the basis
of user roles and the information needs and permissions associated with them.
For example, a shop floor worker receives detailed alerts related to the process
step he is responsible for, whereas his production supervisor is concerned with
the aggregated state of the entire manufacturing process across all process steps.

Ad-hoc service composition is enabled by the app composer. The app com-
poser offers this functionality for users in all roles, regardless of their educational
background or their ability to code. For example, data sources and analytics
services can be mashed up and composed via drag-and-drop in a graphic user
interface. Atomic or composed services can then be offered and distributed as
apps in the app marketplace for all types of devices, both stationary and mobile.

Since there is very little in the way of dedicated service composition frame-
works to build on, we are in the process of developing an implementation for
clean and easy service composition, including a graphic user interface for non-
technical users. We take inspiration from mashup platforms, such as [32], and
app generator tools, such as [33].

To sum up, flexible service composition contributes to the fulfillment of
requirement R1 (flexible integration of heterogeneous IT systems) and the pro-
visioning of composed services as mobile apps helps to fulfill requirement R3

(mobile information provisioning) of the data-driven factory.
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4.6 Cross-Architectural Topics

Security and privacy, governance and data quality are overarching topics which
must be considered at all layers of the architecture: at the data sources, in ana-
lytics and mobile middleware as well as in the applications. In the following, we
focus on SOA governance and data quality as they require specific concepts for
the data-driven factory. For general security and privacy issues in data manage-
ment, we refer the reader to [34].

The governance of complex service-oriented architectures is often neglected
in existing manufacturing IT architectures, such as [22], even though a lack of
governance is one of the main reasons for failing SOA initiatives [35].

SOA governance covers a wide range of aspects (a list of key aspects can be
found in [36]). With more and more systems being integrated – especially CPS,
but also for example social media services – it is becoming difficult to keep track
of planned changes to those systems and services. For this reason, service change
management and service life cycle management governance processes track and
report those changes to service consumers and providers, governed for example
via consumer and stakeholder management processes.

When setting up those governance processes, it is important to keep them as
lightweight and unobtrusive as possible in order to minimize complexity and
managerial effort. To support this, the SITAM architecture contains a central
SOA Governance Repository, which is built on a specific SOA governance meta
model described in [36]. The SOA Governance Repository contains service data
as well as operations data, spanning and providing support during all phases of
the service life cycle, and therefore also supporting novel software development
concepts like DevOps.

Apart from SOA governance, the need for high quality data is a direct conse-
quence of the concept of the data-driven factory. A data quality framework for
the data-driven factory needs to enable data quality measurement and improve-
ment (1) near-real-time (2) at all analysis steps from data source to user (3) for
all types of data accumulating in the product life cycle, especially structured
data as well as unstructured textual, video, audio and image data.

Existing data quality frameworks, e.g., [37,38], fail to satisfy these require-
ments. Hence, we translate these requirements into an extended data quality
framework, which allows a flexible composition of data quality dimensions (e.g.,
timeliness, accuracy, relevance and interpretability) at all levels of the SITAM
architecture (see [38] for an example list of data quality dimensions). Further-
more, we define sets of concrete indicators considering data consumers at all
levels, from data source to user, and we allow for near real-time calculation of
data quality (e.g., the confidence or accuracy of machine learning algorithms,
language of text and speech, author of data sources and the distribution of data
points on a timeline). This makes the quality of data and of resulting analyt-
ics results transparent at all levels and therefore enables holistic data quality
improvement.

To sum up, we have seen that SOA governance and data quality are crucial
factors across all layers of the SITAM architecture. A flexible composition of
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IT systems and services can be offered using service-oriented architectures. But
complex service-oriented architectures are prone to fail without systematic SOA
governance. Besides, a holistic data quality framework forms the basis to measure
and improve data quality from data source to user, including the generated
analytics results.

5 Technologies for SITAM

In the following, we review technologies suited for the implementation of the
SITAM architecture. We focus on the middleware components which provide
the core functionalities of the SITAM and on data quality controls as an impor-
tant prerequisite for data-driven manufacturing with strong analytics. We first
address technologies for each of the middlewares in Sect. 5.1 for integration,
Sect. 5.2 for analytics and Sect. 5.3 for mobile. We then discuss technologies for
assessing data quality as a central cross-architectural topic in Sect. 5.4.

5.1 Integration

The integration middleware layer of the SITAM consists of several components:
(1) The service bus hierarchy, (2) mediation components for communication
between the different life cycle phases, (3) an orchestration component and
(4) the SOA Governance Repository. This chapter presents possible technolo-
gies to implement these components.

The goal of the service bus hierarchy is to structure the services into multiple,
phase-specific integration environments, tailored to the respective needs of the
phase (cf. Sect. 4.2). To realize this, basically any off-the-shelf Enterprise Service
Bus can be used as they all provide the necessary functionalities. Options range
from proprietary products such as IBM’s Integration Bus2 or the Oracle Service
Bus3 to open source alternatives such as the WSO2 Service Bus4).

Communication between the services as well as the different phases can be
realized with a number of standardized technologies and protocols like SOAP
over HTTP, SOAP over Message Queue or REST. For machine-to-machine com-
munication, protocols like OPC-UA5 and MQTT6 exist, which also support real-
time data exchange.

The phase-specific data exchange formats introduced in Sect. 4.2 can be
defined in a protocol-independent format which then can be translated into dif-
ferent representations, e.g. XML Schema7 or JSON Schema8. These exchange

2 http://www-03.ibm.com/software/products/en/ibm-integration-bus.
3 http://www.oracle.com/technetwork/middleware/service-bus/overview/index.

html.
4 http://wso2.com/products/enterprise-service-bus/.
5 https://opcfoundation.org/developer-tools/specifications-unified-architecture.
6 http://docs.oasis-open.org/mqtt/mqtt/v3.1.1/os/mqtt-v3.1.1-os.html.
7 https://www.w3.org/TR/xmlschema11-1/.
8 http://tools.ietf.org/html/draft-zyp-json-schema-04.

http://www-03.ibm.com/software/products/en/ibm-integration-bus
http://www.oracle.com/technetwork/middleware/service-bus/overview/index.html
http://www.oracle.com/technetwork/middleware/service-bus/overview/index.html
http://wso2.com/products/enterprise-service-bus/
https://opcfoundation.org/developer-tools/specifications-unified-architecture
http://docs.oasis-open.org/mqtt/mqtt/v3.1.1/os/mqtt-v3.1.1-os.html
https://www.w3.org/TR/xmlschema11-1/
http://tools.ietf.org/html/draft-zyp-json-schema-04
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formats can also rely on existing definition formats like STEP [39] or JT Open
[40], which are both used for the exchange of CAD data. The mediation com-
ponent guaranteeing the communication between different life cycle phases can
be realized programmatically as deployable Java artifacts or, in case XML-based
formats are used, via Extensible Stylesheet Language Transformations (XSLT9).

To orchestrate atomic services into value-added services, workflows described
using the Business Process Execution Language (BPEL10) can be used. If the
composite service requires advanced logic, a workflow can be combined with
additional program logic.

The SOA repository helps to manage all services and SOA artifacts across
the complete product life cycle. There are several products available, among oth-
ers IBM’s WebSphere Service Registry and Repository11 or WSO2’s Governance
Registry12. Unfortunately, existing products don’t fulfill the requirements for a
comprehensive SOA governance approach [36], which necessitates the develop-
ment of a custom-tailored solution. As database backend a traditional relational
database system can be used as well as a NewSQL database [41] or a triple store.
The repository could be implemented either as a client/server or as a web-based
system.

5.2 Analytics

The analytics layer of the SITAM requires a number of technical components.
These components are typically organized in an integrated analytical tool stack.
For such stacks, the Lambda Architecture [42] is becoming the de-facto standard
in industry practice for scalable and robust analytical tool stacks and therefore
represents the basis for an implementation of the analytics layer of SITAM. The
Lambda Architecture mainly differentiates between components for batch data
processing to store and analyze historic data in-depth with rather high latency
and components for stream data processing for near-real-time data analysis of
current data. In the following, we briefly describe the application of the Lambda
Architecture to realize SITAMs analytics layer and highlight major tools.

With respect to batch data processing, the basis is a data lake approach
on top of Hadoop13 to implement the manufacturing knowledge repository,
with structured, unstructured and semi-structured portions and semantic link-
ing between related data. An alternative option would be a combination of a
relational database and a NoSQL system, e.g. a content management system,
for scenarios which do not need a massive scale-out. In both cases, semantic
relations can be implemented either as relational or as NoSQL links, e.g., using
a graph-based approach (see [26]).

Considering the SITAM’s components for information mining, KPI man-
agement and visual analytics, the Apache data processing family also provides
9 https://www.w3.org/TR/xslt.

10 http://docs.oasis-open.org/wsbpel/2.0/OS/wsbpel-v2.0-OS.html.
11 http://www-03.ibm.com/software/products/en/wsrr.
12 http://wso2.com/products/governance-registry/.
13 https://hadoop.apache.org/.

https://www.w3.org/TR/xslt
http://docs.oasis-open.org/wsbpel/2.0/OS/wsbpel-v2.0-OS.html
http://www-03.ibm.com/software/products/en/wsrr
http://wso2.com/products/governance-registry/
https://hadoop.apache.org/
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libraries for scalable batch machine learning and data mining, e.g., with Apache
Mahout14 and SparkR15. Further, there are a number of free and commercial
data mining toolkits and libraries for structured data analytics and reporting,
some of which also include libraries for preprocessing unstructured text data.
Toolkits such as WEKA16, KNIME17 or RapidMiner18 offer graphical interfaces
for rapid data exploration and prototypical analytics design. Only some of them
also allow integration into custom applications.

Apart from various linguistic preprocessing tasks which are already inte-
grated into structured data mining libraries, there exist several dedicated frame-
works for text analytics. GATE, the General Architecture for Text Engineering19,
and Apache UIMA20, the Unstructured Information Management Architecture
are both widely used in research and industry projects and provide capabilities
for building full text processing pipelines with all processing steps, from reading
in data sources, through standard preprocessing steps and custom-built analytics
components, to outputting results in various data formats.

These batch components are complemented by stream processing compo-
nents for near-real-time analytics. Tools for this include various options from
the open source world focusing on massively scalable processing of data streams,
e.g., Apache Spark Streaming21 or Apache Storm22. In addition, there are classi-
cal commercial stream data processing platforms, e.g. IBM InfoSphere Streams23

or Oracle Streams24, which typically provide more enhanced functions for ana-
lyzing data streams but lack scalability in comparison with their open source
counterparts.

5.3 Mobile

Different technologies are available for mobile visualization, context-aware data
provisioning and mobile synchronization.

With respect to mobile visualization, we distinguish between native and web
app development of mobile apps. Native apps are developed for a specific mobile
platform such as iOS25 or Android26. There are libraries and frameworks for
native apps to support and facilitate the development of user interfaces. The

14 http://mahout.apache.org/.
15 https://spark.apache.org/docs/latest/sparkr.html.
16 http://www.cs.waikato.ac.nz/ml/weka/.
17 https://www.knime.org/.
18 http://rapidminer.com/.
19 https://gate.ac.uk/.
20 http://uima.apache.org/.
21 https://spark.apache.org/streaming/.
22 https://storm.apache.org/.
23 http://www-03.ibm.com/software/products/en/ibm-streams.
24 http://www.oracle.com/technetwork/testcontent/streams-oracle-streams-twp-1282

98.pdf.
25 https://developer.apple.com/.
26 https://developer.android.com/index.html.

http://mahout.apache.org/
https://spark.apache.org/docs/latest/sparkr.html
http://www.cs.waikato.ac.nz/ml/weka/
https://www.knime.org/
http://rapidminer.com/
https://gate.ac.uk/
http://uima.apache.org/
https://spark.apache.org/streaming/
https://storm.apache.org/
http://www-03.ibm.com/software/products/en/ibm-streams
http://www.oracle.com/technetwork/testcontent/streams-oracle-streams-twp-128298.pdf
http://www.oracle.com/technetwork/testcontent/streams-oracle-streams-twp-128298.pdf
https://developer.apple.com/
https://developer.android.com/index.html
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main purpose is to provide uniform user interface and interaction design accord-
ing to their style guide. However, they are often limited to standard visualization
such as lists and menu bars. More complex visualizations have to be developed
individually for the respective use cases. There are also lots of frameworks sup-
porting the development of web apps. They are not restricted to any style guide
and can be used to develop responsive design which fits multiple devices. Popular
frameworks, especially for mobile usage, are angular.js27 and jQuery28. Complex
visualization for web apps can be supported by dedicated frameworks for com-
plex visualization such as d3.js29 or rappid.js30.

Context-aware data provisioning requires the management of context data
and store them into a context model. There are several different approaches to
model context based on key-value, logic-based, ontology, rule-based, or graphical
model [43]. A review of context models to support context-aware provisioning
can be found in [44].

Mobile synchronization requires local storage on the mobile devices. For
native apps, light-weight databases such as SQLITE31 can be used. For web
apps, HTML5 provides local storage in key-value format32. For example, the
chrome browser provides the Index db API to manage local offline storage33.

5.4 Data Quality

For the implementation of the data quality layer, technologies which allow the
measurement and improvement of structured as well as unstructured data are
needed. Many commercial toolkits dedicated to the quality of structured data
exist, but open source toolkits are rare (e.g. the DuDe tool34 for duplicate detec-
tion and OpenRefine35, a tool for cleaning and transforming structured data).
Neither open source nor commercial toolkits are available for unstructured data.
In Sect. 4.6 we mentioned concrete indicators for the quality of structured and
unstructured data, such as the confidence of machine learning algorithms, lan-
guage of text and speech and the distribution of data points on a timeline. Here,
we provide concrete technologies which can be used to measure data quality
based on these indicators. The confidence of the tools in the natural language
processing library OpenNLP36 can be retrieved for each classification decision.
For automatic detection of the language of texts, e.g., LibTextCat37, which is

27 https://angularjs.org/.
28 https://jquery.com/.
29 https://d3js.org/.
30 http://jointjs.com/.
31 https://www.sqlite.org/.
32 http://www.w3schools.com/html/html5 webstorage.asp.
33 https://developer.chrome.com/apps/offline storage.
34 http://hpi.de/naumann/projects/data-quality-and-cleansing/

dude-duplicate-detection.html.
35 http://openrefine.org/.
36 https://opennlp.apache.org/.
37 http://software.wise-guys.nl/libtextcat/.
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http://hpi.de/naumann/projects/data-quality-and-cleansing/dude-duplicate-detection.html
http://hpi.de/naumann/projects/data-quality-and-cleansing/dude-duplicate-detection.html
http://openrefine.org/
https://opennlp.apache.org/
http://software.wise-guys.nl/libtextcat/
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a C library, or the associated versions in other programming languages such as
Java or Python can be used. Outliers are a well-studied task in the field of data
quality and can be detected for example using the programming language R and
the Rlof package38.

6 Prototype and Application

In the following, we present current work on the realization of the SITAM archi-
tecture in a prototypical implementation in Sect. 6.1. Moreover, we introduce a
real-world application scenario from the automotive industry using the SITAM
architecture in Sect. 6.2 in order to illustrate its benefits for a number of value-
added services.

6.1 Prototypical Implementation

Our current prototype covers core components in every layer of the SITAM archi-
tecture, in particular with respect to analytics, governance, mobile and reposi-
tory aspects. In the following, we sketch major solution details and technologies
we utilized. The latter were chosen from the large available pool of free and open
source software to underline the broad applicability of the SITAM architecture
and make the implementation easily adaptable to various industrial real-world
settings.

The integration middleware relies on WSO2’s Enterprise Service Bus, to real-
ize the hierarchical ESB structure as well as the orchestration of basic services
and mediation between phase-specific ESBs as described in [24]. As all interfaces
are based on standards, the ESB hierarchy can also be heterogeneous, allowing to
select different products from different vendors that might better support certain
phase-specific requirements. Services within the prototype are implemented as
either conventional SOAP web services or REST services. Data exchange formats
are described as XSD documents and stored in the SOA Governance Repository.
The repository itself relies on semantic web technologies, mainly the Resource
Description Framework (RDF39), and provides a web-accessible as well as a Web
Service interface as described in [45]. The use of those technologies allows for
example the use of semantic reasoning to detect new dependencies or missing
information within the repository.

In the analytics middleware, the manufacturing knowledge repository is
implemented as a federation of a relational database and a NoSQL system –
we used the content management system Alfresco CMS40 – to store structured
and unstructured data. These systems are integrated by a specific link store using
a graph database such as Neo4j41. The information mining component includes

38 https://cran.r-project.org/web/packages/Rlof/.
39 https://www.w3.org/TR/rdf11-concepts/.
40 https://www.alfresco.com/.
41 https://neo4j.com/.
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tools from the Apache UIMA framework42 for unstructured data analytics, with
the uimaFit extension43 for on-the-fly analytics service composition. Structured
data mining capabilities are taken from the WEKA data mining workbench44.
On this basis, manufacturing-specific predictive and prescriptive analytics are
realized using various data mining techniques, especially decision tree induction
and text categorization, as described in [26,29,46], respectively.

Regarding the mobile middleware, we implemented several mobile apps, e.g.,
a mobile analytics dashboard for shop floor workers [26] and a mobile product
structure visualizer for engineers. We have implemented native apps for Android
and for Windows as well as platform independent web apps using standardized
web technology such as HTML5.

An app marketplace and a graphical interface for intuitive access to the app
composer are currently under development.

6.2 Use Case: Quality Management and Process Optimization
in the Automotive Industry

To demonstrate the concept of the data-driven factory as well as the SITAM
architecture, we have cooperated with an OEM to develop a real-world applica-
tion scenario for the automotive industry. The scenario focuses on quality man-
agement and process optimization as critical success factors for OEMs especially
in the automotive premium segment. An overview of all involved components
and participants can be seen in Fig. 4.

An automotive manufacturer collects big industrial data, including structured
sales and machine data, sensor and text data around the product life cycle.
These data originally reside in isolated databases; for instance, text reports about
product and part quality from development, production and aftersales are all
gathered via different IT systems. To ensure a realistic representation of source
data and processes, on the one hand, we take advantage of publicly available
data sources, such as the records of automotive complaints covering the US
market and maintained by the NHTSA45. On the other hand, we make use of
anonymized data and internal knowledge resources of our industry partner.

On this basis, the SITAM architecture is applied to exploit these data for
quality management and process optimization. In the following, we give an
overview of representative value-added services and role-based apps across the
product life cycle which are enabled by the SITAM architecture (see Fig. 4).
We focus on car paint quality as a recurring example (all data samples in the
following are fictitious for reasons of confidentiality).

During product development and testing, quality data are collected through
the mobile dev Q app by engineers and test drivers on the go, including text
reports and image material. The aftersales Q app is used to collect aftersales

42 http://uima.apache.org/.
43 https://code.google.com/archive/p/uimafit/.
44 http://www.cs.waikato.ac.nz/ml/weka/.
45 http://www.nhtsa.gov/NCSA.
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Fig. 4. Value-added services and role-based apps in the application scenario [9].

quality data for the warranty and recovery process of damaged car parts in the
form of unstructured text reports (e.g., “customer states that car paint is coming
off after washing”, “flaking paint on fender during extreme summer heat”). It
has different profiles for quality engineers (whose primary task is the definition
of new error codes), for quality expert workers (whose task it is to assign error
codes to damaged parts) and for executives (who are interested in comparing
aggregated error code data over time). In addition, quality data come in the
form of customer complaints and via social media crawling services.

After aggregating these data into the manufacturing knowledge repository
via the integration middleware, topic recognition on the text data is performed
as an information mining step. The topics (e.g., “paint flaking – heat”, “paint
damage – washing”) are presented to a human analyst via visual clustering to
pick the most pressing ones or perform minor reclassification. This constitutes
a value-added service of recurring issue identification and is performed via the
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topic visualizer app, which makes use of the mobile graph visualizer from the
mobile middleware.

Next, the problem topics are combined with historical data from the produc-
tion phase, especially machine data, shop floor environment data, and structured
error counts for root cause identification (e.g., elevated humidity in the paint shop
leading to a lower quality of paint and a higher risk of flaking when exposed to
harsh environmental conditions). This analytics step is executed in an analytics
and data mashup dashboard app, where data sources and analytics algorithms
are combined ad-hoc, but can also be stored for recurring use.

Identified root causes and condition patterns serve as input for proactive
process optimization. It makes use of prescriptive analytics to automatically
identify potentially problematic situations (e.g., critical humidity in paint shops)
during process execution and recommend actions to on-duty workers through a
shop floor notifier app (e.g., to air the paint shops to decrease humidity) or
trigger automatic machine reconfiguration (e.g., increasing air conditioning and
heating to decrease humidity).

7 Evaluation and Benefits

This section evaluates the benefits of the SITAM architecture with respect to
the requirements of the data-driven factory as well as in contrast to the reference
architectures described in Sect. 3.

The application scenario from Sect. 6.2 allows us to analyze the fulfillment
of the technical requirements of the data-driven factory and contrast it with the
traditional information pyramid of manufacturing.

In the scenario, diverse systems across the product life cycle, such as
machines, social media sources as well as sensors, are encapsulated as services
and are uniformly represented in the SOA governance repository to ease integra-
tion and access in the integration middleware. By this service-oriented abstrac-
tion, the SITAM architecture enables a flexible integration of heterogeneous
data sources as well as a flexible service composition fulfilling requirement R1.
This enables agile manufacturing, the first characteristic of the data-driven fac-
tory. Accessible service-based and role-based information provisioning also works
towards keeping the human in the loop (human-centric manufacturing).

To merge structured and unstructured data from different life cycle phases,
e.g., aftersales quality data and machine data in the application scenario, all
data are integrated in the manufacturing knowledge repository of the analytics
middleware. Moreover, predictive and prescriptive analytics are used to derive
action recommendations for process optimization according to the application
scenario. Thus, the SITAM architecture provides a holistic data basis encompass-
ing the product life cycle as well as advanced analytics for knowledge extraction
fulfilling requirement R2. This analytics capability provides functionalities for
learning manufacturing, such as learned improvements for the quality-optimal
design of both processes and products. It also is a prerequisite for agile process
adaptations (agile manufacturing), such as the near real-time adaptation of pro-
duction conditions to prevent known product quality issues.
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In the application scenario, various mobile apps support seamless integration
of employees, e.g., for data acquisition by test drivers using the dev Q app or for
notifications of shop floor workers using the shop floor notifier. The mobile mid-
dleware facilitates the development of such manufacturing-specific apps using
predefined manufacturing context models as well as specific visualization com-
ponents, especially for product models. These apps can be easily deployed on
various devices using the app marketplace. In this way, the SITAM architecture
enables mobile information provisioning and fulfills requirement R3 of the data-
driven factory to ubiquitously integrate employees across all hierarchy levels.
Thus, it provides the framework for human-centric manufacturing in keeping
the human expert in the loop through data provisioning and data gathering.

The SITAM architecture thus enables flexible system and data integration,
advanced analytics and mobile information provisioning and thus fulfills all tech-
nical requirements (R1–R3) of the data-driven factory.

Table 2. Comparison of the SITAM to types of IT architectures for smart manufac-
turing and Industrie 4.0 (� fulfilled; �� partly fulfilled; � not fulfilled.)

Abstract frameworks
for Industrie 4.0 and
Smart
Manufacturing

Cross-
domain-
spanning
reference
architectures

Stuttgart IT
Architecture
for Manufac-
turing

Concrete
manufacturing
IT architectures

Integration (R1) � �� � �
Analytics (R2) � �� � ��
Mobile (R3) � �� � ��
Granularity −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Reference
architecture

� � � �
Concrete
implementation

� � � �

Table 2 shows the evaluation of the three groups of architectures described in
Sect. 3 and the SITAM against the three requirements of the data-driven factory
as well as in terms of granularity and concreteness. We find that the SITAM
fills an important granularity gap: It provides both a full reference architecture
and concrete recommendations for implementation. We have also included a dis-
cussion of technologies suited for the realization of its individual components in
Sect. 5 where we point out which technologies already exist and which need to
be further developed before they can be used in an industry context. In contrast,
the abstract frameworks and the cross-domain-spanning reference architecture
provide only the reference architecture and the concrete architectures provide
only implementation details. None of the other architectures for smart man-
ufacturing fulfills all requirements of the data-driven factory or addresses all
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the limitations of the information pyramid of manufacturing. Most notably, the
SITAM excels over other architectures in its capability to keep the human in
the loop, particularly in three areas: (1) data integration, where the hierarchy
of ESBs provides maximum flexibility for including and accessing data sources
as needed; (2) analytics with its particular focus on including unstructured data
sources and visualizing intermediate results; and (3) mobile with its enormous
impact on tailored data provisioning and active human participation.

8 Conclusion and Future Work

In this article, we have presented in detail the Stuttgart IT Architecture for
Manufacturing (SITAM) [9] which (1) flexibly integrates heterogeneous IT sys-
tems, (2) provides holistic data storage and advanced analytics covering the
entire product life cycle, and (3) enables mobile information provisioning to
empower human workers as active participants in manufacturing. We have given
an overview of technologies which are required for the implementation of the
SITAM and pointed out concrete examples of infrastructures and toolboxes
which can be used, as well as identified gaps in the technology landscape where
more work is needed. We have compared the SITAM against major reference
architectures for smart manufacturing and Industrie 4.0 and found that it sur-
passes them in several points, the most important ones being the integration of
the human worker and the concrete technological recommendations.

We have prototypically implemented core components of the SITAM archi-
tecture in the context of a real-world application scenario concerned with quality
and process management in the automotive industry. Our conceptual evaluation
shows that the SITAM architecture enables the realization of the data-driven
factory and the exploitation of big industrial data across the entire product life
cycle.

Acknowledgements. The authors would like to thank the German Research Foun-
dation (DFG) as well as Daimler AG for financial support of this project as part of the
Graduate School of Excellence advanced Manufacturing Engineering (GSaME) at the
University of Stuttgart.
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9. Gröger, C., Kassner, L., Hoos, E., Königsberger, J., Kiefer, C., Silcher, S.,
Mitschang, B.: The data-driven factory. Agile, learning and human-centric man-
ufacturing. In: Proceedings of the 18th International Conference on Enterprise
Information Systems (ICEIS), Scitepress (2016)

10. Vogel-Heuser, B., Kegel, G., Bender, K., Wucherer, K.: Global information archi-
tecture for industrial automation. Automatisierungstechnische Praxis 51, 108–115
(2009)

11. Minguez, J., Lucke, D., Jakob, M., Constantinescu, C., Mitschang, B.: Introducing
SOA into production environments - the manufacturing service bus. In: Sihn, W.,
Becker, T., Kolev, I. (eds.) Proceedings of the 43rd CIRP International Confer-
ence on Manufacturing Systems (CMS), pp. 1117–1124. Neuer Wissenschaftlicher
Verlag, Wien (2010)

12. Bracht, U., Hackenberg, W., Bierwirth, T.: A monitoring approach for the opera-
tive CKD logistics. wt Werkstattstechnik Online 101, 122–127 (2011)

13. Groover, M.P.: Automation, Production Systems, and Computer-Integrated Man-
ufacturing, 3rd edn. Prentice Hall, Upper Saddle River (2008)

14. Hjelmervik, O.R., Wang, K.: Knowledge management in manufacturing: the soft
side of knowledge systems. In: Wang, K., Kovacs, G.L., Wozny, M., Fang, M. (eds.)
PROLAMAT 2006. IIFIP, vol. 207, pp. 89–94. Springer, Boston (2006). doi:10.
1007/0-387-34403-9 10

15. Zuehlke, D.: Smart factory - towards a factory-of-things. Ann. Rev. Control 34,
129–138 (2010)

16. Weyrich, M., Ebert, C.: Reference architectures for the internet of things. IEEE
Softw. 33, 112–116 (2016)

17. EFFRA: Platforms for connected factories of the future. Technical report, Commu-
nications Networks, Content and Technology Directorate-General DG CONNECT,
A3 and European Factories of the Future Research Association (EFFRA) (2015)

18. VDI/VDE, ZVEI: Reference Architecture Model Industrie 4.0 (RAMI4.0). Tech-
nical report, Plattform Industrie 4.0 (2015)

19. Lin, S.W., Miller, B., Durand, J., Joshi, R., Didier, P., Chigani, A., Torenbeek, R.,
Duggal, D., Martin, R., Bleakley, G., King, A., Molina, J., Schrecker, S., Lembree,
R., Soroush, H., Garbis, J., Crawford, M., Harper, E., Raman, K., Witten, B.:
Industrial internet reference architecture. Technical report 1.7, Industrial Internet
Consortium (2015)

20. Otto, B., Auer, S., Cirullies, J., Jürjens, J., Menz, N., Schon, J., Wenzel, S.:
Industrial Data Space - Digitale Souveränitt für Daten. Fraunhofer-Gesellschaft
zur Förderung der angewandten Forschung e.V, Technical report (2016)

http://dx.doi.org/10.1007/978-1-4471-4866-1_2
http://dx.doi.org/10.1007/0-387-34403-9_10
http://dx.doi.org/10.1007/0-387-34403-9_10


The Stuttgart IT Architecture for Manufacturing 79

21. Holtewert, P., Wutzke, R., Seidelmann, J., Bauernhansl, T.: Virtual fort knox - fed-
erative, secure and cloud-based platform for manufacturing. In: Cunha, P.F.D.C.
(ed.) Economic Development and Wealth through Globally Competitive Manu-
facturing Systems, Procedia CIRP., Red Hook, NY, Curran, vol. 7, pp. 527–532
(2014)

22. Papazoglou, M.P., van den Heuvel, W.J., Mascolo, J.E.: A reference architecture
and knowledge-based structures for smart manufacturing networks. IEEE Softw.
32, 61–69 (2015)

23. Erl, T.: Service Oriented Architecture: Principles of Service Design. The Prentice
Hall Service-oriented Computing Series from Thomas Erl. Prentice Hall, Upper
Saddle River (2008)

24. Silcher, S., Dinkelmann, M., Minguez, J., Mitschang, B.: Advanced product life-
cycle management by introducing domain-specific service buses. In: Cordeiro,
J., Maciaszek, L.A., Filipe, J. (eds.) ICEIS 2012. LNBIP, vol. 141, pp. 92–107.
Springer, Heidelberg (2013). doi:10.1007/978-3-642-40654-6 6

25. Evans, J.R., Lindner, C.H.: Business analytics: the next frontier for decision sci-
ences. Decis. Line 43, 4–6 (2012)
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Abstract. Monitoring systems targeting to improve decision making in
emergency scenarios are currently benefiting from crowdsourcing infor-
mation. The main issue with such kind of data is that the gathered
reports quickly become too similar among themselves. Hence, too much
similar reports, namely near-duplicates, do not add valuable knowledge
to assist crisis control committees in their decision making tasks. The cur-
rent approaches to detect near-duplicates are usually based on a twofold
processing, where the first phase relies on similarity queries or clustering
techniques, whereas the second and most computationally costly phase
refines the result from the first one. Aimed at reducing that cost and
also improving the ability of near-duplication detection, we developed a
framework model based on the similarity wide-join database operator.
This paper extends the wide-join definition empowering it to surpass
its restrictions and provides an efficient algorithm based on pivots that
speeds up the entire process, whereas enabling to retrieve the most simi-
lar elements in a single-pass. We also investigate alternatives and propose
efficient algorithms to choose the pivots. Experiments using real datasets
show that our framework is up to three orders of magnitude faster than
the competing techniques in the literature, whereas it also improves the
quality of the result in about 35%.

Keywords: Similarity search · Similarity join · Query operators · Wide-
join · Near-duplicate detection

1 Introduction

Emergency/crisis situations such as fire, flood, traffic accidents, attacks or nat-
ural disasters can threaten life, environment and properties. Consequently, great
efforts are being made to develop systems aimed at reducing injuries and finan-
cial losses in crises situations. Existing solutions employ ultraviolet, infrared
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Fig. 1. Taking photos of an emergency scenario: industrial plant on fire.

sensors and surveillance cameras [1] to monitor events. However, to be useful for
that purpose, those devices must be installed near to the prospected emergency
places, and forecasting all the possible crisis situations in a particular region is
seldom feasible.

Further, surveillance cameras can provide visual information of wider spaces.
When associated with the increasing popularity of tablets and smartphones with
good quality cameras and other mobile devices, they may lead to better solutions
to map crisis scenarios and allow speeding up planning emergency actions to
reduce losses. For instance, seizing the opportunity to take such information
into account, the Rescuer1 Project is developing an emergency-response system
to assist Crisis Control Committees during an emergency situation. It provides
tools that allow witnesses, victims and the rescue staff to gather emergency
information based on images and videos sent from the incident place using a
mobile crowdsourcing framework.

Crowdsourcing data can provide a large amount of information about the
emergency scenario, but it often leads to a large amount of records very sim-
ilar among themselves too. For instance, let us consider the occurrence of an
event such as a building on fire or a serious incident in an industrial plant. As
the eyewitnesses register the event with their smartphones many and repeatedly
times, several pictures become copies almost identical to others. In the image
retrieval context, the images too similar to each other with only smooth varia-
tions imposed by the devices or the capture conditions (resolution, illumination,
cropping, rotation, framing) are called near-duplicates [2,3].

As a real example, Fig. 1 depicts a 9 days-long fire occurred in an indus-
trial plant at Santos, Brazil, in April 2015. As shown in Fig. 1, eyewitnesses
e1, e2 and e3 took photos from the same perspective of the burning industrial

1 Rescuer: Reliable and Smart Crowdsourcing Solution for Emergency and Crisis Man-
agement - <http://www.rescuer-project.org>.

http://www.rescuer-project.org


Pivot-Based Similarity Wide-Joins Fostering Near-Duplicate Detection 83

plant, whereas e4, e5 and e6 took photos from another side of the scenario and
the same happened to eyewitness e7, e8 and e9, and e10 and e11. Too much
similar images from the same perspectives (near-duplicates) may not improve
the decision making support. In this example, each image subset {img1, img2,
img3}, {img4, img5, img6}, {img7, img8, img9} and {img10, img11} forms near-
duplicates. Therefore, it is more useful to remove the near-duplicates, fostering
more diversified results presenting a holistic vision about the incident, such as
using only the subset {img1, img6, img8, img10}.

On the other hand, sometimes it is interesting to retrieve and return the near-
duplicate elements. In the aforestated example (Fig. 1), law enforcement officers
and investigators may be interested in the near-duplicate images. Although the
near-duplicate elements may be not useful for non-expert people, those profes-
sionals usually see things differently and are trained to recognize small details
among the images that can contribute to the investigation.

Near-duplicate image detection has attracted considerable attention in mul-
timedia and database communities [2–6]. However, to the best of our knowledge,
the near-duplicate detection is yet an open problem, with no consolidated tech-
nique able to accomplish such task in terms of both efficiency and efficacy. Most
of the approaches to detect near-duplicate images rely on executing a twofold
processing, described as follows:

1. Building phase: it aims at retrieving a candidate set of near-duplicate ele-
ments. It can use every individual image in the dataset as a similarity query
center to retrieve the images most similar to each one [4,5], or employ
clustering-based techniques [2].

2. Improvement phase: it processes and refines the candidate set, removing false
positives. The main differences among the distinct methods are in this phase.
Most of them sacrifices the computational efficiency to enhance the result
efficacy.

Considering the scenario depicted in Fig. 1, it is reasonable to consider that
any crowdsourcing framework like Rescuer can be “flooded” with a large amount
of images. In that case, employing a twofold technique usually takes too much
time to generate the first perspective about the incident scene and the situation
may already be changed and aggravated when this result is achieved.

As a possible solution, recent approaches [5,7] consider using well-known
searching operators from both the database and information retrieval areas,
namely similarity joins and wide-joins, to detect near-duplicate elements. Sim-
ilarity joins [8] obtain pairs of elements similar among themselves, assuming
each pair corresponds to the near-duplicate candidates obtained by the build-
ing phase. However, those retrieval operators were applied only to detect near-
duplicate elements in data represented by tokens, as in [5], but they were not
explored in general domains such as images. In their turn, wide-joins [7] are
designed to retrieve the overall most similar pairs, leading to an inherent combi-
nation of building and improvement phases in their processing. However, wide-
joins process two distinct sets, while the near-duplicate detection task must
combine a set with itself.
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Although employing join-based techniques may improve performance, they
require computing the similarity among every pair of images received. As the
amount of elements is usually large, the situation becomes similar to the first
alternative. Therefore, both alternatives present drawbacks when applied to
emergency control systems.

In order to overcome the shortcomings and enable near-duplicate image
detection for emergency scenarios efficiently, we introduce a framework model
based on the similarity range wide-join database operator. The main contribu-
tions of such framework are summarized as follows:

– The self-range wide-join operator : we extended the wide-join definition to
enable the operator to process a single relation, so as to enlarge its usability
as a unary operator.

– Pivot-based algorithm: we introduce an optimized algorithm based on pivots
to speed up processing similarity wide-join, prioritizing early result genera-
tion, as required by emergency-based support systems.

– Single-pass computation: our proposed framework enables to detect near-
duplicates in a single, atomic operation, with no need for a further com-
putationally costly improvement step.

A basic self-range wide-join operator was described in [9]. In this paper we
extend the aforestated contributions with several improvements, as follows:

– We provide an extended description of our framework architecture and
capabilities.

– We present four variations of our core similarity range wide-join algorithm,
useful for emergency control systems.

– We design the range wide-join operator fully integrated to the relational model
and complying with the relational theory.

– We discuss how the choice of pivots can affect the performance and propose
three efficient alternatives to select them.

– We perform scalability, performance and answer quality evaluations using
two real datasets. The results show that our proposal is at least two orders of
magnitude faster than existing techniques, whereas always returning a high-
quality answer.

The rest of this paper is organized as follows: Sect. 2 describes the main
concepts and related work. Section 3 introduces our framework to detect near-
duplicate images, the definition and algorithms for the self wide-join. Section 4
presents experimental evaluation of our technique and discusses the main results.
Finally, Sect. 5 summarizes the main achievements and outlines future steps.

2 Background

This Section overviews the main concepts and the works related to ours regarding
image representation (Sect. 2.1), near-duplicate object detection (Sect. 2.2) and
evaluation of similarity queries, including the similarity joins (Sect. 2.3). The
main symbols employed along the paper are summarized in Table 1.
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Table 1. Symbols.

Symbol Meaning

ξ Similarity threshold

D Data domain

d Distance function / metric

F Feature extractor method

f Feature value

h Number of pivots pi

img An image

k, κ, m, n Integer values

n Cardinality of the dataset

pi Pivot i

S, S1, S2 Attributes subject to a metric

T,T1,T2 Relations

t, t1, t2, ti, tj Tuples

t[S] The value of attribute S in tuple t

v Feature vector

2.1 Feature Extraction and Image Representation

Aiming at enabling retrieval by content and near-duplicate detection, images are
compared according to a similarity measure. To evaluate the similarity, images
are represented by an n-dimensional array of numerical values, called feature
vector, that describes their content. The features are numerical measurements
of visual properties.

The algorithms responsible for processing images and obtaining their features
are known as feature extractors methods. For each data domain there are specific
features to be considered and, in the case of images, the off-the-shelf extrac-
tors capture features based on colors (e.g. histograms), texture (e.g. Haralick
features) and/or shape (e.g. Zernike Moments) [10].

The evaluation of the similarity measure between two feature vectors is per-
formed by a metric. Formally, given a feature vector space D (the data domain),
a distance function d : D × D �→ R

+ is called a metric on D if, for all x, y, z ∈ D,
there holds:

– d(x, y) ≥ 0 (non-negativity)
– d(x, y) = 0 ⇒ x = y (identity of indiscernibles)
– d(x, y) = d(y, x) (symmetry)
– d(x, y) ≤ d(x, z) + d(z, y) (triangle inequality)

The pair 〈D, d〉 is called a metric space [11]. We use the metric space theory
as the mathematical model to enable performing similarity queries, and hence
detecting near-duplicate elements.
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2.2 Near-Duplicate Detection

Several techniques for near-duplicate detection rely on the Bag-of-Visual Words
(BoVW) model [2,3]. That model represents the features as visual words and
the image representation consists of counting the words to create an histogram.
However, BoVW reliability for duplicate detection is small, as it does not capture
the spatial relationship existing among the extracted features.

Aimed at surpassing this drawback, studies like [3] combined the spatial infor-
mation with the BoVW local descriptors. However, local descriptors yet generate
feature vectors of varying dimensionality, which is troublesome to represent in
metric spaces, requiring high-costly metrics.

Other approaches considered to spot near-duplicates are hash functions and
the Locality Sensitive Hashing (LSH) [6,12]. Hash functions fail to represent data
that must be retrieved by similarity, because small differences in the images leads
to distinct hash representations. However, LSH circumvents this problem by
retrieving approximate result sets. In the same line, weighted min-Hash functions
improve the image representation, but once they are usually based on bag-of-
words, they present the same drawbacks of the other technique [13]. Moreover,
unlike those techniques, we are interested in accurate answers.

Still worth to mention is the “Adaptive Cluster with k-means” technique
(ACMe) [2]. It applies clustering algorithms to group near-duplicate images in
a twofold process. It starts clustering the dataset using the k-means algorithm.
Subsequently, the coherence of the obtained clusters are checked to determine the
need of recursively processing each cluster. The result is then refined using local
descriptors. This is a highly expensive technique that requires the Improvement
phase. Moreover, as the k-means algorithm is sensitive to outliers, our intuition
is that better quality result might be achieved replacing it with k-medoids. Sur-
passing the existing drawbacks in algorithms that have an improvement phase,
our proposal extends similarity joins to speed up the detection of near duplicates
without post-processing the image database.

2.3 Similarity Join

Similarity joins are database operators that combine the tuples of two relations
T1 and T2 so that each retrieved pair 〈t1 ∈ T1, t2 ∈ T2〉 satisfies a similarity pred-
icate θs. The similarity conditions most employed in similarity joins generate the
similarity range join and the k-nearest neighbor join [8].

Assume that each relation has an attribute S1 ⊆ T1 and S2 ⊆ T2, both
sampled from the same metric domain D. Given a maximum similarity threshold
ξ, the similarity range join retrieves the pairs 〈t1, t2〉, t1 ∈ T1 and t2 ∈ T2, such
that d(t1[S1], t2[S2]) ≤ ξ. Given an integer value k ≥ 1, the k-nearest neighbor
join retrieves k ∗ |T1| tuples 〈t1, t2〉 such that the attributes S2 of t2 are one of
the k values most similar to the values of S1 in t1 [7].

A third type of similarity join is often described in the database literature
[8]: the k-distance join. It retrieves the k pairs 〈t1, t2〉 having the most similar
values t1[S1] and t2[S2]. This operator can be described as a particular case of
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the similarity wide-join [7]. Wide-joins retrieve the most similar pairs in general
sorting the tuple internally, which allows them to be processed both efficiently
and complying with the relational theory.

Similarity joins can be used to perform several tasks, including near-duplicate
detection. For this last purpose, however, similarity joins have been explored only
over data represented as tokens, using metrics such as the Edit or Hamming
distance, as in [5]. Our proposal considers other data domains and allows using
other metrics as well, such as the Minkowski (Lp) family over image domains.

Likewise, similarity wide-joins have been restricted to operate over two dis-
tinct relations. As that operator retrieves the most similar pairs in general, when
both inputs are same relation T = T1 = T2, it always returns pairs where both
elements are the same. The self-range wide-join discards the self-pairs and seizes
the optimization opportunities that can be exploited when processing elements
from the same relation.

3 Near-Duplicate Detection

Detecting near-duplicates on multimedia repositories plays an important role
in presenting a more useful result, as returning images too much similar not
only poses a negative impact on the retrieval time, but generally it also reduces
the users’ browsing experience. Imposing users to interactively analyze near-
duplicates until obtaining the desired result is annoying, and requires a lot of
time that would be more wisely employed specially when handling emergency
scenarios. Moreover, those problems may lead to users giving up the query,
assuming that the dataset does not contain the expected answer.

Following, we present a novel framework to detect near-duplicates (Sect. 3.1)
and an extension of the similarity wide-join definition, which greatly reduces such
drawbacks (Sect. 3.2). Last but not least, Sect. 3.3 presents the basic approach to
implement our proposed wide-join extension and Sect. 3.4 details an optimized
version based on pivots to achieve an efficient computation.

3.1 The Framework Architecture

The proposed framework is composed of two modules: the Feature Extractor
module and the Near-Duplicate Detection module, organized according to Fig. 2.

The Feature Extractor module processes images such as in a content-
based image retrieval system, representing them as n-dimensional arrays. For-
mally, the Feature Extractor module receives as input an image repository
C = {img1, . . . , imgm} with m images, takes each individual image imgi and
submits it to an special algorithm – the feature extrator method (F) (Sect. 2),
which extracts the visual features vi = F(imgi) of each image imgi ∈ C. Each vi

is a feature vector 〈f1, . . . , fn〉, where n is the number of features extracted by
F and each fi is a numeric value representing the visual properties of the image.
The features depend on the kind of visual aspect considered, like color, shape,
texture, etc., as discussed in Sect. 2.1. Its result are the m Feature Vectors, which
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Fig. 2. The architecture of the framework for near-duplicate detection.

are stored as the S attribute in relation T such that T[S] = {v1, . . . , vm}, and
the corresponding images are stored as another attribute in T.

The second module – Near-Duplicate Detection – is the core module of our
framework. It receives as input the collection of m feature vectors and can per-
form either a Similarity Join-based or a Clustering-based near-duplicate detec-
tion. Although our main focus is the similarity-join approach, the competitor
methods were implemented in the cluster-based part. Both kinds of algorithms
compare the feature vectors according to a distance function or metric. The
detection based on a similarity join executes our specialized similarity join oper-
ator (described in Sect. 3.2) over T, employing two user-defined parameters that
allows tuning the comparison to follow the user’s perception of when image
pairs can be considered near-duplicates. The Cluster-based detection processes
T using either the original Adaptive Cluster with k-means (ACMe - Sect. 2) or
our Adaptive Cluster with k-medoids variation (ACMd - Sect. 4). The framework
returns the resulting image pairs detected by each algorithm as near-duplicates,
allowing comparing both techniques. Our proposal allows the users to either
remove, preserve or return the near-duplicates, according to their interests.
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3.2 The Self Similarity Wide-Joins

The similarity join operators, such as the range join and the k-nearest neighbor
join, present several shortcomings. Both of them return result sets whose cardi-
nality is often too high, which leads to many more pairs of elements than users
really need or expect. The large result set usually includes pairs truly similar, as
well as pairs holding a low or even questionable degree of similarity. Therefore,
to fulfill the near-duplicate task, the result of a similarity join must be further
processed in order to exclude the pairs whose similarity measure is doubtful.

The k-nearest neighbor join is also troublesome, because it does not assure
an equivalent similarity among the k-th nearest pairs from distinct elements.
Thus, given two vectors vi = ti[S] and vj = tj [S], the distances ξi and ξj from vi

to its k-nearest neighbor – let it be vik – and from vj to its k-nearest neighbor –
let it be vjk – are uncorrelated. In this way, for a given k ≥ 1, a pair 〈vi, vik〉 may
be a near-duplicate whereas the pair 〈vj , vjk〉 may be not. Hence, looking at the
range ξ variation in the k-neighbors becomes the main focus of our investigation.

Our proposal is that the resulting pairs of a similarity range join must have
the similarity between their component elements evaluated and subsequently
ranked so that the top-ranked ones correspond to the near-duplicate elements.
Such kind of processing can be efficiently achieved by extending the similarity
join operator called range wide-join (Sect. 2).

Wide-joins were designed to compute the similarity join between two relations
and retain only the globally most similar elements. The near-duplicate detection
requires combining a set with itself, but wide-joins do not comply with such
processing, once the most similar pairs will also include combinations of each
element with itself, distorting the result.

For this purpose, we employ a tailored version of the wide join operator,
namely the self range wide-join, that atomically performs (i) the similarity eval-
uation over the same set or relation and (ii) the retrieval of the most similar
elements in general. Those two operations intrinsically coupled as a single oper-
ator enable retrieving the pairs of elements considered as near-duplicates in a
single-pass, avoiding further processing in a refinement phase.

Formally, let D be a data domain, d : D × D �→ R
+ be a metric over D, T be

a relation, S ⊆ T be an attribute subject to the metric d with values sampled
from D, ξ be a maximum similarity threshold and κ be an upper bound integer
value. The self similarity range wide-join is given by Definition 1.

Definition 1 (Self Similarity Range Wide-join.) The self similarity range
wide-join ��(S,ξ,κ)T is a similarity range join where both left and right input
relations T1 and T2 are the same relation T, and returns at most κ pairs
〈t1, t2〉 |t1, t2 ∈ T overall, such that t1 �= t2, d(t1[S1], t2[S2]) ≤ ξ and the returned
pairs are the κ closest to each other. It is expressed in relational algebra according
to (1).
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��(S,ξ,κ)T ≡

π{T1,T2}

(
σ(ord≤κ)

(
π{T1,T2,F(d(t1[S1],t2[S2]))→ord}

(

ρ(S/S1) (T/T1)
d(t1[S1],t2[S2])≤ξ

�� ρ(S/S2) (T/T2)
)))

(1)

The self similarity range wide-join is a unary operator (it takes one relation)

that internally performs a range join
(

d(t1[S1],t2[S2])≤ξ
��

)
, sorts the intermediate

result by the dissimilarity among the tuples and returns the top-κ pairs 〈ti, tj〉
of most similar elements in T. Function F is an aggregate function that receives
the distances between the attributes t1[S1] and t2[S2] and generates the ordinal
classification of those dissimilarity values as an attribute ord that exists only
during the operator execution. This transient attribute is used to select the
pairs most similar and then discarded in the final projection.

As seen in (1), the self similarity range join relies on the maximum threshold
ξ to filter the candidate pairs and compose the answer. This operation is related
to the building processing phase, where two images a and b are possible near-
duplicates iff the dissimilarity between them is at most the threshold ξ, that is,
d(a, b) ≤ ξ.

The internal similarity join is influenced by the data distribution. Each
attribute S1 of the tuple pairs 〈t1, t2〉 can be combined with varying quantities
of values in S2. Thus, the internal join retrieves pairs in a large range of dis-
tances, but only the closest pairs truly correspond to near-duplicate elements.
The greater the distance among S1 and S2, the smaller the confidence that the
pair is a near-duplicate.

Sorting the self-similarity among the pairs is related to the improvement
phase of a near-duplicate retrieval process. As it is internally performed by the
wide-join, no further processing is required. In addition, that step also solves a
frequent issue occurring in traditional similarity joins: how to define ξ. Once the
self-range wide-join sorts the pairs and filters just the closest, the ξ parameter
can be overestimated without adversely affecting the quality of the final answer.
Moreover, when compared to the clustering alternative, the self similarity range
wide-join operator improves both the query answer quality and the execution
performance, as it was confirmed with the experiments reported in Sect. 4.

3.3 Considerations About the Algorithms

The straightforward algorithm to compute the similarity range wide-join imple-
ments the sequence of operations following the similarity range join of (1). In
order to process the internal similarity join, this algorithm follows a nested-
loop strategy, once this is the generic way to compute similarity joins using any
type of data. This main procedure is called the “Nested-Loop Wide-Join” and
is depicted in Algorithm 1.
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Algorithm 1. Nested-Loop Wide-Join(T1,T2, ξ, κ).
1 Q ← ∅;
2 for i ← 1 to |T1| do
3 for j ← 1 to |T2| do
4 dist ← d(ti[S1], tj [S2]);
5 if ti �= tj ∧ dist ≤ ξ then
6 if |Q| ≤ κ then
7 Q ← Q ∪ {〈ti, tj〉};
8 else
9 q ← argmax〈ti,tj〉∈Qd(ti[S1], tj [S2]);

10 if dist < d(q[S1], q[S2]) then
11 Q ← Q − {q};
12 Q ← Q ∪ {〈ti, tj〉};

13 return Q;

Following Definition 1, Algorithm 1 receives the same relation T for both
inputs T1 and T2: the set of features vectors obtained by the Feature Extrac-
tor Module. Steps 2 to 3 of Algorithm1 execute a nested-loop to compare each
pair of images. Step 5 corresponds to the building phase of a near-duplicate task,
where the candidate images ti and tj (ensuring ti �= tj) are paired and included
in the result set Q whenever they are dissimilar by at most the threshold ξ. The
next step verifies if pair ti and tj truly corresponds to a near-duplicate. Until
the result set Q does not contain κ pairs most similar in general (step 6), ti
and tj are combined and included into Q. Thereafter, Q is checked in step 8 to
verify if the pair q obtained in step 9 corresponds to images less similar than ti
and tj (step 10) and, if so, the pair q is replaced by the new pair 〈ti, tj〉. When
Algorithm 1 finishes, the result relation Q contains the near-duplicate elements.
Considering n = |T|, Algorithm 1 performs n2 pairwise comparisons in order to
achieve the final answer.

Nevertheless, still following a strategy based on nested-loops, self similarity
range wide-joins can be implemented in a way more efficient than the sequence
following the similarity range join of (1), optimized in relation to the Nested-
Loop Wide-Join (Algorithm 1).

By analyzing the iterations of the outer loop, Algorithm1 starts comparing
image t1 with images t2, t3, ..., tn in the inner loop. When the outer loop gets the
next image t2, the inner loop compares t2 (outer) with t1 (inner) again. Taking
into account that both input relations T1 and T2 are the same and also consider-
ing the symmetry property of metric spaces (Sect. 2), two distinct elements must
be compared only once, avoiding unnecessary distance calculations. Algorithm2,
which we call the Half Nested-Loop Wide-Join, applies the symmetry property
to reduce the amount of comparisons and employs a priority queue to hold the
final answer and speed up processing.

Usually, the traditional range wide-join should perform n2 distance compu-
tations, because the input relations can be distinct. However, Algorithm2 (steps
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Algorithm 2. Half Nested-Loop Wide-Join(T, ξ, κ).
1 Q ← ∅;
2 for i ← 1 to |T| − 1 do
3 for j ← i + 1 to |T| do
4 dist ← d(ti[S], tj [S]);
5 if dist ≤ ξ then
6 if |Q| ≤ κ then
7 Q ← Q ∪ {〈〈ti, tj〉 , dist〉};
8 else
9 q ← argmax〈〈ti,tj〉,dist〉∈Q(dist);

10 if dist < d(q[S1], q[S2]) then
11 Q ← Q − {q};
12 Q ← Q ∪ {〈〈ti, tj〉 , dist〉};

13 return Q;

2 and 3) requires only a half of them due to the symmetry property. Notice that
the inner loop starts in the position immediately subsequent to the position the
outer loop started. Therefore, a first improvement is that it is necessary to com-
pute only n(n − 1)/2 distances. Also, it is not necessary to check the equality of
two elements anymore, as performed in step 5 in Algorithm 1.

Continuing Algorithm 2, the κ most similar pairs qualifying as near-
duplicates (steps 5–6) are added into a priority queue Q in step 7. The priority
parameter is the similarity distance: a greater distance corresponds to a higher
priority for removal. After κ pairs were obtained, the current pair 〈ti, tj〉 replaces
the highest priority element q in step 9 whenever it is more similar than q, as
verified in step 10. Thus, the second improvement is obtained by truncating
the sorting operation, as F in (1) can be incrementally performed by the prior-
ity queue, which avoids the cost of sorting the total whole amount of pairs or
overflowing memory with too many elements. When the procedure finishes, the
priority queue Q already contains the near-duplicate images.

Finally, besides exploring the symmetry property, we designed a third
improvement to execute a self-similarity range wide-join. The trick here is based
on the triangle inequality property (Sect. 2), using pivot elements in order to
prune the in-list search space and further reduce the number of distance com-
putations. Using pivots are described in the next subsections.

3.4 Pivot-Based Similarity Wide-Joins

The main idea to prune the search space with pivots when performing a nested-
loop algorithm works as follows. Considering an element ti in the outer loop,
the inner one will compare ti with each tj in the rest of the dataset to check if
d(ti[S], tj [S]) ≤ ξ. However, considering the existence of h reference elements pj

(pivots) in the search space, it is possible to define an area (intersecting hyper-
rings) surrounding ti and each covering region limited by ξ to each pivot pj , so
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Fig. 3. Pivot-based strategy to prune the search space.

only the elements tj inside this area should be compared, drastically reducing
the number of distance calculations.

For an arbitrary and small number h � n of pivots chosen among the avail-
able element in the database, this technique first compute the distance between
each element ti[S] to each pivot pj . Therefore, each element is filtered by its dis-
tance to each pivot pj . Notice that, in this step, only h∗n distance computations
were performed, where n = |T|.

The next step performs the similarity join. Each element ti is compared to
each elements tj that is not filtered out by the pivots comparisons, and when
they are closer than the similarity threshold ξ, the pair is included in the answer.
To prune comparisons, it is first verified if tj is within the qualifying area of ti
regarding to each pivot, assuring that for each pivot pj the conditions defined in
(2) and (3) simultaneously hold.

d(pj , tj) ≥ d(pj , ti) − ξ (2)

d(pj , tj) ≤ d(pj , ti) + ξ (3)

For instance, Fig. 3 depicts elements ti, t1 and t2 in a search space with two
pivots p1 and p2. Suppose that element ti is the currently analyzed element.
Element t2 in Fig. 3 satisfies conditions (2) and (3) with respect to the pivot
p1, i.e., t2 is within the hyper-ring delimited by the pivot p1. However, when
analyzed in relation to the pivot p2, t2 does not satisfy (3), thus it is guaranteed
that t2 is outside the intersection area among the two hyper-rings. Therefore,
the distance between ti and t2 does not need to be computed, once the pivots
ensure d(ti[S], t2[S]) > ξ and t2 is pruned.

However, still considering Fig. 3, element t1 holds conditions (2) and (3)
with respect to both pivots and thus it must be compared with ti. Notice that
although t1 is within the qualifying area defined by the two pivots, it is not
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Algorithm 3. Pivot-Based Wide-Join(T, ξ, h, κ).
1 Q ← ∅;
2 P ← Pivots(h,T);
3 for x ← 1 to number of blocks of T do
4 for y ← x to number of blocks of T do
5 load block x to memory;
6 load block y to memory;

7 i ← 1;
8 while i < number of elements in block x do
9 j ← i;

10 if x = y then
11 j ← j + 1;

12 while j < number of elements in block y do

13 if (2) and (3) simultaneously hold for all pivot pj ∈ P then
14 dist ← d(ti[S], tj [S]);
15 if dist ≤ ξ then
16 if |Q| ≤ κ then
17 Q ← Q ∪ {〈〈ti, tj〉 , dist〉};
18 else
19 q ← argmax〈〈ti,tj〉,dist〉∈Q(dist);

20 if dist < d(q[S1], q[S2]) then
21 Q ← Q − {q};
22 Q ← Q ∪ {〈〈ti, tj〉 , dist〉};

23 return Q;

within the range area of ti, so the real distance must always be computed for
every non-pruned element.

For those elements within the qualifying region, the number of additional
distance computations is based on the data distribution and cannot be exactly
predicted beforehand. However, the worst and highly improvable situation occurs
when all the n elements in the database lie within the qualifying area. In this
case, it is necessary to perform, for each element ti, n distance computations,
which leads to a total of np+n(n−1)/2 calculations. Similar to the nested-loop
case, due to the symmetry property of the metric (Sect. 2), at most a half of all
the distance computations are required.

Nevertheless, it is very uncommon and easily avoidable to have all the dataset
in the qualifying area. Notice in Fig. 3 that using h = 3 and putting a third
pivot next to element t2 can substantially reduce the qualifying area, and thus
restricting it to almost the coverage region of ti.

The opposite situation occurs when no element qualifies. In that case, there
is no additional distance computation besides the initial n ·h already calculated.
In average, the number of distance computations can be estimated as the arith-
metic mean among the best and worst cases, which leads the required number
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Fig. 4. Choice of pivots.

of distance calculations to be significantly less than nh + (n − 1)/4, already
including the n · h initial calculations.

Similarity wide-join based on pivots can be implemented in external memory
following the block nested-loop approach presented as Algorithm3. Like Algo-
rithm2, it also relies on a priority queue Q (step 1) in order to achieve the sorting
step of similarity wide-joins. In step 2, h pivots are chosen among the elements in
T. Heuristics on how the pivots should be chosen (procedure Pivots()) are pre-
sented later. Steps 3–6 iterate over the blocks where the tuples are stored. The
nested-loop (steps 8–12) iterates over the elements inside the blocks. In order to
avoid combining a element with itself, the condition in step 10 increments the
start position of the inner loop, assuring the symmetry property.

For each pivot picked in step 2, expressions (2) and (3) must simultaneously
hold (step 13). Notice that the distance between the elements and the pivots
can be precomputed and stored when reading the elements in the loops of steps
8–12. Step 13 means that the analyzed tuple tj is within the qualifying hyper-
ring defined by the pivots. The pertinence of tj to the region covered by ti is
then checked in steps 14–15, where an additional distance computation need to
be performed. Steps 15–22 are similar to the corresponding ones in Algorithm2
(steps 6–12), where κ elements are selected and the algorithm checks for possible
replacements of the most similar pairs of images.

The choice of pivots in Step 2 plays an important role in the performance
and pruning capability of Algorithm3. The optimal and desired situation is the
pivots are chosen in a way that the intersection of hyper-rings generated covers a
region so small as possible. Once only the elements inside that intersection region
are compared during the join operation, the smaller the intersection region the
lower the probability it contains too many elements to be compared, leading to
a reduced amount of distance calculations.

For instance, Fig. 4 illustrates two scenarios containing a search space with 3
pivots, the currently analyzed element tq and the hyper-ring projected by each
pivot. In Fig. 4(a), the pivots are disposed in a way that the intersection region of
their hyper-rings is slightly larger than the region with distance ξ from tq. In this
case, the pivots are well located and every element complying with expressions
(2) and (3) are almost certainly more similar to tq than the threshold ξ and,
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Algorithm 4. Pivots(h,T) - Random.
1 P ← ∅;
2 for i ← 1 to h do
3 newPivot ← random element in {T − P};
4 P ← P ∪ {newPivot};

5 return P ;

therefore are part of the answer. In a different way, Fig. 4(b) shows the pivots
disposed very close to each other, which leads to an intersection qualifying region
much larger than the area of distance ξ from tq. Hence, most of the elements in
that qualifying region must be compared to tq, but only a few of them will in
fact satisfy the condition d(tq, tj) ≤ ξ (Algorithm 3, step 14), which increases the
number of distance computations and reduces the scalability of the algorithm.

A straightforward technique to choose pivots is to randomly pickup h distinct
elements. This procedure, shown as Algorithm 4, starts with an empty set P of
pivots and selects other ones among the set T \ P , i.e., the elements that were
not chosen yet (step 3). The complexity of Algorithm 4 is linear in the number
of pivots and despite its simplicity, it generally perform a good choice of pivots.
However, it does not guarantee to avoid the situation illustrated in Fig. 4(b).

An improvement of Algorithm 4 aiming at avoiding similar occurrences such
as in Fig. 4(b) is to force pivots to be far among themselves. One way to achieve
this result is to consider that random pivots cannot be paired in the join oper-
ation. Thus, for any pair of pivots pi, pj , the distance between them must be
greater than the similarity threshold, i.e., d(pi, pj) > ξ. Algorithm 5 implements
this main idea. It starts with a random element in the list of pivots (step 1) and,
for each new chosen pivot (steps 2–3), it checks if the new pivot is far apart of
the elements in P by at least ξ (step 4).

Although both Algorithms 4 and 5 are quite faster due to their random choos-
ing strategy, the pivots are fixed for all comparisons performed. Thus, as the
outer loop (Algorithm3 – step 8) pass by distinct elements ti, the hyper-ring
defined by each pivot varies and so does the qualifying region. In this manner, a
set P of pivots can lead to a good situation similar to the one shown in Fig. 4(a)
for a given t1, but for the other elements t{2,3,...}, it is prone to produce the
undesired behavior seen in Fig. 4(b).

As a solution to this shortcoming, the pivots should be selected near the
“border” of the dataset, in a way that the distances among them to the elements

Algorithm 5. Pivots(h,T, ξ) - Separated Pivots.
1 P ← random element in {T};
2 for i ← 1 to h − 1 do
3 newPivot ← random element in {T − P};
4 if d(newPivot, p) > ξ for all pivot p ∈ P then
5 P ← P ∪ {newPivot};

6 return P ;
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Algorithm 6. Pivots(h,T) - Extreme Pivots.
1 fmin[1..n] ← t1[S];
2 fmax[1..n] ← t1[S];
3 foreach t ∈ T do
4 f [1..n] ← t[S];
5 for i ← 1 to n do
6 fmin[i] ← min(fmin[i], f [i]);
7 fmax[i] ← max(fmax[i], f [i]);

8 for i ← 1 to h do
9 for i ← 1 to n − 1 do

10 newPivot[S[i]] ← c | c < fmin[i] ∨ c > fmax[i];

11 P ← P ∪ {newPivot};

12 return P ;

in the dataset are as larger as possible. Retrieving the elements really lying
in the border of the space implies in computing all element pairs and then
picking the most distant ones. This task would be not useful, once computing
all pairs corresponds to the basic nested-loop join operation. Thus, although
Algorithms 4 and 5 choose pivots among the elements in T, the pivots do not
have to necessarily belong to the dataset. So, following we introduce a new
method (Algorithm 6) to choose good pivots lying beyond the region where the
elements in T are disposed.

Algorithm 6 starts with two arrays fmin and fmax that contain respectively
the minimum and maximum values of each dimension of the images features
vectors. Steps 3–7 compare the values of each dimension with the current mini-
mum and maximum ones and performs possible replacements in order to choose
the extreme values along the dimensions. Once the range of each dimension is
obtained, the next step is to choose h pivots whose coordinates of each dimension
are outside the computed range, that is, extreme points regarding to those in
the dataset. Thus, in steps 9–10, each dimension of pivot newPivot is assigned
with a random value c such that c is lesser (or greater) than the minimum (or
maximum) value of the corresponding dimension. Hence, this strategy enables
choosing pivots defining a good qualifying region to reduce the number of com-
parisons performed for each element ti processed in the join operation.

4 Experiments

This section reports experiments performed using our framework to detect near-
duplicate images. The goal is to evaluate the proposed self range wide-join tech-
nique in terms of both the computational performance and the answer quality,
targeting prioritizing those aspects as required for an emergency monitoring
system.
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4.1 Experiment Setup

The results were performed on a real dataset – Fire – composed of 272 images
of fire incidents. Those images are a sample of the Rescuer dataset and were
obtained from an emergency situation simulation, held in an Industrial Complex.
The dataset was previously labeled by domain experts and 25 distinct incident
scenes were recognized. The images were submitted to the Color Layout [14]
extractor, which generated 16 features. The L2 (Euclidean) metric was employed
to evaluate the vector distances.

We implemented four variations of the self-range wide-join algorithm. The
first is the similarity Wide-Join using the Nested-Loop approach (WJNL -
Algortihm 1), which is a self version of the baseline found in the literature [7].
The second variation employs a HAlf nested-loop (WJHA - Algorithm 2), where
the intention is to perform less distance computations than the previous one. In
the two next variations, the Wide-Join operator was implemented according to
the pivot strategy of Algorithm3 using the Extreme Pivots (WJEP) procedure
(Algorithm 6) and the Separate Pivots (WJSP) procedure (Algorithm5).

We set the number of pivots to 25 in our four self-range wide-join variations
and compared them with two cluster-based techniques. The first is the Adaptive
Cluster with k-means (ACME - Sect. 2) [2]. Also, once k-means is sensitive to
outliers and often computes “means” that do not correspond to real dataset
images, we implemented a third method that is an ACME variant that replaces
the k-means with the k-medoids algorithm and called it ACMD [9], in order to
better analyze the answer quality. When necessary, the parameter ξ was set to
retrieve about 1% of the total number of possible pairs.

The experiments were executed in a computer with an Intel R© CoreTM i7–4770
processor, running at 3.4 GHz, with 16 GB of RAM, under the GNU Linux dis-
tribution Ubuntu 14.10. All methods were implemented in C++ using the same
framework to enable fair comparisons. Each technique was evaluated with respect
to both the total running time (Sect. 4.2) and the answer quality (Sect. 4.3), as
described following.

4.2 Performance Experiment

Figure 5(a) presents the total running time of the six approaches evaluated. The
reported time corresponds to the execution of the Near-Duplicate Detection
Module only, as the feature extraction was performed only once to provide data
to all six methods. In this experiment, WJEP was the fastest technique, execut-
ing 65.26% faster than the nested-loop version of wide-joins (WJNL) and 2 and
3 orders of magnitude faster than ACME and ACMD, respectively.

Such behavior occurs due to the fact that both ACME and ACMD cluster the
dataset and recursively redistribute the elements following a hierarchical app-
roach for the improvement phase, until the coherence of each cluster does not
exceed a maximum value, computed during the process. In addition, to achieve
the result, an improvement phase based on local features is usually required,
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Fig. 5. Performance and quality analysis: the Fire dataset.

which contributes to increase the computational cost of those approaches. Dis-
tinctly, the wide-joins perform a single pass computation that embodies the
building and the improvement phases into an atomic, optimized operation.

Both ACME and ACMD require a parameter k to execute their core clus-
tering algorithms, the k-means and k-medoids, respectively. Nevertheless, they
returned a number of clusters greater than k, because the clusters obtained in
the building phase are subdivided according to their coherence values. For the
Fire dataset, those techniques achieved the better results when k was set to val-
ues between 20 and 30. Distinctly, the wide-join methods were able to achieve
the result without the need of several executions in order to find the better
parameter adjustments.

This experiment remarkably shows that approaches based on the Relational
Algebra are much faster than those based on clustering techniques. Moreover, as
shown in the next section, the algebra-based approaches achieve better results
and do not require any parameters, freeing the users from the burden of chose
them.

4.3 Result Quality Evaluation

To analyze the result quality, we evaluated how accurate is the result returned
by each approach. In order to enable fair comparisons among the distinct algo-
rithms, we computed Precision and Recall (P × R) curves. Evaluating P × R
is a common technique used for information retrieval evaluation. Precision is
defined as the rate of the number of relevant elements retrieved by the number
of retrieved elements. Recall is given as the rate between the number of relevant
elements retrieved by the number of relevant elements in the database. In P×R
plots, the closer a curve to the top, the better the corresponding method.

It is worth remembering that all the self-range wide-join variations return
exactly the same answer. Thus the four curves obtained by every wide-join vari-
ation are identical, only varying their run time.
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Fig. 6. Near-duplicates obtained by the three evaluated methods for the query center
shown.

Therefore, for this experiment, a generic wide-join approach is compared to
the two cluster-based ones. Figure 5(b) shows the P × R curves achieved by the
three approaches. Our self range wide-join method achieved the larger precision
for every recall amount. It was, in average, 35.14% more precise than ACME and
36.78% than ACMD. After retrieving all relevant images in the dataset (recall
of 100%), the wide-join consistently obtained 66.00% of precision in the result,
whereas the competitor techniques achieved a maximum precision of 12.50%.

In order to show the gain of precision obtained, Fig. 6 samples the images
considered as near-duplicates by the three techniques. Again, the wide-join vari-
ations were omitted once they compute the same result. For an image randomly
chosen as query center (Fig. 6(a) – the 10th image with label 13), Fig. 6(b) shows
the near-duplicates retrieved by the self range wide-join operator. As it can be
seen, they have the same label and are in fact related to the query, recognizing
even images with zoom and rotations.

Figures 6(c) and (d) show the clusters obtained by the ACME and ACMD,
respectively. Both are from the clusters where the query image (Fig. 6(a)) is
located. As it can be noted, both methods retrieved false positives, where the
existence of false positives contributed to decrease the precision of ACME and
ACMD. Although ACME theoretically leads to worse clusters than ACMD, as
the seeds of k-means are not real images whereas the medoids are, the precision
difference among both was in average only 1.63% (see Fig. 5(b)).

The superior quality of the answer of the self wide-join operator when com-
pared to the cluster-based methods shown in Fig. 5(b) is explained by the fact
that the clusters are generated based on centroids or medoids seeds, and the
remaining elements are allocated according to their distances to those seeds.
The cluster elements are analyzed only in relation to the seeds, ignoring the
relationship among themselves. This fact leads to retrieving some images that
are distinct among themselves but similar to their seed, as illustrated in Figs. 6(c)
and (d). In its turn, the self wide-join method establishes a “pairing relation-
ship” among the elements, avoiding such drawback and increasing the answer
quality, as also observed in Fig. 6(b).

Notice that Fig. 6 shows the images spoted as near-duplicates by each of the
three techniques. According to the user interest, those near-duplicates can be
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Fig. 7. Scalability analysis: Aloi dataset.

either removed from the final answer of the framework so as to provide a more
informative result set, or returned, allowing to analyze similar occurrences.

4.4 Scalability Analysis

The Fire dataset contains real images from an emergence scenario, but it con-
tains a small number of images. Thus, we evaluated the scalability of our tech-
nique employing the Aloi dataset2. It contains images of 1000 objects rotated
from 0o to 360o in steps of 5o(72 images per object, which we assume to be
near-duplicates) giving a total of 72,000 distinct images. The Color Moment
extractor [15] was employed to represent the images and generated 144 features,
which were compared using the L2 metric.

For the scalability evaluation, we shuffled the Aloi dataset and varied the car-
dinality of the submitted data in several executions of our framework. Figure 7(a)
depicts the total run time of each algorithm. The self range wide-join based on
Extreme Pivots (WJEP) was again the fastest method. It was in average 17.24%,
66.15% and 82.76% faster than WJSP, WJHA and WJNL, respectively. When
compared with the cluster-based techniques, WJEP was again 2 and up to 3
orders of magnitude faster than the ACME and ACMD, respectively. For exam-
ple, for a cardinality of 10,000 objects, WJEP execution took 44 s while ACME
took 1.18 h and AMCD took 6.61 h. Even the slowest implementation of the
wide-join – the WJNL – was faster than the cluster-based ones, taking 4.39 min
to calculate the answer.

In order to understand the results depicted in Fig. 7(a) and the potential
of our proposed framework, suppose that an event containing twenty or thirty
thousand people (e.g., in a soccer stadium, music show, etc.) and the occurrence
of an incident. If a crowdsourcing systems receives at the same time an amount
of 10,000 pictures of the incident, our proposal generates the first perspectives
of the scene in less than 1 min, enabling a rescue control team to take actions
almost immediately, whereas the competitor techniques will spend hours.

2 <http://aloi.science.uva.nl> Access: July 4, 2016.

http://aloi.science.uva.nl
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Finally, Fig. 7(b) compares the four similarity wide-join techniques with
respect to the number of distance computations performed to achieve the result.
The self range wide-join with extreme pivots (WJEP) executed in average 22.30%
less distance calculations than WJSP, confirming our initial hypothesis that
pivots lying out of the range of coordinates of the dataset generate a reduced
qualifying region and improve the pruning capability of the Algorithm3. Also,
WJEP performed in average 68.61% and 84.30% less comparisons than WJHA
and WJNL, respectively. Nevertheless, it is important to highlight that the four
techniques obtained the same final result, but WJEP was able to use less com-
putational resources.

Figure 7 shows that as the cardinality increases, the cluster-based methods
need to process more and more elements in the building phase. However, the
coherence value is not used in this phase, forcing the next one (the refinement
phase) to need more iterations to subdivide the clusters and ensure that the
coherence is maintained. Distinctly, the wide-join perform a one-pass strategy.
The increased cardinality also turns the process more costlier, but in a much
less pronounced way as compared to the cluster-based ones. Moreover, to avoid
performing distance calculations among every pair, as occurs with WJNL, the
wide-joins that uses pivots prune more comparisons, helping to reduce the run-
ning time.

4.5 Experiment Highlights

In a general way, there are three main reasons explaining why the introduced
self-similarity range wide-join technique overcomes its competitors:

– Single-pass computation: usually, the near-duplicate detection is divided
into two phases. The wide-join operator precludes a refinement phase. As
aforestated, a single-pass execution allows to reduce the cost of the entire
process in at least 2 orders of magnitude.

– Efficient prune technique: a pruning technique based on pivots enables the
proposed WJEP algorithm to evaluate a reduced amount of element-to-
element comparisons. The pivots delimit small space regions for analysis,
allowing to discard many elements that surely will not be part of the answer.
Also, this strategy reduces the number of distance computations in about
69% in relation to the traditional nested-loop approach.

– Similarity relationship between elements: unlike the cluster-based methods,
that computes the proximity of an element to a group, the self wide-join
operator establishes a similarity relationship between each distinct pair of
elements. It avoids the dissimilarity found in two elements lying in opposite
sides of a cluster, which increases the answer quality in about 35% in relation
to the existing approaches.

5 Conclusion

Near-duplicate detection plays an important role in several real applications. For
instance, emergency-based frameworks based on crowdsourcing data can benefit
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from those techniques in order to enhance the processing and decision making
support on large sets of upcoming images.

This paper introduced a framework model to detect near-duplicates using the
Relational Algebra-based similarity wide-join operator as its core. The frame-
work is composed of two modules. The first one generates a computational rep-
resentation and mapping of each images into a metric space. The second is in
charge of detecting the near-duplicate elements using the self wide-join operator
that was introduced in this paper. Thus, our main contribution is the self-range
wide-join operator: an improved version of the wide-join that computes similar-
ity by combining a relation with itself and exploiting the optimizations that such
combination generates.

Our technique is general enough to be applied over any dataset in a metric
space, but we focused its application for an emergency-based application. In
emergency scenarios, it is common that the eyewitnesses gather large amounts of
photos and videos about the incident. Existing monitoring systems can benefit
from those crowdsourcing information, aiming at improving decision making
support. However, as the information increases and its elements tend to become
too similar among themselves, it is imperative to provide efficient techniques to
properly handle near-duplicates.

We optimized the wide-join algorithm to scan the search space relying on
pivots and proposed three algorithms to make their choice. Using two metric
space properties to prune elements allowed to achieving a large performance
gain when compared to the existing solutions. The experiments executed using
two real datasets showed that our proposed wide-join-based framework is able
not only to improve the near-duplicate detection performance by at least 2 and
up to 3 orders of magnitude, but also to improve the quality of the results when
compared to the previous techniques.

Our approaches are really useful for real applications. For example, suppose
that an incident occurs during an event containing twenty or thirty thousand
people (e.g., in a soccer stadium, a music show, etc.), leading a crowdsourcing
system to suddenly receive several thousands of pictures of the incident. If the
crowdsourcing system is based on a competitor technique, it will spend hours
before generating the first perspectives of the scene. If it is based on our proposed
technique, it will generate the first perspectives in less than 1 min, really helping
the rescue control team to take immediate actions.
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Abstract. In this paper we present an interaction technique for coordinating
agents that use rewards generated by Reinforcement Learning algorithms.
Agents that coordinate with each other by exchanging rewards need mechanisms
to help them while they interact to discover action policies. Because of the
peculiarities of the environment and the objectives of each agent, there is no
guarantee that a coordination model can converge them to an optimal policy.
One possibility is to take advantage of existing models so that a mechanism that
is less sensitive to the system variables emerges. The technique described here is
based on three models previously studied in which agents (i) share learning in a
predefined cycle of interactions, (ii) cooperate at every interaction and (iii) co-
operate when an agent reaches the goal-state. Traffic scenarios were generated as
a way of validating the proposed technique. The results showed that even when
the computational complexity was increased the gains in terms of convergence
make the technique superior to classical Reinforcement Learning approaches.

Keywords: Multi-Agents Systems � Interaction model � Reinforcement
Learning

1 Introduction

In a Multi-Agent System (MAS), agents need to interact and coordinate in order to
carry out tasks. Coordination between agents can help to avoid problems with
redundant solutions, inconsistency of execution, resource waste and deadlock [13],
enabling learning-based coordination models to solve complex problems involving
social and individual behaviors [21].

In addition to being able to learn, an agent in an MAS must be able to cooperate
with other agents in the system in order to attempt to solve problems that require locally
unknown knowledge or that could compromise the agent’s performance. In this way,
sharing agent expertise (usually in terms of action policies) becomes essential to
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converge to a global behavior that satisfies a certain specification or simply solves a
particular problem.

An alternative to sharing an agent’s expertise among multiple agents is to use
specific computational paradigms that maximize performance based on reinforcement
parameters (rewards or punishments) applied to agents as they interact with the envi-
ronment. Learning based on paradigms of this kind is called Reinforcement Learning
(RL) [7, 14].

RL algorithms, such as Q-learning [17], can be used to discover the optimal action
policy for a single agent when it repeatedly explores its state-space. A major concern
that arises from this action-policy-discovering approach is that it tends to suffer from
large state-spaces because of state-space explosion problems. In such cases, RL
involving multiple agents has proved to be a promising strategy as it modularizes the
whole problem and implements action policies locally [8].

The idea behind the implementation of local policies is to discover a global action
plan generated by combining agents’ local knowledge. When this approach leads to the
best global action plan, the policy p is said to be optimal (p*) and corresponds to the
highest rewards received by the agents.

In this paper we integrate coordination models for multiple agents using RL
techniques. Our approach collects “good” features from individual approaches in the
literature and integrates them into a single framework that can then be used to establish
optimized information-sharing strategies for multiple agents. The preliminary results
allow the performance of the integrated model to be compared with the performance of
each model used in the framework. In general, the convergence rate among agents was
substantially better than in the other cases.

The remainder of this paper is organized as follows. In Sect. 2, the state of the art is
presented, some coordination methods for learning in Multi-Agent Systems are
described, the Q-learning algorithm is reviewed and interaction models are summa-
rized. In Sects. 3 and 4, details of the proposed method and the environment used to
evaluate it are discussed, and numerical results illustrating the performance of the
proposed method are presented. In Sect. 5, real-world applications are discussed. The
conclusions are given in Sect. 6.

2 Learning in Multi-Agent Systems

Multi-agent Reinforcement Learning, in which multiple agents are involved in the
solution of a complex task in a common environment, has been the subject of a
considerable amount of research over the last decade. Unlike learning in an environ-
ment with a single agent, learning in an MAS assumes that the relevant knowledge is
not locally available in a single agent, making it is necessary to coordinate the whole
process [1, 19, 20]. One way for an agent to coordinate its actions is by interacting with
other agents, changing and evolving their coordination model.

Coordination by interaction involves combining the efforts of a group of agents in the
search for solutions to global problems [3]. Interaction can be considered the set of behav-
iors that result when a group of agents act to satisfy their goals and consider constraints
imposed by resource limitations and individual skills. There is a significant body of
literature on learning from interactions [11, 18] and collective or social learning [9].
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In learning problems involving RL, interaction depends basically on a structure that
enables communication among agents so they can share their accumulated rewards,
immediately reinforcing the transition system. With this in mind, [2] created an
interaction model that calculates rewards based on the individual satisfaction of
neighboring agents in which agents continuously emit a level of personal satisfaction
during the learning process. Adopting a different approach, [12] developed a learning
strategy in which agents are able to remember information they have accumulated so
they can reuse it later. This method has been tested on colored mazes, and reports
confirm that it has a positive impact on jumpstarts and reduces the total learning cost
compared with conventional Q-learning.

Ribeiro and Enembreck [9] combined theories from different fields to build social
structures for state-space searches based on the way interactions between states occur
and reinforcements are generated. They used social measures to guide exploration and
approximation processes. Their experiments showed that identifying social behavior
that incorporates interaction between agents within the social structure helps to improve
the coordination and optimization process and yields results that are statistically more
significant.

Integrating different methods into a single improved generic coordination model is
usually challenging, especially because of the wide range of problems and the amount
of knowledge about the problem domain required. Furthermore, in an MAS, conflicting
values for cumulative rewards can be generated, as each agent uses only local learning
values [3]. Collective learning assumes that the relevant knowledge is acquired when
rewards are shared, intensifying the relationship between agents.

2.1 Reinforcement Learning

In RL an agent is given a reward or punishment by the environment in response to its
actions [7]. This type of learning has been extensively investigated in the literature [4–
6, 15, 16, 21] as part of efforts to find solutions to NP-hard problems.

We introduce briefly the Markov decision process (MDP) used to formalize the RL
problem. An MDP is a tuple (S, A, bas;s0 , R), where S is a finite set of environmental
states that can consist of a variable sequence of states = <x1, x2,…, xy>. An episode is a
sequence of actions a 2 A that leads the agent from an initial-state to a goal-state. bas;s0 is
a function that indicates the probability that the agent arrives in state s when an action
a is applied in state s’. Similarly, Ra

s;s0 is the reward received whenever the transition
bas;s0 occurs.

An RL agent must learn a policy Q: S ! A that maximizes its expected cumulative
reward, where Q(s, a) is the probability of selecting action a in state s’. The optimal
policy must satisfy Bellman’s equation for each state s 2 S:

Q s; að Þ ¼ R s; að Þ þ c
X

b s; a; s0ð Þ �maxQ s0; að Þ ð1Þ

where b is the weight of the values of future rewards and Q(s, a) is the expected
cumulative reward given that action a is executed in state s [14]. To reach an optimal
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policy, an agent that uses an RL algorithm must iteratively explore the state space
(S � A), updating the cumulative rewards and storing these in a table Q. The Q-
learning algorithm proposed by [17] converges to an optimal policy by applying the
following update rule (Eqs. 2 and 3) after a time step t:

V ¼ cmaxQt stþ 1; atþ 1ð Þ � Qt st; atð Þ ð2Þ

Qtþ 1 st; atð Þ  Qt st; atð Þþ a R st; atð ÞþV½ � ð3Þ

where V is the utility value of performing an action a in state s, and a 2 [0, 1] is the
learning rate. In dynamic environments it is desirable to use strategies because a
satisfactory policy may no longer be appropriate after a change in the environment.
When a strategy, such as e-greedy, is used, the agent selects an action with the greatest
Q value with probability 1 − e. In previous experiments with the Q-learning algorithm
(Ribeiro et al. [8]), we found that the agent was not able to converge in dynamic
environments during training (see Sect. 3) so we used an important property of the Q-
learning algorithm, namely, that actions can be chosen using a random exploration
strategy determined by e. The state transition is given by Eq. 4:

p sð Þ ¼ argmaxQ s; að Þ; if q[ e
arandom; otherwise

�
ð4Þ

where q is a random value with uniform probability in [0, 1], e (0 � e � 1) is a
parameter that defines the exploration trade-off (the greater the value of e, the smaller
the probability of a random choice) and arandom is a random action selected from the
possible actions in state s. Here, the e-greedy exploration strategies were able to esti-
mate better rewards and come up with new action policies.

In this paper, Q-learning is used to generate and evaluate partial and global action
policies. By applying Q-learning, a policy can be found for each agent. However, if
similar agents interact in the same environment, each agent has its own MDP, and
optimal global behavior cannot be determined by local analysis. Thus, in an envi-
ronment involving several agents, the goal is to select the actions of each MDP at time
t so that the total of the expected rewards for all agents is maximized.

2.1.1 Reinforcement Learning with Multiple Shared Rewards

In RL algorithms with shared rewards, one agent’s actions can produce a policy that
has an effect on all individuals and eliminate their idiosyncratic behavior. Rewards are
shared by agents through a partial action policy (Qi). Usually, such policies contain
partial information (learning values) about the environment but communicate with a
central structure to share rewards in an integrated way in order to maximize the sum of
the partial rewards obtained during the learning process. When policies p1,…, px are
integrated, a new policy p+ can be generated, where p+ denotes the best rewards
acquired by agents during the learning process.

Ribeiro et al. [8] showed how agents exchange information during learning. When
the supervisor agent receives rewards from other agents, the following process occurs:
on reaching goal state g by a lower-cost path, agenti uses a model to share the rewards
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with other agents. The reward of a partial policy p1 can be used to upgrade the overall
policy p+, further influencing how other agents update their knowledge and interact
with the environment.

Ribeiro et al. [8] also described the function that shares these rewards. This sharing
can be accomplished in three ways, all of which involve internal sharing using Q-
learning. The best rewards from each agent are sent to p+, forming a new policy with
the best rewards acquired by agenti, which can be socialized with other agents.

A policy is considered optimal when the agent is able to find the goal-state with the
lowest possible cost, i.e., a cost similar to that provided by the supervisor agent (A*
algorithm).
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The interaction models for cooperative RL presented in [8] are summarized below
(i, ii, iii). The cooperative RL algorithm, the other algorithms and the elements for-
malizing the RL models are detailed in [8].

(i) Discrete Model: Agents share learning in a predefined cycle of interactions
c. Cooperation in this model occurs as follows: the agent accumulates rewards it
obtained as a result of its actions during the learning cycle. At the end of the
cycle, the agent sends the values of pi to p+. An agent shares its reward if and
only if it improves the efficiency of the other agents in the same state.

(ii) Continuous Model: Agents cooperate at every transaction Ta
s;s0 . Cooperation in

the continuous model occurs as follows: if s 6¼ g, then every action performed
by the agent generates a reward value, which is the sum of the accumulated
reinforcements for all players in action a in state s. The goal is to accumulate the
greatest rewards in pi so that these can be shared at each interaction.
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(iii) Objective-driven Model: Unlike in the discrete model, cooperation in the
objective-driven model occurs when the agent reaches the goal state, i.e., s = g.
In this case, the agent interacts and accumulates reward values. This is necessary
because in this model the agent shares his rewards only when the goal state is
reached. When the agent reaches the goal state, the reward value is sent to p+. If
the reward value for the state improves the overall efficiency, then the agents
share the reward. This shows that even when unsatisfactory rewards are shared
(because of a lack of interaction), the agent is able to adapt his behavior without
adversely affecting global convergence.

The cooperative RL algorithm, the other algorithms, and the elements formalizing
the RL models are detailed in Algorithms 1–3. Figure 1 summarizes the learning
process with the models in an activity diagram that uses such algorithms.

The following definitions are used in these algorithms:

– a set of states S = {s1,…,sm};
– a set of agents I = {i1,…, ix};
– a set of policies p = {p1,…, px}, where pi represents the policy of the agent i;
– a reward function st(S) ! ST where ST = {−1, −0.4, −0.3, −0.2, −0.1};
– a discrete time step t = 1, 2, 3,…., n;
– a learning cycle c, where c < n;
– a set of actions A = {a1,…, an}, where each action is executed at time step t;
– a learning table Q̂ : ðSxAÞ !ℜ, that define an policy pi;
– a coordination method set Model = {discrete, continuous, objective-driven};
– a function cooperate, that defines the stop condition and cooperation models;

– a function cost: c o st ðs; gÞ ¼Pg
s2S

0:1þ Pg
s2S

stðSÞ used to calculate the cost of an

episode (path s initial state to the goal state g) based on the current policy;
– a optimal policy (Q*) estimated with a supervisor algorithm (A*);
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Figure 1 shows the activity diagram that uses the Algorithms 1–3.

3 Integrated Interaction Model

In RL based on shared rewards, it is common to discover intermediate action policies
that do not help to achieve a certain goal. In fact, knowledge exchange among agents
may lead to intermediate action plans that do not immediately help agents converge. As
each agent constantly updates its own learning, all agents must be aware of all updates
taking place and of each agent’s rewards.

Using the previously presented approaches for agent coordination based on shared
rewards, there is no guarantee that the action plans will converge. While policies with
initially mistaken states and values are improved by rewards shared by other inter-
mediate policies, improving the p+ function, the opposite is also possible, i.e., initially
interesting policies with high rewards may become less attractive during execution of a
given policy.

In order to overcome this inconvenience (local maximum), we integrated interac-
tion models for multi-agent coordination, combining features of the discrete, contin-
uous and objective-driven models previously presented. By analyzing the results
obtained using these models, we found that the behavior of p+ changes as a function of
the number of interactions of the algorithms, the number of episodes involved in the
problem and the cardinality of the set of agents used. This can be seen in Fig. 2, which
shows the results of coordination models in a 400-state environment with 5 and 10
agents.

The proposed model captures the best features from each individual interaction
model at every interaction in the coordination process. New action policies are

Fig. 1. The learning process activity diagram with the interaction models.
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discovered without delaying the learning process, reducing the probability of conflicts
between actions from different policies.

Technically, the model can be summarized as follows: at every interaction in the Q-
learning process, the agent’s performance is obtained from each interaction model. This
is used to build a learning table, here referred to as IM-p+ (Integrated Model). When
the model update condition is reached, the agent starts its learning process using the
best performance calculated from the learning tables in the interaction models. The
learning is then transferred to IM-p+, which will therefore always contain the best
rewards from the discrete, continuous and objective-driven models.

Algorithm 4 shows how the discrete, continuous and objective-driven interaction
models are integrated. For every learning iteration, the agent’s performance is com-
pared with the interaction models used. When a given model returns a superior per-
formance, this learning is transferred to IM-p+, which represents the current action
policy of the integrated model.

In the next section, a simulation environment for assessing the efficiency of the
proposed model is presented.

A. 400 states; 5 agents. 

B. 400 states; 10 agents. 

Fig. 2. Coordination models [8].
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4 Experimental Results

To evaluate the proposed approach we used a simulation environment composed of a
state-space representing a traffic structure through which agents (drivers) try to find a
route in an empirical scenario with a grid-world structure. The structure has an initial
state sinit, an objective state g and a set of actions A = {" (forward), ! (right), #
(back), ← (left)}. A state s is a pair (X,Y), which defines the position on the X and
Y axes, respectively. A status function st: S ! ST maps traffic situations (rewards) to
states, such that ST = {− 0.2 (free route); −0.3 (low congestion); −0.4 (high congestion
or unknown); −0.5 (very high congestion); −1.0 (blocked); 1.0 (g)}.

Agents simulate routes that are available for drivers, and the global goal is to
produce an action policy (a combination that maps states and actions) that can deter-
mine the best route connecting sinit to g. The global action policy is defined by
determining step by step which action a 2 A should be performed at each state s 2
S. After an agent’s move (transition/interaction) from a state s to a state s’, it knows
whether or not the action was positive, as it recognizes the set of rewards shared by the
other models. The reward for a given transition Ta

s;s0 is denoted by st(s’).
The results described in this section allow the performance of the proposed model

and those of the discrete, continuous and objective-driven interaction models to be
compared. The parameters used in the integrated model are the same as those used for
the individual models: y = 0.95, a = 0.3 and e = 0.9.

To evaluate the performance of the model, we used different arbitrarily generated
scenarios (Fig. 3) in an attempt to reproduce situations that resembled real-world sit-
uations as closely as possible. The agents are randomly positioned in the state-space.
When an agent reaches the goal state, it is randomly positioned in another state s until
the stopping criterion (a maximum number of interactions) is satisfied.

Learning with the algorithm was repeated twenty times for each scenario since it
was found that doing experiments in one environment alone using the same inputs
could lead to a variation in the results computed by the algorithm as agent actions are
probabilistic and the values generated during learning are stochastic variables. The
action policy determined by an agent can therefore vary from one experiment to
another. The efficiency reported in this section is the mean of all the experiments in
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each scenario. Twenty replications were sufficient to evaluate the algorithm’s efficiency
as the quality of the policies did not change significantly (see Table 1).

Although the problem simulated here could be deemed somewhat simplistic, it
should be remembered that a total of s states can generate a large solution space, in
which the number of possible policies is |A||s|. The results shown below provide a
comparison of the proposed model and the other methods using 3, 5 and 10 agents in an
environment composed of 100, 256 and 400 states. The efficiency of the models (the
Y axis in the graphs) is based on the number of correct hits by an agent during each
interaction. A correct hit occurs when the agent finds the goal-state with its costs
optimized using the evaluation methodology for RL algorithms introduced in [10].

Figures 3, 4 and 5 show that the integrated model was more efficient than the other
models individually. In general, it was superior in any interaction phase and substan-
tially reduced the number of interactions needed to find an appropriate action policy.

Fig. 3. Samples of simulated scenarios (Download simulator: http://paginapessoal.utfpr.edu.br/
marceloteixeira/downloads-1/list-of-available-downloads/QLearning.zip). The agents have a
visual field depth of 1 in the grid world.

Table 1. Variation in the results computed by the algorithm (standard deviation).

Grid world Number of agents
3 5 10

(10 � 10) ±1.9% ±2.8% ±5.2%
(16 � 16) ±2.8% ±3.9% ±5.8%
(20 � 20) ±3.9% ±4.4% ±6.5%
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Thus, with the proposed model, the agent’s learning is smoother and converges more
rapidly to a satisfactory action policy (Figs. 4, 5).

For experiments in environments with 100 states (see Table 3), the number of
interactions was reduced on average by 22.8% when 3 agents were used; by 26.7%
with 5 agents; and by 35.1% with 10 agents. For environments with 256 states, the
corresponding figures were 21.1%, 21.9% and 32.7%, while for environments with 400
states, they were 17.4%, 22.9% and 29.1%. Table 2 shows the improvement in effi-
ciency achieved with the integrated model using the most efficient of the three indi-
vidual models (the continuous model) as reference.

The overall improvement achieved with the integrated model when the different
numbers of agents and state-spaces tested were taken into account was of the order of
27.8%.

Table 2. Overall comparative analysis.

State-space Number of agents
3 5 10

100 18.5% 27.1% 36.9%
256 19.4% 24.9% 32.6%
400 15.2% 25.3% 34.2%

Fig. 4. 100 states and 10 agents.

Fig. 5. 256 states and 10 agents.
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5 Discussions: Real-World Applications

Case 1: The model proposed in this paper has been tested in scenarios in which it was
possible to control all the environmental variables. In many real-world problems, you
cannot always control the factors that affect the system, such as external variables to the
environment. With the promising results of the model presented in this article, we
started to adapt this model to a real case to support the daily decisions of the poultry
farmer. In this problem, the agent of the system is used to generate action policies, in
order to control the set of factors in the daily activities, such as food-meat conversion,
amount of food to be consumed, rest time, weight gain, comfort temperature, water and
energy to be consumed, etc. The main role of the agent is to perform a set of actions to
consider aspects such as productivity and profitability without compromising bird
welfare. Initial results show that, for the decision-taking process in poultry farming, our
model is sound, advantageous and can substantially improve the agent actions in
comparison with equivalent decision when taken by a human specialist. In the moment,
we are evaluating the performance of the agent when handling specific management
situations; checking the performance of the algorithm to process variations of scenario;
and changing the set of attributes used to generate the rules, which can make them less
susceptible to influence. Such statements are objects of study for future research.

Fig. 6. 400 states and 10 agents.

Table 3. Comparison of number of interactions according to the number of agents.

State-space Reduction in number of interactions according to the number
of agents
Reference* 3 vs Reference 5 vs Reference 10 vs Reference

100 1000 22.8% 26.7% 35.1%
256 1500 21.1% 21.9% 32.7%
400 5000 17.4% 22.9% 29.1%

*The reference value corresponds to the result when the continuous
interaction model is used.
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Case 2: We also intend to adapt the model for use in optimization problems associated
with smart–grids, paying particular attention to problems in which failure recovery is
essential to restore service in distributed electrical power systems. Systems that can
recover from failures independently are known as self-healing systems. An alternative
for a self-healing system to emerge is to adapt Reinforcement Learning methods as a
way of maximizing the system’s objective functions. We found that the model
described in this paper can be used as a tool to aid system recovery by helping to
reconfigure the devices used to prevent and allow power flow in a network (distribution
systems) as a way of ensuring satisfactory power distribution and optimizing loss
parameters, maintenance etc. Furthermore, coordination of reward-based agents can be
improved and scalability problems reduced, allowing combinatorial optimization
problems typically found in power distribution systems to be solved.

6 Conclusions

This paper proposes an integrated model that improves coordination in Multi-Agent
Systems by combining features from existing interaction models. The method accel-
erates convergence of agents’ action policies by the order of 27.8% and overcomes
important drawbacks observed in earlier approaches [8].

The proposed approach aims to improve the way agents share information with
each other. In order to transmit and receive information, agents share a cooperative,
coordinated interaction model that generally leads to improved action policies. The
kernel for establishing optimized information-sharing strategies for multiple agents is
therefore the interaction model.

The performance gains for agents that cooperate using the proposed integrated
model stem from the fact that IM-p+ is generated from learning values discovered in a
collaborative way. This interaction between agents can result in more efficient policies,
leading the agents to optimal solutions. Another benefit is the substantial reduction in
the number of interactions needed to generate action plans. Nevertheless, it should be
noted that the number of messages exchanged between agents increases exponentially
with the number of agents and the size of the state-space. This is an important issue and
will be investigated in future studies.
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Abstract. In this article we propose a safest path route choice algorithm which
determines the safest path directions for pedestrians in case of fire. We also
propose an escape route system for emergency evacuation management. The
model and the algorithms are implemented in an open source framework
(JuPedSim) which is a research platform to simulate pedestrian dynamics. The
proposed algorithm allows the even distribution of the evacuees to all available
emergency exits. We simulate the evacuation of a shopping centre and show that
the application of the algorithm can reduce the total evacuation time up to 63%
depending on the settings of the algorithm. Based on those results we elaborate
an escape route system for emergency evacuation. The system includes three
modules and can be operated in several modes. The designed system allow not
only significantly to reduce the evacuation time but also to ensure people’s
safety during evacuation.

Keywords: Pedestrians dynamics � Evacuation strategies � Safest evacuation
routes � Escape route system � Computer simulation

1 Introduction

In the last few decades, large fires in shopping malls were the reason of many people’s
death. A few of them are listed below:

• December 25, 2000. A fire occurred in a central shopping Centre (Luoyang, China).
The fire killed 309 people;

• August 01, 2004. A fire occurred in a supermarket (Asunción, Paraguay). The fire
killed 464 people;

• May 28, 2012. A fire occurred in a Villagio Mall (Doha, Qatar). The fire killed 19
people, including 13 children.

One of distinguishing features of shopping malls is the uneven distribution of
people in the building. It can influence the evacuation process and lead to an unbal-
anced use of emergency and exits routes. Studies shows that a significant number of
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people are usually gathered in supermarkets and shops of home appliances compared to
other shops of a shopping mall.

An analysis of some existing escapes route systems from different countries [1]
showed that only a third of the systems were able to determine the direction of the
escape routes using a scientifically founded method. The studies of many authors [2–5]
indicate the following problems in the area of evacuation management in shopping
malls:

• Uneven distribution of people inside shopping malls;
• Management problems in the evacuation process, done by the staff of shopping

malls;
• Lack of information about possible (available) evacuation directions.

Therefore, the lack of both models and algorithms of information and analytical
support for evacuation management lead to the fact that a decision maker cannot
objectively evaluate the whole range of hazards and determine the safest routes for
people during an emergency evacuation. To solve these problems, a mathematical
model of a safest path route algorithm was developed. The algorithm is used to cal-
culate the safest path for people in a danger zone, and to direct them to a safer area [6].
In a first estimation the model showed a positive impact on the evacuation time and
overall on the people’s safety during evacuation simulations [6]. Nevertheless, it is
needed to complete a full estimation of all features of the model as well as determine
the best combination of models parameters for evacuation simulations.

In this paper we consider the results of evacuation simulations using the algorithm.
Simulations were performed using the Jülich Pedestrian Simulator, JuPedSim [7] with
various numbers of people and different objects. The results of simulations are used
while a decision support system for emergency evacuation is being developed.

This work is structured as follow:
In the second section we introduce the model and the algorithm. In the third section,

we present computer simulations and analyses. The development of the decision
support system for emergency evacuation is shown in the fourth section. Some con-
cluding remarks and directions of future work are given in the last section.

2 Description of the Safest Path Route Algorithm

The safest path route algorithm is applied for calculation of the safest path for people
from different points of a building to the exterior of the building. Originally the safest
path route algorithm was created for a shopping mall. The main tasks of the algorithm
are to calculate a safest route and direct people to a goal (current or newly defined). The
algorithm of Floyd-Warschall [8] was applied for calculating the safest path to the
nearest gate. In its normal application the Floyd-Warschall’s algorithm finds the
shortest path between all pairs of edges in a graph. A physical distance is used as the
weight of the edges. For our task, we used a complex criterion u as the weight of the
edges. u is calculated using Eq. 1:
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u ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a � ðaiÞ2 þ b � ðbiÞ2 þ c � ðliÞ2

q
ð1Þ

at:

a ! min, i = 1,…,n
b ! min, i = 1,…,n
l ! min, i = 1,…,n

where:

a – an obstruction criterion;
b – a timeliness criterion;
l – a length criterion.
a, b, c – the weight coefficient at a, b, l.

The obstruction criterion is determined by the ratio of the people’s density on a
section of the escape route network, to the maximum people’s density that does not
cause adverse effects to humans. The timeliness criterion is directly linked to fire
hazards (high temperature, a large amount of smoke, low visibility, toxic products of
combustion etc.). The length criterion is the relative length of the current section. It is
calculated as the ratio of current escape route length, to the maximal escape route
length in a building. The coefficients (a, b, c) are added to regulate the importance of
the individual criteria. More details about the criterions and manners of its computing
are found in previous work [6].

Under sections of escape route, we consider the crossing of two (or more) escape
routes in the corridors of a shopping mall. Hence a section of an escape route corre-
sponds to an edge in the graph of a shopping mall, and the crossing place of two (or
more) escape routes corresponds to a vertex.

We used the JuPedSim simulator for computer implementation of the algorithm.
The Generalized Centrifugal Force Model (GCFM) is applied into the simulator to
simulate an evacuation process [9]. GCFM belongs to the class of forces based models
[10] and describes the movement of people at the operational level [11] i.e. defines
basic rules for the pedestrians such as acceleration, braking and stop. Motion of the
pedestrians is determined by a so-called “social power” [10]. The calibration of the
basic parameters of GCFM (attractive and repulsive forces, the size of the semi-axes of
the ellipse depending on the density and velocity of the people flow etc.) were per-
formed in [12, 13]. Verification and validation of the GCFM, as well as a more detailed
description is given in [9, 14, 15].

At each step of the simulation, the evacuees are guided with the shortest path, to the
nearest emergency exit in the building i.e. a shortest path route algorithm (ShPA) is
used to determine the shortest escape route (Fig. 1).

However, there is a need to change the ShPA with regards to the problem of
determining the safest evacuation routes. For this purpose, a safest path route algorithm
(SaPA) was developed (Fig. 2).

An update frequency (UF) was added into the SaPA for the possibility of regulating
how often the algorithm will be refreshed. Thus, a UF value of 5 means that the safest

124 D. Shikhalev et al.



path will be calculated once for every 5 s and the direction of movement will also be
updated (in the decision areas) every 5 s.

The shortest path is given for all evacuees in an initial stage (pre-evacuation). Then
the safest path is computed for each node (decision area) according to the UF. In other

Fig. 1. The shortest path route algorithm (ShPA).

Fig. 2. The safest path route algorithm (SaPA).

Development of Escape Route System 125



words, the decision area is a place where two or more routes crossed. It is possible from
this place (decision area), to direct the pedestrians by a new path, for example, by using
a dynamic indicator [16]. If a current path is not a safest path anymore, a re-routing will
happen in the decision area. The safest path route algorithm was implemented into
JuPedSim as a separate module and it can be chosen from other routing algorithms such
as a quickest or shortest path algorithms.

The main purpose of simulation is to evaluate the effectiveness of the safest path
route algorithm. This evaluation is done by comparing the performance of the shortest
path route algorithm and the safest path route algorithm. Thus, the following research
problems should be solved during simulation:

• How are the a-criteria and b-criteria changed in the process of evacuation and under
what values does the process of re-routing happens?

• Which are the effects of re-routing pedestrians?
• How do weight coefficients affect the course of the evacuation process?
• How does the update frequency affect the course of the evacuation process?
• When is it advisable to apply the safest path route algorithm?

To answer these questions, it is necessary to conduct a preliminary assessment of
the adequacy of the developed algorithm. From there, we perform a computer simu-
lation of the evacuation process on the topology of an existing shopping mall, as an
example.

3 Simulation and Analysis

In this section we provide simulation results and its analysis.

3.1 Preliminary Assessment

Several simulations at the T-junction of escape routes (Fig. 3) were carried out within a
preliminary assessment of the SaPA as well as on the abstract model of the building
(Fig. 4).

Fig. 3. Objects of simulation within a preliminary assessment – T-junction.
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Simulation results at the T-junction identified one of the features of the SaPA: the
safest path route algorithm behaves as the shortest path route algorithm when there are
no congestions or high-density of pedestrians.

It was also found that the usage of weight coefficients has an impact on the time of
re-routing during evacuation. Weight coefficients (0,9-0-0,1) lead to the re-routing that
occurs both with few and many pedestrians. In addition, weight coefficients of
0,6-0-0,4 allow to re-route flows when we have a high number of pedestrians. More-
over, re-routing occurs only at the maximum configured number of people in simu-
lation (250 per., 6.25 pers./m2 in a case when the weights are not applied).

Re-routing moments and duration of re-routing become longer when the value of a-
criterion is increased.

The results obtained in the T-junction simulations led us to several conclusions:

• The safest path route algorithm behaves as the shortest path route algorithm in the
case where there are no congestions or high-density of pedestrians;

• The application of weight coefficients influences the course of the evacuation
process where the escape routes sections are of different geometrical size.

• In order to achieve the minimal evacuation time and prevent pedestrians’ conges-
tions, it is necessary to increase the importance of the a-criteria. Reducing the
importance of a-criteria leads to an increase in evacuation time;

• It is possible to control a moment of re-routing of evacuation flows by applying
different weight coefficients.

After simulations at the T-junction we continue in the abstract model (Fig. 4).
Simulation results in the abstract model allow us to formulate the following facts.

Firstly, for uneven distribution of people during evacuation, the SaPA can imme-
diately distribute pedestrians evenly to the emergency exits. This in turn significantly
affects the evacuations time. Efficiency of the SaPA (Fig. 5) reduces when there is an
uneven distribution of people. Efficiency is the ratio of evacuation time with the SaPA
to evacuation time with the ShPA.

Fig. 4. Objects of simulation within a preliminary assessment – abstract model of the building.
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Secondly, there is a negative efficiency of the SaPA at 4%. This happened in the
case where we had an uneven distribution of a small number of people (up to 50
people). Having reviewed the evacuation process in decision area, a reason of the
negative efficiency of the SaPA was found. This is due to the update frequency of the
SaPA which was equal to 1. There were many re-routing of pedestrians while they
followed the decision areas (geometric size of decision area is 2 m by 2 m). Pedestrians
were sometimes directed to different exits. This in turn, had to slow down the speed of
pedestrians and as a result, increase the evacuation time.

Thus, an optimal value of the update frequency should be investigated and deter-
mined. The simulation results in the abstract model led us to conclude these facts:

• Weight coefficients do not play any role when there are two identical routes (by
both geometric characteristics and number) from the decision area to the exit;

• The SaPA update frequency of 1 has a negative impact on evacuation process given
a small number of pedestrians;

• The SaPA directs pedestrians by routes which are not using during evacuation but
are available.

3.2 Simulation of a Shopping Mall

After preliminary assessment we performed simulations in a shopping mall. The plan is
shown in Fig. 6. The color represents the decision areas. Some geometric character-
istics of the evacuation exits and evacuation route sections in the front of evacuation
exits are shown in Table 1.

Fig. 5. Efficiency distribution of the SaPA depending on terms of people distributions.
(0-150-150-0 value corresponds to the people distribution in rooms 1, 2, 3 and 4, respectively
(Fig. 4)). White - scenario 1, black - scenario 2.
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The number of people in evacuation simulation was chosen in the rate of 1 person
per 1 m2 of retail premises (the total number of evacuees is 2609). The influence of the
update frequency on the evacuation process was considered in the first series of sim-
ulation. The simulation results are shown in Fig. 7.

Analysis of Fig. 7 shows that for many people, the closest emergency exit is №7,
but based on its geometrical characteristics, it is not preferable because of its small
width (See Table 1). However, most of the pedestrians were distributed between exits
1, 2, 4 which are preferable due to their geometrical dimensions (exit width).

It is more clearly shown in Figs. 8 and 9. Almost all pedestrians were evacuated by
using the SaPA after 300 s (Fig. 8). At the same time there are people’s jams when
using the ShPA (Fig. 9).

Fig. 6. Layout of shopping mall.

Table 1. Geometric characteristics of the evacuation exits.

№ Parameter Evacuation exit
1 2 3 4 5 6 7

1 Width, m 3,0 3,0 1,5 4,0 2,0 2,0 2,0
2 Width of evacuation route section in

the front of evacuation exit, m
6,4 6,4 2,0 10,1 2,2 2,2 2,2
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Thus, the direction of all pedestrians to the shortest emergency exits is not always
justified and often leads to a significant increase of total evacuation time. Application of
the SaPA allows to reduce evacuation time up to 63% depending on the update fre-
quency of the algorithm.

The assessment of the update frequency of the algorithm showed that the preferred
frequency is 5. That is why the frequency used for further studies will be 5. The

Fig. 7. People distribution to emergency exits. A - ShPA; B - SaPA with update frequency equal
5 (result of minimal evacuation time); C - SaPA with update frequency equal 13 (result of
maximal evacuation time).

Fig. 8. Evacuation process stage in 300 s. when using the SaPA.
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simulation results in the T-junction suggest that using different weight coefficients can
reduce the evacuation time. An analysis of the effect of weight coefficients on the
pedestrian’s distribution to emergency exits was conducted in the next stage of the
simulation. The results are shown in Fig. 10.

Fig. 9. Evacuation process stage in 300 s. when ShPA is used.

Fig. 10. Weight coefficients vs. evacuation time.
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The results confirmed previous findings about the effect of the weight coefficients
on evacuation process. It should be noted that using weight coefficients of 0.7-0-0.3 or
0,6-0-0,4 leads to the same results as not using weight coefficients at all. Nevertheless,
these conditions (weights: 0,7-0-0,3; 0,6-0-0,4; without weight coefficients) contribute
to reducing evacuation time in comparison with ShPA by 21%. The main difference
between the weights of 0,7-0-0,3 or 0,6-0-0,4, however, as between all the weight
coefficients is the people’s distribution according to emergency exits.

Figure 11 presents the data with more details on the distribution of people to
emergency exits. It shows that the largest reduction of the evacuation time was
achieved when pedestrians were directed to wider exits and in contrast the maximum
evacuation time was achieved by overloading narrow exits.

It was also interesting to consider the fairly frequent assertion of researchers in the
field of human behavior, that people in case of a fire will follow the escape routes they
used to get into the building [3–5]. It is likely that visitors enter a building on the gate
leading from the metro stations, parking places, etc. Corresponding exits are 1, 2 and 4
in Fig. 6.

To carry out the simulation exits (3, 5, 6 and 7) are blocked, because it is unlikely
that they can be used by most pedestrians entering the building. Different cases were
simulated and investigated particularly when all of the exits (1, 2 and 4) are opened and
then when one of the exits is blocked. The simulation results for different positions of
the emergency exits are shown in Fig. 12.

The simulation results show that the direction of all pedestrians through the main
evacuation exits can significantly reduce the evacuation time. For the last part of the
simulation we elaborated four evacuation strategies:

Fig. 11. The pedestrian distribution to emergency exits depending on the weights. A - weight
coefficients are 0,9-0-0,1. B - weight coefficients are 0,8-0-0,2. C - weight coefficients are
0,7-0-0,3. D - weight coefficients are 0,6-0-0,4. E - without weight coefficients.
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• Strategy 1. Applying the SaPA with weight coefficients equal 0,9-0-0,1 provided
that all exits are opened;

• Strategy 2. Applying the SaPA with weight coefficients equal 0,9-0-0,1 provided
that only the main exits are opened;

• Strategy 3. Applying the ShPA provided that all exits are opened;
• Strategy 4. Applying the ShPA provided that only the main exits are opened.

Figure 13 shows the simulation results with the aforementioned strategies. Minimal
evacuation time was achieved when the strategy 1 was chosen. The SaPA is still
preferable than the ShPA only if main emergency exits are available. However, for

Fig. 12. Dependence of the evacuation time to an algorithm (SaPA vs. ShPA). White – SaPA.
Black – ShPA.

Fig. 13. Ratio of evacuation time to an evacuation strategy.
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cases where the only possibility is to direct people through the shortest path, it is
necessary to use strategy 4.

Obtained results shown an effectiveness of proposed algorithm. However an
experimental assessment is required for its application in a real evacuation process.

4 Development of Escape Route System

The need for the development of Escape Route System for Emergency Evacuation
Management (ERS) is defined by the several reasons. First of all, existing escape route
systems are more oriented on voice alarm than evacuation management. Secondly,
decision makers cannot objectively evaluate evolving situation during emergency
evacuation in case of a fire due to a deficit of information (about the course of evac-
uation, people distribution in building, fire spreads etc.) and physiological features
(including stress, time pressure).

4.1 Aim, Task and Structure

The aim of ERS is to ensure people’s safety during emergency evacuation in case of a
fire. To reach this aim, at least, implementation the following tasks are required:

• Definition of all available safest evacuation routes:
– getting necessary information for calculating;
– safest routes calculation in a building;

• Indication of the safest routs to all participants (staff and evacuees):
– positioning of dynamic indicator in a safe direction;
– update a safe direction when a newly safest route is identified;

• Evacuation process control:
– evacuation process and fire spreading control by special devices;
– take a decision if necessary.

A structure of the escape route system is based on the tasks assigned to it. The
structure is presented in Fig. 14.

The diagram shows the basic modules of escape route system. The modules are
discussed below.

Computing Module. This module is designed for calculation the safest evacuation
routes. The SaPA has been developed [6] for this task. This model allows the
assessment of the safety path evacuation of people in case of fire, and in real time to
evenly distribute the flow of evacuation in a safe direction to evacuation exits. This
model was presented in Sect. 2. Results of evaluation have shown that the use of the
proposed algorithm can reduce the evacuation time up to 63% depending on the chosen
frequency of the algorithm. The calculated routes are transferred to a management
module.

Management Module. The objective of the module is to inform pedestrians and staff
about the safe directions and direct to it. Analysis of existing dynamic indicators has
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showed its shortcomings [1]. A dynamic indicator was developed based on conducted
analysis. The dynamic indicator allows updating a safe direction in real time based on
information from computing module. A patent for utility model was received on the
dynamic indicator. This way, the dynamic indicator can be used in the management
module.

Control Module. Nowadays widely spread means of control are video cameras which
are mainly intended for the control of public order. Assuming the video cameras as a
means of control of evacuation process, the prerequisite is the installation of video
cameras in each section of an escape route, which carried out the computation of the
parameters in the mathematical model. Applying the video cameras, decision maker
would always have information on emerging situations which could happen on escape
routes. Decision makers can immediately “block” a section of escape route in the case
of some critical situations that can be seen with video cameras. It will lead to re-routing
of pedestrians flows and consequently avoid such place.

4.2 Functions and Algorithms

A functional process of ERS was elaborated according to the aim and the tasks of this
system. The process is shown in Fig. 15.

The ERS is in constant contact with the external environment (fire detectors, CCTV
etc.) through communication channels and permanently update information. The ERS
begin to perform its functions in case of a fire and the beginning of an evacuation
process. An algorithm of interaction between decision-makers and ERS is shown in
Fig. 16.

The information about the location of the fire and about people’s distribution inside
of building are entered to the computing module in case of a failure of one or more fire
detectors. The computing module calculates the complex criterion u and defined safe
escape routes from each room in the building to outside based on SaPA.

Escape 
Route 

System

Computing 
Module

Management 
Module

Control 
Module

Fig. 14. Structure of escape route system.
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Information about safe escape routes is displayed on the decision makers PC and
also supplied to the management module which switches each dynamic indicator to
point to the safest direction.

Information is also transmitted to the staffs (on radio channels) who are involved in
the evacuation. The information transmission process is represented in Fig. 17.
Operation of the system is carried out till the end of the evacuation process and
information about the features of the evacuation process is transmitted to a remote
source. This information can later be used for assessment of staff and evacuees actions
and for studies.

The designed system can be operated in several modes: daily activities mode (for
getting information about the parameters of pedestrians in the building etc.) and
emergency mode (for emergency evacuation management as well as for direct fire-
fighter brigade to a fire place and/or to a place where pedestrians are blocked). The ERS
can also be used for people’s training for action during evacuation process.

The possibilities of decision maker are expanding with a such a system. The
information load is also greatly reduced when making decisions during the evacuation
process.

Fig. 15. Functional process of escape route system operations.
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Fig. 16. Algorithm of interaction between decision-makers and ERS.
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5 Conclusions and Future Work

In this paper we presented the results of full assessment of the safest path route
algorithm in the framework of evacuation simulations. It was found that the weights of
0,9-0-0,1 should be applied to prevent congestions during evacuations, when the
density is high. For the algorithm, an update frequency of 5 should be chosen to timely
direct the pedestrians to safe evacuation paths. The algorithm is suitable for cases when
there are no widely dispersed emergency exits, uneven distribution of evacuation flows
to the exits as well as to prevent congestions of high density during the evacuation.

In this contribution we designed an escape route system which will allow not only
significantly to reduce the evacuation time but also to ensure people’s safety during
evacuation. It should be noted that the developed system can be used as a source of
relevant information about the patterns and characteristics of people’s movement. The

Fig. 17. Information transmission process.
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results show the effectiveness of the proposed algorithm. However an experimental
assessment is required for its application in a real evacuation process. The following
phenomena should be investigated within the frame of an experimental assessment:

• people’s reaction to dynamic indicators;
• do pedestrians follow the routes which would be offered;
• how staff responsible for evacuation organization will operate with dynamic

indicators.
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Abstract. Production planning prepares companies to a future production
scenario. The decision process followed to obtain the production plan considers
real data and estimated data of this future scenario. However, these plans can be
affected by unexpected events that alter the planned scenario and in conse-
quence, the production planning. This is especially critical when the production
planning is ongoing. Thus providing information about these events can be
critical to reconsider the production planning. We herein propose an event
monitoring system to identify events and to classify them into different impact
levels. The information obtained from this system helps to build a risk matrix,
which determines the significance of the risk from the impact level and the
likelihood. A prototype has been built following this proposal.

Keywords: Production planning � Event management � Decision making �
Information system

1 Introduction

The production planning is one of the key functions in a company. Planning deals with
finding plans to achieve some goal [1] and production planning is a partial planning
approach for a particular function of a company [2]. Production planning also usually
covers the allocation of activities to factory departments, which is a typical scheduling
task. Production planning uses information to generate processing routes and to find
what raw material should be ordered and when [1]. The production planning basically
involves finding the most efficient way to use production resources in order to fulfill the
demand requirements with regard to quality, quantity and delivery date.

Once production-planning decisions have been made and planning is ongoing,
unexpected events can appear. Any cause (e.g. machine breakdowns or changes in firm
orders) that endangers current production plan validity could lead to re-generating the
entire plan [3]. However, making a new plan can be complex and time consuming
when there is a lot of information to use (big bill of materials or a great variety of
products). But, the main difficulty is to adapt the ongoing production plans, which
produces that often no changes are made [4]. The conception and implementation of
appropriate information and communication systems is a basic condition for identifying
critical incidents [5]. In this sense, Sacala et al. [6] indicate that data collected from
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sensors must trigger a chain of events leading to changes within enterprise business
process, collaboration mechanism or organizational framework. Such changes can be
achieved in terms of simple sense-act enterprise behaviour (direct link between sense
and act) or more complex sense-plan- act approach (decision level). Hence the first
objective of an event monitoring system is to sense production information about a
real-time environment and to detect events.

Enterprises normally use tools that provide them with information to make deci-
sions. According to [7], Decision Support Systems (DSSs) are designed to use decision
makers’ own insights and judgments in an ad hoc, interactive analytical modeling
process, which leads to a specific decision. So an event monitoring and management
system should interact with DSSs to manage events that might affect previously made
decisions. It should act as a supra-system that gather the necessary information to
identify when previous decisions are still valid or need to be reanalyzed. Thus tradi-
tional DSS configuration should be extended to treat event management by a moni-
toring and management system, which monitors internal and external information [8].
This event information can also be represented in the form of rules, such as IF–THEN.
These rules include events (or signals) that can alter the plans (IF…) and also the
warning signal in each case (…THEN…). For example, IF a priority and very
important customer order comes AND the production planning is just launched THEN
a warning signal must be trigged, which may advise re-planning. This set of rules
represents an expert system: it contains information obtained from a human expert,
which is represented in form of rules [9].

According to the ISO/Guide 73:2009 [10], risk is the combination of the probability
of an event and its consequences when exploiting any vulnerability. So, once events are
identified, the associated risks can also be estimated. We propose herein a monitoring
software application, based on rules, that detects unexpected events in production
planning and identify risks produced by these events. In order to explain our purpose in
this paper: Sect. 2 reviews problems in production planning in the literature; Sect. 3
deals with event management; Sect. 4 defines expert decision support system based on
the literature; Sect. 5 explains our proposal to monitor and classify events; Sect. 6
offers a prototype of this proposal; Sect. 7 present the conclusions drawn from this
approach.

2 Incidences in Production Planning

The occurrence of certain unexpected events or incidences, for example, a broken
machine or a huge order may invalidate the ongoing production plan. In the literature,
authors have dealt with these problems in different ways. Chan et al. [11] indicate that
frequent changes in the current schedule may lead to disturbances in production, and
may result in lateness orders or increased production costs. Weinstein and Chung [12]
explain that when production equipment displays signs of failure, or they occur after,
this may adversely affect both production plan integrity and product quality. Poon et al.
[13] explain that in the actual manufacturing environment, shop floor managers face
numerous unpredictable risks in day-to-day operations, such as defects in supplies of
components or raw materials, or errors, failures and wastage in various production
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processes. Baron and Paté-Cornell [14] indicate that during the manufacturing process,
unexpected interruptions appear, which could be accidents, machine breakdowns or
human errors. In a cookie factory case, Van Wezel et al. [4] study planning flexibility
and classify events according to their source: (a) Customer (e.g. rush order, change in
order volume, or earlier/later delivery date); (b) Product (e.g. raw material out of stock,
too little or too much stock of end product(s), or product sent back); (c) Process (e.g.
setup/cleaning time variation, more/less waste, or higher/lower production speed;
(d) Machines/staff (e.g. long disruptions, shortage or surplus capacity, or variation in
run-in times). All these planning problems need to be managed and it is necessary to
decide how to deal with these events. The objective is to minimize the impact caused in
the whole company.

A proper management of these problems requires an identification and enumeration
of them, including a study of where, how and when can appear. Furthermore, their
detection is a very important task. If the detection of the event is slow, the troubles will
be bigger. In this sense, new technologies based on the Industry 4.0 concept like
Internet of Things can help in this purpose. Once an event occurs in a company, event
information is stored in the system and analysis information is delivered. With this
information, decision-makers decide what action must to take to solve the problem A
quicker identification of relevant events is necessary to make a quicker analysis of their
consequences. SAP [15] highlights how value diminishes as time elapses between
when data is first captured and when an action or decision is triggered. Of course, this
analysis must include not only a short-term point of view, but also the consequences for
the ongoing production planning.

3 Event Management

Shamsuzzoha et al. [5] state that an event can be defined as an incident or occurrence
that might evolve from either internal or external sources of operations within the
network. An event can be identified assessing if a deviation of the current status as
compared the planned one exists. Events should be viewed on a real-time basis. For
achieving this, automated event-detection systems are usually necessary. But an event
monitoring is more than an event-detection system. Boza et al. [8] indicate that an event
monitoring system is a part of an event management system. Event management
provides systems with a proactive response to business events, anticipating and plan-
ning solutions before damage is produced.

The literature includes various authors who deal with event management not only
for a company but also for business networks, such as Virtual Organizations [16] or
Collaborative Networks [17]. Baron and Paré-Cornell [14] provide an analytical and
dynamic link between the Risk Management System and the long-term productivity
and safety performance of the physical system. Barash et al. [18] propose a decision
support tool for the business impact analysis and improvement of the incident man-
agement process in IT support organization. Bartolini et al. [19] present an approach to
assess and improve the performance of an IT support organization in managing service
incidents based on the definition of a set of performance metrics and a methodology.
This guided analysis allows users to find the root causes of poor performance and to
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decide about the corrective actions to be taken. Liu et al. [20] develop an approach for
modeling event relationships in a supply chain through Petri nets as a formalism for
managing events. Söderholm [21] aims to outline different categories of unexpected
events that appear in projects as a result of environmental impacts and how these are
dealt with. Bearzotti et al. [22] present an agent-based approach for the Supply Chain
Event Management problem, which can perform autonomous corrective control actions
to minimize the effect of deviations in the plan currently underway.

The impact of an event can be positive or negative, representing the last one a risk.
Events implying some risks are priority to be notified with the aim of their properly
management assessment and response. The urgency of an event conditions the event
notification process. This aspect leads to the necessity of classifying events in order to
manage the unexpected events. Distinct classifications based on different criteria can be
found in the literature: according to its impact [23], according to its supporting [24] and
according to specific groups given by the company [20, 21]. Only one of these research
made a monitoring system to detect events [22]. But all these approaches require an
expert engineer to define the rules.

A very accepted classification of events is according to their impact in the orga-
nization on a scale from 1 to 5, where 1 represents the least level and 5 the strongest
[5]. Knowing the severity of the event, risk can be identified by the occurrence like-
lihood of this event. Thus a risk matrix can be used to classify events. This matrix has
several categories, “probability,” “likelihood” or “frequency”, for its columns and
several categories, “severity,” “impact” or “consequences”, for its rows. It associates a
recommended level of risk, urgency, priority or management action with each
row-column pair; that is, with each cell [25].

These risk matrices have been widely praised and adopted as simple effective
approaches to risk management. According to Cox [25], their main advantages are that
they provide: (1) a clear framework for the systematic review of individual risks and
portfolios of risks; (2) convenient documentation for the rationale of risk rankings and
priority setting; (3) relatively simple inputs and outputs, often with attractively colored
grids; (4) opportunities for many stakeholders to participate in customizing category
definitions and action levels; (5) opportunities for consultants to train different parts of
organizations on “risk culture” concepts at different levels of detail. So the risk matrix
is an appropriate tool to classify events.

4 Expert Decision Support System

DSSs are normally used as a tool to make decisions when faced with certain problems.
They are defined as computer systems that deal with a problem where at least some
stage is semi-structured or unstructured. A computer system can be developed to deal
with the structured portion of a DSS problem, but decision makers’ judgment must
consider the unstructured part, to hence constitute a human-machine problem-solving
system [26]. The primary purpose of DSSs is to help decision-makers develop an
understanding of the ill-structured complex environment represented by the model [27].

When an organization has a complex decision to make or a problem to solve, it
often turns to expert for advice. The experts it selects have specific knowledge about
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and experience in the problem area. Expert systems attempt to mimic human experts’
problem-solving abilities [28]. Turban and Watkins [29] described the Expert System
like a computer program, which includes a knowledge base that contains an expert’s
knowledge for a particular problem domain, and a reasoning mechanism for propa-
gating inferences on the knowledge base. The benefits generated by expert systems
include [30]: (1) less dependence on key personal; (2) facilitating staff training;
(3) improving the quality and efficiency of decision making; (4) transferring the ability
of making decisions. Integrating an Expert System into DSSs helps obtain more
benefits. These benefits can be used in several dimensions [29]: Expert Systems con-
tribution, DSS contribution, and the synergy resulting from the DSS/ES combination.

5 Proposal of an Event Monitoring System to Classify
Unexpected Events for Production Planning

Given the advantages of the Expert DSS presented in the previous section, we propose
an Event Monitoring System (EMS) based on an Expert DSS, which identifies and
classifies events (CE) that have an impact on ongoing production planning and interact
with the DSS used in production planning (PP) systems, dubbed as EMS-CE-PP.
Expert knowledge is necessary to identify and classify potential events by their impact
level. Depending on its likelihood and impact level, the system indicates the serious-
ness of the event in the previously shown standard risk matrix. This likelihood can be
estimated by the system, counting the number of times that an event appears.

The proposed expert DSS does not use an Expert System like an intelligent pro-
gram, which automatically makes a decision, but uses it like a support system for
decision makers.

5.1 Event Monitoring System (EMS) Framework

Some enterprises generate their production planning with DSSs that use mathematical
models (Model-Driven DSS). The decisions made with these Model-Driven DSSs can
be affected by different events. A significant set of events to be identified includes those
that affect the planning generated by these Model-Driven DSSs. The mathematical
models used in these DSSs are written in modeling languages, such as Modeling
Programming Language (MPL). So it is possible to extract parameters and decision
variables from these models that can be affected by events. The parameters and
decision variables form a set of attributes of the models.

This is the starting point for our proposal, where an expert in production planning
systems selects the set of attributes that require a control. These attributes will be used
to make rules. A rule is a condition defined by the decision maker to identify the
events: if this condition goes into effect, an event alert appears. These rules are made by
the expert, a person with high knowledge about event detection in production. This
expert is usually the decision maker.

The objective of these rules is to identify changes in the production system to
reconsider the current production planning generated by the DSSs between each
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re-planning period. The current information about the production systems can be
significantly different from the previous information used by the DSSs when the current
planning was generated. Ultimately, the objective is to know if the ongoing production
planning is still valid or it is necessary a new production planning before its term.

This proposal extends the DSS proposed by Boza et al. [31, 32], which includes
three phases: (1) model and attributes selection: experts select decision models and the
attributes (of these models) that can be affected by events; (2) criteria creation and
visualization: experts create alert criteria about previously selected attributes; (3) exe-
cution: validation of the alert criteria conditions executed manually or automatically.
Our proposal herein extends the previous proposal to include the event classification
and risk identification based on the risk matrix. This information allows the
decision-maker reconsider the current production planning. The following paragraphs
review these phases and detail our proposal.

5.2 Model and Attributes Selection

An expert in production planning systems selects the mathematical models used in the
planning production decision system to analyze the alert criteria on them. After
selecting the models, experts can identify the model’s parameters and decision vari-
ables to create the alert criteria to identify events. These selected attributes must have
impact into the production planning and its variation can produce a modification in the
production decisions. For example: variation in demand or machine setup times.

5.3 Criteria Creation and Visualization

Alert criteria can be defined according to the selected attributes and a classification of
the events can be made. We propose using five impact levels for each criterion:
Extremely Serious Level, Serious Level, Substantial Level, Moderate Level and Low
Level. Each level is achieved according to a logical operation formed by constants,
attributes and functions. Alerts are triggered when a true value appears in these logical
operations. Constants are values that are introduced directly by the expert; attributes are
the previously selected parameters and decision variables; functions are operations
formed by attributes and constants, such as addition, averages, etc.

Enterprise information is dynamic, so any unexpected development of an attribute
should be analyzed. In order to consider this development in the alert criteria, it is
necessary the current and/or previous values for each attribute in the alert criteria; i.e.,
attributes values are taken from the current production system state and/or from the
previous state (when the production planning was made). Thus, decision makers
introduce rules (using logical conditions) to identify events. Table 1 shows combina-
tions in these logical conditions (A -logical condition- B).

Alert criteria can also be defined for particular objects (e.g. the demand limit value
of a specific product), or from a general perspective, (e.g. the demand limit value of all
the products).

Event Monitoring System to Classify Unexpected Events 145



5.4 Execution

After creating the alert criteria, decision makers can use the Event Monitoring Systems
to evaluate the situation with these criteria. This evaluation can be made automatically
(e.g. by time intervals: hourly, daily or weekly) or manually. During these evaluations,
the EMS-CE-PP checks the criteria (using the rules previously introduced) with the
enterprise information, and as a result, events can be detected and decisions makers are
alerted.

5.5 Event Impact Classification

Decision makers obtain new information after each execution. This information shows
detected events related with each criterion and the impact level that produces that event.
Also, the information about the number of occurrences of the event is stored to have
historical information in order to obtain the likelihood and calculate the risk.

The impact of the event had been indicated previously by the expert and the
likelihood is estimated by the system with the information of previous executions. This
information allows decision makers to identify the impact of the event in order to
evaluate the situation, try to solve the problem and, if necessary, change the ongoing
production planning, and to obtain information about the event risks.

5.6 EMS-CE-PP Main Components Relationships

This section shows the main components and their relationships included in this
proposal

An UML use case diagram identifies the interactions between an actor (role) and a
system. In this case, a use case diagram has been included to show the relationship
between the users (Expert and Production Planning Decision Maker) and the expected
functionalities (Fig. 1).

Furthermore, Figs. 2 and 3 present the previous and the proposal situation. Figure 2
shows the initial situation where DSSs are used to make production planning decisions.
Figure 3 displays the main components included in the event monitoring system
framework proposed.

Table 1. Possible combinations of logical operation to criteria creation.

A Logical condition B
Current attribute value Previous attribute value
Current or previous attribute value Constant value
Current or previous attribute value Function result
Function result Constant value
Function 1 result Function 2 result
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Fig. 1. EMS-CE-PP use case diagram.
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Fig. 3. The event monitoring system framework.
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6 EMS-CE-PP Prototype

An Event Monitoring System prototype to Classify Events to reconsider the Production
Planning was developed using Java libraries. The main elements used in the application
were:

• Mathematical models used for the DSS to propose the production planning. The
mathematical models have been defined in Mathematical Modeling Language
(MPL).

• Databases with information about production. These databases include information
about the current situation of the production system and the previous information of
the production system when the DSS proposed the production planning.

• An internal database which includes the knowledge database.

The internal database has four main tables: attributes table to save the attributes of
the model selected by the user; a criteria table, which stores the criteria created by
decision makers; an execution criteria table, which saves information on execution (if
execution is automatic or manually, interval time, etc.). Once execution has been run,
the results are saved in the results table, which saves the information on each alert
criterion (attributes values, event significance, event frequency, etc.).

6.1 Model and Attributes Selection

The scenario for this prototype is a company that generate its production planning with
Model-Driven DSSs that use MPL (Mathematical Programming Language). MPL is an
advanced modelling system that allows the model developer to formulate complicated
optimization models in a clear, concise and efficient way. Models developed in MPL
can then be solved with any of the multiple commercial optimizers available on the
market today. MPL includes an algebraic modelling language that allows the model
developer to create optimization models using algebraic equations [33]. Due to the fact
that MPL is an structured language, it can be read easily for information systems. The
Fig. 4 shows a basic example of an MPL file.

Every company can use its own set of MPL files, so it is possible to extract
parameters and decision variables used in these models, and then, identifying those
which can be affected by events.

The EMS prototype allows the user to select MPL files in order to load the attri-
butes (parameters and decision variables) used in this model. Thus, the EMS prototype
read the MPL file and identifies the parameters and decision variables included in the
model. An expert can select between these attributes, which will be used to create the
alert criteria. Furthermore, a link must be created between the attribute and the database
(table and column) that contain their values. Figure 5 shows and example of selection
of attributes, in this case, the attributes of “product” are showed.

The criteria creation form includes name, criteria operands, the logic operation to be
performed with these operands, the impact level and a description. Also, some attribute
characteristics need to be identified: (1) the attributes data in the criteria can be obtained
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from current values or previous values; (2) the alert criteria is general or for a particular
object (Fig. 6). This information is stored in the internal database with the set of criteria
to be checked (Fig. 7).

Fig. 4. Basic example of MPL file [33].

Fig. 5. Example of attribute selection.
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6.2 Execution

Periodical or manual monitoring can be made using the EMS-CE-PP prototype. The
event monitoring system obtains information from the production databases in order to
evaluate the criterion previously defined. This evaluation of each criterion allows
identifying the impact levels for each criterion: Extremely Serious Level, Serious

Fig. 6. Selection of the criteria operands.

Fig. 7. Screen of the set of criteria included in the system.
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Level, Substantial Level, Moderate Level and Low Level. If an alarm appears in several
levels for the same criterion, it is stored the most serious level (Fig. 8).

6.3 Event Impact Classification

The information is presented like a criterion list. A warning icon appears and indicates
that an alarm occurs in this criterion. Production information is shown in white, yellow
or red according to the impact level. This information can be evaluated for the
decision-makers to reconsider the validity of the current production planning (Fig. 9).

Fig. 8. Example of execution.

Fig. 9. Example of event impact classification. (Color figure online)
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7 Conclusions

Production planning prepares the production area of the company for a future pro-
duction scenario. This complex decision-making process requires an important volume
of data and they can change when the production planning has been launched. Thus,
unexpected events can appear while these plans are ongoing, which could have a major
or minor impact on these ongoing plans. If the impact is major, it can force a change to
be made in the established planning.

This research proposes an Event Monitoring Software Application based on an
expert system to identify the events and to classify them according to their impact level
on production planning. Experts with high knowledge about production planning can
create production system alert criteria. In this way, decision makers can monitor these
events and check if there are any unexpected events that impact in the ongoing pro-
duction planning.

This proposal presents some advantages: (i) own creation of impact criteria (rules)
according to each production system to classify events; (ii) connection with the DSS
models used in the production planning and the production information system; (iii),
information to alert decision makers to decide whether to change production plans or
not.

An Event Monitoring System prototype to Classify Events and reconsider the
Production Planning has been presented. The scenario for this prototype is a company
that generate its production planning with Model-Driven DSSs that use MPL (Math-
ematical Programming Language).

A line for future research is to evaluate the economic impact of the events.
A cost/benefits analysis could provide further information to the decision makers.
Another area for future research is to identify the hierarchical decision levels in pro-
duction planning and define different sets of criteria at each planning system level.
Lastly, new Internet of Things and Sensor Technologies are able to provide further
information about the production system. So, an Event Monitoring System could take
these technologies into account in order to identify quickly relevant events in the
Production System and to extend the EMS analysis with new information gathered with
these technologies.
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Abstract. The present work is concerned with the placement of router nodes in
industrial environments for wireless sensor networks applications making use of
artificial immune systems ideas. The motivation for using artificial immune
systems lies on the properties of uniqueness, distributed sensing, learning and
memory efficiency of such systems enabling the transmission of data from
sensors to the gateway efficiently. As a matter of fact, that efficiency deals with a
low rate of failure and other aspects such as minimizing retransmission issues
done by the routers. The chosen criteria to be met are embedded in the so called
affinity function which acts as an objective function. The router nodes posi-
tioning are accomplished in two modules which uses the immune systems
concepts and related ideas. Different scenarios are considered for the presented
examples based on oil and gas configurations and for criteria defined in the
affinity function.

Keywords: Artificial immune systems � Node placement � Wireless sensor
networks

1 Introduction

The advances in wireless networking technology offer a great opportunity for wireless
connectivity of field devices both in oil and gas and other chemical processing plants.
The requirements of a field network include real-time support for mixed traffic,
availability, security, reliability and scalability in a harsh industrial environment. These
conditions have to be fulfilled by any wireless network in order to operate. Safety,
reliability, availability, robustness and performance are of paramount importance in the
area of industrial automation. The network cannot be sensitive to interference nor stop
operation because of an equipment failure, nor can have high latency in data trans-
mission and ensure that information is not misplaced [1–3].

Wireless Sensor Networks are technically a challenging system, requiring expertise
from several different areas. Thus, the information concerning important design criteria
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is often scattered. Additionally, characteristics for the industrial automation applica-
tions are usually stricter than the other domains, since the failure of the communication
system may lead to loss of production or even lives.

Main advantages of wireless technology are reduced installation time of devices, no
need of cabling structure, cost saving projects, infrastructure savings, device configu-
ration flexibility, cost savings in installation, flexibility in changing the existing
architectures, possibility of installing sensors in hard-to-access locations and others.
Amongst the various challenges which are associated with the use of wireless com-
munication, data security and interference are the most important issues. Data security
issues are related to the use of wireless for transportation of vital process information
and that requires the incorporation of data encryption and advanced security measures.
As far as interference aspects are concerned, the use of license free radio channel for
communication is susceptible to interference from other nearby sources operating in the
same band. If the ISM for Industrial, Scientific and Medical band is to be used for
communication, then it requires network coordinator to continuously assess the channel
status to ensure reliable communications. Moreover, in industrial automation envi-
ronment, data transmission in a wireless network may face interference generated by
other electrical equipment, such as walkie-talkies, other wireless communication net-
works and electrical equipment, moving obstacles (trucks, cranes, etc.) and fixed ones
(buildings, pipelines, tanks, etc.). In an attempt to minimize these effects, frequency
scattering techniques and mesh or tree topologies are used, in which a message can be
transmitted from one node to another with the aid of other nodes, which act as inter-
mediate routers, directing messages to other nodes until it reaches its final destination.
This allows the network to get a longer range and to be nearly fault tolerant, because if
an intermediate node fails or cannot receive a message, that message could be routed to
another node. However, a mesh network also requires careful placement of these
intermediate nodes, since they are responsible for doing the forwarding of the data
generated by the sensor nodes in the network to the gateway directly or indirectly,
through hops. Those intermediate nodes are responsible for meeting the criteria of
safety, reliability and robustness of the network and are also of paramount importance
in the forwarding of data transmission. They could leave part or all the network dead, if
they display any fault [7]. Most solutions to the routers placement solve this problem
with optimization algorithms that minimize the number of intermediate router nodes to
meet the criteria for coverage, network connectivity and longevity of the network and
data fidelity [8, 9].

This work uses an artificial immune systems based procedure, inspired on the
human immune system, applied to the described router nodes placement problem. In
[5] and [10] the authors report the procedure but the present work stresses the affinity
function flexibility in terms of a multiobjective function which enables the inclusion of
several objectives in a weighted fashion way. Several cases studies are included in the
present work and a particular case study shows an example of modifying the affinity
function so that three different paths are guaranteed from each node to the gateway. The
algorithms based on immune networks have very desirable characteristics in the
solution of this problem, among which we can mention: scalability, self-organization,
learning ability and continuous treatment of noisy data [10].
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The present work is divided into four sections. Section 2 discusses briefly artificial
immune systems. Section 3 presents the application of artificial immune systems to the
nodes placement problem and Sect. 4 discusses case studies results and conclusions.

2 Immune Systems Concepts

The immune system is a biological mechanism for identifying and destroying patho-
gens within a larger organism [13]. Pathogens are agents that cause disease such as
bacteria, viruses, fungi, worms, etc. Anything that causes an immune response is
known as an antigen. An antigen may be harmless, such as grass pollen, or harmful,
such as the flu virus. In other words disease-causing antigens are called pathogens. So
the immune system is designed to protect the body from pathogens. In humans, the
immune system begins to develop in the embryo. The immune system begins with
hematopoietic, (i.e. blood-making from Greek) stem cells. These stem cells differentiate
into the major players in the immune system e.g. granulocytes, monocytes, and lym-
phocytes. These stems cells also differentiate into cells in the blood that are not con-
nected to immune function, such as erythrocytes e.g. red blood cells, and
megakaryocytes for blood clotting. Stem cells continue to be produced and differentiate
throughout our lifetime. The immune system is usually divided into two categories–
innate and adaptive–although these distinctions are not mutually exclusive. The innate
subsystem is similar in all individuals of the same species, whereas the adaptive
subsystem depends on the experience of each individual i.e. exposure to infectious
agents. The innate immune response is able to prevent and control many infections.
Nevertheless, many pathogenic microbes have evolved to overcome innate immune
defenses, and so to protect ourselves against these infections, we have to call in the
more powerful mechanisms of adaptive immunity. Adaptive immunity is normally
silent, and responds or adapts to the presence of infectious microbes by becoming
active, expanding, and generating potent mechanisms for neutralizing and eliminating
the microbes. The components of the adaptive immune subsystem are lymphocytes and
their products. The most notable cells of adaptive immunity are lymphocytes. There are
two main classes of lymphocytes. B lymphocytes, named so, because they mature in
the bone marrow, secrete proteins called antibodies, which bind to and eliminate
extracellular microbes. T lymphocytes, which mature in the thymus, and function
mainly to combat microbes that have learned to live inside cells where they are
inaccessible to antibodies. The normal immune system has to be capable of recognizing
virtually any microbe and foreign substance that one might encounter, and the response
to each microbe has to be directed against that microbe. The substances that are
recognized by these lymphocytes are called antigens. The immune system recognizes
and directs responses against a massive number of antigens by generating a large
number of lymphocytes, each with a single antigen receptor. Therefore, there are about
1012 lymphocytes in an adult, and it is estimated that these are able to recognize at least
107−109 different antigens [13]. Thus, only a few thousand lymphocytes express
identical antigen receptors and recognize the same antigen. The antigen receptors of B
cells are membrane-bound antibodies, also called immunoglobulins, or Ig. Antibodies
are Y-shaped structures [13]. The tops of the Y recognize the antigen and, in B cells,
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the tail of the Y anchors the molecule in the plasma membrane. Antibodies are capable
of recognizing whole microbes and macromolecules as well as small chemicals. These
could be in the circulation e.g. a bacterial toxin, or attached to cells (e.g. a microbial
cell wall component. The antigen receptors of T cells are structurally similar to anti-
bodies, but T cell receptors (TCRs) recognize only small peptides that are displayed on
specialized peptide-display molecules [13]. Although the immune system is capable of
recognizing millions of foreign antigens, it usually does not react against one’s own, i.e.
self, antigenic substances. This is because lymphocytes that happen to express recep-
tors for self-antigens are killed or shut off when they recognize these antigens. This
phenomenon is called self-tolerance, implying that we tolerate our own antigens and
the breakdown of this process yields in autoimmune diseases. When one antibody
binds to other material, the lymphocyte carrying it, is stimulated to reproduce by
cloning, this is known as Clonal selection principle. Genes coding lymphocytes have a
mutation rate above normal, one mutation per cell division, on average, leading to what
is known as somatic hypermutation. Clonal selection and hypermutation increases
affinity between antibodies and antigens. There are three steps for an Artificial Immune
System (AIS). First, find a representation of the components i.e. artificial equivalents to
cells and antigens. Second, define affinity functions between components in order to
quantify interaction among them. Third, write a set of immune algorithms that control
system behavior. Why would a computer scientist get the trouble to study immune
systems? Immune systems are massively parallel information processing mechanisms
and are incredibly effective examples of distributed systems built from diverse com-
ponents which are constantly being renewed. So that may inspire better computer
security systems, for example, because of their adaptiveness, they can train themselves
to react to new threats. Moreover they are error—tolerant, so that small mistakes are
not fatal, and also self-protecting.

2.1 Metaphors of the Immune System

The main algorithms that implement the artificial immune systems were developed
from metaphors of the immune system: the mechanism of negative selection, the theory
of immune network and the clonal selection principle.

The function of the negative selection mechanism is to provide tolerance to
self-cells, namely those belonging to the organism. Thus, the immune system gains the
ability to detect unknown antigens and not react to the body’s own cells. During the
generation of T-cells, which are cells produced in the bone marrow, receptors are
generated by a pseudo-random process of genetic arrangement. Later on, they undergo
a maturation mechanism in the thymus, called negative selection, in which T cells that
react to body proteins are destroyed. Thus, only cells that do not connect to the body
proteins can leave the thymus. The T cells, known as mature cells, circulate in the body
for immune functions and to protect it against antigens.

The theory of immune system network considers several important aspects like the
combination of antibodies with the antigens for the early elimination of the antigens.
Each antibody has its own antigenic determinant, called idiotope. In this context, Jerne
[14] proposed the Immune Network Theory to describe the activity of lymphocytes in
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an alternative way. According to Jerne [14], the antibodies and lymphocytes do not act
alone, but the immune system keeps a network of B cells for antigen recognition. These
cells can stimulate and inhibit each other in various ways, leading to stabilization of the
network. Two B cells are connected if they share an affinity above a certain threshold
and the strength of this connection is directly proportional to the affinity they share.

The clonal selection principle describes the basic features of an immune response to
an antigenic stimulus, and ensures that only cells that recognize the antigen are selected
to proliferate. The daughter cells are copies or clones of their parents and are subject to
a process of mutation with high rates, called somatic hypermutation. In the clonal
selection the removal of daughter cells are performed, and these cells have receptors
that respond to the body’s own proteins as well as the most suitable mature cell
proliferation, i.e., those with a greater affinity to the antigens [13].

3 Router Nodes Positioning

Router Nodes positioning has been addressed in the literature by several researchers.
Cannons et al. [4] proposed an algorithm for positioning router nodes and determine
which router will relay the information from each sensor. Gersho and Gray [6] proposed
one to promote the reliability of wireless sensors communication network, minimizing
the average probability of sensor transmission error. Shi et al. [11] propo-sed a posi-
tioning algorithm of multi-router nodes to minimize energy consumption for data
transmission in mobile ad hoc network (MANET - Mobile Ad Hoc Network). The
problem was modeled as an optimization clustering problem. The suggested algorithm
to solve the problem uses heuristic methods based on the k-means algorithm. More
recently Lanza-Gutiérrez and Pulido [12] proposed an study on how to efficiently deploy
relay nodes into previously established static Wireless Sensor Netwoks, with the pur-
pose of optimizing two relevant factors for the industry: average energy consumption of
the sensors and average for router nodes placement based on genetic algorithm which
minimizes the number of nodes required for network.

The use of wireless sensor network in industrial automation is still a matter of
concern with respect to the data reliability and security by users. Thus, an appropriate
node positioning is of paramount importance for the wireless network to meet safety,
reliability and efficiency criteria.

Positioning of nodes is a difficult task, because one should take into account all the
obstacles and interference present in an industrial environment. The gateway, as well as
the sensors generally have a fixed position near the control room. But the placement of
router nodes, which are responsible for routing the data, generated by the sensors
network to the gateway directly or indirectly, is determined by the characteristics of the
network.

The main characteristics of wireless sensor networks for industrial automation differ
from traditional ones by the following aspects: The maximum number of sensors in a
traditional wireless network is on the order of millions while automation wireless
networks is on the order of tens to hundreds; The network reliability and latency are
essential and fundamental factors for network wireless automation. To determine the
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number of router nodes and define the position in the network, some important aspects
in industrial automation should be considered. It should be guaranteed:

(1) redundant paths so that the system be node fault-tolerant;
(2) full connectivity between nodes, both sensors and routers, so that each node of the

network can be connected to all the others exploring the collaborative role of
routers;

(3) node energy efficiency such that no node is overwhelmed with many relaying
information from the sensors;

(4) low-latency system for better efficiency in response time;
(5) combined attributes for industrial processes to avoid accidents due to, for

example, high monitored process temperature;
(6) self-organization ability, i.e. the ability of the network to reorganize the retrans-

mission of data paths when a new sensor is added to the network or when a sensor
stops working due to lack of power or a problem in wireless communication
channel.

All these factors must be met, always taking into consideration the prime factor
security: the fault tolerance. In the end of the router nodes placement, the network of
wireless sensors applied to industrial automation should be robust, reliable, scalable
and self-organizing.

The positioning of router nodes in industrial wireless sensor networks is a com-plex
and critical task to the network operation. It is through the final position of routers that
one can determine how reliable, safe, affordable and robust the network is.

In the application of immune systems to router nodes positioning reported in this
work, B cells that make up the immune network will be composed by a set of sensor
nodes and a set of router nodes. The sensor nodes are located in places where the plant
instrumentation is required. These nodes have fixed coordinates, i.e. they cannot be
moved. For security to be guaranteed it is necessary to have redundant paths between
these nodes and the gateway. The set of router nodes will be added to allow redundant
paths. The position of these nodes will be changed during the process of obtaining the
final network. The stimulation of the B cells, corresponding to the set of routers, is
defined by the affinity degree among B cells in the training of the network. In this work,
the role of the antigen is viewed more broadly as the entity that stimulates B cells.
Thus, the function of the antigen takes into consideration possible missing paths to
critical sensors, the number of times that a router is used and its proximity to sensors.
The modeling of B cells affinity is the weighted sum of the three criteria that the
positioning of each router will answer. The criteria are: fault degree of each router,
number of times each router is used depending on the path and number of sensor nodes
neighboring to each router.

3.1 The Router Nodes Algorithm

In the proposed algorithm, process dynamics can be divided into two processes: net-
work pruning and cloning, and node mutation of the network routers.
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In the pruning process, np router nodes that during a certain time failed to become
useful to the network will be removed from it. The cloning process is responsible for
generating nc clones of router nodes that were over stimulated. The clones may suffer
mutations of two kinds:

(i) Hypermutation – for positioning new elements in the network which are inversely
proportional to the degree of stimulation of the router node selected;

(ii) Net Mutation – for positioning the new information into the network in order to
assure the new clones are neighbors of the selected clone [16].

After the inclusion of the new router nodes, a stop condition is performed. If the
condition is not met, all routers undergo an action of repulsive forces, generated by
obstacles and routers for other nodes, followed by attractive forces created by critical
sensor nodes. Those critical nodes are the ones that do not meet the minimum number
of paths necessary to reach the gateway. The actions of repelling potential fields have
the function of driving them away from obstacles, to allow direct line of sight for the
router network nodes to increase the reliability of transmission and also increase the
distance among the routers to increase network coverage. On the other hand, the
attractive potential fields attract routers to critical sensors, easing the formation of
redundant paths among sensors and the gateway. After the action of potential fields,
from the new positioning of routers, a new network is established and the procedure
continues until the stopping criterion is met.

The algorithm proposed in this work deals with a procedure based on artificial
immune networks, which solves the problem of positioning the router nodes so that
every sensor device is able to communicate with the gateway directly and or indirectly
by redundant paths.

Figure 1 shows the main modules of the algorithm. The first module is called
immune network, and the second, is called potential fields (i.e. positioning module)
containing elements used in positioning sensor networks using potential fields [15].

The immune network module performs an algorithm that can be described by the
following steps:

– Creation: Creation of an initial set of B cells to form a network.
– Evaluation: Determination of the B cells affinity to calculate their stimulation.
– Pruning: Performs the resource management and remove cells that are without

resources from the network.
– Selection: Selects the most stimulated B cells to be cloned.
– Cloning: Generates a set of clones from the most stimulated B cells.
– Mutation: Does the mutation of cloned cells.

In the stage of creation, an initial set of routers is randomly generated to initiate the
process of obtaining the network, and the user can specify how many routers to place it
initially.

In the evaluation phase, a network which is represented by a graph is formed with
sensor nodes and router nodes. From this graph, values of several variables are
obtained that will be used to calculate the affinity. Examples of such variables are the
number of paths that exist between each sensor and the gateway, the number of times
that a router is used on the formed paths, etc.
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It should be stressed that the affinity value is calculated for each router and com-
prises three parts. The first part provides the degree of fault of each network router - this
affinity is the most important of all. It defines the value or importance each router has in
the network configuration. This is done as follows: a router is removed from the
network, and the number of paths that remain active for the sensors send information
for the gateway is evaluated. If the number of active paths remaining after the node
removal is small, the router node needs another nearby router to reduce their degree of
fault.

Furthermore, if the node suffers battery discharge or hardware problems, other
paths to relay information should be guaranteed until the problem is solved.

The second part relates to the number of times that each router is used in paths that
relay the information from the sensors to the gateway. The greater the number of times
it is used, more important is that router.

The third part relates the number of sensor nodes neighboring to each router – one
can say that the more sensor nodes neighbors, the greater the likelihood that it will
become part of the way that the sensor needs to transmit your message to the gateway.

Fig. 1. The proposed algorithm.
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4 Examples and Conclusions

Case studies were simulated in a 1 � 1 square scenario. The cloning procedure con-
sidered that only the router with higher affinity would be selected to produce three
clones in each generation. For each case study 10 experiments were carried out that
demonstrated the algorithm’s ability to create at least two redundant paths to get the
information from any sensor to the gateway.

Two set of results will be presented. The first set does not consider obstacles which
are treated in the second set.

4.1 Case Studies with No Obstacles

Two configurations were considered to demonstrate the functionality of the proposed
algorithm. The configurations used in the simulation were motivated by oil & gas
refinery automation applications.

The first one called PosA consists of five network nodes, where node 1 is the
gateway and nodes 2, 3, 4 and 5 are fixed sensors. The gateway has direct line of sight
with all the network nodes as shown in Fig. 2.

Fig. 2. Sensors and gateway for PosA configuration. Node 1 is the gateway and nodes 2 to 5 are
the sensors.
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The second one (PosB) considers a network with nine nodes, where node one is the
gateway and the others are fixed sensors. As in configuration PosA, PosB has direct
line of sight with all the network nodes as shown in Fig. 3. For both configurations it
will be considered that there is no connectivity among them, i.e. the distance between
them will be greater than their operating range.

For the case studies simulations considered, the goal is to get any two paths for
each sensor to transmit the monitored sensor data to the gateway node in the case study
1 and three for the case study 2. The operating range is 0.2, and 0,1 for cases studies 1
and 2 respectively i.e. for both configurations there is no connectivity between any
sensor and the gateway.

Table 1 describes the parameters used in the case study 1. After completion of ten
experiments, the best network configuration can be seen in Fig. 4, and the consoli-
dations of the tests are shown in Table 2.

Figure 4 also shows that one of the paths from sensor node 3 to the gateway shows
three jumps (3-7-8-1) i.e. the information had to be relayed by two routers to reach the
gateway node. Regarding the degree of fault, all eight routers have 20% degree of fault
tolerance. This means that 80% of the paths from the sensors to the gateway continue to
exist even after the removal of a node. With respect to the maximum number of routers
used in terms of paths, the router node 8 is used twice in the paths 3-8-1 and 3-7-8-1.
Consequently, this router will have a greater battery consumption than the others,

Fig. 3. Sensors and gateway for PosB configuration. Node 1 is the gateway and nodes 2 to 9 are
the sensors.
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which could make it stop working and be disconnected from the network. But even if
that happens, there will still be a path (3-7-10-1) for node 3 to communicate to the
gateway.

Case study 2 considers configuration PosB for the sensors and gateway. Table 3
shows the parameters used in the case study 2 simulations. The goal now is to assure at

Table 1. Case study 1. PosA configuration parameters.

Simulation parameters Values Method

No. of generations 50 -
Initial no. of routers 10 -
Mutation operator as indicated in Fig. 1 - Hypermutation (Type 1)
Affinity - Fault degree

Fig. 4. Best router nodes positioning for case study 1 in PosA configuration. Node 1 is the
gateway, nodes 2 to 5 are the sensors, and nodes 6 to 13 are the router nodes.

Table 2. Network performance for case study 1. PosA configuration.

Network Min. Average Max. Standard deviation

Number of nodes 13 13.7 15 0.67
Number of routers 8 8.7 10 0.67
Number of critical sensors 0 0 0 -
Number a router is used 1 2.1 3 0.57
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least three paths for each sensor and gateway, but now the affinity criteria consider fault
degree, number of times a router is used and number of neighbor sensors. After ten
experiments the best network configuration is shown in Fig. 5 and the network per-
formance is seen in Table 4. Table 4 indicates that even using a low number of initial
routers the algorithm was able to reach a positioning result meeting the goals and
avoided again critical nodes.

Table 3. Case study 2. PosB configuration parameters.

Simulation parameters Values Method

No. of generations 90 -
Initial no. of routers 10 -
Mutation operator as in
Fig. 1)

Net mutation (Type 2)

Affinity - Fault deg., no of times a rout is used, no of neighbor
sensors

Fig. 5. Best router nodes positioning for case study 2 in PosB configuration. Node 1 is the
gateway, nodes 2 to 9 are the sensors, and nodes 9 onwards are the router nodes.

Table 4. Network performance for case study 2. PosB configuration.

Network Min. Average Max. Standard deviation

Number of nodes 83 87.7 92 2.87
Number of routers 74 78.7 83 2.87
Number of critical sensors 0 0 0 -
Number a router is used 4 4.7 6 1.23
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Figure 5 also shows that nodes 3,5, 7 and 9 in the paths 3-48-35-41-75-56-80-1,
5-26-11-34-65-85-71-1, 5-14-17-45-55-53-72-1, 7-25-23-37-67-84-69-1, 7-10-30-
18-81-79-61-1, 9-22-27-46-44-66-89-1 and 9-13-33-42-68-29-80-1, features seven
hops to the gateway. That means that the information sent by these devices will be
delayed when received by the gateway node, since it will need to be relayed through six
intermediate nodes. Regarding to the degree of fault, the intermediate nodes 35 and 41
has 19% degree of fault, and all the other routers have an index less than 19%. Regarding
to the maximum number of routers used in terms of paths, router nodes 89 is used four
times in the paths (2-28-68-29-89-1, 2-52-39-64-89-1, 9-22-27-46-44-66-89-1 e
8-36-78-24-89-1). As far as the number of sensors to neighboring routers is concerned,
none of the 89 routers had over one neighbor sensor, indicating that the power con-
sumption of the devices will be the same, increasing the life time of the network devices.

4.2 Case Studies with Obstacles

Two configurations with obstacles were considered to illustrate the proposed router
nodes positioning algorithm in environments with obstacles.

The first configuration (PosC) comprises two circular obstacles with a radius of 0.1,
and five nodes, in which node 1 is the gateway and the others are sensor nodes.
Initially, the gateway has not direct line of sight with sensor nodes 3 and 5 and is not
connected, i.e. out of range, to any of the network nodes, as depicted in Fig. 6.

Fig. 6. Sensors and gateway for PosC configuration. Node 1 is the gateway and nodes 2 to 5 are
the sensors.
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The second configuration (PosD) has eight obstacles: three circular ones have
radius of 0.05, another circular one has radius 0.15 and four rectangular obstacles with
different sizes. Besides, the gateway is node 1 and nodes 2 to 8 are the seven sensor
nodes. Initially, the gateway has not direct line of sight to any of the sensor nodes and
is not connected to any network node as it is out range to the other nodes. Moreover,
sensor nodes have also not a direct line of sight with each other and are also not
connected as they are out of range with each other too. Figure 7 shows the PosD
configuration.

In this section, case studies 3 and 4 are considered using the configurations PosC
and PosD.

For case study 3, the network configuration is cross shaped, the operating range of
the network nodes is 0.2 and the positioning procedure lead to two disjoint paths for the
sensors send data to the gateway.

Case study 4 uses configuration PosD and considers the same operating range as in
the case study 1, 0.2, and three disjoint paths are required.

Tables 5 and 7 show the used parameters for case studies 3 and 4 respectively.
Figure 8 shows the best configuration obtained from the 10 experiments. Table 6

shows the network performance for case study 3.

Fig. 7. Sensors and gateway for PosD configuration. Node 1 is the gateway and nodes 2 to 8 are
the sensors.
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It can be seen in Fig. 8 that the sensor nodes 3 and 5 in the paths 3-16-17-20-1,
3-19-7-10-1, 5-13-11-18-1 and 5-12-14-15-1 show four jumps to the gateway. This
means the data sent by these devices suffer a delay when received by the gateway, since
it will need to be relayed through three intermediate nodes. With respect to the degree
of fault, the intermediate nodes 7, 10, 11, 12, 13, 14, 16, 17 and 19 have a 30% degree
of fault, and the other router nodes have an index lower than 30%. So 70% of the paths
from the sensors to the gateway, continue to exist even after the removal of a node.

Figure 9 shows the best configuration out of ten experiments for case study 4 and
Table 8 shows the network performance for case study 4.

Figure 9 indicates that for sensor nodes 3 and 6, the paths 3-20-22-24-7-40-63-
53-36-1, 3-50-49-61-4-52-15-56-39-1 and 6-58-61-4-60-31-15-37-26-1 show nine
hops to the gateway. This means that the data sent by these devices suffer a delay in the
gateway, since it will need to be relayed by eight intermediate nodes. With respect to
the degree of fault, the router node 32 have 21% degree of fault, and the other router
nodes have an index lower than 21%. This means that 79% of the paths from the
sensors are still present even after a node removal.

Table 5. Case study 3. PosC configuration parameters.

Simulation parameters Values Method

No. of generations 30 -
Initial no. of routers 10 -
Mutation operator
(as indicated in Fig. 1)

Net mutation (Type 2)

Affinity - Fault degree, number of times a router is
used and number of neighbor sensors

Table 6. Network performance for case study 3. PosC configuration.

Network Min. Average Max. Standard deviation

Number of nodes 19 19.9 22 0.99
Number of routers 14 14.9 17 0.99
Number of critical sensors 0 0 0 -
Number a router is used 2 2 2 0

Table 7. Case study 4. PosD configuration parameters.

Simulation parameters Values Method

No. of generations 100 -
Initial no. of routers 10 -
Mutation operator (as
indicated in Fig. 1)

Net mutation (Type 2)

Affinity - Fault degree, number of times a router is used and
number of neighbor sensors
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Fig. 8. Best router nodes positioning for case study 3 in PosC configuration. Node 1 is the
gateway, nodes 2 to 5 are the sensors, and nodes 6 to 20 are the router nodes.

Fig. 9. Best router nodes positioning for case study 4 in PosD configuration. Node 1 is the
gateway, nodes 2 to 8 are the sensors, and nodes 9 to 63 are the router nodes.
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This work proposed a positioning algorithm for router nodes in wireless network
using immune systems techniques. It should be stressed that the affinity function, which
acts as an objective function, is made flexible enough to incorporate several objectives
in a weighted fashion. The weights as well as the criteria could be combined so that the
resulted wireless sensor network can have different characteristics meeting a group of
desired criteria for different solutions and environments.

The procedure creates redundant paths to the data collected by the sensors to be
sent to the gateway by any two or more paths, meeting the criteria of degree of failure,
the number of retransmission by routers and number of sensors to neighboring routers.
In other words the method allows each criterion to be enabled at a time or even to be
combined with adjustable weights. The affinity function, which works as an objective
function, is multi-objective, so several other objectives could be jointly considered.
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Abstract. The paper suggests a new method of transiting from Traditional
Software Development (TSD) to Agile Software Development (ASD) called
non-disruptive transition. The novelty of the method consists of allowing to
complete the major transition steps to the agile “mindset” while remaining in the
frame of an already established TSD process. The method is being developed
using a knowledge transformation perspective to identify the main features of
ASD mindset and how it differs from the one of TSD. More specifically, it uses
a version of Nonako’s SECI model to represent software development. To
analyze the current mindset and plan the movement to the mindset that is more
agile, the paper suggests using a process modelling technique that considers the
software development process as a complex socio-technical system. The paper
also discusses external conditions that might hinder going all the way to
becoming agile and require the transition to stop, and how to become agile while
developing complex systems.

Keywords: Agile � Software engineering � Tacit knowledge � Knowledge �
Transformation � SECI � Design Science

1 Introduction

1.1 Formulating a Problem

Agile Software Development (ASD) has appeared as a reaction on the increasing rate
of changes in system requirements, e.g. see [1]: “requirements change at rates that
swamp traditional methods”. Since 15 years from its inception, ASD from a niched
development methodology, mainly used for the web development, made its way to
becoming one of the mainstream methodologies. This leads to organizations that use a
traditional phase-based methodology become more willing to move to ASD.

Due to the essential difference between the Traditional Software Development
(TSD) and ASD, a transition from one to another is quite difficult and includes a
number of challenges and pitfalls that are reported in research papers [2, 3] books [4],
and practitioners blogs [5]. The main challenge here is that an ASD team requires
having a “mindset” that differs from the one of a TSD team, see a popular explanation
of the difference in [6].

There are a number of books, such as, [3], that suggest methods for transiting from
TSD to ASD. However, following these methods presumes that a decision to complete
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such a transition has been made, and risks attached to it have been understood. In
addition, a decision on which brand of Agile, e.g. XP, or SCRUM, to try needs to be
taken quite early in the transition process.

Understanding the transition risks and making a right for the given situation choice
of the agile practice requires experience. Thus, such a transition has better chances for
success if it is led by an experienced person, e.g. an agile coach. Even in this case, there
is no guarantee of success. What is more, even if the transition was successful in the
end, it could cause a disruption of the existing development process for quite long time.
If the existing process does not work, taking the risk and introducing the disruption is
fully justified. However, if the process works satisfactory, there could be doubts
whether it make sense to jump into the unknown taking the risks and going through the
disturbances without knowing whether a better development process will emerge after
the transition has been completed.

In connection to the deliberations above, a question arises whether it is possible to
gradually transit from TSD to ASD with the minimum disruption of the existing
development process? In other words, the question is whether there already exists a
method of non-disruptive transition to ASD, and if not, whether such method can be
devised. Ideally, such a method should improve the existing development process even
before the full transition cycle has been completed. It should be also possible to delay
taking the decision on which brand of ASD to use, and even stop the transition at some
point being satisfied with what has been achieved, and not taking risks of going farther.

1.2 Overview of a Solution

This paper is a report on on-going research aimed at answering the question posed in
Sect. 1.1. To the best of our knowledge, no non-disruptive method of transition to ASD
can be found in the research or practical literature. Therefore, our way of finding an
answer whether a non-disruptive transition to agile is possible is by using Design
Science (DS) [7] for developing and testing in practice such a method.

According to the case studies reported in the literature, e.g. [2, 3], the biggest issue
when transiting to ASD is acquiring the agile mindset by the development team. The
latter requires all team members to acquire a set of skills that might not be necessary in
the existing TSD. For example, social and communication skills are mandatory for all
members of the ASD team, so that all of them can meet and talk to the stakeholders.
The main focus of our design work is directed to acquiring the agile mindset and a set
of skills that is required for it.

To design a method that leads to changing the current mindset of a team to a more
agile mindset, we need to:

1. Find a basis on which to identify the main features of the agile mindset and in what
way it differs from the mindset of a more traditional team.

2. Find a way of mapping (modelling) the mindset of a team so that the distance
between the current mindset and the targeted one (agile) can be measured, and a
plan of actions aimed at shortening this distance can be developed.
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As far as the first goal on the list is concerned, the most commonly used framework
for this kind of goals is Agile Manifesto [8]. However, we consider it too vague and
allowing multiple interpretations, which leads to misunderstandings and heated dis-
cussions in the agile community [9] (see also critique of Agile Manifesto in [10]). We
need a more “scientific” basis for developing a non-disruptive method of transition to
agile. For this end, we have chosen a framework suggested in [11, 12] that compares
TSD and ASD projects from the knowledge transformation perspective. Based on this
comparison, [11, 12] define the essence of the difference between TSD and ASD and
set requirements on the structure of the agile project, its team, relationships with the
customer and tools used in the project. The results from [11, 12] do not contradict Agile
Manifesto, but rather more clearly underline the main features of ASD and the dif-
ference between TSD and ASD.

As far as the second goal on the list is concerned, there are a number of methods for
evaluating and measuring the current level of agility, see for example [13]. However,
mostly, these methods rely on Agile Manifesto when determining what the agile
mindset is, which we have rejected. Furthermore, they are meant to be used when a
decision on transition to ASD has been made and the transition process is on the way.
They also disregard the current structure of the development process accepted in the
given organization. Thus, it is difficult to use these methods before the transition has
been started and at the early stages of the transition. Based on the reasons above, we
consider that the existing methods of evaluating the level of agility do not fit the task of
creating a method of non-disruptive transition to agile.

In this work, we have designed our own technique of mapping (modelling) the
mindset of the development team suitable for planning steps for advancing the current
mindset towards the agile one. The technique is based on the business process mod-
elling suggested in [14, 15], called step-relationship modelling in [14]. The
step-relationship modeling uses a system view on the business process, considering it
as a number of components (or steps) connected with each other via various rela-
tionships. The step-relationship modelling focuses on depicting these relationships and
their properties. When adopting step-relationship modelling for our purpose, we con-
centrated on relationships between the teams that man the components/steps of the
given system development process.

One of the main activities in a Design Science (DS) research project is testing the
new solution (or artifact), which is a method in our case, in at least one real situation.
DS does not set a restriction on when in the course of the research project such test
needs to be started, e.g. after the design has been finished or in parallel with the design.
In our case, the research was conducted in parallel with investigating a business case in
the IT department of an insurance company. This department was interested in
adopting a non-disruptive approach of moving towards agility, and it was also used as a
test bed for the method. The test is far from being completed; it was run up to the
department management understood our non-disruptive method and became prepared
for completing their first step on the way to agility.

The rest of the paper is structured in the following way. Section 2 gives a brief
overview of the research methodology and knowledge base used in this research.
Section 3 presents the proposed method. Section 4 gives more details on our research
process and discusses the test completed so far. Section 5 discusses amendments
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needed for transiting to agile while developing complex software systems. Section 6
analyzes the difference between our non-destructive method of transition to agile and
already existing methods, using the method from [4] as an example. Finally, in Sect. 7,
we summarize the results achieved and draw plans for the future.

2 Research Background

2.1 The Project History and Methodology

This research has been initiated by the management of an IT department in a large
insurance company expressing their interest in transition to a more agile development
process. The management did not possess much knowledge on the essence of ASD, or
its various brands. They were interested in an approach that included minimum risks
and gave a possibility to learn the essence of ASD on the way, while allowing to delay
the decision of which particular brand/practice of ASD to adopt. The literary study, part
of which is presented in Sect. 1, has shown that there are a number of practical methods
of transition to agile. Nevertheless, none of them was particularly suitable for the
requirements that came from the IT department. These requirements were reformulated
into the question of “whether it is possible to gradually transit from TSD to ASD with
the minimum disruption of the existing development process?” posed in Sect. 1.1 To
answer this question, we decided to develop a “non-disruptive” method of transition to
agile.

The development of our method follows the pattern of Design Science (DS) re-
search [7, 16], which is related to finding new solutions for problems known or
unknown. To count as a design science solution, it should be of a generic nature, i.e.
applicable not only to one unique situation, but to a class of similar situations. DS
research can be considered as an activity aimed at generating and testing hypotheses for
future adoption by practice [17].

The development of our method ran in parallel with the investigation of the
business case of the IT department in the insurance company. More exactly, we
investigated and modelled the structure of the development process in the department
including the skills of the process participants and the ways they communicated with
each other. The activities were carried out through interviews with representatives of
various phases in the process, and studying internal documentation.

One of the key activity in a DS project is implementation and verification of a
generic solution, or artefact in terms of [7], in at least one situation. This activity is also
referred to as demonstration or proof of concept in the literature devoted to method-
ology of DS [7]. The demonstration phase in this research is a continuation of our case
study. More exactly, we worked out a suggestion on the first steps of transition to
agility for the IT department; and it was accepted by the management. More details on
this activity are presented in Sect. 4.

As has already been mentioned in Sect. 1, we used existing theoretical frameworks
as a knowledge base when developing our method. As we do not expect that these
frameworks are known to the reader, in the next subsections, we give a short overview
of them.
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2.2 Agility from the Knowledge Transformation Perspective

In this section, we give a short summary of TSD and ASD models built based on the
knowledge transformation perspective presented in [11, 12]. These models, in their
own turn, are built based on the SECI model [18]. SECI stays for Socialization –

Externalization – Combination – Internalization, and it explains the ways of how
knowledge is created in an organization while being transformed from the tacit form (in
the heads of the people) to the explicit one (e.g. on the paper) and back. The difference
between tacit and explicit knowledge was first introduced my Michael Polanyi, see, for
example, [19].

The cycle of knowledge creation consists of the following four steps or phases
represented in Fig. 1.

1. The cycle starts with Socialization, where tacit knowledge is transferred from the
heads of one group of people to others via informal means, such as conversations
during the coffee breaks, meetings, observations, working together, etc.

2. The next phase is Externalization, which is the conversion of knowledge from the
tacit form into the explicit one, e.g. a model of situation.

3. The third phase is Combination, which is transforming the externalized (explicit)
knowledge in a new form using existing knowledge, e.g. solution design principles.

4. The last phase is Internalization, which is converting the explicit knowledge, e.g. a
solution, in the tacit knowledge of people who will apply this knowledge to any
situation that warrants it.

Applying ideas from SECI to software development, [11, 12] designed two models
of knowledge transformation in software development projects, one - for Traditional
Software Development (TSD), and another - for Agile Software Development (ASD).
Both are presented in Fig. 2. In both cases, the knowledge transformation cycles starts
with tacit knowledge possessed by stakeholders on problems/needs to be
solved/satisfied by a new software system. The next step common for both models is
embedment when the knowledge on a solution becomes embedded in the system that is
considered by its users as a whole possessing its own behavior. The last step in the
knowledge transformation in both models is adoption – transforming the knowledge
embedded in the system into the tacit knowledge of the system’s users on how to use
this system in various working situations.

Fig. 1. SECI diagram of knowledge creation.
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The models for TSD and ASD in Fig. 2 substantially differ in the following aspects:

1. The nature of the first phase in ASD differs from that of TSD. It consists in
transferring tacit knowledge on the problem and needs from the stakeholders to the
development team. This phase corresponds to Socialization in Fig. 2. Also, Design
and Coding are merged into one phase Embedment. This can be defined as the first
motto of agility: “Avoid or delay explication of knowledge as much as possible.
Ideally go from tacit knowledge directly to the embedded one.”

2. In addition, one big cycle is substituted by many smaller and shorter ones. The
system is built iteratively starting with the basic functionality. During the exploita-
tion of the basic system, better understanding of the needs is acquired, which is
converted in adding details to the system in the next iterations. In other words, the
second motto of agility can be defined as: “Develop and introduce in practice as little
as possible as soon as possible, and build upon it in the following iterations”

Based on the analysis of the knowledge transformation models for TSD and ASD,
[11, 12] identifies 6 properties of the development process that differentiate TSD and
ASD; these are presented in Table 1. The first three properties, team, user involvement
and agreement, belong to the social perspective of system development, while the
second three properties, core system, architecture and tools, belong to the technical
perspective of system development. We will be using these differentiating properties
when developing our non-disruptive method later in Sect. 4.

2.3 Step-Relationship Model

A step-relationship model represents a business process as a (relatively) small number
of steps [14], or functional components [15], connected with each other through var-
ious types of relationships. Each type of relationships, i.e. a relation in a mathematical
sense, represents a separate view of the model.
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There are two ways of representing a relationships type, graphical and matrix. In
the graphical form, the steps/components are presented as rectangles (boxes), while
arrows between the rectangles show relationships between the corresponding
steps/functional components. Labels inside the rectangles name the steps, while labels
on the arrows give additional characteristics to the relationships. As an example, Fig. 3
represents output-input relationships in a sample software development process. Each
arrow shows formalized output of one step/component serving as an input to another
step/component.

In the matrix form, a relationships type is represented as a square matrix where both
columns and rows correspond to steps/components of the process. A sell (a,b) where
a is a column and b is a row is reserved for describing a relationship of the given type
between step a and step b, if any exists. As an example, Table 2 presents the same
output-input relationships type as Fig. 3, but in the matrix form. More examples of
relationships in the graphical and matrix forms are presented in Sect. 3.

3 Designing a Method

3.1 Creating a Single Team

There are several essential properties of ASD that need to be achieved in order to
successfully transit to agile. When developing our method, we assume that at least

Table 1. Properties that differentiate ASD from TSD.

# ASD TSD

1 One team consisting of “universal” members Several specialized teams
2 Stakeholders involvement during the duration

of the project
Stakeholders involvement during the
Externalization and Adoption phases

3 Non-contractual agreement based on trust Contractual agreement is possible
4 Possibility to identify and agree on a core

system that can be expanded in consequent
iterations

Not mandatory, but can be
employed.

5 Architecture aimed at expansion Architecture aimed at fulfilling the
identified requirements

6 Employing high-level tools, e.g.
domain-specific languages, development
platforms, libraries

Not mandatory – low level, and
universal tools can be employed

Requirements 
Engineering (RE)

Analysis & Design
(AD) 

Implementation
(Impl) Test

Business model Design Software

Functionality bugs

Technical Bugs

Business 
Modeling (BM)

Requirements

Fig. 3. Graphical presentation of relationships.
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some of them can be achieved without essentially changing the current process. We
also assume that it is possible to somehow measure the progress achieved on the way.

According to the first row in Table 1, ASD has a single development team of
members that could do all kind of work in the process, including talking to the
stake-holders and programming. This is not mandatory for TSD, where separate spe-
cialized nonintersecting teams can complete the job. Also, in a single ASD team, all
members communicate with each other frequently, which is not required in TSD.
In TSD, informal communication in the frame of the development process may con-
centrate inside each specialized team, while the formal output-input channels are used
for passing over the job between the teams, as is represented in Fig. 3, and Table 2.

The two properties of (a) having specialized teams and (b) lack of communication
between the teams are related to each other. A narrow specialization may create a
hinder for communication due to differences in professional jargons and culture.

Based on the deliberation above, we have identified two properties of the devel-
opment process that need to be measured and improved, in the first hand, when
transiting to ASD. These are: (a) intensity of communication between the teams, and
(b) ability of members of one specialized team to do the job assigned to the other teams.
These two properties can be represented via relationships between the teams manning
the steps. Technically, these relationships can be represented with the help of two
matrixes: (a) the communication intensity matrix, and (b) the cross-competency matrix,
as is discussed in the next subsections.

Increasing Communication Intensity
An example of the communication intensity matrix for the model in Fig. 1 is presented
in Table 3. A cell (a,b) in the communication intensity matrix, where a stays for a
column and b for a row, defines the intensity of communication between teams of steps
a and b initiated by team a. Interpretation of the values in the cells depends on the level
of separation between the teams, e.g. one site or multiple sites. In the example pre-
sented in Table 3, communication are supposed to take place in the form of meetings,
were High means daily communications meetings. Average means 3 times a week, Low
means once a week. Empty cells outside the diagonal mean that no communication
happens between the corresponding teams.

Note that the communication intensity matrix is aimed at characterizing the
intensity of communication between the specialized teams, assumption being that
inside the teams their members communicate/collaborate in a natural way. If this is not
true, the diagonal of the matrix can be used for representing communication intensity
inside the teams.

Table 2. An example of presenting relationships in the matrix form.

BM RE AD Impl Test

Business Modeling (BM)
Requirements Engineering (RE) Model Bugs
Analysis and design (AD) Reqs
Implementation (Impl) Design Bugs
Test Software
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The communication intensity matrix can be used for both depicting the
communi-cation intensity in the current state and planning for increasing the com-
munication intensity. The latter can be done by changing values of some cells in the
matrix to reflect the goal of increasing communication intensity. To facilitate the
planning work, we have transferred some information from the output-input matrix, see
Table 2, to the communication intensity matrix in Fig. 3. More specifically, we make
the borders of cell (a,b) thick in all cases where cell (a,b) is not empty in the
output-input matrix. The latter means that the column step a produces a formalized
input for the row step b, e.g. design specification. In addition, we made the background
of cell (a,b) grey in case cell (b,a) is nonempty in the output-input matrix (Table 2).
The later means that the column step b receives formalized output from the row step b.

Formally, the result of adding thick borders and grey background means that the
matrix presented in Table 3 is a merger of a “pure” intensity communication matrix
(without thick borders and grey background) with the simplified output/input matrix
(the content of the cells in the latter is not represented in the merger) and a transposition
of the latter. The merged communication extensity matrix is more convenient for
planning the next step of transition to agile as described below.

One can expect that communication should be more extensive between the steps
that are connected with an output-input relationship. Formalized outputs, like
requirements or a design specification, in a software development process cannot be
made totally formal, and they need interpretation from the receiving team. Misinter-
pretation can lead to a wrong system being delivered to the customer. The thick border
represents the needs of informal explanation of the formalized output when it is being
transferred to the receiving team. The grey background represents the need for com-
munication between the receiving team and the producing team while the former is
doing their part of work. Even when the receiving team gets the informal explanations
on their formalized input, there can be a need to verify their understanding from the
originator of the input. For example, the designers may need to contact the require-
ments engineers later on when they start converting certain requirements into design. In
[14], this type of backward communication is called week dependencies, while [15]
refer to them as to feedback links.

Summarizing the above, when planning the next goal in intensifying the commu-
nication between the teams, it is worthwhile to start intensification that corresponds to
cells with thick borders or grey background. For example, the next goal for the

Table 3. An example of a communication intensity matrix.

BM RE AD Impl Test
Business Modeling (BM) High Average Low
Requirements Engineering (RE) High Average High Low
Analysis and design (AD) High High High
Implementation (Impl) Low Average High
Test Low Low Average High
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situation presented in Table 3, could be the one described in Table 4, where the dif-
ference is presented in bold. The difference consists of intensifying forward commu-
nication between Analysis & Design and Implementation, and backward
communication between Analysis & Design and Requirements Engineering. Note that
such measure makes sense even for improving the already existing process without
aiming at becoming fully agile.

Increasing Cross-Competency.
While the communication intensity matrix can be considered as a tool of intensifying
internal communication in the future single team, the cross-competency matrix can be
considered as a tool for achieving “universality” of its members (see the first row in
Table 1). An example of such a matrix is presented in Table 5. In this matrix a cell (a,
b), where a stays for a column and b for a row, defines the percentage of the team
a members that have working knowledge on the tasks completed by team b. An empty
non-diagonal cell means 0%. Here, having working knowledge on a specific task
means that a person in question has some practical experience of this task..

As with the communication intensity matrix, we add to this matrix some infor-
mation from the output-input matrix in the form of thick borders around cells and grey
background. This information is aimed at helping to plan the next step of transition to
agile. Marked cells should be targeted for increasing cross-competence in the first
place, as this can decrease the risks of misinterpretation of the formalized inputs and
misunderstanding in communications. Such measure might be helpful even for
improving the existing process.

An example of the next planned step for the situation presented in Table 5 is
presented in Table 6, where the difference is presented in bold. The difference consists
of increasing cross-competency of the Requirements Engineering and Implementation
teams.

As cross-competency requires working knowledge of the tasks completed by other
teams, it is not enough just to send people to a training course. The proper way of
achieving cross-competency in cell (a,b) in the frame of the existing software devel-
opment process is to send some people from team a to work in team b for some time.
This can degrade the overall performance in the beginning, but this one-time cost is

Table 4. Next step in communication intensity.

BM RE AD Impl Test

Business Modeling (BM) High Average Low 

Requirements Engineering (RE) High High High Low 

Analysis and design (AD) High High High

Implementation (Impl) Low High High

Test Low Low Average High
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worth taking, as increase in cross-competency minimizes the risk of producing the
wrong software (see deliberation above).

When planning increase in cross-competency for Implementation step in other
teams, it is worthwhile to consider row 6 in Table 1 that refers to using high-level tools.
This property has not been introduced for the sake of creating a single team of “uni-
versal” members, but for being able to complete development loops in a speedy
manner. However, having high-level development tools may also help in acquiring
programming skills by people without technical education. So, if such tools are not
already employed, it could be advantageous to start transition from low-level pro-
gramming to using high-level tools before increasing competency in programming in
other teams.

3.2 Avoiding Explication of Knowledge

As was discussed in Sect. 2.2, one of the ASD principles is to delay or avoid expli-
cation of knowledge, ideally, by going from the tacit understanding of problems/needs
to building software. This implies skipping creating detailed requirements and design
specifications. More specifically, requirements are left on the tacit level as a general
understanding/image of the problems and needs, while design is done via proper
structuring of the code. The latter could be facilitated by using high-level development
tools, like domain specific languages or component libraries.

Table 5. An example of cross-competency matrix.

BM RE AD Impl. Test
Business Modeling (BM) 50% 75%
Requirements Engineering (RE) 75% 75% 50%
Analysis and design (AD) 75%
Implementation (Impl) 50% 50% 75% 50%
Test 50%

Table 6. Next step in achieving cross-competency.

BM RE AD Impl Test
Business Modeling (BM) 50% 75%
Requirements Engineering (RE) 75% 75% 50%
Analysis and design (AD) 75% 50% 50%
Implementation (Impl) 50% 50% 75% 50%

Test 50% 50%
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Avoiding explicit requirements and design does not mean that these activities are
excluded; they are done on the tacit level. To reach the level of proficiency when
requirements and design are done on the tacit level is difficult, if ever possible, without
obtaining skills in both requirements engineering and design. Obtaining these skills by
all team members in the frame of the existing phase-based process has already been
discussed in Sect. 3.1.

The next question is how to shorten the time period from the first contact with the
customer to starting producing executable code while still remaining in the frame of a
traditional software development project. We believe that this can be achieved by
gradual transition from sequential execution of the steps of the development process to
the semi-parallel execution. The latter means starting the design before all
require-ments are discovered, and starting coding before all design specifications are
created.

The current level of parallelism can be represented in a graphical form as a timeline
intensity diagram [15]. An example of such a diagram that corresponds to Fig. 3 is
presented in Fig. 4. The difference between Figs. 3 and 4 is that in Fig. 4, the shapes
representing steps do not have rectangular form. The upper border of the shape can be
of any form representing the increase/decrease in the amount of work being done at
certain moments of time. The intensity of work can be increasing or decreasing with
time, or can be first increasing and then decreasing or vice versa (not illustrated in
Fig. 4). In addition, the step shapes in Fig. 4 are placed in the order they are executed.
If some steps run partly in parallel, the projections of their shapes on the time axes will
intersect. In the example of Fig. 4, there are two occasions of the parallelism, namely
(1) step Analysis & Design runs partly in parallel with Implementation, and step
Implementation runs partly in parallel with Test.

Timeline intensity diagram can be used for planning the next goal for transition to
agile in the same way as communication intensity and cross-competency matrices are
used, see Fig. 5.

In the example of Fig. 5, all steps run partially in parallel, which is rather a radical
change when starting from Fig. 4. If such a transition is too difficult to complete in one
go, then smaller goals can be set in between, e.g. where only two new steps run in
parallel.

Working in parallel means that formalized output is delivered to the next step in
portions. This requires understanding of how the formalized output is used by the next
step so that each portion is relatively independent and can be successfully used by the
team of the next step for producing its own formalized output. Thus parallel execution
requires certain degree of cross-competency on behave of the output producer. In
addition, it requires efficient communication channels between the steps. Parallel
execution of steps in software development bares a risk that the already produced
portion of the given step output, e.g. requirements, can be negated when the work
progresses. If this “negated” portion has already been sent to the next step, e.g. design,
and is under processing of this step’s team, then the information on the negation should
be immediately made available for this team. Getting this information can stop or
postpone their activities related to the questionable portion of the requirements. Note
that with an experienced team, the advantages of running in parallel, e.g. shorten time,
overweight the risks described above.
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Summarizing the deliberation above, transition to parallel execution of two steps
should be planned when a certain degree of cross-competency and communication
intensity between these steps has already been achieved.

It is also worthwhile to mention that portioning of the output needs to take into
account architectural considerations. Portions that are sent first need to be significant
for building a skeleton of the architecture, and portions that are sent later should be
relatively independent of each other and should not considerably affect the architecture.
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Fig. 4. An example of timeline intensity diagram.
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Another consideration related to parallel execution of phases concerned collabora-
tion tools to support the development process. They need to provide an effective channel
for communication between the teams, see detailed discussion on this topic in [14].

3.3 Practical Guidelines

In the previous part of this section we have discussed three issues that can help in
transition to agile: communication intensity, cross-competency and parallel execution.
Furthermore, we have touched the issue of high-level development tools that facilitates
both achieving cross-competency, and excluding explicit design. In addition, we have
touched the architectural issues that need to be taken care of when planning transition
to the parallel execution of phases. We have also shown that all these issues are
interconnected and should be considered together when planning transition to agile. In
this subsection, we will summarize the discussion above and discuss the order in which
the steps to agility are undertaken. The order depends on the specific situation at hand,
thus the suggestions below should be considered only as guidelines that need to be
tuned to a specific situation. Also, the order does not mean sequentiality, the steps can
be implemented in parallel.

1. Transition to using high-level development tools. This could be recommended as
the first step if these kinds of tools are not already in use. Using high-level tools will
make it easier to less technical members of the development team to understand and
get competence of the implementation phase.

2. Increasing cross-competence. This will facilitate communication between the teams
participating in different phases, as it will be easier for them to understand each
other.

3. Increasing communication intensity. This will facilitate transition to parallel exe-
cution of phases, as members of various teams begin getting more knowledge on the
progress achieved in other teams

4. Employing architecture aimed at expansion. This will help to minimize the time for
each iteration

5. Planning for core system and incremental expansion. This will make each delivery
relatively small and facilitate transititing to parallel execution and excluding design
and formal requirements engineering.

6. Increasing parallelism in execution of phases. This will make it possible to involve
stakeholders in verification of decisions taken during the development. Parallel
execution ensures that a new portion of software is produced in a speedy fashion,
and could be demonstrated and discussed with the stakeholders.

7. Involving stakeholders for functional software testing. This could be started early in
the development cycle and conducted until the delivery

8. Excluding design phase. This can be done by design team directly using the high
level development tools adopted by the team.

9. Excluding formal requirement elicitation. At this steps, the requirements are started
to be captured on the tacit level with consequent expression them into software
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systems to be shown to the stakeholders for verification. In practical terms, formal
requirements can be substituted by user stories.

3.4 Stopping the Transition Before Becoming Fully Agile

A method of transition to ASD presented in this section does not require full imple-
mentation. In some situations, becoming fully agile might be impossible due to the
conditions outside the control of the development team. For example, a customer might
insist on preparing full requirements and using them in contractual agreement. This will
prevent implementation of Step 9 from Sect. 3.3. Other steps can still be implemented
in this situation, except that starting parallel execution of other phases may become
risky if signing of the contract for system development in not ensured.

Adopting our proposal for transition to ASD allows the team to decide on what
steps to implement and where to stop based on their specific situation. What is more,
they can decide on different stop points for different customers.

4 Research Process and Results of Testing

As has already been discussed in Sect. 2.1, development of our non-disruptive method
of transition to agile was conducted in parallel with a case study in the IT department of
a large insurance company. The first phase of the study was connected to the devel-
opment of the method, and the second phase with testing it.

The first phase was completed based on the internal process documentation and
semi-structured interviews with representatives of different teams engaged in the
development process. The template for the interviews is presented in Appendix. In
total, 10 people have been interviewed according to this template. Each interview took
about 20 to 30 min. The interviewees had various roles, such as project leader, project
manager, system developer, test leader, development support, some of them having
more than one role simultaneously. The set of interviewees was defined in coordination
with the management of the IT department.

Based on the information obtained, it was decided that the three most important
aspects that needed to be mapped when describing the current state of affairs were
communication intensity, cross-competency and timeline intensity. The step relation-
ship modelling technique [14, 15] was chosen for representing these aspects. The
concept of the timeline diagram was already known from [15], while the communi-
cation intensity matrix and cross-competency matrix were designed during the current
project.

Based on the internal documentation and information from the interviews, a model
of the current development process was produced. This model is closed to the one
presented in Figs. 3 and 4, and Tables 2, 3 and 5, except that one step from the original
model is omitted. The structure of the communication intensity and cross-competency
matrixes in the original model were somewhat simpler than what is presented in
Tables 3 and 5. More exactly, the details that came from merging with the output-input
matrix were absent; they were added when we worked on this paper.
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The test phase of the case study consisted of: (a) suggesting the next desired state of
the development project, which roughly corresponds to the one presented in Tables 4
and 5 and Fig. 5, and (b) presenting the suggestions to the IT department management.
The goal of the test phase was twofold, namely, to check

1. Whether the method could be understood by people not very familiar with agile
practices.

2. Whether they can accept concrete suggestions based on this method, provided that
they are approved by the higher management. This check (approximately) corre-
sponds to “readiness to use” in Technology Acceptance Model (TAM) [20].

The check has been completed by presenting the method and an action plan based
on it to the management of IT-department that consisted of 4 persons. After the pre-
sentation, an interview has been conducted with each person based on the following 4
questions/topics:

1. Based on the presentation, have you understood what kind of organizational
changes the transition to agile will require?

2. Based on the presentation, have you understood the action plan for movement
towards a more agile development process?

3. Based on the presentation, are you prepared to submit the action plan to the
upper/higher management for approval?

4. Based on the presentation, are you prepared to set the suggested plan in action if
approved by the higher management?

For the questions 1, 2 and 4 the answers were on the positive side from all
respondents. When answering question 3, some respondents expressed doubts whether
just presenting the action plan to the higher management is enough to influence the
approval. However, all of them agreed that such a presentation makes sense. The
doubts on influencing the decisions were connected to the plan itself not explaining the
benefits to be obtained. However, another opinion was that presenting the action plan
could initiate discussions that would lead to understanding the benefits. Anyway, the
discussion around the third topic explicated the needs to explain the benefits achieved
even before the full transition to agile has been completed. This served us as a moti-
vation to insert the discussion on such benefits in various places of this paper.

Summarizing the lessons learned about our non-disruptive method of transition to
agile from the case study, we can state that:

1. It is possible to model the current state of the development process and suggest a
plan of actions for transition to agile.

2. The method is understandable for the professionals in software development not
familiar with the details of agile practices. What is more, the plan of actions based
on the method is considered to be “doable”, and could be accepted for imple-
mentation, provided the approval of the higher management is obtained. Though, th
are some doubts that such approval is easy to obtain, presenting the plan of action to
the higher management might initiate a discussion that could lead to its acceptance.

The lessons above were obtained based only on one case study. However, from our
practical experience, the IT department in the study is just an ordinary software
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development organization, and there is no reason to suggest that the lessons learned
will substantially differ when the method is applied to another organization of the same
kind.

In short, we consider the check for “readiness to use” as completed with positive
results. On its own, such a check does not guarantee that an organization can actually
execute a plan of actions developed based on the method. However, we consider this
check encouraging enough for continuing the efforts of further developing and testing
the method.

5 Agility in Complex Projects

The method of transition to an agile mindset presented in Sect. 3 has been developed in
relation to a “classical” agile model where a relatively small and flat team can complete
the whole project. For developing complex system, this may not be possible; some
team structure might need to be imposed on the project even when transiting to ASD.
In this section, we will consider an example when a deviation from the “flat” team is
warranted, and discuss how to deal with this kind of situations when transiting to agile.

One of the steps in transition to ASD suggested in Sect. 3 is adopting high-level
development tools instead of programming in a low-level programming language, like
Java. A tool can be in form of a high-level domain specific language, a library of
functions or classes, or a system development platform, like Ruby-on-Rails [21]. Not
for all projects such a tool can be found from a third party (a vendor, or the Open
Source community). Even when a somewhat suitable tool is found, it may need
adjustment and extension. Both cases warrant creating an additional project inside the
main project, which we refer to as tools development project.

To ensure that the main project follows ASD, the tools development project needs
to be also driven in an agile manner. The connection between the two projects is
illustrated in Fig. 6 that shows that the tools development project runs and is to be
synchronized with the embedment phase of the main project. The developers engaged
in the main project – the users of the tools become stakeholders of the tool development
project. Dependent on the complexity of the system and the tool(s), the tools devel-
opment project may share the main project team or get a completely different team.

Defining the core systems and iterations in the tools development project needs to
be synchronized with the core system and iterations of the main project. The priority is
given to the tools features that are needed for the main developers to start their work. In
general, iterations in the tools development project should be shorter than in the main
project, and more or less follow the idea of continues delivery [22].

Even when the main and tools development projects share (fully or partly) the same
development team, they need to be kept separate, as they have different characteristics.
For example, the main project can develop a system with high intensity of
user-interactions, why the tools development project is about more technical systems.
Note that the technical character of the tools development project does not exclude that
it also uses high-level development tools, e.g. parsers, or tools for compiler
development.
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An example considered above represents a case of what could be called vertical
integration of agile software projects. Though, we have not succeeded in finding sci-
entific literature on the vertical integration of agile projects, such integration does
happen in practice. More specifically, the first author of this paper has experience of
this kind of nested projects both as a tools developer and as a main project developer
who used tools created in a tools development project. Besides being suitable for
integrating a tools development project into the main project, vertical integration could
be suitable for developing multilayered systems in situations when the previous layer
provides a platform for building the next layer.

Vertical integration of agile projects is not the only way of structuring complex
agile projects. In case of a software system consisting of a number of semi-autonomous
sub-systems that have some degree of interactions between them, a horizontal inte-
gration on the agile projects can be necessary. This, for example, is the case of
hardware-near software development where the structure of software system reflects the
component structure of hardware. This was, for example, the case in projects inves-
tigated in [15, 23]. A horizontal integration may be required for developing a multi-
layered system that consists of relatively independent interacting layers, e.g.
presentation layer, business rules layer, etc. The details of horizontal integration of
software projects are outside the scope of this paper; they constitute a topic of our
future research.
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6 Understanding the Difference

Though all methods of transiting to agile take into consideration the needs of acquiring
the agile mindset, they approach the transitions in different ways. In this section, we
will explain how our non-disruptive method of becoming agile differs from that of
others. This is done by comparing our method with the one described in [4], the
preference being made based on the fact that this method has a scientific background in
form of dissertation [13].

The essence of the approach suggested in [4] is defined in the recommended
sequence of steps it suggests for transiting to agile:

1. Assess your organization to determine where you should begin adding agility.
2. Obtain executive support for the move to a more agile process. You can use the

readiness assessment to quantify the value of bringing in agile and identify the risks
you must manage during migration.

3. Get the development team involved in the migration process to ensure buy-in. You
do this by establishing a core team.

4. Identify a coach or consultant to help you with your migration. They will train the
core team on agile and help you with other adoption aspects.

5. Develop a clear understanding of your current processes by documenting them.
6. Review your current process, and look for areas that can be shifted to more agile

methods. Focus on areas with the most potential for improvement and the most
value to the customer and your organization. The readiness assessment will also
help with this task.

7. Outline a custom process based on the findings in step 6.
8. Try the new process on a pilot project.
9. Review the findings after the pilot, make changes, and continue to scale out your

new methodology.

The assessing phase related to step 1 is completed by determining the following
characteristics of the organizational environment:

1. Management style. Whether a collaborative or a command-control relation exists
between managers and subordinates. The management style indicates whether
management trusts the developers and vice versa.

2. Manager buy-in. Whether management supports or resists having a collaborative
environment.

3. Power distance. Whether people are intimidated by/afraid to participate and be
honest in the presence of their managers.

4. Developer buy-in. Whether the developers are willing to plan in a collaborative
environment.

The assessment itself is done by conducting interviews or having a survey that
includes questions with a fixed set of answers on the Likert scale, e.g.:

“Regardless of your personal preferences, as a manager you actively encourage
team work over individual work.” Answers: Strongly Disagree, Tend to Disagree,
Neither Agree nor Disagree, Tend to Agree, Strongly Agree.
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As we can see from the description, the focus here is on changing the develop-
ment process. The skills needed for the agile mindset are acquired during training by a
coach or consultant chosen in Step 4 during the pilot project (Step 8). Also, the first
three important steps consist of ensuring support from both management and devel-
opers for transiting to an agile methodology. The amount of efforts for this phase is
determined by the assessment of the organizational environment, including assessment
of the existing organizational culture. As we can see from the description above, neither
assessment, nor steps descriptions pay much attention to the acquiring skills that
constitutes the agile mindset. Presumption is that they are to be obtained on the way
when the collaborative environment and the right management style have been
established.

In difference from the method shortly described above, the focus of the
non-disruptive method is on acquiring a set of skills that constitutes the agile mindset.
Presumption here is that obtaining the skills will facilitate creating a collaborative
environment. For example, if all members of the development team have practical
(albeit limited) experience of all phases of the development, arranging right level of
communication intensity will be relatively easy. The focus on skills does not mean that
the process remains the same. For example, changing the timeline intensity to provide
more parallelism will require substantial change in the development process.

Another difference consists of the level of understanding of the essence of the
agile development that is required for initiating the transition. As we can see from the
description of steps in the method from [4], a considerable amount of efforts should be
invested for reaching this understanding before doing something in practice. In the
non-disruptive method, such level of understanding of the agile concepts is not required
before starting the transition. Small localized steps could be plan, the essence of which
would be easily understood by both the management and the development team, e.g.
acquiring skills that the neighboring teams possess. Another example, of localized
change is transiting to using the high-level development tools which will mainly
concern the implementation team. The changes escalates when more radical steps are
undertaken, like going to parallelism, but by that time, hopefully, the team members
have the necessary skills for undertaking these steps.

From the business process perspective, the approach from [4] follows the tradi-
tional, workflow view on a business process as a partially ordered sequence of
activities/steps/tasks for achieving some goal [24]. In short, a process is defined as a
sequence of activities that can be quite complex and include parallel brunches, decision
points and cycles. This is how the method of transition to agile from [4] has been built
– a number of steps (activities) with detailed instruction of how to complete them
illustrated by examples from practice.

The non-disruptive method of transition to agile is built based on the state-oriented
view on business processes [25]. The latter considers a business process instance as a
point moving in a multi-dimensional state-space towards a goal. A goal, in this case, is
represented by some region, e.g. a surface in the state space. Such presentation of a
process is quite usual in the field of physical process control, but is rarely used for
controlling business processes. A process description using the state-oriented view,
besides the structure of the state space, needs to provide:
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• means for measuring current position of the process in the state space, and
• rules on where and how to move from a given position in the state space. These

rules could be non-deterministic, providing the people who run the process with the
flexibility to make a decision based on their experience and knowledge of the
process environment. The rules can take the form of recommendations “move in a
certain direction” or negative recommendations – “do not take this path”.

In a simplified way, the state space for our transition process is represented in
Fig. 7. The x-axis represents the level of cross-competency, where zero means no
cross-competency between the teams. The y-axis represents the communication
intensity, where zero means that the teams do not communicate except through the
formalized output/input. The z-axis represents the level of parallelism, where zero
means no two teams work in parallel in the frame of the same process instance.
Movements in the state space could be completed along axes, as illustrated in Fig. 7, or
diagonally.

The diagram in Fig. 7 is a simplification, as points on the axes cannot be repre-
sented by numbers but are complex constructs that are represented by matrixes as in
Tables 3, 4, 5 and 6, and time-line diagrams, as in Figs. 4 and 5. The presentation of
the non-disruptive transition is done in this paper in accordance to the state-oriented
view – how to measure the position and how to plan the next moves.

7 Conclusion

Though ASD becomes more and more popular, transition to agile still seems prob-
lematic according to the scientific and practice-oriented literature. The main reason for
it, in our view, is that such a transition represents a major organizational change for a
software development organization. It is well known that any organiza-tional change is
difficult to complete due to an organization, as a system, always resists any change.
According to [26], one of the important condition for successful organizational change
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Fig. 7. The state space for the non-disruptive method of transition to the agile.
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is stability. A method of transition to ASD suggested in this paper provides this
condition for an organization with a well-functioning TSD process. Such an organi-
zation does not need to “jump” on a radical pass to ASD, but could use the existing
process as a tool for successful transition to ASD.

To the best of our knowledge, no other method of transition to agility is based on
the idea of using the current well-functioning process as a platform for stepwise
transition to agility. In our view, exploiting such an idea is worth trying, and this paper
shows that a method for stepwise transition to ASD could be developed, at least,
theoretically. While the suggested method might not be the best or an optimal one, the
initial test shows that it is understandable for the management of a typical software
development organization. Moreover, the plan of actions designed for this organization
based on the suggested method has been accepted by the middle management who
were ready to implement it provided the plan would be approved by the higher-level
management. More tests and further development are required to confirm the validity of
our method. However, the results achieved so far (including the initial test) look
encouraging.

Our method for transition to agility exploits three types of measurements that can
be used to determine the level of agility achieved while the organization is still fol-
lowing TSD: communication intensity, cross-competency, and the level of paralle-lism.
These are easy to understand measures, and as our test case shows, they can be
obtained through interviewing people working in the project. These measurements can
be used independently whether the organization wants to transit to agility in disruptive
or non-disruptive manner. These measurements could be also of use for improving the
existing process without having the goal of becoming fully agile.

Our method for transition to ASD, including measuring the level of agility, has
been developed based on a theoretical view that considers a software development
process as a knowledge transformation activity [11, 12]. This view represents a new
way of understanding agility, which in its own turn needs validation and testing. The
current work could be also considered as an additional to [11, 12] confirmation of the
usefulness of the knowledge transformation view on software development.

As has been shown in Sect. 5, transiting to ASD while developing complex soft-
ware systems adds an additional dimension to the transition process. Initial analysis
shows that it is possible to make transition even in such cases, provided a proper
structure for the parallel running projects could be found.

Our plans for the future include further development and testing of the stepwise
method for transition to agility, as well as dissemination of results, especially among
practitioners. The latter activity is considered as an important one in the Design Science
research [7]. The reason for its importance is that the researchers themselves have no
possibility to fully test a new design, aside of conducting demonstration in few cases.
The real test can be completed only when (and if) the industry adopts the method so
that more test cases become available for studying.
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Appendix

This appendix presents a template used in semi-structured interviews (translated from
Swedish). The questions in the template served only as an introduction to the topics of
interest, an open discussion always followed after the topic had been introduced.

1. Group 1: Introduction and working environment in general
(a) What is your position/role in the organization?
(b) How does your ordinary working day look like? Which regular tasks do you

complete?
(c) Does your organization use any kind of analysis when planning an organiza-

tional change?
(d) Does your organization have a support center which provide the information

support, education, tools, answers questions, etc.?
(e) Does your organization use any kind of “hybrid solution”, where the agile and

traditional methods are combined?
2. Group 2: Communication between teams and roles

(a) How the team to which you belong communicates with colleagues that belong
to other teams? Who initiates communication? Does it work well? What is
input/output of such communication?

(b) With which other teams and roles do you/your team communicates most fre-
quently during a project?

(c) With which other teams and roles do you/your team communicates least fre-
quently or not communicates at all during a project?

3. Group 3: Team structure
(a) How does the team structure looks like in the projects in which you participate?

4. Group 4: Cross-competency
(a) What is you experience of other roles in software development project in

addition to the role/position you hold today?
(b) What is physical layout of your office? Is it team/project based or role/position

based?
(c) How the flow of activities in the projects in which you participate looks like? Is

it more of a waterfall nature or there is an inclination to agile?
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Abstract. In Software Engineering, Knowledge Mapping is a process to dis-
cover aspects or meanings through the analysis of relationships between artifacts
or people. However, to create a knowledge map, we need a process for capturing
and analyzing data, so that we can extract information that reflects those aspects.
In this paper, we propose a knowledge mapping process that generates a
knowledge map and a set of knowledge profiles considering each mapped
member. We developed a new technique by improving existing techniques in
literature. In addition, we planned and performed a pilot study in a Research and
Development (R&D) group. In this paper, we present our findings regarding the
application of the proposed technique and the analysis of the knowledge map for
that group. Additionally, we generated links between the knowledge profiles and
collected lessons learned for one of the projects that was performed by this R&D
group.

Keywords: Knowledge management � Post-mortem Analysis � Knowledge
mapping � Knowledge map

1 Introduction

The main asset of Software Companies is knowledge. Thus, it is necessary to manage
this knowledge and use their experiences in development activities [1]. In any indus-
trial or academic environment, there are people who have knowledge, and it may be of
interest to promote such knowledge management [2].

Knowledge management is the process of creating, validating, representing, dis-
tributing and applying knowledge [3]. Knowledge management also refers to identi-
fying and increasing the collective knowledge in an organization to help it become
more competitive [4].

The goal of these efforts is to provide members of the organization with the
knowledge they need to maximize their effectiveness, thus improving the efficiency of
the organization [5]. The environment or territory in the context of knowledge
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management is not geographical, but intellectual [6], where we need techniques that
seek to represent the main aspects of that environment.

One of the techniques in Knowledge Management that seeks to represent these
aspects is Knowledge Mapping. Knowledge mapping is a process of surveying,
assessing and linking the information, knowledge, competencies and proficiencies held
by individuals and groups within an organization [7].

The result of a mapping is a Knowledge Map that shows the relationships among
the procedures, concepts and skills, which provides easy and effective access to sources
of knowledge [8]. The main purpose and benefit of a knowledge map are to show
people from within the company where to go when they need knowledge [8].

This paper presents a process of knowledge mapping that aims at representing the
flow of the employees’ knowledge within software organizations. We combined some
approaches in order to create such process. This paper also describes the results of a
pilot study in which the proposed process was applied in a Research and Development
(R&D) group. Additionally, we have extended the results from our Knowledge
Mapping process in our previous study with a Post-mortem Analysis.

The remainder of this paper is organized as follows. Section 2 presents our theoretical
reference. Section 3 presents the developed knowledge mapping process. Section 4
shows planning process of the pilot study. Section 5 discusses the results obtained in the
pilot study and Sect. 6 shows the results of our knowledge mapping process linked with
the lessons learned from a previous study. Finally, Sect. 7 presents our conclusions and
future work.

2 Theoretical Reference

Individual knowledge is necessary for the development of knowledge within an
organization [3]. Knowledge within an organization is a collection of knowledge,
experiences and information, which people or groups employ to carry out their tasks
[9]. This section shows the theoretical reference and the main concepts for this work.

2.1 Knowledge Management

Human resources are the main assets of many companies where knowledge has to be
preserved and passed from the individual to the organizational level, enabling con-
tinuous improvement and learning [10]. Companies generally understand Knowledge
as how information is encoded with a high proportion of human value-added, including
perception, interpretation, context, experience, wisdom, and so on [11].

Davenport and Prusak [12] made a distinction between data and information. Data
is a group of distinct facts and goals related to events. Information aims at changing the
way in which the receiver perceives something, exercising some impact on his/her
judgment and behavior.

Nonaka and Takeuchi [13] states that knowledge, unlike information, is about
beliefs and commitment, and characterize it into two types: explicit and tacit. Explicit
or codified knowledge can be articulated in formal or textual language. Tacit
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knowledge is the personal knowledge, incorporated to the individual experience, and
that involves intangible factors (e.g. personal beliefs, perspectives and value systems).

Knowledge Management is a method that simplifies the process of sharing, dis-
tributing, creating and comprehending a company’s knowledge [14]. Its goal is to solve
problems regarding the identification, localization and usage of knowledge [15].

A prerequisite for the strengthening of knowledge management is a good under-
standing of how knowledge flows within the organization [1]. The identification of the
knowledge flow shows us the way on which new concepts and ideas are spread, which
can be useful to facilitate changes in management initiatives [16]. One of the applied
techniques for searching and defining organizational knowledge flow is knowledge
mapping.

2.2 Knowledge Mapping

Knowledge mapping is a process, method, or tool made for analyzing knowledge in
order to discover characteristics or meanings, and view knowledge in a comprehensible
and transparent manner [17]. The purpose of knowledge mapping is to seek a better
orientation in a given domain and access knowledge from the right people at the right
time [2].

One of the advantages of knowledge mapping includes the freedom to organize
without restriction, meaning that there are no limits to the number of ideas and con-
nections that can be made [18]. Knowledge mapping usually takes part of Knowledge
Audit processes and methodologies.

Elias et al. [19] define Knowledge Audit (KA) as the identification, analysis and
evaluation of the activities, processes and practices for managing the knowledge that a
company already has.

Knowledge Audit is used to provide an investigation into the organization’s
knowledge about the health of knowledge [19], identifying and understanding the
knowledge needs in organizational processes.

Meanwhile, by using Knowledge Mapping techniques would show a logical
structure of relationships between tacit human knowledge and explicit knowledge in
documents [2]. The result of knowledge mapping is a knowledge map.

2.3 Knowledge Map

Knowledge Map is a diagram that can represent words, ideas, tasks, or other items
linked to and arranged in radial order around a central key word or idea [18]. Fur-
thermore, it is an interactive and open representation that organizes and builds struc-
tures and procedural knowledge used in the pursuit of exploration and problem
solving [7].

Knowledge maps also provide a holistic view of knowledge resources [8]. Eppler
[6] distinguishes five types of Knowledge Maps, shown in Table 1. The five maps can
be combined to generate new mapping techniques.
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2.4 Related Work

There are different techniques to map organizational knowledge, and each technique
can use a set of tools, approaches, objectives and specific characteristics [17]. In the
following paragraphs, we show the main works that served as the theoretical basis for
our mapping proposal.

Hansen and Krautz [1] proposed using Rich Pictures (mechanism that uses pic-
tograms for representation) as a technique to map the flow of organizational knowl-
edge. The methodology consists of two large main stages: preparation phase and
mapping phase.

• Preparation Phase: Based on the collected data, (s)he created an initial map of the
organization.

• Mapping phase: It results in a knowledge map that describes actors and knowledge
flow, as well as key features of the organization.

Kim et al. [20] defined that a map is composed of two main components: diagrams
that are graphical representations of components; and specifications, which are
descriptions of the components. The authors also suggested creating a profile of the
extracted knowledge, establishing a structure representing the characteristics of the
mapped knowledge.

According to Kim et al. [20], knowledge maps should achieve:

1. Formalization of all the knowledge inventories in the organization;
2. Perception of the relationship between knowledge;
3. Efficient Navigation of knowledge inventories;
4. Promotion of socialization/outsourcing of knowledge by connecting the experts’

domains with knowledge explorers.

Table 1. Types of knowledge maps [6].

Name Description

Knowledge source
maps

These are maps that structure a population of experts from a
company through search criteria, such as their knowledge domain,
proximity, length of service or geographical distribution

Knowledge asset
maps

This type of map visually describes the storage of knowledge of a
person, a group, a unit or an organization

Knowledge structure
maps

It is the overall architecture of a knowledge domain and shows how
parts relate to each other. It assists managers in understanding and
interpreting a specialized field

Knowledge
application maps

It shows what kind of knowledge must be applied at certain stages of
the design process or in a specific business situation. It answers the
question of which people are involved in an intensive knowledge
process, such as auditing, consulting, research or product
development

Knowledge
development maps

These maps can serve as development pathways or visual learning
which provide a common corporate vision for organizational
learning
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Eppler [6] has developed five steps that must be performed to design and build a
Knowledge Map. These are:

1th. Step: To identify the knowledge-intensive processes, problems or issues within
the organization. The resulting map should focus on improving the intensive
knowledge.

2th. Step: To deduce the sources of knowledge, assets or relevant process elements or
problems.

3th. Step: To codify these elements in a way that it makes them more accessible to the
organization.

4th Step: To integrate this codified knowledge or documents information in a visual
interface that allows the user to navigate or search for it.

5th Step: To provide means for updating the Knowledge Map. A Knowledge Map is
as good as the links it provides. If these links are outdated or obsolete, the map is
useless.

The mapping techniques found in the literature show some approaches focusing on
the flow of knowledge within the organization and the definition of knowledge sources.
However, improved techniques may be applied to represent participants’ knowledge
based on knowledge flow.

Finally, Elias et al. [21] proposed a methodology to identify and analyze knowledge
flows in work processes. Such stages are:

1. To identify the main documents and people involved in the process;
2. To analyze the knowledge sources identified in the first step;
3. To identify how the knowledge and sources are involved in the activities performed

in the process;
4. To analyze to find the problems that could be affecting knowledge flows identified.

The purpose of this paper is to integrate and improve these previous methods and
generate a set of profiles of the participants in a software project team. From the data of
these profiles, we can verify what is the most used knowledge by participants.

3 Process of Knowledge Mapping in Software Teams

Our Process of Knowledge Mapping is mainly based on the work of Hansen and Kautz
[1], since their method allows enhancements or modifications. Furthermore, the work
by Kim et al. [20] contributes to the profiling strategy and the work by Eppler [6]
contributes to the definition of the steps to build the knowledge maps.

The main objective of the map is to find the core competencies of the participants
based on their interaction with other team members and with sources of knowledge.
The procedure of the Knowledge mapping consists of two phases:

• Data Collection Phase: The data that will compose the Knowledge Map will be
collected. The collected data can come from two sources in the organization: the
project or organization. Regardless of the origin, this phase will organize the data
that will be employed to build a map of the structure;
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• Mapping Phase: It is the organization of the data and the construction of the
Knowledge Map. According to Table 1, the produced map is classified as a
Knowledge Source Map, showing the sources of explicit (websites, books or
documents) and tacit (participants) knowledge. Moreover, a profile for each par-
ticipant will be produced, indicating his/her main accessed knowledge.

The moderator of the Knowledge Mapping Process can play many roles such as
facilitator (during the data collection phase) or map developer (during the mapping
stage).

3.1 Data Collection Phase

The purpose of the data collection phase is to extract the necessary information to
create the Knowledge Map, as shown in Fig. 1.

1. The Mapping Guide is a presentation showing the participants which activities they
will do during the meeting. The purpose of the presentation is to support the
facilitator of the meeting and present a practical visual guide to participants;

2. We apply the questionnaire to the participants who will create the Knowledge Map;
3. Analyzing Artifacts. The purpose of this activity is to see how organizations or

group view the participants and to triangulate the facts with the questionnaire
information.

We describe these activities in the following subsections.

3.1.1 Presentation of the Mapping Guide
The Mapping Guide should be presented to the participants of the meeting before the
questionnaire. The structure of the presentation follows the following steps:

• Presentation of the Facilitator and his role for the group;
• Explanation of what is tacit and explicit knowledge;
• Brief explanation of Knowledge Management (optional);
• Brief explanation of what is Knowledge Mapping (if this is the first mapping);
• Presentation of the questionnaire structure;
• Presentation of the activity guides to the participants;

Fig. 1. Activities of the data collection stage from the Knowledge Mapping process.
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• Presentation of the questions on Knowledge Mapping.

Knowing the question of the knowledge mapping helps us to focus on the
knowledge that we want and to capture accurate information, aiming to avoid
extracting information that has nothing to do with the knowledge we demand.

3.1.2 Knowledge Mapping Questionnaire
The Knowledge Mapping questionnaire has a logical structure that seeks to find three
aspects: what activities the participant exerted during the execution of the project, what
or who (s)he researched to acquire knowledge and who (s)he helped.

Participants must be left free to consult each other, and they must have available
resources to consult when they have questions while filling out the questionnaire. The
reason for using these resources is that some people may not be able to remember some
relevant information.

The first part of the Knowledge Mapping survey (see Fig. 2) is related to the
Applied Topic of knowledge of the activities (s)he carried out. The purpose of this
information is to know what knowledge (s)he applied.

The field in Fig. 3 is related to Who/What (s)he consulted to carry out his/her
activities. The participant may indicate if (s)he consulted a person or an artifact and
they should describe the name of the consulted person or artifact in the “Name of
Person or Artifact” field. Then s/he must complement with a brief description regarding
what was consulted. Some fields present different sizes because it might be possible
that the participant has more than one consult to a device or person.

Finally, the participant must inform in the field shown in Fig. 4 Which people (s)
he helped during his/her activities. Based on this and the previous field, we can
triangulate the information aiming to find the flow of knowledge among participants
and to know what kind of knowledge takes place among them.

Fig. 2. Field to describe which activities were conducted.

Fig. 3. Field to describe the consults that were performed.
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3.1.3 Artifact Analysis
The artifact analysis is defined as the analysis of information from project-related
documents that may be potential sources of knowledge. Its purpose is to explicit
knowledge sources that will integrate the knowledge map.

3.2 Mapping Phase

The mapping phase will analyze the collected data in the data collection phase and will
generate the knowledge map of the project team. Initially, we organize all the collected
data on a table, as shown in Fig. 5. Then, we produce the representation of the
knowledge map sources (either by using physical materials with a whiteboard or
through digital tools). Finally, we will generate the profile of each participant.

3.2.1 Organizing the Data Matrix
Mapping questionnaires are analyzed at this stage and the moderator, who is imple-
menting the Knowledge Mapping process, should examine each of them as (s)he
carries out the parallel activities of this phase.

In the actors-artifacts relationship (where the actors are the participants), we
organize all the data in a table following the format in Fig. 6. In the horizontal lines, we
insert all the names of the project participants that have been mentioned in the fields
“who you consulted” and “who you helped” from the questionnaires.

The columns are filled with the same name of the participants defined horizontally.
After dividing the “artifacts”, we can enter the names of the mentioned artifacts by any
participant within the questionnaires.

Fig. 4. Field where the participant informs who (s)he helped.

Fig. 5. Activities from the Knowledge Mapping phase.
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While reading what artifacts were mentioned by the participants in the question-
naire, we should avoid duplication and then generalize when two participants refer to
the same artifact. For example, two participants can mention the Stackoverflow online
forum of questions and answers differently, where one says “Search Stackoverflow
forum” while another says “stackoverflow.com”. Both participants refer to the same
artifact, the Stackoverflow forum, so we will not insert two different columns for it.
Instead, we can name the same column as “Stackoverflow (website)”, where the
parentheses in keyword help identifying what this artifact is.

After finishing to fill out the table, the cells are filled with an identifier of the
description of the consulted information by the participant. For this, we will use a table
for supporting where we will store the consult description gathered in the fields “who
you consulted” and “who you helped” from the questionnaires. It is exemplified in
Fig. 7.

Finally, we have the name of the participants horizontally, while what they
accessed (whether it is other participants or artifacts) is shown vertically.

3.2.2 Generating Representations in Map
The representation on the map can be done by a support tool which must have the
following characteristics:

• Change colors or pictures of the node;
• Create edges between nodes;
• Assign weights and Text on the edges;
• Assign texts to the nodes.

After choosing the tool to be used, the activities of the process of knowledge
mapping creation are initiated.

Fig. 6. Structure of actors-artifact in the data matrix.

Fig. 7. Structure to assist description of relationships.
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Based on the Data Matrix information built in the previous activity, we will per-
form the following steps to build the map:

1. Write what project members are;
2. Write what the artifacts informed by the participant are;
3. Center map members and leave the artifacts at the edges;
4. Insert an edge between nodes, namely between a member and an artifact, or

between members;
5. Assign which or what are the relationships from such edge, based on the auxiliary

table of the Data Matrix called Relationship Description;
6. Repeat from step 4 until all edges are created;
7. Document the map and its version.

After that, it is estimated that this map shows which members consult others and
about what, and what artifacts are found during a project. It is recommended the review
of the map by a second person in order to avoid omissions or errors.

3.2.3 Generating Participants’ Profile
The profile of the participants is a representation indicating what skills or competencies
(s)he is applying. They reference not only what (s)he informs, but what other partic-
ipants inform. The map should also show how we can find him/her, what knowledge (s)
he masters, what his/her sources of knowledge are and with whom (s)he communicates.

To generate the participant’s profile, we will use the Data Matrix information, the
analysis of the artifacts and the Knowledge Map as basis looking for:

• What are the main topics of knowledge (s)he employed in his/her activities?;
• What sources of knowledge does (s)he use?;
• What people has (s)he worked with or had some knowledge flow?.

This information will fill the items about the participant’s profile in Fig. 8.

Fig. 8. Capturing information about artifacts used by a participant.
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The fields Name, E-mail, Position or Role, and Telephone are extracted from the
information previously collected. The information from the Knowledge Sources field
will be collected analyzing the data matrix based on the columns of the artifacts that the
user entered. As shown in Fig. 9, we use the participant’s line and check the column of
the artifacts used by him/her. This will be the information that will compose the field.

The people to whom (s)he is related in the map field will consist of all partici-
pants and people outside the project with whom the participant had any knowledge
flow. In addition to identifying the participants, we assign weights according to the
total sum of the flows between two participants, as seen in Fig. 10.

Regarding the Worked projects within the Group field, this information will be
extracted based on the analysis of the artifacts. In case that there is no identification, the
field is filled with “None identified”.

The Participant Knowledge Topics is the information that participants provided in
the knowledge topic field of carried out activities in the questionnaire research,
Subsect. 3.1.2. After entering the information, we will generate codes for what was
inserted. In addition, two descriptions may belong to the same code and thus increase
the weight of this information, as seen in Fig. 11.

Knowledge flow will be the cross analysis of the Data Matrix for each participant
(see Fig. 12). The reason is that while the row shows just what the participant said, the
column complements what others have reported about him/her. The Id (identifier) and
his name should be placed in sequence in the field to be codified in the future.

After entering all the flows belonging to the participant, we will code with words
that identify a concept or represent these flows (see Fig. 12). The Knowledge in …

Fig. 9. Capturing information about artifacts used by a participant.

Fig. 10. How to identify people connected to a participant.
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field will be composed of all the coding of flows. Some encodings may have more than
one flow, and the flow may belong to more than one coding.

It is recommended the execution of codification by someone with knowledge of the
organizational culture. Thus, the creation of codes is closer to reflect the reality of the
organization.

4 Pilot Study in a Research and Development Group

The focus of the pilot study is to conduct a feasibility study of the Knowledge Mapping
process. The primary purpose of a feasibility study is not to find a definitive answer, but
to create a body of knowledge about the application of the technology [22].

As a result, we gain knowledge regarding if the process we are developing is
feasible, if it produces a consistent result while identifying its limitations which,
according to Shull et al. [23], allows: (1) the refinement of technology; and (2) the
generation of new hypotheses on the application (in this case, the process of Knowl-
edge Mapping) to be investigated in future studies.

The pilot study was applied in a software engineering and usability research group,
which is formed by six Ph.D. candidates and four master students working on research
and development in the areas of Software Engineering and Human- Computer Inter-
action. Thus, there are representatives of the population and, because it is a pilot study,
we sought first to carry out the study within the research group and then evaluate in an
industrial environment. The focus of the knowledge map was to find information
related to types of knowledge that participants had applied or were applying in their
research or in R & D (Research and Development) projects.

Fig. 11. Knowledge topics of a participant.

Fig. 12. How to identify people connected to a participant.

Linking Knowledge Mapping and Lessons Learned in a R&D Group 211



4.1 The Steps of the Pilot Study

The pilot study followed three steps detailed below.

1. Preparation: Contains the pilot study design, the creation of instruments and training
of possible applicators of activity of Data Collection;

2. Implementation: The group in which the proposed technology would be applied
attends a meeting in order to collect data. In this case, the Knowledge Mapping
process;

3. Analysis and generation of results: The collected information will go through the
data analysis of the Knowledge Mapping process.

By running the pilot study, we can verify the main aspects required for the
application of the proposed technology (the process of mapping of knowledge) and
analyze its limitations to evolve it in the future.

Instrumentation. For the pilot study, the following instruments that supported the
whole process were developed:

• Approach manual: a Knowledge Mapping process manual was prepared explaining
step by step how to apply and generate a knowledge map, how to collect data,
which tools to use and what the end products of the process would be.

• Knowledge Mapping Questionnaire: a questionnaire that aims to capture key
information needed to generate the knowledge map and profiles of the participants.

• Presentation of the Mapping Guide: a presentation guide that supports the moder-
ator when applying the questionnaire and participants during the data collection.
The presentation consists of 12 slides that show the objectives of the data collection,
the structure of the questionnaire and a behavior guide for participants to follow
during the session.

Guest Researcher. A researcher with no relation to the research was asked to
administer the questionnaire to the participants. At a meeting, the author of the proposal
presented the research objectives, the guide of the approach and the tools (question-
naire and presentation) for the guest researcher.

Additionally, we collected suggestions from the invited researcher to better conduct
the experiment, which allowed gathering initial feedback for the improvement of the
technical instrumentation. After the transfer of information, the execution of the study
was scheduled with the group of participants.

4.2 Knowledge Mapping Results

In this phase, we plan and prepare all the instrumentation and contact the people that
are necessary for the implementation of the Knowledge Mapping process. The main
purpose of the preparation is to address threats to validity. Based on the recommen-
dations by Wohlin et al. [24], the following threats were addressed:
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• Internal validity (Instrumentation): This is the effect caused by the artifacts used in
the execution of the experiment. In the case of a poorly-planned experiment, its
results will be negatively affected. Thus, a second researcher reviewed the artifacts
created by the author process.

• Construct validity (Expected Experimenter): The author of the knowledge mapping
process can consciously or unconsciously cause bias in the results of a study based
on what (s)he expects the results of the experiment will be. When implementing the
experiment, we asked another researcher with no involvement in this research to
apply the process. However, in the analysis phase and the generation of results, the
author of the process performed the analysis.

• External validity (interaction of participants and treatment): It occurs when a sample
does not represent the population we want to generalize. The focus of the process is
to map software project teams. We chose a research group and R & D (Research
and Development) projects due to convenience and the similarity of their themes
and situations.

4.3 Execution

Execution is the application of knowledge mapping questionnaire with the participants
that will create the knowledge map. The questionnaire was printed and distributed to
participants with no time limit to fill it out, and we allowed the interaction among them.
The guest researcher assumed the role of facilitator, which sought to conduct all data
collection and answer questions from the participants.

The participants took around thirty minutes to answer the questionnaire. The author
of the proposal was absent during the execution process of the data collection in order
to avoid any bias in the pilot study. After finishing the execution, the data was delivered
to the author of the process for analysis.

4.4 Knowledge Mapping Results

We explain the performed data analysis in this section. The results are related to the
knowledge map of the team and the profiles of participants. For the execution of this
phase, we did not invite another researcher, because the process needed a closer
analysis from the authors of the proposal.

At this stage, all the Knowledge Mapping phase must have been executed, as
described in Subsect. 3.2, for the activities of Organizing Data Matrix and Gener-
ating Representation in Map.

For the Generating Participant´s Profile activity, which is the analysis and cre-
ation of all profiles, there is no reliable estimate to be informed due to the improvement
of the technique while performing the activity. We explain the results of this pilot study
in the following section.
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5 Results of Knowledge Mapping Process

This section presents the results of the implementation of the Knowledge Mapping
process. In addition, lessons learned and results of the implementation of the knowl-
edge mapping process are presented.

5.1 Knowledge Mapping Results

As presented in Sect. 4.3, in the execution of the study, we employed a printed
questionnaire (Subsect. 3.1.2) with ten participants in an R & D (Research and
Development) group. Ten questionnaires were analyzed in the mapping stage.
A spreadsheet was used to support the creation of the Data Matrix.

For the matrix, two tabs have been created. The first one shows the connections
between participants with participants or artifacts, as described in Subsect. 3.2.1.
A sample result can be seen in Fig. 13.

The second tab stores the description Ids generated in each cell. Moreover, it stores
the participant’s name and if the data is going in or out Fig. 14).

Fig. 13. First tab of the data matrix.

Fig. 14. Second tab of the data matrix.
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Then, we generated the graphical representation of the Knowledge Map based on
the steps described in Subsect. 3.2.2. We applied the NetMiner 4.2.1 tool due to its
ease of use. The generated result can be seen in Fig. 15.

The map elements were created based on the Data Matrix. As recommended in the
approach’s manual, participants were centralized on the map and indicated people or
artifacts were allocated at the edges of the map.

Knowledge maps can provide a set of knowledge sources and flows. In addition,
managers can use this information for decision-making. However, it is important to
carry out a systematic analysis of such knowledge maps to reveal relevant insights of
the organization [25]. Consequently, we applied Social Network Analysis (SNA) to
systematically investigate some aspects of knowledge flow depicted by the knowledge
maps.

In the map, we identified two central connectors. The central connectors are people
with whom other participants interact more [26], they are the participants from 3 to 10
(green circle with a blue border in Fig. 15). Participant 5 is classified as Border Key
[26], which communicates with more people outside the network and serves as an
ambassador between the network’s internal and external knowledge.

We can check the level of reciprocity that is the similarity between the entries of
two participants [27]. The strongest connections are between the participants 1 and 3,
followed by the participants 9 and 10.

Additionally, we can analyze that Participant 8 behaves like a person with the most
access to artifacts (Red border in Fig. 15). Moreover, Participant 5 (Orange border in
Fig. 15) is the person who consults the higher number of people within the network,
which may be an indicator that (s)he had the current highest level of learning.

Fig. 15. Map generated by NetMiner (available at: http://www.netminer.com). (Color figure
online)
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After creating the knowledge map graphically and in the matrix, we analyzed and
generated the profiles of the participants based on the steps of Subsect. 3.2.3. We
define the key words that represent the main competences of each participant and using
such information, we identified his/her and the group’s main knowledge. Figure 16
presents a profile created for one of the participants.

Finally, we produced the two main products of the Knowledge Mapping process:
the group’s knowledge map and a set of profiles for each participant.

Group leaders received the data for analysis and assessment. Moreover, the analysis
of the participants, based on the maps and in the matrix, includes: who accessed other
participants, who accessed more artifacts, which participants had the strongest con-
nection (edges or knowledge flow) and what the strongest knowledge domain of the
group was.

5.2 Lessons Learned from the Knowledge Mapping Process

We requested the participants to answer the questionnaires based on the main question
of the mapping. Thus, the questionnaire words and examples should be according to
the defined mapping question.

The participants must be free to communicate with each other, so that they can
easily retrieve information when filling out the questionnaires. Research on books,
websites or document names should be allowed for a richer filling of the questionnaire.

During the mapping step, the matrix was modified based on the original idea with
respect to the field describing the relations. A column with the name of the participants
was inserted to provide a better way of identifying who owned that description in a
bigger data set.

Fig. 16. Profile from a participant.
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Once completing the knowledge map, we started the creation of the profiles from
the participants. In the beginning, the first version of the proposed structure did not
work to generate the profile of the participants. This was due to the lack of a review
process of the results for filling fields correctly.

Improvements in the participants’ profile form were: (1) The structure has been
redesigned to display necessary information from each participant profile. (2) A
knowledge technique for identifying the applied knowledge of the participants was
defined to analyze the flow of knowledge among the participants. (3) The steps of the
analysis and profile creation activities have been rewritten. The main goal for such
change is that others can properly apply the process without help or interference of the
authors of the process. Next, we have extended the studies by linking the results of the
pilot study with the lessons learned generated by a Post-mortem Analysis process from
our previous study.

6 Linking Lessons Learned from Post-mortem Analysis
and Knowledge Mapping Profiles

Post-mortem Analysis (name given to Retrospective Analysis) is the activity of gath-
ering lessons learned that can be organized for a project in a final stage or finished stage
[28]. According to Scott and Stålhane [29], during a Post-mortem Analysis, the par-
ticipants of an ongoing or finished project are reunited and they are asked to identify:
(a) which aspects of the project went well and must be repeated, and (b) which aspects
of the project went wrong and must be avoided.

The R&D group participated in a software development project for a system
focusing on supporting the daily care of the elderly. For that project, in our previous
work [30], we collected lessons learned for each of its Sprints. Four members of the
R&D group that participated of the Knowledge Mapping process also participated in
the project.

A total of 37 lessons learned were collected in three Post-mortem meeting and they
were generated and stored in a knowledge codification document called SABC-Pattern
[31]. The structure of the document in which the lessons learned were stored contained:

• Title: the lesson’s name and a brief description;
• Situation: a detailed description of the situation or a question that the lesson learned

tried to solve;
• Cause of the Problem: a detailed description of what caused the problem;
• Consequence(s) of the Problem: a description of the consequences of the problem.

In other words, what happened after the problem occurred;
• Action: a detailed description of the solution to the problem, (i.e. it highlights an

activity that was performed to solve the problem);
• Benefit: a detailed description containing the effects (positive and/or negative)

caused by the action;
• Keyword: a set of keywords that identify the lesson;
• Relationship to other lessons: this item lists the identification code of other lessons

that are related to the currently described lesson;
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• Context: this item characterizes the environment in which the action was executed.
The context can be described in terms of:
– Project Type: description of the project type (development project, mainte-

nance project, or both);
– Project Size: description of the project size (small project, medium project,

large project, or project of any size);
– Project Phase: indication of the project phase (requirements elicitation,

requirements analysis, project, implementation, testing, deployment, manage-
ment activities, supporting activities, others);

– Date of the Creation of the Lesson: this item displays the date/time of the
lesson learned. It is employed to support the actions of the user;

• Responsibility/Role from the Creator of the Lesson: description of the
responsibility/role of the person who created the lesson;

• Related Domain: description of the domain in which the lesson can be applied;
• Other Relevant Information: description of other information that the lesson’s

creator judges necessary, for instance, examples of its use, known user and pictures.

After the creation and storage of the lessons learned, we combined them with the
participants’ knowledge profiles that were generated by the Knowledge Mapping
Process (see Sect. 5). Such combination allowed us to create a hierarchical structure
called Knowledge Model (see Fig. 17).

The Knowledge Model is a hierarchical structure that represents the products that
were produced by the practitioners who have learned the stored lessons from a project
and who have a knowledge profile. This model was built to contain three levels
(Fig. 18):

1. The first level refers to the organization’s software projects with their stored lessons
learned and all mapped knowledge profiles;

2. The second level refers to the software projects that were carried out by the orga-
nization, including the number of knowledge profiles and lessons learned related to
them;

3. The third level refers to the knowledge topics from each software project and the
knowledge profiles that are related to them.

In the following section, we present how we created a relationship between the
lessons learned and the knowledge profiles in order to generate the Knowledge Model.

Fig. 17. Process to generate the knowledge model of the R&D group.
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6.1 Creation of the Knowledge Model for the Research and Development
Group

The participants’ Knowledge Profiles represent some indications of what skills or
competencies they have. A set of profile keywords (regarding major skills, see Fig. 8)
represents those indications and can be related with a keyword field of the lesson
learned document according to the structure of the SABC-Pattern shown in the pre-
vious section.

We present four steps for generating the Knowledge Model of the project from the
R&D group: (1) we create a file for the project called “Interface Design of Mobile
Applications”, such file is necessary to represent the collected experiences of the project;
(2) we review the lessons learned and the keywords’ field from the SABC-Pattern;
(3) we generate knowledge topics for each group of similar lessons learned; and (4) we
analyze each codified experience created through the Post-mortem Analysis and we
identified topics to similar codified experiences by checking the keywords.

To represent the Knowledge Model, we developed a web portal in order to provide
access to the relevant knowledge for the members of the R&D project. Figure 19 shows
one of the screens of such Web portal.

Members from the R&D group can see which knowledge topics exist for a specific
project and what knowledge profiles are available. These knowledge profiles are the
same ones generated in Sect. 5. After that, we evaluated the web portal with the four
project members. For this evaluation we applied a feedback questionnaire with the
project members to retrieve their impressions and opinions and evaluate the usefulness
of the proposed knowledge model. The results are shown in the next section.

6.2 Knowledge Model’s Results

We applied a feedback questionnaire in order to gather the impressions and opinions
regarding the proposed Knowledge Model. Table 2 shows the relationship between the
participants who answered the feedback questionnaire (and who also participated of the

Fig. 18. Levels of the knowledge model.
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project) with the participants of the Knowledge Mapping Process. The project partic-
ipants are the same who evaluated the Knowledge Model and answered the feedback
questionnaire.

Table 3 shows the feedback questionnaire that we applied in the Knowledge Model
evaluation. Next, we presented the results from our evaluation.

Q1: All participants stated that they were able to visualize the lessons learned. How-
ever, there were some improvement suggestions such as adding links to the knowledge
profile or displaying more information.

“…when selecting the codified experiences, it is not clear what type of project generated the
experience. I believe that a column with this information should be created (…) I also suggest
describing if a particular lesson learned was resolved in project” Participant A.
“I can go to the page and see the lessons. It would be interesting if you had a link for when you
click the item, to go straight to the page of the lessons learned (and other items as well), to
make the search faster” Participant B.

Fig. 19. Knowledge model web portal.

Table 2. Relationship of the participants of the Knowledge Mapping process and project.

Participant of the Knowledge Mapping process Participant of the R&D group project

Participant 1 Renamed to Participant A
Participant 2 Did not participate in the project
Participant 3 Did not participate in the project
Participant 4 Renamed to Participant B
Participant 5 Did not participate in the project
Participant 6 Did not participate in the project
Participant 7 Did not participate in the project
Participant 8 Renamed to Participant C
Participant 9 Renamed to Participant D
Participant 10 Did not participate in the project
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Q2: Three participants stated that they would check the Knowledge Model again and
one participant would not check it due to the lack of a search engine. However (s)he
stated that the information was useful.

“I will apply the Knowledge Model because it is possible to see the knowledge profile of each
group member. I suggest that it describes the update date of each knowledge profile.” Par-
ticipant A
“No. The information was useful but the search is difficult. I cannot easily find the information”
Participant C.

Q3 and Q4: In terms of positive aspects, the participants cited that the relationship of
the profiles from the encoded experiences had useful information about the project and
that they could be used in other projects. Regarding negative aspects, there is a lack of a
search engine tool, lessons learned are not detailed and the names of the fields are very
similar.

“Positive aspects of the Knowledge Model: it is a practical way to view this kind of information
[knowledge information] and it contains useful information to be observed in other projects.”
Participant D.
“Positive aspects: Project Information. Project summary. Aspects of the people and lessons
learned. Negative aspects: Lessons Learned are summarized and not detailed and I cannot
easily find things.” Participant C
“[The knowledge model] could have a section with applied technologies, for example: per-
sonas, use cases, molic, balsamiq tool, and others.” Participant B.

7 Conclusions and Future Work

The Knowledge Mapping process presented in this paper maps a group of participants
and creates knowledge profiles for each participant. The profiles generated by the
knowledge mapping and lessons learned can be collected by a Post-mortem process are
related in the form of a hierarchical structure named Knowledge Model. Also, we
carried out a pilot study where it we found out that this Knowledge Mapping process is
feasible. Finally, we also evaluated the implementation of the Knowledge Model web
portal.

Table 3. Feedback questionnaire of the knowledge model.

Id Question

Q1 Can you check what are the lessons learned from a group project based on the
Knowledge Model? Please comment

Q2 If you wanted to find some stored knowledge or wanted to locate any person related to a
certain kind of knowledge you have doubt about, would you use the Knowledge Model
as a reference guide? Why?

Q3 In your opinion, which were the positive and negative aspects of the Knowledge
Model?

Q4 Would you change anything regarding the Knowledge Model? Any suggestions for
improving it?

Linking Knowledge Mapping and Lessons Learned in a R&D Group 221



The Knowledge map of the R&D group presents the connections that a participant
has with each knowledge source, either being explicit (websites, books, and others) or
tacit (access to people). Also, it is possible to check how and what kind of knowledge is
flowing between the participants. A social network analysis was performed, showing
the kind of participants that are present in the group.

Knowledge profiles display basic information on how to find the participant in the
organization. They also show complex information such as with whom (s)he is con-
nected to on the map and what activities (s)he performs. A profile also displays indi-
cators of the main competences a participant has in the group by using the information
that other participants check from him/her.

A Knowledge Model relates the knowledge profiles produced by the Knowledge
Mapping Process with the lessons learned resulting from the Post-Mortem Analysis
Process [30]. The goal is to provide software teams and the organization with a
structure that allows finding what participants are associated with a particular knowl-
edge topic, providing a learning analysis.

The advantages found to justify the creation of a knowledge map in our study are
the following:

• To check what main competences a participant is in fact executing. Based on such
information, we can verify if (s)he is doing something for which (s)he was assigned
to, or if there are any mistakes in the execution of his/her activities;

• To check for anomalies in the knowledge flow of a participant. Perhaps a participant
is researching a source of knowledge that does not fit into his/her role. It can mean a
learning signal or an irregularity;

• To check if the flow of information between members is happening. In an integrated
team, we can see through a map if two members are or not interacting when they
should be. For example, the analyst responsible for gathering requirements and the
developer;

• To identify the current knowledge in a group or software team. Based on the
identified keywords within the profiles, we can draw conclusions from what
knowledge the group or team is employing and which members have higher scores
in such knowledge.

The importance of choosing appropriate keywords in the knowledge profiles
impacts the creation of the knowledge model. Without propor keywords, it is very
difficult to relate the documents with the lessons learned. The same applies to the
documents of lesson learned within the Post-mortem Analysis.

The advantages found for justifying the creation of a knowledge model in the study
are:

• To relate the knowledge profile of participants with the lessons learned of the
software projects;

• To check what knowledge may not be (or is not being) learned in a software project,
or to analyze what knowledge may have been learned by a participant;

• To check what experiences a participant produces or to find out what experiences
were not produced in a software project.
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Finally, as future work, we intend:

• To apply the Knowledge Mapping Process in a Case Study with software projects
teams;

• To analyze if knowledge already acquired in the company can supply the knowl-
edge mapping process;

• To verify the quality of the Knowledge Mapping questionnaire and if there is any
information that cannot be captured to generating knowledge profiles;

• To automate the data analysis process and the creation of profiles;
• To compare the Knowledge Mapping with the network analysis techniques such as

Social Network Analysis; and
• To apply the Knowledge Mapping Process in the Knowledge Audit Process per-

formed by Elias et al. [19].
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Abstract. Research projects are an integral part of each university’s activity.
Recently many theorists and practitioners have started to consider how such
projects should be managed (e.g. [13]). They analyse if it is better to use
traditional project management (TPM) or agile project management (APM). In
this paper we propose agile-similar approach based on project crashing and
stakeholder analysis to manage research project. First we present a theoretical
introduction. Then we present a model for the proposed approach and its Linear
Programing (LP) implementation. Finally we present an example of using the
proposed model and we formulate conclusions.

Keywords: Project management � Project crashing � Linear programming �
Decision-making tools � Research projects

1 Introduction

Recently we have been dealing with two types of project management approaches [17]
- traditional approaches and agile approaches. Simplifying, it can be said that the main
difference between them is that in the traditional approach the project scope, deadline
and budget are essentially known at the beginning and the project management
methods aim at realizing this scope while in the agile approach, the scope, and even the
objective tend to change during the project realisation and the project management
methods are aimed at helping the project team to adapt the project and its realisation to
the changing objective. However, the two approaches cannot be isolated from each
other. Recently, researchers have noticed the need to compare and combine the two
approaches. Kosztyn in [10] proposes a matrix-based approach to project planning and
describes a generic algorithm that builds schedules for both agile and traditional project
management approaches. Spundak in [15] compares both approaches and suggests that
a mixed approach may be needed in the future as we have been facing a more and more
varied spectrum of project types and, to use his words, methodology should be adapted
to the project and not vice versa. This paper continues this line of research, as it allows
introduction of agile elements into traditional project management. In Figs. 1 and 2
both approaches (traditional and agile) are described; the upper part of triangle
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represents objectives while the lower parts represent the chosen set of constraints.
These are widely inspired by a similar representation found in [10].

Figure 1 presents agile approach. A simple way to understand agile approach is to
see it in terms of maximizing goals in a fixed time and cost environment.

Figure 2 presents traditional approach. Traditional planning focuses on reaching
fixed goals while trying to minimise time and cost; which implies solving a time-cost
trade-off problem.

In this paper we will present an approach to introduce an agile element into tra-
ditional approach (Fig. 3).

goals 

time cost 

Fig. 1. Short term approach, agile approach.

time cost

goals

Fig. 2. Long term approach, traditional approach.

goals

time cost 

time cost 

goals

Fig. 3. Mixing both approach.
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The approach we propose here allows modification in the project short-term
objectives in order to deal with another major aspect of project planning – project
stakeholder satisfaction.

Our proposal is motivated by the fact that the stakeholders play a growing role in
project management. In a competitive environment it is important to keep in mind that
a major criterion for project success is client satisfaction [3]. This aspect is made clear
in the agile approach to project management, where the client and other stakeholders
are allowed to change his expectancies between every sprint as to the project expected
outcome. Thus, the aim of our proposal is to allow the client and other stakeholders to
influence the project realisation in the traditional approach to a greater degree than it is
usually done. We blend in the traditional approach to project management the idea
taken from agile management of regular meetings, where stakeholders should be “made
as happy as possible” [2].

In traditional project management minimizing cost or time, or more often achieving
an optimal cost-time trade-off [4] is a common goal and has been tackled by different
methods, including neural networks [7]. Linear programming models have been used
for a long time to model the dependencies in the project network and their conse-
quences for the project schedule. The crashing model is a well-known model in formal
traditional project management, i.e. [1]. Traditional project crashing is a method for
shortening project duration by reducing the duration of project activities situated on the
critical path. It allows, in the scheduling phase, to decide which project activities
should be crashed shortened at a cost in order to achieve a desired project completion
time while keeping the cost minimal (or to find the earliest possible completion time
given a global budget for activities shortening, a problem that is outside of the scope of
this article).

In traditional project management we also have to observe certain dependencies
between activities (like those of the “finish-start” type”), which are defined in the
planning stage of the project. But in some cases, especially in case of research projects,
it may be possible to give up certain dependencies, for a certain cost, in order to finish
earlier activities of higher value for certain stakeholders. Such decisions (about
crashing or giving up certain dependencies) should be taken dynamically, in an agile
way - adapting to the continuously changing needs of stakeholders and the current
situation in the project.

The objective of the paper is thus to propose a model supporting a trade-off
between traditional and agile project management. We retain the traditional way of
project planning, but we allow the traditional plan to adapt itself to the stakeholders
wishes and needs during project realisation. In order to build up the model, we propose
to complete the crashing model with a measure of stakeholder satisfaction, imple-
mented through regular meetings with the specific stakeholders, as well as with the
possibility to pay for giving up certain dependencies between activities in order to
increase the stakeholders’ satisfaction.

This paper gives a LP model which should help deciding which activities should be
crashed and which dependencies given up (for a certain cost) to ensure the stakeholder
is satisfied throughout the project realisation, and not only after project completion, to
the highest possible degree at the minimal cost in a budget and time limited
environment.
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The proposed set of constraints provide time and money limits trough-out the
project evolution, as well as a reward system to encourage early satisfaction of
stakeholder’s needs.

The proposed model and its usefulness is verified using a case study of a real world
research project.

2 Stakeholders in Research Projects

In this section the definitions of research project, stakeholder, meeting, project end
date, crashing and precedence relationship between activities are presented.

Lock in [14] classified projects into four main groups: production, economic,
technical and research. He states that research projects require huge capital investments
and they are characterized by high level of uncertainty.

Definition 1. A research project is a systematic investigation to establish scientific
theories or hypothesis which is performed by scientists (organised in a project team) at
universities.

Successful management of research projects most often depends on the ability of
Project Manager to plan and coordinate the surveys. Based on [11, 12] we can state that
many researchers do not formally manage their projects what causes a lot of problems
with project execution. The starting point for managing project effectively is to know
what we are trying to achieve (project objectives), how we are going to achieve project
goals (research methods), what we need to achieve project goals (project resources),
who will be involved in achieving project goals (project stakeholders).

Definition 2. A project stakeholder is a person or an organization who/which is
involved in the project.

Note that there could be many stakeholders involved in the project and different
stakeholders may have conflicting interests [9].

In research projects we can identify the following project stakeholders:

1. Project manager.
2. Project team.
3. University administration (central level).
4. University authorities (central level).
5. University administration (lower level, i.e. Department).
6. University authorities (lower level, i.e. Department).
7. Scientists.
8. Institution financing the project (i.e. National Science Centre).

Inappropriate management of project stakeholders can lead to communication
issues within the project and interpersonal conflicts. Therefore every Project Manager
of research project during project planning should examine who the stakeholders are,
analyse the relationships between stakeholders and understand the impact of specific
stakeholders on the project. Final analysis of stakeholders in research projects should
be taken into account when project is being planned (schedule preparation).
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Definition 3. A meeting is a point in time at which the stakeholder has access to the
state of the project, and thus is able to measure the state of advancement of the project
according to its own criteria. Having taken knowledge about the current project state,
it is possible that after the meeting the stakeholder changes its priorities, induce more
resources for the future of the project or even redefines the project.

Meetings are important in that they are the tools that allow stakeholders to have
insight and impact on the project. In the planning stage we try to model the stakeholder
ongoing satisfaction after each meeting according to the information possessed in this
moment, but after each meeting the stakeholder has the right to change its mind, which
implies the model must be reapplied to the unaccomplished part of the project with
changed parameters each time the stakeholder express a change in priorities.

Definition 4. A project end date is the furthest possible date at which the project stops.
Three reasons may cause a project to stop: project completion, when no further
activities are to be completed, the end of the current planning horizon for the project,
that is, a new planning phase needs to be planned later before this point so the project
can carry on, or the decision to give up on the project because it has taken too long to
give expected results.

For some projects, end date considered as a hard deadline is quite unsatisfactory, as
the project outcome is not clearly perceived at the beginning of the project. In this case,
the project end date should be referred to as the planning horizon and the role of the
finish activity is modified as project success does not require any given activity to be
completed.

Definition 5. A project crashing is a method for shortening project duration at min-
imum cost.

It allows to decide which project activities should be shortened in order to achieve a
desired project completion time while keeping the cost minimal. Crashing an activity
means to reduce its duration by allocating more resources to it.

Definition 6. A weak precedence relationship between activity b and activity a is
a relationship which can be removed. Removing activities dependency results in
increasing respective costs but also increasing the satisfaction of project stakeholders
at the same time.

Research project are connected with a high level of uncertainty so that relationships
between activities will be frequently changed.

3 Proposed Model

3.1 Basic Definitions

A project P can be broken down in a number of activities that can be either activities or
events, an event being an activity of zero duration by opposition to an activitywhich has to
be performed [8]. In the rest of this paper we will use the word activity. For the purpose of
thismodel,we suppose that each activity and event is performed atmost once in the course
of the project. Two additional dummy events are added to provide the beginning and the
completion of the project. Let V ¼ 0;Nþ 1½ �½ � be the set of activities [9].
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For each of these activities we define a base duration and cost, using notations that
are consistent with those proposed. This is done by introducing vectors D 2 N

V and
C 2 RV, where Di and Ci are respectively the duration and the cost of performing
activity i. Additionally each activity can be crashed by devoting more resources to it.
This increases the total cost to perform the activity. We introduce vectors DC 2 N

V and
CC 2 RV as, respectively, the maximal crashing duration (i.e. by how many days we
can maximally shorten the activity) and the daily cost of crashing activities (the cost of
shortening a given activity by one day).

Crashing cost is always positive, and we have 0�DC
i �Di for each activity. If

DC
i ¼ Di then we say the activity can be externalized. Another concern that has to be

addressed is the relationship between activities. For this purpose, we introduce a graph
A in which each arc indicates that the predecessor activity must be completed before
starting the successor activity. Unlike Brucker in [6] we will not introduce waiting
times between two activities, as those can be modelled by adding additional dummy
activities with a fixed duration between activities that need to be separated, which
means that the graph A can be seen as a subset of V � V, at the cost of
over-dimensioning the set V.

Actual starting times are kept in a variable vector t 2 N
V and actual crashing times

are kept in a variable vector c 2 N
V .

In every project some dependencies between activities can be removed. Therefore
we introduce a graph S which is a subgraph of graph A and presents weak dependencies
between activities. If (a, b) is present in the subgraph S then (a, b) can be removed from
graph A with a fixed payment. Matrix SC represents respective fixed costs of removing
dependencies.

3.2 The Linear Programming Model Proposed – a General Description

Three different objectives have to be taken in account in order to plan a project:
reaching goals, as perceived by the client, the time needed to do so and the money used
to do so. However, these are all dependent on each other and for this reason, as
described above, past approaches made some of them constraints and other objectives.
It is also important to take into account, as mentioned above, the objective of stake-
holders satisfaction which is absent in classical crashing models.

On the one hand, our model focuses on two resources: time (the project completion
time), and money (budget available for crashing activities and carrying activities), to
reach a fixed goal. What is more, we keep track of project’s achievement throughout
the duration of the project by introducing meetings with the stakeholders to take into
account their satisfaction at different points during the project, because we assume that
the specific stakeholder, though interested in the development of the project, does not
need to be aware of every activity but rather has knowledge about the state of a project
at a number of given times (meetings) during the project.
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In order to address the three objectives: early completion time, minimal cost and
maximal ongoing stakeholders satisfaction, we decided:

– to make the time objective a constraint - a project deadline will be imposed;
– to make the cost objective both a model objective (the total cost of activities

crashing should be minimal) and a constraint: in each consecutive period between
two meetings with the stakeholders there is a budget available for carrying out
activities, including crashing;

– to make the stakeholder satisfaction a model objective. For this reason, the objective
function will focus on money.

Thus, our model will have two objectives: the total cost of crashing the activities
(minimised) and the satisfaction of the stakeholders throughout project realisation
(maximised). The latter objective is difficult to express in a formal way and to measure,
as it is immaterial. We have decided to measure it in monetary units - project planners
will be asked to express the stakeholder satisfaction in terms of value. This translation
is crucial, as it will play an important role when we combine the objectives, which will
be discussed later on. The problem of expressing consumer satisfaction in monetary
units will be discussed further in the next subsection.

To account for time-wise gain in this objective function, bounties are awarded for
early activity completion. These bounties are awarded for each activity if the given
activity is started before the j-th meeting with the stakeholder. For this we introduce
W � N the set of meetings and E 2 N

W the vector of meeting dates. Bj
i is the bounty

awarded for activity i if it has completed before meeting j. For the purpose of calcu-
lation, we use a matrix B0 2 R

V�W where B0j ¼ Bj � Bjþ 1. This comes in handy as we
can now attribute a bounty for meeting j without checking whether or not we already
gave a bounty for week j − 1. However, it can be noted that activities that are not
valued by the stakeholder, or activities that need to be completed in order to have a
value for the stakeholder, must be treated with caution. In the first case no bounty
should be awarded for the activity, and, in the second case, bounties should be awarded
for an event that depends on and only on the completion of the activity. It needs to be
remembered that bounties are not used to congratulate a team on its fast work, but to
represent the value-added of having the stakeholder implied in the development. For
this reason, bounties should be calculated based on their capacity to get the stakeholder
further involved in the project. We obtain a bi-criteria linear programming problem,
which can be solved in many ways. Here we assume the weighting approach with equal
weights given to both objectives, but of course the approach to solving the bi-criteria
problem could be changed, either by modifying the weights or by using a different
method to combine the criteria. As mentioned above, resources availability for activ-
ities crashing is limited in time which is modelled using a fixed budget limit for each
interval between two meetings,Mj. We use a construction similar to the one used for B’
to deduct a matrix M’ which can then be used to account for staying in the budget
during intervals [0..j].
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A variable has to be introduced to denote whether activity i has started before
meeting j. This variable matrix is noted ðo j

i Þ and calculated dynamically. In objective
function we also minimise costs of removing dependencies between activities.
Therefore we introduce a binary variable p to denote whether precedence relationship is
respected.

3.3 The Linear Programming Model Proposed – Mathematical
Formulation

In this subsection we will present the mathematical formulation of the model described
in the previous section. Below we present a Table 1 summing up all notations used to
this point.

This leads us to introduce the following LP model:

Min cost :
X

i�V
ðCc

i � xi �
X

j�W
o j
i � Bj

i Þþ
X

i;jð Þ�S p
j
i � SCji ð1Þ

8i; j�S; 8k�W ; �z jik þ p j
i þ oki � 1 ð2Þ

8i; j�S; 8k�W ; 2 � z jik � p j
i � oki � 0 ð3Þ

8k�W ;
X

iV

oik � C i½ � þ
X

i;jð ÞS
z jik � S j

i �m k½ � ð4Þ

8i�V ; xi �DC
i ð5Þ

y0 ¼ 0 and ynþ 1 � Tend ð6Þ

8 i; jð Þ�AnS; yj � yi þ xi 	Di ð7Þ

Equation (1) is the objective function and Eqs. (2)–(7) represent constraints.
Constraints (2) and (3) are introduced in order to link variables p and z. Constraint (4)
refers to budget limits in the timespan between two meetings. Constraint (5) refers to
maximum crashing durations of specific activities. Constraint (6) refers to starting and
ending time of the project. Constraint (7) refers to the order of activities. Note that in
Eq. (1) different objectives were accounted for in an equation. The sum here is used
because matrix B can always be normalized to be of the same order of magnitude as the
costs in the project, as it is used there and only there. However, the decision of whether
or not to normalize the bounty matrix has to be taken when this matrix is filled: in some
situations the benefits of showing early results to the stakeholder are not commensu-
rable to the crashing costs involved, and, in these cases, no crashing should occur. On
the other hand, sometimes costs are not an issue if the stakeholder can have early
results, for example while handling a project designed at resuming production for a
much larger manufacturing scheme, only early delivery should be valued.
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4 Example

In this section we go through a few cases in which the introduced model results in
a different schedule chosen for the project development than in a classical approach.
Due to the limited space in this article we present only a brief example of a project. The
proposed linear programming model has been implemented in a free editor GUSEK
(GLPK Under SciTE Extended Kit) and tested on a selected research project performed
by Wroclaw University of Science and Technology. The main goal of the analysed
project is to identify success and failure factors of research projects with particular
emphasis on projects performed at universities, based on the example of Poland and
France.

Table 1. Notations previously introduced.

Name Type Notes

N Natural
number

The number of activities to be performed throughout the project,
including dummy activities

V Subset of N Project activities, including start and finish activities
A Subset of

V � V
Activity dependency graph. If (a, b) is present in the graph then
b depends on a to start

S Subgraph of A Weak dependency graph. If (a, b) is present in the subgraph
S then (a, b) can be removed from graph A with a fixed payment

W Subset of N Meetings
D Element in N

V Vector of the base durations in time unit for each activity

DC Element in N
V Vector of the maximum crashing durations

C Element in R
V Vector of the base costs for each activity

CC Element in R
V Vector of the crashing cost per time unit for each activity

SC Element in R
S Hollow matrix of the respective costs of removing a dependency

MT Element in N
W Vector indicating the times on which meetings take place

Tend Natural
number

Hard limit for project completion (note this can also denote the
project planning horizon)

B (B’) Element in
R

V�W
Matrix of the bounties handed out for completing a given
activity before a given meeting

M (M’) Element in R
W Vector used to represent budget limits in the span between two

meetings
y Variable in N

V Calculated starting time

x Variable in N
V Calculated crash duration

o Variable in
0; 1f gV�W

Binary indicating whether an activity is started before a given
meeting

p Variable in
0; 1f gS

Binary variable indicating whether a precedence relationship is
respected

z Variable in
{0,1}S

Binary variable indicating whether a precedence relationship is
respected in the k-th time interval
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Identifying success and failure factors of projects is a popular problem in the
scientific literature of project management, i.a. [5, 8, 10, 18]. Research projects at
universities represent very specific type of project, i.a. [15, 16] therefore they require
dedicated research.

In the analysed project the following activities were identified:

1. Preparing IT tools to support project realization.
2. Collecting contacts among stakeholders of research projects in Poland.
3. Collecting contacts among stakeholders of research projects in France.
4. Studying literature.
5. Conducting a survey among stakeholders of research projects in Poland.
6. Performing interviews with specific stakeholders of research projects in Poland.
7. Conducting a survey among stakeholders of research projects in France.
8. Performing interviews with specific stakeholders of research projects in France.
9. Organizing workshops with specific stakeholders of research projects in Poland.

10. Organizing workshops with specific stakeholders of research projects in France.
11. Preparing research results.

Based on the identified activities we can create a project schedule (represented as
Project Network Diagram or Gantt Chart). The schedule will be however different from
the point of view of different project stakeholders.

In the analysed project we can outline two main project stakeholders:

– project team consisting of scientists,
– National Science Centre.

Figure 4 presents Project Network Diagram and Fig. 5 presents Gantt Chart which
are defined from the point of view of project team. In the diagrams the red colour
represents critical activities in the project.

However, if we take into account the point of view of the second major stakeholder
in our project which is NCN (Narodowe Centrum Nauki – National Science Centre),
the schedule will look different when the project team allows to remove some
dependencies between the activities. In the analysed case the project team identified the
following weak precedence graph: S = (1, 4), (3, 8), (4, 2), (4, 3). National Science
Centre required the project could not last longer than 20 months. If some dependencies

Fig. 4. Project Network Diagram from the point of view of project team.
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between the selected activities are removed then the activities can be realised in par-
allel. Thanks to this fact the time of project execution will be shortened and there will
be a possibility to get bounties from the stakeholder (National Science Centre) because
of increasing its satisfaction. The facts described above were input to the model from
Sect. 3 and the solution is presented in Fig. 6 in the form of Project Network Dia-
gram and in Fig. 7 in the form of Gantt Chart.

But this is not the final schedule version because in the next steps the meetings
(M1–M4) with other project stakeholders and project crashing are also considered.

Based on schedule presented in Figs. 6 and 7 another important input data to the
model in the analysed case of research project were collected. They are presented in
Table 2.

Base durations for each activity (D), maximum crashing durations ðDCÞ; base costs
for each activity, crashing costs per time unit for each activity (C), bounties handed out
for completing a given activity before a given meeting ðB1

i ;B
2
i ;B

3
i ;B

4
i Þ, dates of

Fig. 5. Gantt Chart from the point of view of project team. (Color figure online)

Fig. 6. Project Network Diagram after including the requirements of National Science Centre.
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Fig. 7. Gantt Chart after including the requirements of National Science Centre.

Table 2. Input data.

V Pred. D C DC CC B1
i B2

i B3
i B4

i

0 ; 0 0 0 0 0 0 0 0
1 {0} 2 2000 1 1000 0 0 0 0
2 {0} 4 500 1 200 0 0 0 0
3 {0} 4 500 1 200 0 0 0 0
4 {0} 3 500 1 200 500 0 0 0
5 {2} 7 5000 1 1500 0 0 0 0
6 {2} 5 2000 2 1000 0 2000 0 0
7 {3} 7 5000 1 1500 0 0 0 0
8 {6} 3 3000 1 1000 0 2000 1000 0
9 {5} 3 6000 1 0 0 0 0 7000
10 {7} 3 10000 1 0 0 0 0 0
11 {9, 10} 5 7000 0 0 0 0 0 0
12 {11} 0 0 0 0 0 0 0 0
W MT
1 2
2 7
3 11
4 13
S SC

(6,8) 1500
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meetings with specific stakeholder of the project (MT), dependencies which can be
removed (S) and costs of removing a dependency ðSCÞ were estimated by the Project
Manager of the analysed research project. In this case there were no budget limits in the
span between meetings (M).

The first important meeting (M1) in our project takes place in the second month.
This is a scientific seminar not only for the project team but also for other scientists
from the university. At the seminar the concept of the project is presented. From the
point of view of scientists participating in the seminar the important outcome of this
meeting is building the common understanding of its idea that definitely must be
supported by the analysis of the literature. That is why we can state that we should
crash activity 4. In traditional project management approach activity 4 will never be
crashed if its length is smaller than activity 2 or 3. But in this case we get a greater
reward if we shorten activity 4. B1

4 ¼ 500PLN (all bounties are presented in Table 2) is
the bounty rewarded for completing activity 4 before starting the meeting M1, specified
by Project Manager. For scientists activity 4 is much more important than having a tool
to manage our project (activity 1) or how many contacts among stakeholders of
research projects we have (activities 2, 3). Moreover if scientists are properly under-
standing the subject of our project, they will better support our research by answering
questions in interviews (activities 6, 8) or filling in survey questionnaires (activities 5,
7). Based on this example we can observe that in some cases it is worth crashing a
shorter activity before the meeting, while leaving longer activity uncompleted after the
meeting. Such decisions are specific for agile approach. In the example above, a
completed activity 4 is shown to the stakeholders (scientists) while other activities,
which are not important to the scientists, are not crashed even though they are cheaper
to crash than activity 4.

The second meeting (M2) in our project takes place in the seventh month. After
three months of performing activities 5, 7 the survey team expects the results from the
interviews (activity 6) because they can help to determine the final version of the
questionnaire for stakeholders in Poland and France.

Therefore the activity 6 should be shortened to 3 months. Project Manager defined
that for completing activity 6 before starting M2 the rewarded bounty is
B2
6 ¼ 2000PLN. In this case the model indicated to remove a dependency between

activity 6 and activity 8. Initially it was established that these two activities will be
performed by one team which first conducts the interviews with Polish scientists and
then the interviews with French scientists. Based on model results the Project Manager
decided to create two separate teams: the first for the interviews with Polish scientists
and the second for the interviews with French scientists. Therefore activity 6 and
activity 8 could be executed in parallel. As a consequence activity 8 was finished before
the second meeting (M2) in the 7th month and the third meeting (M3) in the 11th
month. The third meeting is a meeting with Rector of Wroclaw University of Science
and Technology to report progress in the project and may bring additional bounty.
Project Manager defined that the bounties for completing activity 8 before starting
meeting M2 and M3 are respectively: B2

8 ¼ 2000PLN and B3
8 ¼ 1000PLN.

The fourth meeting (M4) in our project takes place in the thirteenth month when we
have to report progress in our project to National Science Centre. This is the example of
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crashing activities in series. Activity 9 cannot be performed until activity 5 is com-
pleted. In traditional approach crashing the project is done by crashing the
cheapest-to-crash activity situated on the critical path. However, when 5 and 9 have
comparable crashing costs, crashing 5 to meet the deadline is preferable, even when the
crashing cost for 5 is slightly higher than the crashing cost for 9. Crashing early is
important in time-constrained projects as it gives room for the possible last-minute
crashing of final activities. That could not be done in the case when these activities are
already crashed to their minimum length. In our case we crash activity 9 before the
fourth meeting with National Science Centre because of the two reasons:

– activity 5 cannot be shortened any more,
– Project Manager defined that for completing activity 9 before starting meeting M4

the rewarded bounty is B4
9 ¼ 7000 PLN. It is because of the fact that National

Science Centre is more interested in the results of Polish workshops than in results
of surveys.

Table 3 presents results obtained by solving the given model. Figure 7 shows the
updated schedule, including the changes described above. In Fig. 7 dashed stroke and
light colour mean old activities and continuous stroke and saturated colour mean
updated activities (Fig. 8).

We have seen in the analysed case that the model can render in a systematic manner
decisions that make sense from the point of view of satisfying selected project stake-
holders during the project realisation but are not the choice that would have been
retained by a traditional crashing. This allows for better project planning in an envi-
ronment where stakeholders stay present throughout project execution and may
influence it and its perception. In the analysed case the proposed approach would
positively influence the satisfaction of the following stakeholders:

Table 3. Results.

V xi yi o1i o2i o3i o4i
0 0 0 1 1 1 1
1 0 0 1 1 1 1
2 0 0 0 1 1 1
3 0 0 0 1 1 1
4 1 0 1 1 1 1
5 0 4 0 0 1 1
6 2 4 0 1 1 1
7 0 4 0 0 1 1
8 0 4 0 1 1 1
9 1 11 0 0 0 1
10 0 11 0 0 0 0
11 0 14 0 0 0 0
12 0 19 0 0 0 0
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1. Scientists – because of completing activity 4 before starting meeting M1.
2. The survey team – because of completing activity 6 before starting meeting M2.
3. Rector of the Wroclaw University of Science and Technology – because of com-

pleting activity 8 before starting meeting M3.
4. National Science Centre – because of completing activity 9 before starting meeting

M4.

The proposed model has also its weaknesses. The more input data we have, the
more accurate model we get. This can cause problems for the projects where no input
would be available. Our future work will focus on the dependencies between the input
dataset size and the accuracy of the estimations. Another future work is to examine
more complicated relationships between the parameters of our model (e.g. non linear
relationships between crashing cost and crashing duration) as well as to investigate the
accuracy of our model on projects of different sizes and number of available resources.

5 Conclusions

Recently we have been dealing with two types of project management approaches:
traditional and agile. A simple way to understand agile approach is to see it in terms of
maximising goals in a fixed time and cost environment. Whereas traditional approach
focuses on reaching fixed goals while trying to minimise time and cost which implies
solving a trade-off problem between time and cost. Based on the results obtained in this
paper we can state that research projects should be managed by using adaptive
approach. The project manager of research project should be prepared for frequent
changes in the schedule. Moreover the main stakeholders should be taken into account
in determining the schedule. Stakeholders in research projects have a huge impact on
project results. Therefore the project manager should carefully analyse what is better: to
increase costs, crash the activity and gain stakeholders satisfaction or to keep costs at a
constant level without including stakeholders satisfaction. It is also important to

Fig. 8. Updated Gantt Chart.
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analyse the relationships between the activities (if some relationships between activities
can be cancelled to rapidly accelerate project execution). Based on the analysis of
several research projects we could see that sometimes it is really profitable to cancel
relationships between some activities. One case study is shown in Sect. 3 of this paper.
Another case study relates to the research project which goal was to develop a model of
cost management for universities based on Activity Based Costing (ABC) and to carry
out its pilot implementation at a selected university. The following main stakeholders
were identified in that project:

– project manager,
– project team,
– financing institution,
– rector of University,
– University Finance and Accounting Office.

In the analysed research project there were problems with access to research data.
An agreement for surveys was signed by Rector but afterwards it turned out that the
administration (Finance and Accounting Office) did not agree to share financial data.
The research had to be carried out at another university where no research was done,
thus only teaching activities were able to be examined, which meant a severe limitation
of the project scope. In the analysed case the accurate analyses of all project stake-
holders and the analyses of relationships between activities were missing. Activities
“obtaining agreement of Rector” and “obtaining agreement of Finance and Accounting
Office” should be performed in parallel rather than one after another.
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Abstract. Web application developers are not all experts. Even if they use
methods such as UWE (UML web engineering) and CASE tools, they are not
always able to make good decisions regarding the content of the web applica-
tion, the navigation schema, and/or the presentation of information. Literature
provides them with many guidelines for these tasks. However this knowledge is
disseminated in many sources and not structured. In this paper, we perform a
knowledge capitalization of all these guidelines. The contribution is threefold:
(i) we propose a meta-model allowing a rich representation of these guidelines,
(ii) we propose a grammar enabling the description of existing guidelines,
(iii) based on this grammar, we developed a guideline management tool. Future
research will consist in enriching the UWE method with this knowledge base
leading to a quality based approach. Thus, our tool enriches existing
UWE-based Computer Aided Software Engineering prototypes with ad hoc
guidance.

Keywords: Web application design � Guideline � Meta-model � Quality
characteristic � Knowledge capitalization � Grammar � Tool

1 Introduction

Companies develop and maintain complex web sites that allow them to communicate
easily and dynamically with their customers, suppliers, partners, etc. In 2008, according
to Krigsman, 24% web projects fail to be delivered within budget and 5% were unable
to confirm the final cost of their web development project [1]. Moreover, 21% fail to
meet stakeholder requirements and nearly a third of web based projects (31%) were not
delivered within the agreed timescales [1]. More recently, a research, conducted by
McKinsey and the University of Oxford on more than 5400 IT projects, concluded that
45% of large projects are over budget, 7% are over time and 56% delivered less value
than predicted [2]. The reasons vary: unclear objectives, lack of business focus
(missing focus), shifting requirements, technical complexity (content issues), unaligned
team, lack of skills (skill issues), unrealistic schedule, reactive planning (execution
issues) [2], inconsistent stakeholder demands, and insufficient time or budget [1].

Web sites and web applications are in fact software applications. In this sense, the
classical application methodologies may be used manually or with the help of computer
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aided software engineering (CASE) tools. However, the very specific nature of these
applications led to the proposition of more dedicated approaches. Indeed, during the
two last decades, research in Web Engineering brought a rich contribution composed of
methods and techniques to support Web applications development. These methods
such as UWE, WebML, or others are generally founded on a model-driven develop-
ment paradigm, and provide models and transformation rules to handle several web
applications’ aspects such as data, navigation, interaction, and presentation. However
and despite the research and the tooling efforts, very few developers adopt these
methods and many continue to apply ad-hoc practices.

The main reason is that these approaches suffer from lack of guidance. Even if web
application designers refer to these approaches, they do not have sufficient knowledge
and help in implementing them efficiently. As a consequence, the resulting applications
are neither user-friendly nor easy to maintain.

We argue that the current approaches are well structured. However they need to be
enriched with guidelines helping designers in the numerous decisions they have to
make during the web application development. Therefore, we have collected the dif-
ferent sets of guidelines proposed in the literature and organized them along different
dimensions. In particular, this structure allows us to link the guidelines with the quality
objectives (maintainability, performance, functionality, security, etc.) and with the
relevant steps of the web application design (content design, navigation design and
presentation design).

This article is organized as follows. Section 2 describes how we collected and
selected the guidelines, and a short experiment we conducted on how methods and
guidelines are followed in websites construction. Based on the survey conclusions,
Sect. 3 motivates and describes our research question. Section 4 describes the
meta-model we propose in order to represent the guidelines in a useful way. Section 5
analyses the set of resulting guidelines. Section 6 is dedicated to the grammar we
propose for guideline descriptions. Section 7 sketches the prototype we developed for
guideline management. Section 8 is dedicated to related works on guidelines. Finally,
the last section concludes and sketches future research directions.

2 An Experiment on Guideline Usage

Before defining the research question, we performed a quick inventory on how well
web design best practices and guidelines are followed by existing websites. The
objective was (i) to analyze whether existing practices and guides are used and
(ii) identify how to facilitate their adoption and hence avoid ad hoc approaches. Thus,
we first collected 475 guidelines from several sources and confronted them with three
websites: the web site of our university department (deptinfo.cnam.fr), the website of a
French newspaper (lemonde.fr) and a well-known e-commerce web site (amazon.fr).
We first describe briefly the collected guidelines and then their verification on the three
websites.
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2.1 Collecting the Guidelines

World Wide Web Consortium (W3C) is the main international standards organization
for the World Wide Web. This consortium puts together around 400 organizations.
They developed Web Content Accessibility Guidelines (WCAG) with the goal of
proposing a single shared standard for web content accessibility that meets the needs of
individuals, organizations, and governments (Web Accessibility Initiative). Two ver-
sions of WCAG were published until now. The first one was introduced in 1999. It
contains 14 large guidelines. Each main guideline is composed of atomic guidelines
addressing the same topic. The second version was published in 2008. It contains 12
guidelines organized into four categories, targeting four desirable characteristics of
websites: perceivable, operable, understandable, and robust.

WCAG defines three levels of conformance, respectively A, AA and AAA. Some
of the related guidelines could be automatically checked whereas others require manual
checking. Authors in [3] conducted a case study on Irish websites showing that web
designers are aware of web accessibility but they concentrate their efforts on ensuring
validation of automatically controlled checkpoints and ignore those requiring addi-
tional manual testing.

The guidelines of WCAG focus only on accessibility. Thus, we collected other
guidelines which address all the characteristics of web site quality. The literature
contains guidelines for specific web sites (for children for instance) as well as rules
available for all sites.

Identifying the Relevant Sources. For collecting guidelines from literature effec-
tively, we use some keywords when searching, such as “website guideline”, “guideline
for website”, “guideline security web application” in title and content of document,
from main electronic libraries and databases in computer science: IEEE Xplore,
Springer, ScienceDirect, ACM, and DBLP. As an example, based on the keywords
“web” and “guideline”, we have 1273 results from IEEE, 273 results from Science-
Direct and 168 results from DBLP. With Springer and ACM, we have much more
results in many domains, so we had to refine the results and choose results with high
relevance (as computed by the search engines). Then we defined inclusion criteria for
selecting sources (primary studies) and rejecting the other ones. The inclusion criteria
are presented in the table below (Table 1).

We found several guideline lists published since 2000. However, these documents
are sparse and address many domains. One objective is to gather them, categorize, and
model guidelines. Thus they will be more usable for supporting web application

Table 1. Inclusion criteria.

Criterion Description

C1 The study focuses on guideline definition for web sites
C2 The study mentions quality characteristics of web sites
C3 The paper is recent, i.e. published since 2000
C4 The paper proposes original guidelines (does not only mention guidelines from

other studies)
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developers. Some guidelines are general and others are dedicated to specific domains:
education, international, or for particular ages (children or seniors). As an illustration,
the guidelines of AgeLight Company are divided in six categories: layout and style,
color, text, general usability testing, accessibility and disabilities, user customization
[4]. Web sites for old people are the research object of a number of studies [5, 6].
Meloncon et al., in contrast, concentrated on guidelines for children [7]. Maguire
focused on e-commerce international sites [8]. Some papers focused on the charac-
teristics of quality directly, such as [9] which targeted portability and efficiency. [10]
capitalizes on the 14 guidelines from WCAG, so we did not collect them. Finally, we
took into account fourteen sources. Their analysis is described below.

Extracting the Appropriate Guidelines. Our systematic search followed by a scan of
sources allowed us to exhibit fourteen papers containing relevant guidelines. The next
step consisted in studying all the guidelines and selecting the helpful guidelines. In
each source of guidelines, we found some obsolete guidelines or some recommenda-
tions which were out of our scope. For example, in [11], guidelines in the last part (part
18), such as “Use an iterative design approach” or “Solicit test participants’ comments”
were not selected, since they are too general or dedicated to testing. So we eliminated
them from the list.

We found 14 sources with 475 guidelines. The number of guidelines of each source
is presented in Table 2. In some cases, we split some guidelines, hence the number of
selected guidelines may be higher than the number of guidelines proposed in the paper.

Some sources propose general guidelines. Others are more specific. For example
[12] concentrates on web forms or [9] focuses on portability and efficiency.

Table 2. Source, number and scope of guidelines.

Source Proposed
guidelines

Selected
guidelines

Scope

[4] 53 35 General
[12] 20 20 General but concentrating on web

forms
[5] 7 10 Old people/medical information
[9] 17 15 General/focusing portability and

efficiency
[11] 196 209 General
[13] 9 9 Blind people
[14] 13 14 General
[8] 20 8 International sites
[7] 21 11 Children
[15] 50 49 General
[16] 11 11 General
[17] 20 20 General
[6] 31 31 Old people
[18] 7 8 Universities
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Some guidelines are too complex, so we had to divide them into two parts or more.
For example the guideline for images in [9] is separated into two atomic guidelines:
“The preferred use of JPEG and GIF images” and “The resolution of image should be
set correctly inside the tags”.

2.2 Analyzing the Guidelines Usage

To analyze how well the guidelines are applied in practice, we defined four levels
namely: Yes, No, Partial and NN. Yes means that the site satisfies completely the
guideline, No means that this site does not satisfy it, Partial means that this site partially
meets the guideline and NN means that “We don’t know”, since either the guideline
cannot be applied to the site or we don’t have enough information. The result is
synthesized at Fig. 1. Each guideline obtains the grade 1, 0.5, 0 point for Yes, Partial
and No respectively. After applying all guidelines to the three websites, each guideline
obtains a grade between 3 and zero or is equal to NN. Thus, 206 guidelines are verified
on the three selected sites (totalizing 3 points). 33 guidelines reach 2.5, 46 guidelines
obtain 2 points. 60 guidelines obtain between 0.5 and 1.5. 47 guidelines obtain 0,
meaning that they are not respected on the three selected sites. But let us remind that 3
guidelines are dedicated to international or children sites, and thus are not required in
the three tested web sites. Besides them, there are 83 guidelines obtaining the NN
value. For guidelines which have NN value, many of them are related to the security
aspects. To check if they are fulfilled, we require the admin authority, so we cannot
conclude about these guidelines.

As an illustration, the guideline G115 “considering both levels: ‘high’ and ‘low’ of
cultural context for satisfying both viewpoints” or G176 “Limit navigational topics” are
not relevant for the three web sites. Others may be irrelevant, such as G217 “Inform
users of long download times” or G247 “Limit homepage length” since we had high
speed connection for our tests.

Figure 2 compares the scores obtained by the three websites if we consider the rule:
the more guidelines the web site complies with, the better score it obtains. deptinfo.
cnam.fr obtains the score of 264.5 while lemonde.fr obtains 287 points. Finally,

Fig. 1. The distribution of guideline grades.
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amazon.fr is the best one with score of 300.5. However, deptinfo.cnam.fr has 124 NN
guidelines, whereas lemonde.fr has only 97 NN guidelines and amazon.fr has 92 NN
guidelines, so if we compare ratios, deptinfo.cnam.fr achieves 75.3%, lemonde.fr
75.9% and amazon.fr is the highest with 78.5%.

These figures show that either these guidelines are not considered as references or
these websites still face quality problems. As an example, let us mention G345
“Provide auto-tabbing functionality” for increasing users’ convenience and G362
“Using photographs of people” for increasing users’ reliability. The three websites are
not aligned with these two guidelines. That means that these guidelines which were
validated through complex processes are not sufficiently known by web site designers.

3 Research Questions

From the mid of 1990s, methods and approaches have been created for helping
developers to build web applications more easily and constructively. The Object‐
Oriented Hypermedia Design Method (OOHDM) was one of the first methods
proposing a rigorous process from requirements elicitation to implementation including
navigational and interface design [19]. The method relies on object-oriented principle
and proposes notation mainly derived from UML. The transition from models to
specification is not supported and thus requires a considerable effort.

The Web Modelling Language (WebML) is a model driven web engineering
method dedicated to data-intensive web applications [20]. WebML is one of the most
used web engineering methodologies. It is supported by a development framework,
Ratio5 [21] that is fully integrated to the Eclipse framework. Several extensions of the
first version have been proposed offering a rich modelling approach for developers.
However, the method relying very few on standards, it led to a proliferation of pro-
prietary notations increasing the method complexity.

Fig. 2. Results for the three websites.
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The UML‐based Web Engineering (UWE) methodology [22] is a model‐driven
Web Engineering approach. It relies heavily on UML and is extensively related to
standards. The model driven orientation allows generating platform specific imple-
mentation through dedicated transformation rules. Model driven approaches are based
on four levels of abstraction: the computer independent model (CIM), the platform
independent model (PIM), the platform specific model (PSM), and the code. Some
methods address only the CIM level, other methods focus on PIM level. In the same
way, some methods deal with the transformation of CIM to PIM (e.g. NDT, OOWS),
others address the transformation of PIM to PSM (e.g. WebML, UWE) and others
incorporate the transformation of PSM to code (e.g. OOHDM, UWE) [23]. Even if
these methods offer a real support, they are still not used by practitioners probably since
they are complex and they do not provide designers with sufficient guidance.

We argue that most methods do not provide their users with sufficient guidance in
the design and development process. Either in the same approaches or in other sources,
researchers propose many guidelines in order to help designers and developers. These
guidelines may be very helpful to support them.

Thus the research question we address in this paper may be defined as follows:
“How to structure all the existing guidelines helping website designers to understand
and apply them?” To answer this question the experiment presented in Sect. 2 helped
us to elicit the main characteristics of these guidelines. We then defined a meta-model
allowing us to represent this knowledge. Finally we categorized the selected guidelines
based on our meta-model. This categorization aims to facilitate their reuse. Then we
defined a grammar enabling to model all these guidelines and serving as a basis for our
guideline management prototype. This prototype, described below, is a first answer to
our second research question: “Can we help the web application designers by providing
them with a tool for managing literature guidelines enriched with their guidelines?”

4 Guideline Capitalization: A Model-Based Approach

In the literature, we find different ways to describe guidelines: in [9], they are repre-
sented by three attributes: Category, Name and Content. Meanwhile in [24], a guideline
has three parts: design/application solutions, objective and description. We argue that
this descriptive information is not sufficient to facilitate the reuse of guidelines by web
application designers. In particular, the latter must find easily the guidelines using
different criteria. For example, in case of designing a web application for blind people:
which recommendations do they have to take into account? If developers want mainly
to facilitate the maintainability of the web application: which guidelines aim at this
objective? Etc.

We first propose a model helping capitalizing and structuring the guidelines. The
meta-model is depicted at Fig. 3.

Following the general description of patterns for decision processes [25], we
propose to link each guideline with the following categories:

• The source where the guideline was found,
• The quality characteristics and sub-characteristics that the guideline addresses,
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• The problem it aims to solve,
• The solution proposed,
• The particular domain concerned if any,
• The lifecycle aspect, meaning which web application model (content model,

navigation model, presentation model) it deals with.

This structure will constitute a knowledge base for automatic reuse through a web
application design tool. The meta-model is represented as a UML class diagram at
Fig. 3. The related to relation between guidelines allows us to represent potential links
between guidelines. Thus the attribute type of link may take the values “in contradiction
with”, “specializes” or “similar to”.

Each guideline solves a problem; however several guidelines may tackle the same
problem. The solution of the guideline describes the rules to be applied. As explained
above, in our process, we split some guidelines such that each resulting guideline
recommends one and only one solution. The domain may be general or it may be a
specific one. The quality characteristics (functional suitability, performance/efficiency,
compatibility, usability, reliability, security, maintainability, portability) and

Fig. 3. The meta-model of guidelines.
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sub-characteristics refer to ISO25010 for software quality. For space reasons we may
not list all of them. Some guidelines are common to several sources, hence the mul-
tiplicity of the relation here is many-to-many. Finally, the lifecycle aspect consists of
three elements: Content, Navigation, and Presentation.

In order to illustrate, let us describe the guideline G37: “For body copy, the
recommended faces for the web, in order of preference, are Verdana, Arial and
Helvetica. The browser should use Verdana first; if it is not available, use Arial and
then Helvetica. If none are available, use another Sans serif font”.

Number: #37
Content: For body copy, the recommended faces for the 
web, in order of preference, are Verdana, Arial and 
Helvetica. The browser should use Verdana first; if it 
is not available, use Arial and then Helvetica. If none 
are available, use another Sans serif font.
Problem: Choosing appropriate font for a website
Domain: web for university (even if it can also apply 
to other types of site)
Lifecycle aspect: Presentation
Quality sub-characteristics: User interface aesthetics
Quality characteristic: Usability
Solution: Choose Sans serif font, namely Verdana, Arial 
and Helvetica.
Source: (Carnegie Mellon University)

5 Guidelines Analysis

In this section, we provide the reader with an analysis of the guidelines according to the
different dimensions of our meta-model. Let us remind that our selection process led to
the creation of a set of 475 guidelines (the guidelines can be found at http://deptinfo.
cnam.fr/*wattiaui/Guidelines.html).

If we analyze them from the lifecycle dimension (Content/Navigation/Presentation),
we counted 203 guidelines for Presentation, 291 guidelines for Content and only 40
guidelines for Navigation. Some guidelines address more than one model. Hence the
total exceeds 475 (Fig. 4).

The 475 guidelines were mapped with quality sub-characteristics. Some guidelines
are mapped with several sub-characteristics. The characteristic Usability, with
sub-characteristics Operability and User interface aesthetics, is the most involved one.
It is easy to explain since many papers address interface aspects (User interface aes-
thetics) and aim to build easy-to-use interfaces (Operability).

Many guidelines are about font (G37, G42, G49, G50, etc.) and color (G6, G8,
G39, G41, G86, G185, G186, etc.) of websites. White is the color which is not
recommended (G9, G39, G189, etc.).
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We can detect some contradictory guidelines, since some guidelines aim at different
goals. In the guidelines of a university (Carnegie Mellon University) the documents
should be opened in new windows (G35), probably for legal responsibilities. It is
opposite to guideline G101 [4] which recommends not to open external links in new
windows, since it can cause user distracting.

Guideline G37 recommends using only Sans-serif font, but meanwhile G85 accepts
serif font in web site for printing.

Some guidelines are dedicated to different types of users, but finally they have same
contents. As an illustration, Sun et al. [6] focused on website for old people; meanwhile
Meloncon et al. [7] concentrated on web applications for children. Old people and
children are two types of users which have some specific characteristics in comparison
with others (e.g. not being able to understand complex content).

The guideline about Security of web applications in MSDN of Microsoft (Microsoft
Developer Network) contains about 50 sections. Many of them address Integrity
(prevent unauthorized access) (in 38 sections) and Confidentiality (data are accessible
only to those authorized) (in 18 sections). This is due to the fact that Integrity and
Confidentiality are important for web applications which are designed for many kinds
of users and also are the targets of attacks.

Among the eight quality characteristics, Compatibility is not mentioned at all, since
guidelines focus on the site itself, and not on the relation of the site with other sites or
other applications (scope of Compatibility).

6 Guideline Description Grammar

The previous sections of the paper capitalized on guidelines found in the literature. In
order to facilitate their acquisition and to enrich them, we propose to structure each
guideline as a sentence. These sentences must use the natural language (English here)
but they must be easy to understand by referring only to simple structures. To define
such structures, we propose a grammar in this section. We based our grammar on
Pohl’s four rules [26] which allow designers to document scenarios:

• Rule 1: Use the present tense
• Rule 2: Use the active voice

Fig. 4. Percentage of guidelines per lifecycle aspect.
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• Rule 3: Use the subject-predicate-object (SPO) sentence structure
• Rule 4: Avoid modal verbs

However, the rule 4 is adequate for scenarios but not for guidelines which actually
have to contain different modalities defined using modal verbs. Thus, we applied only
the first three rules.

6.1 Guideline Grammar Backus-Naur Notation

Based on these three rules, we screened the whole literature guidelines and built a
grammar using an inductive process. This grammar is presented with Backus-Naur
Form. Backus-Naur notation (more commonly known as BNF or Backus-Naur Form)
is a formal way to describe a language, which was developed by John Backus (Fig. 5).
It is used to define the grammar of a language formally, so we can use it for describing

<guideline> ::= <first part> <main part> <complement
part>
<first part> ::= <modal verb> | <modal verb> ‘not’ |
‘do not’ | Ø
<modal verb> ::= ‘should’| ‘must’ | ‘have to’
<main part> ::= <verb> <main part complement>
<main part complement> ::= <main part complement>
<comma> | <adjective>* <noun phrase> <adverb>*
<complement part> ::= <preposition> <body of 
complement> | Ø
<comma> ::= ‘,’
<noun phrase> ::= <determiner> <pre-modifier> <noun>
<complement of noun phrase> | <determiner> <pre-
modifier> <noun> <post-modifier>
<body of complement> ::= <clause> | <gerund phrase>
<clause> ::= <noun phrase> <verb phrase>
<gerund phrase> ::= <gerund> <complement of gerund 
phrase>
<complement of gerund phrase> ::= <noun> | <pronoun> |
<adverb>
<gerund> ::= <verb>’-ing’
<determiner> ::= ‘a’|’an’|’the’
<pre-modifier> ::= <adjective> | <noun> | Ø
<post-modifier> ::= <adverb> | <prepositional phrase> | 
<clause>
<complement of noun phrase> ::=  <prepositional phrase> 
| <clause>
<verb phrase> ::= <verb> | <auxiliary verb> <gerund> |
<auxiliary verb> <past participle verb> |<modal verb>
<verb>
<prepositional phrase> ::= <preposition> <noun> |
<preposition> <pronoun>

Fig. 5. BNF description of the guideline grammar.
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our grammar of guidelines [27]. A guideline is composed of three components: the first
part, the main part, and the complement part.

The first part is a modal verb (must, have to, should) depending on the level of the
recommendation. It is optional. The guideline may be expressed as a negative sentence.
The main part of the sentence is composed of a verb and a complement. The main part
complement may be composed of several parts with adjectives, noun phrases and
adverbs. Finally, the sentence may contain a complement part. The verb may be any
verb of the dictionary. A closed list of already used verbs is proposed, but it is an open
list. In the same way, the sentence may contain prepositions, adjectives, nouns,
adverbs, pronouns, auxiliary verbs, and past participle verbs.

6.2 Pre-processing of Raw Guidelines

When collecting guidelines from literature, we performed a pre-processing of guide-
lines which did not satisfy the grammar we proposed. We divided long guidelines into
several shorter guidelines. We transformed some guidelines, for example the relative
position of elements of clauses in order to follow the rules of the grammar, while
preserving their meanings.

The simplest form of guidelines is Verb + Noun. An example is guideline 20:
“Provide a site-map”. A more sophisticated form is guideline 17: “Do not use a deep
hierarchy and group information into meaning categories”.

The guideline “Left justified text, text line should not be long” was split into two
guidelines: “Justify left text” and “Do not use long text line”.

Thus, we harmonized the guidelines extracted from the literature in order to
facilitate their understanding and their appropriation by web application designers. In
the following section, we describe the tool making these guidelines available.

7 Prototype Description

We propose to make the guidelines available through a web tool allowing web
application designers to add, query, and verify guidelines. The prototype of this tool is
described below. It contains three modules for respectively adding, verifying and,
querying guidelines.

7.1 Add Guidelines

The first module allows the user to enter new guidelines. The basic syntax of the
sentence is made available through a screen form (Fig. 6). One example is adding
guideline 73: “Should not create primary colors by mixing other colors”. We choose
“Should” from modal verbs, tick “not”, choose “create” in verb list (or can add new
verbs not in the list), choose “primary” from adjective list, add “colors” in the Noun
phrase box. There is no adverb in this guideline. The complement is “by mixing other
colors”, so we choose “by” from “linking words” and “mixing other colors” in the
complement box.
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We choose the button “Add guideline” and this guideline is inserted into the
pending list. We turn into the “Verify guideline” part.

7.2 Verify Guidelines

In the first version of the prototype, the verification process is limited to finding
existing similar and/or contradictory guidelines and presenting them to the user. The
similar and/or contradictory guidelines are extracted by comparing the different com-
ponents of the sentence based on Levenshtein distance [28]. The prototype lists all
existing guidelines whose distance’s value passing defined threshold. Here, we chose a
threshold equal to 0.5. The guideline is in the pending list and we select the button
“Find similar guidelines” (Fig. 7). The result appears in the below box: the only similar
guideline is itself: this guideline is new and we can accept it (Fig. 8).

As an illustration, we can add another guideline which is similar to this guideline. It
is “Should not create secondary colors by mixing many colors”. The result box lists
two results: the first is the guideline 73 we’ve just added before with the distance 0.81
and the second is the guideline to be added. After comparing it with guideline 73, we
can accept the new guideline (Fig. 9).

Fig. 6. Adding a new guideline.
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Fig. 7. Check guidelines.

Fig. 8. Verifying guidelines.
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Fig. 9. Verifying guidelines: another example.

Fig. 10. Querying the guideline database.
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7.3 Request Guideline

With the “Request guideline” function, we can query the guideline base using between
one and three criteria, which are the domain (general, children, etc.), the view (pre-
sentation, content, navigation), and a keyword (a word contained in the guideline).
Figure 10 shows the result when only the keyword color is entered.

8 Related Works

In this section, we synthesize the literature on guidelines for web site design. We
organized this state of the art in two categories: first the approaches which propose
guidelines and, second, the approaches which involve such guidelines.

8.1 Design for Guidelines

One of the most famous works delivering guidelines for web site design is Web
Accessibility Initiative (WAI) of W3C [29]. It is a collection of standards, guidelines,
and techniques for making accessible products in four categories: websites, authoring
tools, browsers, and web applications. Each category has a bunch of guidelines for
constructing web design and for improving accessibility. Other sources of guidelines
were listed above in this paper and enrich considerably the W3C recommendations.

Khlaisang is an example of research illustrating how these guidelines may be either
validated or elicited [30]. The author developed user interface guidelines and a pro-
totype for evaluating educational service websites. Based on source sites of Thailand
Cyber University Project (TCU), he studied the use of sites, the website structure, the
user interface design and conducted usability tests of the site. Resulting from these
experiments, he presented a model of suitable website for TCU service. Starting from
this website, model, he designed and developed a prototype of site. The paper also
mentions similar approaches.

8.2 Design by Guidelines

Besides works creating guidelines, other works used existing guidelines for proposing
ways to improve quality of websites.

Leuthold et al. [13] designed enhanced text user interfaces for blind Internet users.
Starting from the guidelines of web content accessibility guidelines (WCAG), they
proposed enhanced text user interface (ETI) helping blind users in spending less time to
complete tasks, making fewer mistakes and expressing greater satisfaction when
surfing the website. This system contains nine guidelines. For blind users, this system is
more usable than normal GUI.

Another work building on WCAG guidelines is [31]. Using e-learning as an
example, they propose a framework that guides web authors and policy makers in
addressing accessibility at a higher level, by defining the context in which a Web
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resource will be used and considering how new alternatives may be combined to
enhance the accessibility of the web site.

After a brief description of the 14 guidelines of WCAG (version 1), Radosav et al.
discussed the choice of colours for adjusted web design [10]. They classified colours
into several groups and concluded that colours, which cannot be differentiated by
people with colour discrimination disability, should not be placed next to each other.

For space reasons, we cannot provide a more detailed literature review. As a
conclusion, research in this field is prolific and aims at (i) proposing guidelines for web
site designers, (ii) enriching existing ones, (iii) implementing guidelines into more
comprehensives approaches, (iv) evaluating guidelines through experiments. To the
best of our knowledge, we did not find any paper proposing a meta-model, a grammar,
and a tool allowing web application designers to put together the different guidelines as
a first step for their reuse in an automatic way.

9 Conclusion and Future Research

The companies grasp the importance of having usable and efficient web applications.
Thus, their development and maintenance is of high importance. The academic liter-
ature on the subject contains hundreds of guidelines aiming at helping web site
designers. The research question we addressed in this paper may be expressed as
follows: How to structure the existing guidelines helping website designers in order to
facilitate their application? As a first contribution, we defined a meta-model allowing us
to describe each guideline with six dimensions: the problem it addresses, the solution it
proposes, the lifecycle aspect it deals with, the target quality characteristics, the source
it comes from, the potential links (similarity, contradiction, specialization) with other
guidelines. Our search and selection process allowed us to define 475 such guidelines
and to feed our meta-model with them. This required the mapping of them with the
relevant quality sub-characteristics. As a first evaluation of these guidelines, we
checked whether they were compliant with three very different web sites. Second, we
proposed a grammar for homogenizing the guideline description. Finally, we developed
a prototype allowing us to store such guidelines and providing users with simple access
to the guidelines as well as the possibility to enrich them with new guidelines.

This research suffers from some limitations. Thus, it is rather easy to check the
contradiction between guidelines attached to the same quality characteristics and/or sub
characteristics. However, contradictions may also occur between guidelines associated
with different quality characteristics. Moreover, some guidelines may become obsolete
due to new technical opportunities. It is not easy to ensure an easy update of guidelines.

Future research will explore three directions: first, the implementation of these
guidelines in a CASE tool implementing UWE web application design method; second,
a validation of the approach through an experiment with web site designers, in order to
evaluate how the guidelines help them when using the CASE tool; third, we would like
to build an audit tool for automatically checking the quality of web applications thanks
to our guideline database.
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Abstract. A cloud database is a database that typically runs on a
cloud computing platform. There are two common deployment mod-
els: users can run databases on virtual machines hosted and managed
by a infrastructure as a service provider, or they can purchase access
to a database service, maintained by a software as a service provider,
without physically launching a virtual machine instance for the data-
base. In a database service, application owners do not have to install
and maintain the database themselves. Instead, the database as a service
provider takes responsibility for installing and maintaining the database,
and application owners pay according to their usage. Thus, database ser-
vices decrease the need for local data storage and the infrastructure costs.
Nevertheless, hosting confidential data at a database service requires
the transfer of control of the data to a semi-trusted external provider.
Therefore, data confidentiality is an important concern from cloud ser-
vice providers. Recently, three main approaches have been introduced to
ensure data confidentiality in cloud services: data encryption; combina-
tion of encryption and fragmentation; and fragmentation. Besides, other
strategies use a mix of these three main approaches. In this paper, we
present i-OBJECT, a new mechanism to preserve data confidentiality in
database service scenarios. The proposed mechanism uses information
decomposition to split data into unrecognizable parts and store them in
different cloud service providers. Additionally, i-OBJECT is a flexible
mechanism since it can be used alone or together with other previously
approaches in order to increase the data confidentiality level. Thus, a
user may trade performance or data utility for a potential increase in
the degree of data confidentiality. Experimental results show the poten-
tial efficiency of i-OBJECT.

Keywords: Data confidentiality · Cloud database · Information decom-
position

1 Introduction

Cloud Computing moves the application software and databases to large data
centers, where data management may not be sufficiently trustworthy. Cloud stor-
age is an increasingly popular class of services for archiving, backup and sharing
c© Springer International Publishing AG 2017
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data. There is an important cost-benefit relation for individuals and small orga-
nizations in storing their data using cloud storage services and delegating to
them the responsibility of data storage and management [1]. Despite the big
business and technical advantages of the cloud storage services, the data confi-
dentiality concern has been one of the major hurdles preventing its widespread
adoption.

The concept of privacy varies widely among countries, cultures and jurisdic-
tions. So, a concise definition is elusive if not impossible [2]. For the purposes
of this discussion, privacy is “the claim of individuals, groups or institutions to
determine for themselves when, how and to what extent the information about
them is communicated to others” [3]. Privacy protects access to the person,
whereas confidentiality protects access to the data. So, confidentiality is the
assurance that certain information that may include a subject’s identity, health,
lifestyle information or a sponsor’s proprietary information would not be dis-
closed without permission from the subject (or sponsor). When dealing with
cloud environments, confidentiality implies that a customer’s data and compu-
tation tasks are to be kept confidential from both the cloud provider and other
customers [4].

Recently, three main approaches have been introduced to ensure the data
confidentiality in cloud environments: (a) data encryption, (b) combination of
encryption and fragmentation [5], and (c) fragmentation [1]. However, in this
context, it is in fact crucial to guarantee a proper balance between data confiden-
tiality, on one hand, and other properties, such as, data utility, query execution
overhead, and performance on the other hand [6,7].

The first approach, denoted by data encryption, consists in encrypting all the
data collections. This technique is adopted in the database outsourcing scenario
[5]. Actually, encryption algorithms presents increasingly lower costs. Cryptog-
raphy becomes an inexpensive tool that supports the protection of confidential-
ity when storing or communicating data [5]. However, dealing with encrypted
data may make query processing more expensive [1,5]. Some techniques have
been proposed to enabling the execution of queries directly on encrypted data
(remember that confidentiality demands that data decryption must be possi-
ble only at the client side) [6]. These techniques associate with encrypted data
indexing information on which queries can be executed. The mainly challenger
for indexing methods is the trade off between precision and privacy: more precise
indexes provide more efficient query execution but a greater exposure to possi-
ble privacy violations [6,8]. Besides, the solutions based on an extensive use of
encryption suffer from significant consequences due to loss of keys. In the real
scenarios, key management, particularly the operations at the human side, is a
hard and delicate process [6]. The security of cryptography techniques is based
on the computational difficulty of mathematical problems. Any breakthrough
in solving such mathematical problems or increasing the computing power can
render a cryptography technique vulnerable.

The second approach, called combination of encryption and fragmentation,
uses encryption together with data fragmentation. It applies encryption only on
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the sensitive attributes and splits the attributes with sensitive association into
several fragments, which are stored by different cloud storage services [5]. In
other words, sensitive association constraints are solved via fragmentation, and
encryption is limited to those attributes that are sensitive by themselves. Thus, a
single cloud service provider cannot join these fragments for responding queries.
Therefore, these techniques must also be accompanied by proper query transfor-
mation techniques defining how queries on the original data are translated into
queries on the fragmented data. Besides, splitting the attributes with sensitive
association into some fragment is a NP-hard problem [6,7].

The third approach, denoted by fragmentation, does not use cryptography. In
this approach, the sensitive attributes remains under the client’s custody while
the attributes with sensitive association are split into several fragments, which
are stored by different cloud storage services [1]. It is important to note that this
approach has the same drawbacks discussed previously (for the combination of
encryption and fragmentation approach) regarding to query execution [6,7].

In this paper, we present i-OBJECT, a new approach to preserve data confi-
dentiality in cloud storage services. The science behind i-OBJECT uses concepts
of the Hegel’s Doctrine of Being. The proposed approach is based on the infor-
mation decomposition to split data into unrecognizable parts and store them
in different cloud service providers. The proposed approach does not use public
cryptography keys. So, i-OBJECT does not require setting up and maintenance
of public key management infrastructure, which involves a handsome financial
budget. In this sense, i-OBJECT is a low cost approach, which can be used by
small and medium enterprises. Besides, i-OBJECT is a flexible mechanism since
it can be used alone or together with other previously approaches in order to
increase the data confidentiality level. Thus, a user may trade performance or
data utility for a potential increase in the degree of data confidentiality. Exper-
imental results show the potential efficiency of the i-OBJECT.

The remain of this paper is organized as follows. Sections 2 and 3 presents
the proposed approach, called i-OBJECT. Experimental results are presented
in Sect. 4. Next, Sect. 5 addresses related works. Finally, Sect. 6 concludes this
paper and outlines future works.

2 A Decomposition-Based Approach for Data
Confidentiality

The proposed approach for ensuring data confidentiality in cloud environments,
denoted i-OBJECT, was designed for transactional data. In this environments,
reads are much more frequent than write operations. Thus, i-OBJECT needs to
be fast to decompose a file and much faster to recompose a file stored in the
cloud.

Figure 1 has shown the i-OBJECT stakeholders. In this context, we have 5
actors: a customer, you want to store their private data in the public cloud,
three providers of cloud storage services and a Trusted Third Party (TTP) that
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Fig. 1. i-OBJECT stakeholders.

is responsible for processing i-OBJECT algorithms and control communications
between the client and cloud providers.

In the following, we describe the system restrictions and assumptions.

System Assumptions. We assume that quality, quantity and measure data will
be stored into three different clouds. The users must be identified and authen-
ticated to access the data stored in the cloud. We assume that users estab-
lish authenticated channels with the servers. Cloud providers should ensure the
availability and integrity of data and they are considered honest, curious, that
is, properly execute the protocols, but are interested in inferring the data and
analyze the flow of messages received during the protocol in order to learn infor-
mation about the data.

System Restrictions. We assume that there exists a secure network infrastruc-
ture that allows participants in the protocol perform mutual authentication and
establish encrypted communication channels.

The i-OBJECT approach was inspired by the German philosopher Hegel’s
work, according to which an object has three fundamental characteristics [9]:
quality, quantity and measure. From this idea, we developed the concept of
information object (see Definition 1). From this concept, we have developed
the processes to: (i) fragment a file in a sequence of information objects and
(ii) decompose each information object in its properties (quality, quantity and
measure).

The i-OBJECT approach has three phases: data fragmentation, decomposi-
tion and dispersion, which will be discussed later. Figure 2 shows an overview of
the i-OBJECT approach.
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Fig. 2. i-OBJECT approach overview.

2.1 The Fragmentation Phase

Fragmentation phase consists in splitting an input file F in a sequence of n
chunks, where each chunk has 256 bytes. Each chunk is denoted information
object, i-OBJECT for short (see Definition 1).

Then, we can represent a file F as an ordered set {iOBJ1, iOBJ2,
· · · , iOBJn} of information objects (iOBJs). According to [9], an information
object has three properties that define it: Quality, Quantity (or Size) and Mea-
sure, denoted from now on by Q, S and M, respectively.

Definition 1 (i-OBJECT). An information object, i-OBJECT for short, is a
piece of 256 sequential bytes from a file. �

In order to illustrate the iOBJ definition, consider a file F=<b1,
b2, · · · , b612>, where bi is a byte. Thus, the file F is splitted in 3 information
objects (iOBJ1, iOBJ2 and iOBJ3), where iOBJ1 has the first 256 sequential
bytes (from <b1 to b256), iOBJ2 has the second 256 sequential bytes (from <b257
to b512) and iOBJ3 has the last 100 sequential bytes (from <b513 to b612).

2.2 The Decomposition Phase

The decomposition phase receives as input a file F, represented as an ordered
set {iObj1, iObj2, · · · , iObjn} of i-OBJECTs and decomposes F in three files:
Fq.bin, Fs.bin and Fm.bin, which represent, respectively, F’s quality, quantity
and measure. It is important to highlight that the knowledge of one of these
three files (or parts) does not reveal any information about the other 2 files
(or parties). More specifically, the knowledge about Q (Fq.bin) reveals which
bytes are present in F, but does not reveal the order in which these bytes are
willing, nor the frequency of occurrence of them in the F. The knowledge about
S (Fs.bin) reveals whether the bytes present in the F occurs only once or more



266 E.C. Branco et al.

than once, but does not disclose what are these bytes or their positions in F.
Finally, the knowledge about M (Fm.bin) reveals the positions occupied by the
bytes into F, but does not disclose what the bytes, neither their frequency of
occurrence. In this sense, data confidentiality is ensured by decomposing each
information object (iOBJ) in its three fundamental characteristics (Q, S and M)
and coding them using one characteristic such as encryption key from the others.
For example, to generate S we use Q as an encryption key and to generate M we
use S as an encryption key. The decomposition phase has 5 steps, that will be
present next.

Step 1: Generating the Quality, Quantity and Measure Properties. In
order to understand the decomposition phase, it is necessary to formally define
the quality, quantity and measure properties. These definitions are presented
next.

Definition 2 (Quality). Quality is the set of diverse bytes that composes a
particular i-OBJECT. Let iObjk be an i-OBJECT, Q(iObjk) denotes the quality
property of the iObjk. Q(iObjk) is a ordered vector containing the m diverse
bytes present in iObjk. More formally, Q(iObjk) = {b1, b2, b3, · · · , bm} such that
1 � bi � 256 and i �= j → bi �= bj, where bi is a byte present in iObjk. �
Definition 3 (Quantity). Quantity is an array containing the number of
times that each distinct byte appears in a specific i-Object. Let iObjk be an
i-OBJECT, S(iObjk) denotes the quantity property of the iObjk. S(iObjk) is
a vector containing, for each different byte bj (representing a ASCII Symbol)
present in Q(iObjk) the number of times that bi appears in iObjk. More formally,
S(iObjk) = {s1, s2, s3, · · · , sm} such that 1 � si � 256, where si represents the
number of times that bi appears in iObjk. �
Definition 4 (Measure). Measure is a two-dimensional array containing, for
each diverse byte that composes a particular i-OBJECT, a vector with the posi-
tions where this byte occurs in the i-OBJECT. Let iObjk be an i-OBJECT,
M(iObjk) denotes the measure property of the iObjk. M(iObjk) is a two-
dimensional array containing, for each different byte bj present in Q(iObjk),
an array mbj storing the positions in which the byte bj appears in iObjk.
More formally, M(iObjk) = {mb1 ,mb2 , · · · ,mbm}, such that, m=256 and
1 � size(mbi) � 256. �

Given a file F , where F = {iOBJ1, iOBJ2, · · · , iOBJn}. Initially, the decom-
position phase consists in extracting, for each iOBJ iOBJk, where 1 � k � n
and iObjk ∈ F , the properties Q(iOBJk), S(iOBJk) and M(iOBJk).

Next, the proposed approach combines the quality values for all iOBJs in
the set {iOBJ1, iOBJ2, · · · , iOBJn} and creates a file called Fq.bin. After this,
the i-OBJECT approach combines the quantity values for all iOBJs in the set
{iObj1, iObj2, · · · , iObjn} and creates a file denoted by Fs.bin. Finally, the pro-
posed approach combines the measure values for all iOBJs in the set {iObj1,
iObj2, · · · , iObjn} and creates a file called Fm.bin (see Fig. 2).
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In order to illustrate how an iOBJ iOBJk is decomposed into its three basic
properties (Q, S and M) consider the following example, denoted Example 1.

Example 1. Consider an information object iOBJk containing the following
text: “Google dropped its cloud computing prices and other vendors are expected
to follow suit, but the lower pricing may not be the key for attracting enterprises
to the cloud. When Enterprises comes to cloud, they’re more concerned about
privacy and security”.

Note that iOBJk contains 31 diverse bytes, where each byte represents an
ASCII symbol. So, the quality property of the iOBJk is a vector with 31 ele-
ments, we show the ASCII code and symbol as follows:

Q(iOBJk) = {32(space), 34(”), 39(’), 44(,) 46(.), 69(E), 71(G), 87(W), 97(a),
98(b), 99(c), 100(d), 101(e), 102(f), 103(g), 104(h), 105(i), 107(k), 108(l), 109(m),
110(n), 111(o), 112(p), 114(r), 115(s), 116(t), 117(u), 118(v), 119(w), 120(x),
121(y)}.

Thereby, the quantity property of the iOBJk is also a vector with 31 elements:
S(iOBJk) = {40, 2, 1, 2, 1, 1, 1, 1, 8, 3, 13, 10, 28, 2, 4, 6, 11, 1, 7, 4, 12, 21,

9, 18, 10, 21, 8, 2, 2, 1, 5}.
One should carefully observe the relationship between quality and quantity

properties. Note that, for example, the character “space” (ASCII 32), the first
element in Q(iOBJk), denoted by Q(iOBJk)1, appears 40 times in the iOBJk,
and the character “y” (ASCII 121), the last element in Q(iOBJk), denoted by
Q(iOBJk)31, occurs 5 times in the iOBJk.

In this scenario, the measure property of the iOBJk is a two-dimensional
array containing 31 arrays, as follows:

M(iOBJk) = {{7, 15, 19, 25, 35, 42, 46, 52, 60, 64, 73, 76, 83, 89, 93, 97, 103,
111, 115, 119, 122, 126, 130, 134, 145, 157, 160, 164, 171, 176, 188, 194, 197, 204,
212, 217, 227, 233, 245, 241}, {0, 255}, {209}, · · · , {114, 129, 208, 253, 240}}.

Observe that, for example, the character “y” (ASCII 121), the 31st element
in Q(iOBJk), occurs 5 times (Q(iOBJk)31 = 5) in the iOBJk, in the positions
114, 129, 208, 253 and 240, which are represented by the last array in M(iOBJk).
Therefore We extract the quality, quantity and measure properties from a specific
i-OBJECT iOBJk. The next task in this step consists in create bit arrays to
represent Q(iOBJk), S(iOBJk) and M(iOBJk).

Initially, from the array Q(iOBJk), the proposed strategy generates a bit
array, denoted by QBA(iOBJk), to represent Q(iOBJk). QBA(iOBJk) is created
as following.

A particular iOBJk may contain a maximum of 256 distinct bytes. Then,
QBA(iOBJk) is a 256-bit length array. Each position in QBA(iOBJk) represents
a byte, in an ordered manner. If a particular byte occurs in iOBJk, the position
corresponding to its ASCII decimal code in QBA(iOBJk) will store a bit 1,
otherwise will store a bit 0. The QBA(iOBJk), created from the Q(iOBJk)
illustrated at Example 1, is shown as follows.

QBA(iOBJk) = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
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1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1,
1, 1, 1, 0, 0, 0, 0, 0, 0}.

Note that QBA(iOBJk)1 = 0 because the first character in the ASCII Table
is the symbol “null” and it is not present in the iOBJk shown at the Example 1.
Besides, observe that QBA(iOBJk)32 = 1 because the 32nd symbol in the ASCII
Table is the character “space” and it is present in the iOBJk.

Next, from the array S(iOBJk), the proposed strategy generates a bit
array, denoted by SBA(iOBJk), to represent S(iOBJk). SBA(iOBJk) =
{bit1, bit2, bit3, · · · , bitq} such that, q is the quantity of diverse bytes present in
iOBJk, that is, q is equal to the length of Q(iOBJk). Each bit in SBA(iOBJk)
characterize an element of the Q(iOBJk). So, the first element in SBA(iOBJk)
characterize the first element in Q(iOBJk), and so on. If the byte bi occurs only
once in the iOBJk, the position i in the SBA(iOBJk)i will store the bit 0, oth-
erwise it will store the bit 1. The array SBA has 256-bit length to support iOBJs
with 256 different bytes.

The SBA(iOBJk), created from the S(iOBJk) illustrated at Example 1, is
shown as follows.

SBA(iOBJk) = {1, 1, 0, 1, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 0, 1}.

Note that, SBA(iOBJk)1 = 1 because the 1st element at Q(iOBJk) is
the character “space” and it occurs 40 times n iOBJk. Besides, observe that
SBA(iOBJk)6 = 0 because the 6th element at Q(iOBJk) is the character “E”
and it appears just one time in iOBJk shown at the Example 1.

The two-dimensional array M(iOBJk) will be transformed into a one-
dimensional array, denoted MALL(iOBJk) containing all elements present in
M(iOBJk). It’s important to note that MALL(iOBJk) will always contain 256
different numbers (0 to 255). So, the MALL(iOBJk) is illustrated at Example 1,
is shown as follows.

MALL(iOBJk) = {7, 15, 19, 25, 35, 42, 46, 52, 60, 64, 73, 76, 83, 89, 93, 97,
103, 111, 115, 119, 122, 126, 130, 134, 145, 157, 160, 164, 171, 176, 188, 194, 197,
204, 212, 217, 227, 233, 245, 241, 0, 255, 254, 209, 203, 88, 170, 177, 1, 172, 43,
61, 113, 135, 139, 228, 242, 238, 90, 229, 120, 20, 26, 39, 69, 107, 140, 165, 189,
198, 218, 221, 248, 239, 8, 14, 24, 45, 56, 72, 169, 202, 244, 226, 6, 13, 40, 50,
54, 63, 65, 68, 71, 96, 101, 121, 125, 128, 146, 149, 155, 163, 174, 180, 186, 192,
207, 211, 216, 222, 247, 225, 131, 77, 4, 34, 144, 110, 49, 95, 124, 162, 206, 173,
16, 32, 38, 86, 106, 108, 142, 153, 184, 251, 236, 127, 5, 21, 79, 80, 98, 199, 166,
28, 112, 213, 191, 33, 44, 55, 109, 116, 143, 147, 175, 178, 220, 243, 224, 2, 3, 10,
22, 27, 47, 57, 75, 78, 81, 99, 117, 132, 159, 167, 190, 196, 200, 214, 230, 219, 11,
12, 29, 36, 67, 104, 151, 234, 182, 9, 37, 51, 58, 62, 102, 105, 133, 138, 150, 152,
181, 183, 210, 215, 223, 250, 235, 18, 41, 59, 84, 154, 156, 185, 187, 246, 193, 17,
31, 48, 70, 74, 87, 92, 94, 118, 123, 136, 137, 141, 148, 158, 161, 179, 195, 205,
252, 232, 23, 30, 85, 91, 168, 201, 249, 231, 237, 53, 100, 82, 66, 114, 129, 208,
253, 240}.
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Step 2: Measure Anonymization. The measure elements represent the posi-
tions occupied by quality bytes sets. The values of each set were arranged in
ascending order by reversing the positions of the last 2 bytes to indicate the end
of the assembly. The analysis of the elements of MALL could reveal values of
SBA to the attacker. To prevent disclosure of this information the elements of
MALL are permuted using QBA and SBA like sort keys, generating MPALL.

MPALL =
(

MALL(iOBJk)1 · · · MALL(iOBJk)256
QBA, SBA(iOBJk)1 · · · QBA, SBA(iOBJk)256

)

Step 3: Quality and Quantity Anonymization. The bits of QBA and SBA

are permuted using MPALL like sort key, generating QPBA and SPBA. This
procedure is done so that the quality and quantity of information is hidden and
can only be revealed when are satisfied with the information measure.

QPBA =
(

QBA(iOBJk)1 · · · QBA(iOBJk)256
MPALL(iOBJk)1 · · · MPALL(iOBJk)256

)

SPBA =
(

SBA(iOBJk)1 · · · SBA(iOBJk)256
MPALL(iOBJk)1 · · · MPALL(iOBJk)256

)

Step 4: Reducing the Measure Property. In this step, from the array
MPALL(iOBJk), the proposed strategy generates two bit arrays, denoted
MPGEN (iOBJk) and MPGROUP (iOBJk), to represent MPALL(iOBJk). These
two bit arrays are created as following:

1. MPGEN (iOBJk) = MPALL(iOBJk) mod 32
2. MPGROUP (iOBJk) = MPALL(iOBJk)/32

The i-OBJECT strategy classifies the elements of MPALL(iOBJk) into 32
groups (0 to 31) of 8 elements (0 to 7). MPGEN (iOBJk) stores the values of
groups and MPGROUP (iOBJk) stores the values of elements.

The next task in this step consists in reducing the size of MPGROUP (iOBJk)
from 768 to 512 bits, to save disk space, generating MPKEY (iOBJk). Note
that, each sequence of eight elements in MPGROUP (iOBJk) is a combination of
8 different numbers (0 to 7). So, we can encode this permutation to a Lehmer
code [10], compressing to log(8!) = 16 bits, saving 8 bits for each set of 8 elements
of MPGROUP (iOBJk). How MPGROUP (iOBJk) has 32 groups of 8 elements,
this procedure saves 256 bits in the total.

Step 5: Generating the Output Files. In this step, the output files Fq.bin,
Fs.bin and Fm.bin are created. In order to create the Fq.bin file, we con-
catenate QPBA(iOBJk) for all iOBJs in the set {iOBJ1, iOBJ2, · · · , iOBJn}.
In order to create the Fs.bin file, we concatenate SPBA(iOBJk) for all iOBJs
in the set {iOBJ1, iOBJ2, · · · , iOBJn}. In order to create the Fm.bin file, we
concatenate MPGEN (iOBJk) with (MPKEY (iOBJk) xor QPBA(iOBJk) xor
SPBA(iOBJk)) for all iOBJs in the set {iOBJ1, iOBJ2, · · · , iOBJn}.
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Fig. 3. Decomposition and recomposition algorithms.

It is important to note that, these XOR operations are necessary to
hide the information of MPGROUP (iOBJk) and prevent the recomposition of
MPALL(iOBJk).

The Decomposition Algorithm. The decomposition algorithm is performed
in two stages. (Figure 3) The first step (lines 1 to 17) obtains the information of
the bytes ordinal positions (M) of iObjk (Q) and stores it in a two-dimensional
vector temp [256] [256] (line 12), where the first dimension of the vector rep-
resents the decimal value of the byte and the second dimension is a list of the
positions occupied by the byte’s occurrence in iObjk. The second step of the
process (lines 18 to 41) generates three vectors containing the Q and S informa-
tion, where each element of these sets is represented by one bit, and a byte vector
M, which contains the positions grouped in ascending order of Q elements. In
groups with more than one element, the two last elements are made to reverse
its positions to indicate the end of the group.

2.3 Dispersion Phase

In the dispersion phase, the files Fq.bin, Fs.bin and Fm.bin are spread across
different cloud storage service providers. So, i-OBJECT requires that these three
files will be isolated between themselves. The information in one of these three
files are insufficient to restore the original data file F.
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2.4 The Recomposition Process

The steps of the data stored in the cloud recovery process are as follows: recovery
of Fq.bin binary files, Fm.bin and Fs.bin, restoration of iOBJs and reassembly
of data The details of these steps are described below:

The recovery of the files can occur sequentially or in parallel. The recompo-
sition of iOBJs must start upon receipt of Fq files, Fs and Fm.

The Fq.bin and Fs.bin files are read in sequence and processed in 256-bit
chunks. The Fm.bin file is read sequentially and processed in chunks of 224 bytes,
and 160 bytes corresponding to MPGEN (iOBJk)(M) and 64 bytes relating to
MPKEY (iOBJk). The following operations are performed:

1. The elements of MPKEY (iOBJk) are decrypt: MPKEY (iOBJk) =
MPKEY (iOBJk) xor QPBA(iOBJk) xor SPBA(iOBJk).

2. The elements of MPKEY (iOBJk) are converted from Lehmer codes to per-
mutations of 8 elements to recreate the vector MPGROUP (iOBJk).

3. The vectors MPGROUP (iOBJk) and MPGEN (iOBJk) are used to
recover MPALL(iOBJk), that is used to unscramble QPBA(iOBJk) and
SPBA(iOBJk), producing QBA(iOBJk) and SBA(iOBJk).

4. Vectors QBA(iOBJk) and SBA(iOBJk) are used to unscramble the vector
MPALL(iOBJk) generating MALL(iOBJk).

5. Finally, MALL(iOBJk), QBA(iOBJk) and SBA(iOBJk) are used to recover
iOBJk.

The Recomposition Algorithm. The recomposition algorithm receives as
input the files Fq.bin, Fs.bin and Fm.bin and restores the original file F .
(Figure 3) The files are read sequentially in blocks of 256 bits (Q and S) and
256 bytes (M) (lines 4 to 6) so that the rebuilding of elements Q, S and M
starts. The algorithm goes through the sample space of Q elements (0 to 255),
identifying bytes exist in iObjk (line 11) and if they occur one time or more than
once (S) (line 15) to then retrieve positions occupied by these bytes and insert
them in vector iObjk (rows 18 and 22).

3 Security Considerations

Our security model stores files Fq.bin, Fs.bin and Fm.bin in cloud servers within
different domains, both physically and administratively. According to [11], phys-
ical dispersion of storage servers, along with the careful choice of the number
of servers and the amount of fragments needed for recovery of files, reduces the
chances of an attacker to obtain the necessary pieces to restore files and is enough
to make the system safe.

In order to analyze the security level of the i-OBJECT strategy, consider a
hypothetical scenario where the file Fq.bin is stored in a provider CSP1, Fs.bin
is stored in another provider CSP2 and Fm.bin is stored in a different provider
CSP3. Now, we discuss the effort that an internal attacker has to restore the
original file from Fq.bin, Fs.bin or Fm.bin, whereas the attacker has unrestricted
access to cloud servers of one of the providers and can recover one of the files.
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3.1 The Attacker Model

We proposed an adversarial model in which the data owner O is honest, the
client C may be malicious, and the server S is assumed to be honest-but-curious
and not to collude with clients. Specifically, the cloud server acts in an honest
fashion and correctly follows the designated protocol specification. However, it
is curious to infer and analyze data (including index) in its storage and message
flows received during the protocol so as to learn additional information. These
assumptions are common in the literature (see, e.g., [12,13]) and are well justified
in a cloud setting, since it is of predominant importance for service providers
to keep a good acceptability, which discourages them from clearly misconduct,
while they may have an incentive in passively collection sensitive information
given the economic interest of personal data.

3.2 Quality and Quantity Security

According to Shannon, a secrecy system is defined abstractly as a set of transfor-
mations of one space (the set of possible messages) into a second space (the set of
possible cryptograms), to enciphering with a particular key. The transformations
are supposed reversible [14].

In this case, a secrecy system is a set of transformations of one set of elements
into another, there are one natural combining operations which produce a third
system from two given systems. This combining operation is called the product
operation and corresponds to enciphering the message with the first secrecy sys-
tem R and enciphering the resulting cryptogram with the second system S, the
keys for R and S being chosen independently. This total operation is a secrecy
system whose transformations consist of all the products of transformations in S
with transformations in R. The probabilities are the products of the probabilities
for the two transformations. It is shown that secrecy systems with these combin-
ing operations form essentially a linear associative algebra with a unit element,
an algebraic variety that has been extensively studied by mathematicians [14].

Following, the security operations of i-OBJECT technique, related to the
Quality information, are described:

1. extract and sort in ascending order the different bytes of iOBJ and represent
this information using a 256-bit array (system R1);

2. perform permutation operation of the bits using QBA as key elements of
Measure MPALL (system S1).

This gives a resultant operation T1 which we write as a product T1 = R1S1.
R1 has 256-bits keys, that are chosen with probabilities p1 p2 p3...p256 and S1

has 256-byte keys with probabilities p
′
1 p

′
2 p

′
3...p

′
256. As each byte can be present

or not into iOBJk, the probability of the attacker hit if the byte exists in iobj is
pi = 1/2 for 1 � i � 256.

Even as any byte can hold any position of 1st up to 256th in iOBJk, the
probability of the attacker hit what is the byte position in iobj is p

′
j = 1/n, for

1 � j � 256, where n is the number of positions available in iOBJk.
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P(S1) is the probability of an attacker, who does not has the Fq.bin file, find
the vector QBA. P(R1) is the probability of an attacker, that has the Fq.bin file,
find the vector QBA. This calculation refers only to one iOBJ:

P(S1) =
∏256

i=1 pi = 1/2 × 1/2 × 1/2 · · · × 1/2 = 1/2256 ≈ 1/1077

P (R1) =
∏256

j=1 pj = 1/256×1/255×1/254×· · ·×1/2×1 = 1/256! ≈ 1/10506

Since P(R1) > P(S1), it is concluded that the fact that the CSP1 have the
Fq.bin file doesn’t improve its chances of discover the information of iOBJ Qual-
ity feature.

Following, the security operations of i-OBJECT technique, related to the
Quantity information, are described:

1. extract information from the frequencies of occurrence of the diverse bytes in
iOBJ and represent this information using a 256-bit array (system R2);

2. exchange the elements of quantity, using the elements of Measure as vector
index ordering of MPALL (system S2).

This gives a resultant operation T2 which we write as a product T2 = R2S2.
R2 has q-bits keys, where q is the length of Q, that are chosen with probabilities
p1 p2 p3...pq and S2 has 256-bytes keys with probabilities p

′
1 p

′
2 p

′
3...p

′
256. As the

frequencies of the different bytes may be equal to 1 or greater than 1, pi = 1/2
to 1 � i � q. As the same key MPALL is used to permutation of the Quantity
and Quality elements, P(R2) = P(R1).

P(S2) is the probability of an attacker, who does not have the Fs.bin file,
find the vector SBA. P(R2) is the probability of an attacker, that has the Fs.bin
file, find the vector SBA. This calculation refers only to one iOBJ:

P(S2) =
q∏

i=1

pi = 1/2 × 1/2 × 1/2 · · · × 1/2 = 1/2q

P(R2) = 1/256! ≈ 1/10506

Since P(R2) > P(S2), it is concluded that the fact that the CSP2 have the
Fs.bin file doesn’t improve its chances of discovering the information of iOBJ
Quality feature.

3.3 Measure Security

The data of Measure (M) is stored in MPGEN and MPKEY arrays into Fm.bin
file. The vector MPKEY is encrypted by an XOR operation with QPBA and
SPBA. For CSP3 recover M, he would have to calculate QPBA and SPBA, which
are stored in CSP1 and CSP2 respectively.

Following, the security operations of i-OBJECT technique, related to the
Measure, are described:

1. extract and sort in ascending order the positions of iOBJ’s bytes, group by
Q elements (system R3).

2. exchange the elements of Measure (MALL), using the elements of QBA and
SBA as index order to generate MPALL (system S3).
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3. Anonymize the MPALL elements generating the vectors MPGEN and
MPGROUP .

4. Encrypt the 64-byte MPGROUP through XOR operation with a key K formed
by the 32 bytes of QPBA and 32 bytes of SPBA (system V3).

This give a resultant operation T3 which we write as a product T3 = R3S3V3.
R3 and S3 have 256-bytes keys, that are chosen with probabilities p1 p2 p3...p256

and p
′
1 p

′
2 p

′
3...p

′
256 and V3 has one K key with probability p∗

1 = 1/2512. P(S3) =
P(R3) = 1/256! ≈ 1/10506.

P(S3) is the probability of an attacker, who does not have the Fm.bin file,
find the vector MBA. P(R3) × P(V3) is the probability of an attacker, that has
the Fm.bin file, find the vector MBA. This calculation refers only to one iOBJ:

P(R3) × P(V3) = 1/2512 × 1/10506 =≈ 1/10154 × 1/10506 ≈ 1/10660

Like P(R3) × P(V3) > P(S3), it is concluded that the fact that the CSP3

have the Fm.bin file doesn’t improve its chances of discover the information of
iOBJ Measure feature.

The degree of data confidentiality is based on the difficulty of the attackers
to reconstruct the i-OBJECTS from one of these three files, Fq.bin, Fs.bin or
Fm.bin. Besides, i-OBJECT is a flexible mechanism since it can be used alone or
together with other previously approaches (such as encryption algorithms like
AES, DES or 3-DES) in order to increase the data confidentiality level.

3.4 Data Confidentiality Considerations

The data confidentiality in the proposed approach stems from the fact that the
files Fq.bin, Fs.bin and Fm.bin are stored in different cloud providers, which are
physically and administratively independent. According to [11], physical data
dispersion in different storage servers, along with the careful choice of the number
of servers and the amount of fragments needed for restore the original files,
reduces the chances of an attacker and is enough to make a system safe. So, in
i-OBJECT, the degree of data confidentiality is based on the difficulty of the
attackers to reconstruct the i-OBJECTS from one of these three files, Fq.bin,
Fs.bin or Fm.bin. Besides, i-OBJECT is a flexible mechanism since it can be
used alone or together with other previously approaches (such as encryption
algorithms like AES, DES or 3-DES) in order to increase the data confidentiality
level.

4 Experimental Evaluation

In order to show the potentials of i-OBJECT, several experiments have been
conducted. The main results achieved so far are presented and discussed in this
section. Thus, we first provide information on how the experimentation environ-
ment was set up. Thereafter, empirical results are quantitatively presented and
qualitatively discussed.
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4.1 Experimental Setup

We implemented i-OBJECT and the other data confidentiality approaches using
C and Java. In order to run these approaches we have used a private cloud
computing infrastructure based on OpenStack. Figure 4 shows the architecture
used in the experiments, which contains two kinds of virtual machines: the client
node and the data storage nodes. The client, a Trusted Third Party (TTP), runs
the i-OBJECT algorithms: decomposition and recomposition. The data storage
nodes (called VM1, VM2 and VM3) emulate three different cloud storage service
providers. We assume that the data nodes provide reliable content storage and
data management but are not trusted by the client to maintain data privacy.

Fig. 4. Experimental architecture.

Each data storage node has the following configuration: Ubuntu 14.04 oper-
ating system, Intel Xeon 2.20 GHz processor, 4 GB memory and 50 GB disk. The
client is a Intel Xeon 2.20 GHz processor, 4 GB memory and 40 GB disk capacity,
running a Windows Server 2008.

Besides this, each data storage node has a MongoDB instance with default
settings. MongoDB is an open source, scalable, high performance, schema-free,
document oriented database. We opted to use the MongoDB because it is one
of the most used database in cloud computing environments and exists oppor-
tunities for improvement its security and privacy. MongoDB supports a binary
wire-level protocol but doesn’t provide a method to automatically encrypt data.
This means that any attacker with access to the file system can directly extract
the information from the files [15].

In order to evaluate the i-OBJECT efficiency, we have used a document
collection, synthetically created, which contains files (documents) with different
sizes. Each file has four parts (or attributes), which have the same size. These
attributes are: curriculum vitae (A1), paper text (A2), author photo (A3) and
paper evaluation (A4).



276 E.C. Branco et al.

4.2 Test Results

In this section, we present the results of the experiments we carried out. For
evaluate the i-OBJECT efficiency, we have used two metrics: the input and
output times. The input time is defined as the total amount of time spent to
process a file F and generates the data that will be send to the cloud storage
service providers. The output time is defined as the total amount of time spent
to process the data received from the cloud storage service providers in order to
remount the original file F . It is important to highlight that the time spend in
the communication process, to send and receive data to the cloud providers do
not composes neither the input nor the output time. We have evaluated different
file sizes (218, 220 and 222 bytes). For each distinct file size, we have used 10 files
and computes the average time for decomposes and recomposes these files. To
validate the i-OBJECT approach, we have evaluated four different scenarios,
which will be discussed next.

Scenario 1: Encryption Algorithms. The first scenario was running with
the aim of compare the most popular symmetric cryptographic algorithms: AES,
DES and 3-DES. It is important to note that, in this experiment, the Input Time
matches the Encryption Time (the spent time to encrypt a file F ) and Output
Time matches the Decryption Time (time necessary to decrypt a file F ). So, in
this scenario, the client receives a file F from the user, encrypt it, generating a
new file Fe, and sends Fe to VM1. Figure 5 shows the encryption time for the
algorithms AES, DES and 3-DES. Next, the client receives the encrypted file Fe

from VM1, decrypt it, generating the original file F and sends F to the user.
Figure 5 shows the decryption time for the algorithms AES, DES and 3-DES.
Note that, for files with size of 216 bytes these three algorithms presented the
same encryption time, while AES and DES presented the same decryption time.

Fig. 5. Scenario 1: encryption and decryption time.
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However, for files with sizes of 218, 220, and 230 bytes AES outperforms DES
and 3-DES, for both encryption and decryption.

Scenario 2: Data Confidentiality Approaches. In the second scenario, we
compared the i-OBJECT approach with the three main approaches to ensure the
data confidentiality in cloud environments: (a) data encryption, (b) combination
of encryption and fragmentation, and (c) fragmentation (see Sect. 1) [6,7].

In order to run the approaches (b), combination of encryption and fragmen-
tation, and (c), fragmentation, it is necessary to define which attributes are
sensitive, besides to identify the sensitive association between attributes. More-
over, splitting the attributes with sensitive association into some fragment is a
NP-hard problem [6,7].

Thus, we have assumed that each document has four attributes: curriculum
vitae (A1), paper text (A2), author photo (A3) and paper evaluation (A4).
Besides, we supposed that there is a set C of sensitive association constraints,
with the following constraints: C1 = {A1}, C2 = {A2}, C3 = {A2, A4}, C4 = {A1,
A3}. So, the attributes A1 and A3 are considered sensitive and must be encrypted
in approaches (b) and (c). The constraint C3 = {A2, A4} indicates that there
is a sensitive association between A2 and A4. The constraint C4 = {A1, A3}
indicates that there is a sensitive association between A1 and A3, and these
attributes should be stored in different servers in the cloud. Based on the set C of
confidentiality constraints, a set P of data fragments was generated, as following:
(i) the approach (b), combination of encryption and fragmentation, produced
the fragments P1 = {A1, A4} and P2 = {A2, A3}; and (ii) the approach (c),
fragmentation, formed the fragments P3 = {A1, A3}, P4 = {A2} and P5 = {A4}.

It is important to emphasize that the time necessary to define the set of frag-
ments (fragments schema) for splitting the attributes with sensitive association,
that is a NP-hard problem, was not considered in this experiment. Furthermore,
for the approach (a), data encryption, we have used the AES algorithm, since it
presented best results in the first scenario.

In this experiment, we considered performance with respect to the follow-
ing metrics: (i) Input Time and (ii) Output Time. These metrics change a little
according to the used data confidentiality approach.

Input Time is computed as following:

– Approach (a), data encryption: time to encrypt a file F using AES, generating
a file Fe. The file Fe will be send to VM1;

– Approach (b), combination of encryption and fragmentation: time to encrypt
A1 and A3, plus the time to generates P1 and P2. Where, A1 and P1 will be
send to VM1, while A3 and P2 will be send to VM2.

– Approach (c), fragmentation: the time to generates P3, P4 and P5. Where,
P3 will be send to VM1, P4 to VM2 and P5 to VM3.

– i-OBJECT Approach: time to decompose a file F into Fq.bin, Fs.bin and
Fm.bin. Where, Fq.bin will be send to VM1, Fs.bin to VM2 and Fm.bin to
VM3;
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Output Time is computed as following:

– Approach (a), data encryption: time to decrypt a file Fe using AES, generating
the original file F ;

– Approach (b), combination of encryption and fragmentation: time to decrypt
A1 and A3, plus the time to join A1, A3, P1 and P2 in order to remount the
file F ;

– Approach (c), fragmentation: the time to join P3, P4, P5 and the sensitive
attributes stored in the client;

– i-OBJECT Approach: time to recompose a file F from Fq.bin, Fs.bin and
Fm.bin.

Figure 6 shows the input time for the evaluated approaches. Note that i-
OBJECT approach has a performance slightly worse than Data Encryption
(AES). Fragmentation approach outperforms the other approaches, for all file
sizes. On the other hand, the last two approaches, Encryption/Fragmentation
and Fragmentation, need to define the set of fragments (fragmentation schema)
for splitting the attributes with sensitive association. However, how we have
used a fixed example, the time necessary to define the fragmentation schema
was not computed. In part, this explains the better results obtained by these
two approaches.

Figure 6 shows the output time for the evaluated approaches. Note that i-
OBJECT outperforms all the other approaches, for all file sizes. It is important
to highlight, for the file size of 222 bytes, i-OBJECT is 88 s slower than the
Fragmentation approach in the input phase, that is, to process and a file F
before sending it to the cloud storage service provider. However, for the same
file size, i-OBJECT is 48 s faster than the Fragmentation approach. So, for a
complete cycle of file write and read, i-OBJECT is just 40 s slower than the
Fragmentation approach. Then, if the user writes F one time and reads F two
times, i-OBJECT is 8 s faster than Fragmentation approach. Thus, i-OBJECT
outperforms all the other previous approach in scenarios where the number of
reads is at least twice larger than the number of writes, which is expected real
databases and cloud storage environments.

Scenario 3: Using I-OBJECT Together with Previous Approaches. In
the third scenario, we evaluated the use of i-OBJECT together with previous
approaches. We believe that i-OBJECT can be used together with other data
confidentiality approaches in order to improve their data confidentiality levels.

Figure 7 shows the input time for the evaluated approaches. In this chart, the
first bar shows the input time to i-OBJECT (that is, the time to decompose a
file F ); the second bar represents the input time to apply the Data Encryption
approach and, after that, the i-OBJECT (that is, the time to encrypt a file
F , producing a new file Fe, plus the time to decompose Fe); the third bar
indicates the input time to apply the Encryption/Fragmentation approach and,
next, the i-OBJECT; finally, the fourth bar denotes the input time to apply
the Fragmentation approach and then the i-OBJECT. Then, we can argue that
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Fig. 6. Scenario 2: input and output time.

i-OBJECT is a flexible approach, in the sense that it can be used together with
previous approaches, in order to improve their data confidentiality level. The
results presented in Fig. 7 show that this strategy provides a small increase in
the input time, while providing a high gain in the data confidentiality. Figure 7
shows that the output time overhead has a similar behavior that input time.

Fig. 7. Scenario 3: input and output time.

Scenario 4: Improving Data Confidentiality in I-OBJECT. In the fourth
scenario, we evaluated some strategies to improve the data confidentiality in the
i-OBJECT approach. The first strategy consists in encrypt the files Fq.bin and
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Fs.bin, the second strategy consists in encrypt only the file Fq.bin and the third
strategy consists in encrypt just the file Fs.bin.

Figure 8 show, respectively the input and output time with and without the
use of these strategies. Note that the strategy of encrypting just the file Fq.bin
provides a low overhead, while greatly increases the data confidentiality level of
the i-OBJECT approach.

Fig. 8. Scenario 4: input and output time.

Storage Space Considerations. In the i-OBJECT approach, a file F is decom-
posed into three files (Fq.bin, Fs.bin and Fm.bin), which are dispersed (sent) to
three different cloud providers. The experimental results showed that the size of
these files represent, respectively, 12.5%, 12.5% and 90% of the original file size.
So, adding these values, the proposed approach provides an overhead of 15% in
the disk space utilization. This drawback is minimized since the cloud storage
services are designed to store a large quantity of data.

5 Related Work

A significant amount of research has recently been dedicated to the investigation
of data confidentiality in cloud computing environment. Most of this work has
assumed the data to be entirely encrypted, focusing on the design of queries exe-
cution techniques [5]. In [8] the authors discuss different strategies for evaluating
the inference exposure for encrypted data enriched with indexing information,
showing that even a limited number of indexes can greatly favor the task for an
attacker wishing to violate the data confidentiality provided by encryption.

The first proposal proposing the storage of plaintext data, while ensuring
a series of privacy constraints was presented in [16]. In this work, the authors
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suppose data to be split into two fragments, stored on two honest-but-curious
service providers, which never exchange information, and resorts to encryption
any time these two fragments are not sufficient for enforcing confidentiality con-
straints. In [1,5], the authors address these issues by proposing a solution that
first split the data to be protected into several (possibly more than two) different
fragments in such a way to break the sensitive associations among attributes and
to minimize the amount of attributes represented only in encrypted format. The
resulting fragments may be stored at different servers. The proposed heuristic to
design these fragments present a polynomial-time computation cost while is able
to retrieve solutions close to optimum. In [17], the authors propose an efficient
graph search based method for the fragmentation problem with confidentiality
constraints, which obtains near optimal designs.

The work presented in [1] proposes a novel paradigm for preserving data
confidentiality in data outsourcing which departs from encryption, thus freeing
the owner from the burden of its management. The basic idea behind this mech-
anism is to involve the owner in storing the sensitive attributes. Besides, for
each sensitive association, the owner should locally store at least an attribute.
The remainder attributes are stored, in the clear, at the server side. With this
fragmentation process, an original relation R is then split into two fragments,
called Fo and Fs, stored at the data owner and at the server side, respectively.
[12] extends the “vertical fragmentation only” approach and proposes use hor-
izontal fragmentation to filter out confidential rows to be securely stored at
the owner site. [18] proposes an approach based on data fragmentation using
graph-coloring technique wherein a minimum amount of data is stored at the
owner. In [19] the authors present SPARSI, a theoretical framework for parti-
tioning sensitive data across multiple non-colluding adversaries. They introduce
the problem of privacy-aware data partitioning, where a sensitive dataset must
be partitioned among k untrusted parties (adversaries). The goal is to maximize
the utility derived by partitioning and distributing the dataset, while minimizing
the total amount of sensitive information disclosed. Solving privacy-aware parti-
tioning is, in general, NP-hard, but for specific information disclosure functions,
good approximate solutions can be found using relaxation techniques.

In [6] the authors discuss the main issues to be addressed in cloud storage
services, ranging from data confidentiality to data utility. They show the main
research directions being investigated for providing effective data confidentiality
and for enabling their querying. The survey presented in [7] addressed some
approaches for ensuring data confidentiality in untrusted cloud storage services.
In [20], the authors discuss the problems of guaranteeing proper data security
and privacy in the cloud, and illustrate possible solutions for them.

6 Conclusion and Future Work

In this paper, we presented i-OBJECT, a new approach to preserve data con-
fidentiality in cloud services. The proposed approach uses fragmentation, infor-
mation decomposition and dispersion to split data into unrecognizable parts and
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store them into distributed hosts in the cloud. i-OBJECT is low cost approach
suitable for small and medium enterprises. Besides, i-OBJECT is a flexible mech-
anism since it can be used alone or together with other previously approaches in
order to increase the data confidentiality level. Thus, a user may trade perfor-
mance or data utility for a potential increase in the degree of data confidentiality.

Experimental results showed the efficiency of i-OBJECT, which can be used
with any kind of file and is more suitable for files larger than 256 bytes, files with
high entropy and environments where the number of read operations exceeds the
number of writes. As a future work, we intend to evaluate i-OBJECT perfor-
mance with other data types and using different cloud configurations, including
public and mixed clouds.
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Abstract. In order to effectively manage technical debt (TD), a set of indicators
has been used by automated approaches to identify TD items. However, some debt
items may not be directly identified using only metrics collected from the source
code. CVM-TD is a model to support the identification of technical debt by
considering the developer point of view when identifying TD through code
comment analysis. In this paper, we investigate the use of CVM-TD with the
purpose of characterizing factors that affect the accuracy of the identification of
TD, and the most chosen patterns by participants as decisive to indicate TD items.
We performed a controlled experiment investigating the accuracy of CVM-TD
and the influence of English skills and developer experience factors. We also
investigated if the contextualized vocabulary provided by CVM-TD points to
candidate comments that are considered indicators of technical debt by partici-
pants. The results indicated that CVM-TD provided promising results considering
the accuracy values. English reading skills have an impact on the TD detection
process. We could not conclude that the experience level affects this process. We
identified a list of the 20 most chosen patterns by participants as decisive to
indicate TD items. The results motivate us continuing to explore code comments
in the context of TD identification process in order to improve CVM-TD.

Keywords: Contextualized vocabulary � Technical debt � Code comment �
Controlled experiment

1 Introduction

The Technical Debt (TD) metaphor reflects the challenging decisions that developers
and managers need to take in order to achieve short-term benefits. These decisions may
not cause an immediate impact on the software, but may negatively affect the long-term
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health of a software system or maintenance effort in the future [1]. The metaphor is
easy to understand and relevant to both technical and nontechnical practitioners [2, 3].
In this sense, its acceptance and use have increased in software engineering researches.

In order to effectively manage TD, it is necessary to identify TD items1 in the
project [4]. Li et al. [5], in a recent systematic review, reported that code quality
analysis techniques have frequently been studied to support the identification of TD.
Automatic analysis tools have used software metrics extracted from the source code to
identify TD items by comparing values of software metrics to predefined thresholds [6].
Although these techniques have shown useful to support the automated identification of
some types of debt, they do not cover human factors (e.g., tasks commented as future
work) [7, 8]. Thus, large amounts of TD that are undetectable by tools may be left
aside. In this sense, pieces of code that need to be refactored to improve the quality of
the software may continue unknown. To complement the TD identification with more
contextual and qualitative data, human factors and the developers’ point of view should
be considered [9].

In this context, Potdar and Shihab [8] have focused on code comments aiming to
identify TD items. Therefore, they manually read more than 101 K code comments to
detect those that indicate a self-admitted TD. These comments were analyzed to
identify text patterns that indicate a TD. In the same way, Maldonado and Shihab [10]
have read 33 K code comments to identify different types of debt using the indicators
proposed by [11]. According to the authors, these patterns can be used to manually
identify TD that exists in the project by reading code comments. However, it is hard to
perform such a large manual analysis in terms of effort and the process is inherently
error prone.

Farias et al. [9] presented a Contextualized Vocabulary Model for identifying TD
(CVM-TD) based in code comments. CVM-TD uses word classes and code tags to
provide a set of TD terms/patterns of comment (a contextualized vocabulary) that may
be used to filter comments that need more attention because they may indicate a TD
item. CVM-TD was evaluated through an exploratory study on two large open sources
projects, jEdit and Lucene, with the goal of characterizing its feasibility to support TD
identification from source code comments. The results pointed that the dimensions (e.g.
Adjectives, Adverbs, Verbs, Nouns, and Tags) considered by the model are used by
developers when writing comments and that CVM-TD can be effectively used to
support TD identification activities.

These promising initial outcomes motivated us to evaluate CVM-TD further with
other projects. Therefore, in this paper we extend the research of Farias et al. [9] with
an additional study to analyze the use of CVM-TD and the contextualized vocabulary
with the purpose of characterizing its overall accuracy when classifying candidate
comments and factors that influence the analysis of the comments to support the
identification of TD in terms of accuracy.

We address this research goal by conducting a controlled experiment to investigate
the overall CVM-TD accuracy and the influence of the English skills and developer
experience factors. We analyzed the factors against the accuracy by observing the

1 The term “TD item” represents an instance of Technical Debt.
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agreement between each participant and an Oracle elaborated by the researchers. We
compared the accuracy values for the different factors using statistical tests.

We also analyzed the agreement among the participants. These aspects are decisive
to understand and validate the model and the contextualized vocabulary. Our findings
indicate that CVM-TD provided promising results considering the accuracy values. The
accuracy values of the participants with good reading skills were better than the values
of the participants with medium/poor reading skills. We could not conclude that the
experience level affects the accuracy when identifying TD items through comment
analysis. The results indicate that 89.21% of the TD comments that were chosen by
Oracle were also chosen by at least 50% of all participants. We also observed that, on
average, the participants identified many comments that were filtered by the vocabulary
and selected as a TD indicator by Oracle. This means that the vocabulary proposed by
CVM-TD helped the participants to comprehend and identify comments that may point
out TD items. We also identified the 20 most chosen patterns by participants as decisive
to indicate TD items.

The remainder of this paper is organized as follows. Section 2 presents relevant
literature reporting on technical debt identification approaches and the use of comments
in source code. Section 3 describes the planning of the controlled experiment. Sec-
tion 4 presents its operation. The results are presented in Sect. 5. Next, we have a
discussion section. Finally, Sect. 7 concludes the paper.

2 Background

2.1 Code Comments Mining

Comments are an important software artifact which may help to understand software
features [12]. Code comments have been used as data source in some research [12, 13].

In [13], the authors analyzed the purpose of work descriptions and code comments
aiming to discuss how automated tools can support developers in creating them.

Storey et al. [12] analyzed how developers deal with software maintenance tasks by
conducting an empirical study investigating how comments may improve processes
and tools that are used for managing these tasks.

In fact, comments have been used to describe issues that may require future work,
emerging problems, and decisions taken about those problems [13]. These descriptions
facilitate human readability and provide additional information that summarizes the
developer context [9].

Therefore, code comments are considered a vital documentation used in mainte-
nances. They complete the general documentation of a system and are a conventional
way for developers keep documentation and code consistently up to date [14].

Despite of the existence of different syntaxes and types of comments according to
the programming language, they are usually divided into two categories: (i) inline
comments, which only permit the insertion of one line of comment, and (ii) block
comments, which permit the insertion of several lines. Developers write comments in a
sublanguage of English using a limited set of verbs and tenses, and personal pronouns
are almost not used [15].
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According to Steidl et al. [14], the comments within these categories can be
classified in seven different types:

• Copyright Comments: notes that include information about the copyright or the
license of the source code file. They are usually found at the beginning of each file;

• Header Comments: give an overview about the functionality of the class and
provide information about the class author, the revision number, or the peer review
status.

• Member Comments: describe the functionality of a method/field, being located
either before or in the same line as the member definition. This type of comment is
similar to header comments.

• Inline Comments: describe implementation decisions within a method body. This
type was named as the same description of the category of comments presented
above.

• Section Comments: this comments address several methods/fields together
belonging to the same functional aspect.

• Code Comments: contain commented out code which is source code ignored by
the compiler. Often code is temporarily commented out for debugging purposes or
potential later reuse.

• Task Comments: are a developer note containing a to-do statement, a note about a
bug that needs to be fixed, or a remark about an implementation hack.

In this work we are interested only in the inline comments and task comments
types because they can describe the developer’s feeling about open tasks in the project
and the risk of causing problems if not done in the future.

2.2 Using Code Comments to Identify TD

More recently, code comments have been explored with the purpose of identifying TD
[8–10, 16].

Potdar and Shihab [8] analyzed code comments to identify text patterns and TD
items. They read more than 101 K code comments. Their findings show that 2.4–31.0%
of the files in a project contain self-admitted TD. In addition, the most used text patterns
were: (i) “is there a problem” with 36 instances, (ii) “hack” with 17 instances, and
(iii) “fixme” with 761 instances.

In another TD identification approach, Maldonado and Shihab [10] evolved the
work of Potdar and Shihab [8] proposing four simple filtering heuristics to eliminate
comments that are not likely to contain technical debt. For that, they read 33 K code
comments from source code of five open source projects (Apache Ant, Apache Jmeter,
ArgoUML, Columba, and JFreeChart). Their findings showed that self-admitted
technical debt can be classified into five main types: design debt, defect debt, docu-
mentation debt, requirement debt, and test debt. According to the authors, the most
common type of self-admitted TD is design debt (between 42% and 84% of the
classified comments).

In the same sense, Bavota and Russo [16] performed a replication of the work of
Potdar and Shihab [8]. Their study reported an empirical analysis conducted on 159
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software projects to investigate the diffusion and evolution of TD. The authors mined
commits and code comments using the patterns proposed by [8] and carried out a
qualitative analysis. Their results show that the diffusion of TD in OSS projects is, on
average, 51 instances per system, the TD instances have a long survivability, on
average, more than 1,000 commits, and have an increasing trend over the projects
lifetime.

In an another approach, Farias et al. [9] proposed the CVM-TD. CVM-TD is a
contextualized structure of terms that focuses on using word classes and code tags to
provide a TD vocabulary, aiming to support the detection of different types of debt
through code comment analysis. To evaluate the model and quickly analyze devel-
opers’ comments embedded in source code, the eXcomment tool was developed. This
tool extracts and filters candidate comments from source code using the contextualized
vocabulary provided by CVM-TD.

This research provided preliminary indication that CVM-TD and its contextualized
vocabulary can be effectively used to support TD identification (the whole vocabulary
can be found at https://goo.gl/TH2ec5). However, the factors that may affect its
accurate usage are still unknown. In this work, we focused on characterizing
CVM-TD’s accuracy and some of these factors.

3 Study Planning

3.1 Goal of Study and Research Questions

This study aims at investigating the following goal: “Analyze the use of CVM-TD with
the purpose of characterizing its overall accuracy and factors affecting the identification
of TD through code comment analysis, with respect to accuracy when identifying TD
items from the point of view of the researcher in the context of software engineering
master students with professional experience analyzing candidate code comments of
large software projects”. More specifically, we investigated five Research Questions
(RQ). The description of these RQs follows.

RQ1: Do the English reading skills of the participant affect the accuracy when
identifying TD through code comment analysis?

Considering that non-native English speakers are frequently unaware of the most
common terms used to define specific parts of code in English [17], this question aims
to investigate whether a different familiarity with the English language could impact the
identification of TD through code comment analysis. In order to analyze this variable,
we split the participants into levels of “good English reading skills” and “medium/poor
English reading skills”. This question is important to help us to understand the factors
that may influence the analysis of comments to identify TD.

RQ2: Does the experience of the participant affect the accuracy when identifying
TD through code comment analysis?

Experience is an important contextual aspect in the software engineering area [18].
Recent research has studied the impact of experience on software engineering exper-
iments [19]. Some works have found evidence that experience affects the identification
of code smells, and that some code smells are better detected by experienced
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participants rather than by automatic means [20]. Considering this context, this ques-
tion aims to discuss the impact of the participants’ experience on the identification of
TD through code comment analysis. To analyze the variable, we classified the par-
ticipants into three levels considering their experience with software development:
(i) high experience, (ii) medium experience, and (iii) low experience. This question is
also important to help us to understand the factors that may influence the analysis of
comments to identify TD.

RQ3: Do participants agree with each other on the choice of comments filtered by
CVM-TD that may indicate a TD item?

With this question, we intend to investigate the contribution of CVM-TD in the TD
identification process and how many and what comments had high level of agreement.
That is, what comments point out to a TD item. This question will also allow us to
analyze the agreement among the participants about the candidate comments that
indicate a TD item. We conjecture that high agreement on the choice of comments
filtered by CVM-TD evidences its relevance as a support tool on the TD identification.

RQ4: Does CVM-TD help researchers on select candidate comments that point to
technical debt items?

With this question, we intend to investigate if the contextualized vocabulary pro-
vided by CVM-TD points to candidate comments that are considered indicators of
technical debt by researchers. This question will also allow us to investigate the con-
tribution of CVM-TD to support the TD identification process.

RQ5: What were the most chosen code comment patterns by participants as
decisive to indicate a TD item?

In this question, we intend to investigate which patterns were considered more
decisive to help participants on identifying comments that report a situation of TD. For
each comment marked as yes, the participants highlighted the part of the comment that
was decisive for their answer. The answer for this question will allow us to classify the
most decisive patterns and closing a feedback cycle expanding the vocabulary by
inserting new patterns.

3.2 Participants

The participants of the study were selected using convenience sampling [21]. Our
sample consists of 21 software engineering master students at the Federal University of
Sergipe (Sergipe-Brazil) and 15 software engineering master students at the Salvador
University (Bahia-Brazil). We conducted the experiment in the context of the Empirical
Software Engineering Course.

In order to classify the profile of the participants and their experience in the soft-
ware development process, a characterization form was filled by each participant before
the experiment. The questions were about professional experiences, English reading
skills, and specific technical knowledge such as refactoring and programming lan-
guages. The result of the questionnaire showed that participants had a heterogeneous
experience level, but all had some experience on software projects.

The participants were classified into three experience levels (high, medium and
low) regarding the experience variable and the classification proposed by [18], which is
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presented in Table 1. We discarded the category E1 because there were not any
undergraduate students as participants. We considered low experience for participants
related to the categories E2 and E3. The participants related to the category E4 were
considered as having medium experience, and, finally, we considered the participants
related to category E5 as having high experience.

When considering the English reading skills, the participants were classified into
two levels (good and medium/poor). We had 4 participants with poor English reading
skills and 21 participants with medium. Despite these participants have been selected as
medium/poor English, they may understand short sentences like code comments in
English. Table 2 shows the characterization of the participants.

The participants were split into three groups. Each group had 12 participants with
approximately the same levels of experience. This strategy provides a balanced
experimental design. The design involved each group of participants working on a
different set of comments (experimental object) and permits us to use statistical test to
study the effect of the investigated variables. We adopted this plan to avoid an
excessive number of comments to be analyzed by each participant.

Table 1. Classification of the experiences of participants.

Category Description Experience
levels

E1 Undergraduate student with less than three months of recent
industrial experience

–

E2 Graduate student with less than three months of recent industrial
experience

Low

E3 Academic with less than three months of recent industrial
experience

Low

E4 Any person with recent industrial experience between 3 months
and two years

Medium

E5 Any person with recent industrial experience for more than two
years

High

Table 2. Distribution of the participants.

Group Participants by
experience level

Participants
by English
reading level

High Med Low Good Med/Poor

G1 (12) 4 3 5 1 11
G2 (12) 3 5 4 5 7
G3 (12) 4 5 3 5 7
Total (36) 11 13 12 11 25
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3.3 Instrumentation

Forms. The experimental package is available at https://goo.gl/DdomGk. We used
slides for the training and four forms to perform the experiment:

Consent Form: the participants authorize their participation in the experiment and
indicate to know the nature of the procedures which they have to follow.

Characterization Form: contains questions to gather information about profes-
sional experiences, English reading skills, and specific technical knowledge of
participants.

Data collect Form: contains a list of source code comments. During the experi-
ment, the participants were asked to indicate, for each comment, if it points to a TD
item.

Feedback Form: in this form, the participants may write their impression on the
experiment. We also asked the participants to classify the training and the level of
difficulty in performing the study tasks.

Software Artifact and Candidate Comments. We gathered and filtered comments
from a large and well-known open source software (ArgoUML). The project is written
in Java with 1,846 files. In choosing this project, we considered the following criteria:
being long-lived (more than ten years), having a satisfactory number of comments
(more than 2,000 useful comments).

To be able to extract the candidate comments from the software that may indicate a
TD item, we used eXcomment. We were only interested in comments that have been
intentionally written by developers [9].

Once the comments were extracted, we filtered the comments by using terms that
belong to the vocabulary presented in [9]. A comment is returned when it has at least
one keyword or expression found in the vocabulary. We will call these comments
‘candidate comments’. At the end, the tool returned 353 comments, which were listed
in the collect data form in the same order in which they are in the code. This is
important because comments that are close to each other can have some relationship.

3.4 Analysis Procedure

We considered three perspectives to analyze accuracy:
(i) Agreement between each participant and the Oracle: In order to investigate

RQ1 and RQ2, we adopted the accuracy measure, which is the proportion of true
results (the comments chosen in agreement between each participant and the Oracle)
and the total number of cases examined (see Eq. 1).

accuracy ¼ numTPþ numTNð Þ=
numTPþ numFPþ numTN þ numFNð Þ ð1Þ
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TP represents the case where the participant and the Oracle agree on a TD comment
(comment that points to a TD item). FP represents the case where the participant
disagrees with the Oracle on the selected TD comment. TN occurs when the participant
and the Oracle agree on a comment that does not report a TD item. Finally, a FN
happens when the participant does not mark a TD comment in disagreement with the
Oracle.

The definition of the Oracle, which represents an important aspect of this analysis
process, was performed before carrying out the experiment. We relied on the presence
of three specialists in TD. Two of the specialists did, in separate, the indication of the
comments that could point out to a TD item. After, the third specialist did a consensus
process for the set of the chosen comments. All this process took one week.

(ii) Agreement among the Participants: To analyze RQ3, we adopted the Finn
coefficient [22]. The Finn coefficient is used to measure the level of agreement among
participants. In order to make the comparison of agreement values, we adopted clas-
sification levels, as defined by [23], and recently used by [20]: slight, for values
between 0.00 and 0.20; fair (between 0.21 and 0.40); moderate (between 0.41 and
0.60); substantial (between 0.61 and 0.80); and almost perfect (between 0.81 and 1.00)
agreement.

(iii) TD Comments selected by Oracle and Participants: To analyze RQ4, we
investigated the candidate comments that point to TD items selected by the Oracle and
participants. We also identified and analyzed the false positives (i.e., comments that do
not report a TD item).

(iv) The most chosen Patterns by Participants as decisive to indicate a TD
item: To answer the RQ5, we analyzed the patterns that were chosen by participants as
decisive patterns to identify a TD item through code comments analysis.

3.5 Pilot Study

Before the experiment, we carried out a pilot study with a computer science Ph.D.
student with professional experience. The pilot took 2 h and was carried out in a Lab at
the Federal University of Bahia (Bahia-Brazil). We performed the training at first hour,
and next the participant performed the experimental task described in the next section.
The participant analyzed 83 comments and selected 52 as TD comments.

The pilot was used to better understand the procedure of the study. It helped us to
evaluate the use of the data collection form, the necessary time to accomplish the task
and, mainly, the number of comments used by each group. Thus, the pilot study was
useful to calibrate the time and number of comments analyzed.

4 Operation

The experiment was conducted in a classroom at Federal University of Sergipe, and at
the Salvador University, following the same procedure.

The operation of the experiment was divided into different sessions. A week prior to
the experiment, the participants filled the consent and characterization form. The training
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and experiment itself were performed at the same day. For training purposes, we per-
formed a presentation in the first part of the class. The presentation covered the TD
concepts and context, as well as the TD indicators [11] and how to perform a qualitative
analysis on the code comments. This training took one hour.

After that, a break was taken. Next, each participant analyzed the set of candidate
comments, extracted from ArgoUML, in the same room where we performed the
training. They filled the data collection form pointing out the initial and end time of the
task. For each candidate comment listed in the form, the participants chose “Yes” or
“No”, and their level of confidence on their answer. Besides, for each comment marked
as yes, they should highlight the piece of text that was decisive for giving this answer.

The participants were asked to not discuss their answers with others. When they
finished, they filled the feedback questionnaire. A total of three hours were planned for
the experiment training and execution, but the participants did not use all of the
available time.

4.1 Deviations from the Plan

We did not include the data points from participants who did not complete all the
experimental sessions in our analysis since we needed all the information (character-
ization, data collection, and feedback). Thus, we eliminated 4 participants.

Table 3 presents the final distribution of the participants. The value in parentheses
indicates the final number of participants in each group. In each of the groups G1 and
G3, a participant was excluded because of not filling the value of confidence. In group
G2, a participant was excluded because he did not analyze all comments and another
was excluded because did not mark the text in the TD comments.

5 Results

In this section, we present the results for each RQ.
RQ1: Do the English reading skills of the participant affect the accuracy when

identifying TD through code comment analysis?
In order to investigate the impact of the English reading level skills on the TD

identification process, we calculated the accuracy values for each participant with

Table 3. Final distribution of the participants among groups.

Group Participants by
experience level

Participants by
English level

High Medium Low Good Med/Poor

G1 (11) 4 3 4 1 10
G2 (10) 2 5 3 5 5
G3 (11) 3 5 3 5 6
Total (32) 9 13 10 11 21
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respect to the Oracle. Figure 1 shows a box-plot illustrating the accuracy distribution. It
is possible to note that the participants with good English reading skills had the lowest
dispersion. It indicates that they are more consistent in the identification of TD com-
ments than the participants with medium/poor English reading skills. Moreover, the
accuracy values of the participants with good reading skills are higher than the values
of the participants with medium/poor reading skills. However, the median accuracy of
the participants with medium/poor reading skills is 0.65. This means that the partici-
pants with this profile were able to identify comments that were pointed out as an
indicator of a TD item by the Oracle.

We also performed a hypothesis test to reinforce the analysis of this variable. To do
this, we defined the following null hypothesis:

H0: The English reading skills of the participant do not affect the accuracy with
respect to the agreement with the Oracle.

We ran a normality test, Shapiro-Wilk, and identified that the distribution was
normal. After that, we ran the t-test, a parametric test, to evaluate our hypotheses. We
used a typical confidence level of 95% (a = 0.05). As shown in Table 4, the p-value
calculated (p = 0.02342) is lower than the a value. Consequently, we may reject the
null hypothesis (H0).

Fig. 1. Accuracy value by English reading skills.

Table 4. Hypothesis test for analysis of English reading.

Shapiro-Wilk
(normality test)

Parametric test

Good Medium/Poor t-test

p-value 0.9505 0.9505 0.02342
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We also evaluated our results regarding magnitude, testing the effect size measure.
We calculate Cohen’s d [24] to interpret the size of the difference between the dis-
tribution of the groups. We used the classification presented by Cohen [24]: 0 to 0.1:
No Effect; 0.2 to 0.4: Small Effect; 0.5 to 0.7: Intermediate Effect; 0.8 and higher:
Large Effect.

The magnitude of the result (d = 0.814) also confirmed that there is a difference
(Large Effect) on the accuracy values with respect to both groups. This evidence
reinforces our hypothesis and shows that the results were statistically significant.

In addition, we analyzed the feedback form and we highlighted the main notes at
the following (translated to English): (i) I had some difficulties to understand and
decide about complex comments; (ii) I had the feeling that I needed to know the
software context better; (iii) I believe some tips on English comments could help us to
interpret the complex comments. This data is aligned with our finding that indicates that
English reading skills may affect the task of analyzing code comments to identify TD in
software projects.

RQ2: Does the experience of participant impact the accuracy when identifying TD
through code comment analysis?

In order to investigate the impact of the experience level on the TD identification
process, we calculated the accuracy values for each participant with respect to the
Oracle. We show the accuracy distribution by experience level of the participants in
Fig. 2. From this figure, it is possible to note that the box-plots have almost the same
level of accuracy regarding high, medium and low experience. Considering the
medians, the values are very similar. Participants with high and low experience have

Fig. 2. Accuracy by participants’ experience.

Investigating the Identification of Technical Debt 295



the same median value (0.66), whereas the median of participants with medium
experience is moderately higher (0.71).

We also calculated the variation coefficient. This coefficient measures the vari-
ability in each level – that is, how many in a group is near the median. We found the
coefficients of 12.91%, 13.17%, and 13.96%, for high, medium and low experience,
respectively. According to the distribution presented by Snedecor and Cochran [25],
the coefficients are low, showing that the levels of experience have homogeneous
values of accuracy.

Finally, we performed a hypothesis test to analyze the experience variable. We
defined the following null hypothesis:

H0: The experiences of the participants do not affect his or her accuracy with
respect to the agreement with the Oracle.

After testing normality, we ran Anova, a parametric test to evaluate more than two
treatments. The p-value calculated (p = 0.904) is bigger than a value. In this sense, we
do not have evidences to reject the null hypothesis (H0).

From the analysis, we consider that the experience level did not impact the dis-
tribution of the accuracy values, i.e., when using CVM-TD, experienced and
non-experienced participants show the same accuracy when identifying comments that
point out to TD items. A possible interpretation of this result is that CVM-TD can be
used by non-experienced participants.

RQ3: Do participants agree with each other on the choice of comments filtered by
CVM-TD that may indicate a TD item?

Our analysis considered the number of comments per rate of participants that chose
the comment. Figure 3 shows the ratios in the X-axis and the number of comments in

Fig. 3. Agreement among TD comments.
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each interval in Y-axis. The ratio values are the proportion of “number of participants
who choose the comment” and the “number of participants in the experiment group”.
For example, a comment from group G1 (the G1 has 11 participants) that was chosen
by 10 participants has ratio = 0.91 (that is, 10/11).

We can note that all or almost all participants have chosen some comments as good
indicator of TD, which means that these comments had high level of agreement and
CVM-TD filtered comments that may really point out to TD item. Almost 40 comments
have ratio intervals between 1 and 0.90. Some examples of such comments are:

"NOTE: This is temporary and will go away in a "future" 
release (ratio = 1)";  
"FIXME: this could be a problem...(ratio = 1) "; 
"TODO:Replace the next deprecated call(ratio = 0.90) ".  
"TODO: This functionality needs to be moved someplace 
useful…(ratio = 0.90) ". 

The whole set of these comments is available at https://goo.gl/fSaMj9.
On the other hand, considering the agreement among all participants identifying TD

comments, we found a low coefficient. We conducted the Finn test to analyze the
agreement in each group, considering all comments. Table 5 presents the agreement
coefficient values. The level of agreement was ‘slight’ and ‘fair’ according to [23]
classification.

RQ4: Does CVM-TD help researchers on select candidate comments that point to
technical debt items?

We analyzed the candidate comments identified by the Oracle as TD comments.
Table 6 shows the number of comments identified by the Oracle. We observed that
almost 60% of comments filtered by terms that belong to the vocabulary (candidate
comments) proposed by Farias et al. [9] were identified as good indicators of TD by the
Oracle.

Table 5. Finn agreement test.

Finn p-value Classification levels

Group 1 0.151 3.23e−05 Slight
Group 2 0.188 5.74e−07 Slight
Group 3 0.265 8.34e−12 Fair

Table 6. TD comments identified by the Oracle.

Group 1 Group 2 Group 3

Number of candidate comments 123 124 106
Number of TD comments 68 (55.28%) 83 (66.94%) 58 (54.72%)
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Regarding the average accuracy of all participants against the Oracle, the overall
value is 0.673. On average, this shows that the participants archived good accuracy
values. We also analyzed the dispersion of the set of values. The standard devia-
tion (SD) is 0.087 which is considered a low value. In particular, the low SD indicates
that the values do not spread too much around the average. That is, it indicates low
dispersion of the accuracy values from the average. The box-blot in

Figure 4 represents the distribution of accuracy values for all participants. This
figure shows that the values have a homogeneous distribution of accuracy.

We can also see the accuracy distribution by each group of the participants in
Fig. 5. From this figure, it is possible to note that the box-plots have almost the same
level of accuracy. Considering the median, the values are very similar.

Next, we analyzed the number of TD comments chosen by participant and Oracle.
Table 7 shows the TD comments identified by the Oracle and also by at least 50% of all
participants in each group. This means that 66 comments were chosen by the Oracle
and by at least 5.5 participants of the group 1. For group 2, 72 comments were chosen
by Oracle and by at least 5 participants. While for group 3, 51 comments were chosen
by Oracle and by at least 5.5 participants. The achieved results indicate that 89.21% of
the TD comments that were chosen by Oracle were also chosen by at least 50% of all
participants. The results indicate that the vocabulary helps the participants to identify
comments that can point out to TD items.

We also analyzed the number of comments per rate of participants that chose the
comments indicated by Oracle as a TD comment. Figure 6 shows the ratios in the X-
axis and the number of comments in each interval in Y-axis. The ratio values are the
proportion of “number of participants who chooses a comment indicated as TD
comment by Oracle” and the “number of participants in the experiment group”. For

Fig. 4. The distribution of the accuracy values.
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example, a comment from group G1 indicated as TD comment by the Oracle (G1 has
11 participants) that was chosen by 11 participants has ratio = 1.00 (that is, 11/11).

When looking at the number of comments reporting TD, it is possible to note that,
on average, the participants identified many comments that were filtered by the
vocabulary and selected as TD indicators by Oracle. This means that the vocabulary
proposed by CVM-TD helped the participants to comprehend and identify comments
that may point out TD items. More than 170 comments have ratio intervals equal or
higher than 0.5.

In order to perform a deep analysis, we investigated a sample of these comments.
From the analysis, let’s consider the following comments:

Example comment #1 (ratio 1.00):

/* Install the trap to "eat" SecurityExceptions. * 
NOTE: This is temporary and will go away in a "future" 
release */

Fig. 5. Accuracy values by groups.

Table 7. TD comments identified by the Oracle and participants.

Group 1 Group 2 Group 3

Number of candidate comments 123 124 106
Number of TD comments 71 (57.72%) 83 (66.94%) 58 (54.72%)
Number of TD comments
chosen by participants and Oracle

66 (92.95%) 72 (86.74%) 51 (87.93%)

Investigating the Identification of Technical Debt 299



The above comment (#1) mentions issues in source code and highlights that a
specific part of code is temporary and need to be removed in a future release. The
comment has three patterns: “the trap”, “NOTE: This is temporary”, and “future
release”. In other words, it was indicated as a comment reporting a TD item by Oracle
and all participants.

Example comment #2 (ratio 0.92):

/* TODO: Why is this here? Who is calling this? @see 
java.beans.VetoableChangeListener#vetoableChange(java.b
eans.PropertyChangeEvent) */

Example comment #3 (ratio 0.64):

// This is somewhat inconsistent with the design of the 
constructor // that receives the root object by 
argument. If this is okay // then there may be no need 
for a constructor with that argument.

In comments #2 and #3, the developers describe situations correlated with violation
of principles of good design, inadequate location of a method, and inconsistence with
the design. We can see this context through the patterns “Why is this here?”, “Who is
calling this?”, and “inconsistent with the design”. Besides these patterns, we can note
the tag TODO reporting the need to revisit this code in future.

Fig. 6. Number of comments per rate of participants.
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Example comment #4 (ratio 0.91):

/* TODO: needs documenting, why synchronized? */

Example comment #5 (ratio 0.82):

/* TODO: As currently coded, this actually returns all 
BehavioralFeatures which are owned by Classifiers 
contained in the given namespace, which is slightly 
different than what's documented. It will not include 
any BehavioralFeatures which are part of the Namespace, 
but which don't have an owner. */

Comments #4 and #5 are examples that we consider as documentation debt. In the
above comment, the developers describe the necessity for documentation and show
their worries about the missing or inadequate documentation. Maybe this TD item
could not be identified using only code-based metrics because the necessity of docu-
mentation cannot be measured only analyzing the source code.

Example comment #6 (ratio 0.82):

// The following debug line is now the single most 
memory consuming // line in the whole of ArgoUML. It 
allocates approximately 18% of // all memory allocated.
// Suggestions for solutions: // Check if there is a 
LOG.debug(String, String) method that can // be used
instead. // Use two calls. // For now I (Linus) just 
comment it out.

Comment #6 reports strategies that caused a very large processing consuming in the
build process of the projects. The patterns “most memory consuming” and “memory
allocated” may refer to build related issues that make a task harder, and more
time/processing consuming unnecessarily.

Example comment #7 (ratio 0.91):

/* TODO: Replace the next deprecated call. This case is 
complicated * by the use of parameters. All other Figs 
work differently. */

In comment #7, the developers describe situations correlated with bad coding
practices, deprecated code, and difficult to be maintained in the future. The patterns
“TODO: replace”, “deprecated”, and “case is complicated” refer to the problems
found in the source code which can negatively affect the quality of the code making it
more difficult to be maintained in the future. They are examples of what we consider as
code debt.
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Example comment #8 (ratio 0.91):

/* TODO: The copy function is not yet completely 
implemented - so we will have some exceptions here and
there.*/.

Comment #8 describes the lack of synchronism between optimal requirements
specification and what is currently implemented. The pattern “is not yet completely
implemented” indicates a requirement that are only partially implemented.

Some of these comments have patterns which report more clearly a situation related
with the description of TD items, such as, “TODO: this is temporary”, “inconsistent
with the design”, and “TODO: needs documenting”. We analyzed some of the top
comments having ratio higher than 0.8. Table 8 lists the patterns identified by partic-
ipants in these comments. Besides the fact that these comments have patterns that we
considered to clearly identify TD, we can also see that many of them have more than
one pattern reporting a TD context. This also helps indicating that the patterns can be
used to filter comments describing a situation of TD.

Table 8. List of patterns identified by participants in these comments.

ID comment Ratio Identified patterns

17 1.00 the trap
NOTE: This is temporary
“Future” release

945 1.00 This is a bug
1005 1.00 TODO: This is probably not the right location
1064 1.00 FIXME: this could be a problem
26 0.91 TODO:

Need to be in their own files?
TODO: Why is this here?

44 0.91 Who is calling this?
TODO: needs documenting

68 0.91 A temporary solution
122 0.91 Should be fixed
318 0.91 TODO: split into
485 0.91 Problems directly in this class

Critic problem
TODO: Replace

521 0.91 Deprecated
This case is complicated
Is there no better way?

549 0.91 TODO: implement this
835 0.91 TODO: ??
1227 0.91 Code is not used

Why is it here?
Causes dependency
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Although the vocabulary allowed filtering good comments reporting TD, it also
returned false positives. The Oracle and participants identified 141 comments, which
were returned by the vocabulary, as comments that do not report a situation of TD, that
is, they are false positives. This shows that 39.94% of the comments identified by our
approach may have been misclassified by patterns of the vocabulary (353 comments
were returned in total).

Some examples of these false positives follow:
Example comment #9:

// NOTE: This is package scope to force callers to use 
ResourceLoaderWrapper

Example comment #10:

// Note that this will not preserve empty lines // in
the body

The eXcomment selected these candidate comments (#9 and #10) because of
presence of the “NOTE:” but the comment only gives an overview of the information
about the code implementation.

Example comment #11:

/* Now we have to see if any state in any statemachine 
of * classifier is named [name]. If so, then we only 
have to link the state to c. */

The pattern “have to” was interpreted as an open task verb reporting a task to be
done but it only composes an expression describing the functionality of the code.

Example comment #12:

/* This is used in the todo panel, when "By Poster" is 
chosen for a     * manually created todo item.*/

The pattern “TODO” made our tool and vocabulary selecting the comment as a
candidate comment, while the term was used only to describe the name of a
component.

Example comment #13:

/* This next line fixes issue 4276: */

The pattern “fixes” may suggest something to be fixed in the project but, in this
case, the comment describes the opposite, a piece of the code fixing an issue.

This result indicates that the vocabulary and eXcomment need to be better calibrated
to reduce the number of returned comments that do not report a situation of TD. With
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this in mind, we intend to perform a complementary investigation with the purpose of
identifying the patterns that are more decisive to detect TD items.

RQ5: What were the most chosen code comment patterns by participants as
decisive to indicate a TD item?

Table 9 shows the top 20 selected patterns. Column “Patterns” lists the patterns
identified by participants, “# of occurrence” summarizes the number of times that a
participant highlighted the patterns as important, and “# of Participants” summarizes
the total of participants who have chosen the pattern as important to identify a TD item.

The most selected pattern was ‘Todo”. It was chosen by 26 of 32 participants
(81.25%), followed by “need to” selected by 22 participants (65.63%), “remove”, and
“Todo: Replace” by 16 participants (50%). From the table, we can also see that several
comment patterns have the tag “Todo”, such as “Todo: This does not work!” and
“Todo: Is this needed/correct?”. The pattern “Todo” was identified as a decisive
pattern in 899 cases by the participants. This highlights the importance of “Todo” for
composing important patterns to identify TD through code comment analysis. Besides
the pattern “Todo”, the patterns “need to”, “remove”, “?”, “replace”, “Is this nee-
ded?”, “must be”, “should be”, and “does not work” were also chosen as decisive
patterns by the participants. The complete list is available at https://goo.gl/ZDxTmn.

Table 9. Top 20 patterns more chosen by participants as decisive to indicate a TD item.

Patterns # of occurrences # of Participants

TODO 899 26
Need to 48 22
Remove 54 19
? 49 19
Replace 19 14
Is this needed? 15 14
Must be 22 13
Should be 20 12
Does not work! 18 12
Critic 21 11
Check 14 11
Fix 22 11
Why? 21 10
Cyclic dependency 10 10
This is a bug 10 10
Note 13 9
Move 13 9
Have to 12 9
Temporary 9 9
Probably redundant 9 9
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Even though these results show that there are decisive patterns to identify a situ-
ation of TD, further investigations are needed for analyzing how much each pattern is
decisive to identify TD. In this way, we intend to perform another experiment to widely
analyze and classify all patterns by considering the importance level of the patterns to
point out to a TD item.

6 Discussion

Our results suggest that the English reading level of the participants may impact the
identification of TD through comment analysis. Participants with good English reading
skills had accuracy values better than participants who have medium/poor English
reading skills. On the other hand, participants with poor/medium English profile were
able to identify a good amount of TD comments filtered by the contextualized
vocabulary.

We also observed in the feedback analysis that some participants had difficulties to
understand and interpret complex comments, and tips might help them with this task.
We conjecture that some tips may support participants to make decision on the TD
identification process. For instance, highlight the TD terms or patterns of comment
from the contextualized vocabulary into the comments.

Considering the impact of experience on TD identification, we could not conclude
that the experience level affects the accuracy. This can indicate that comments selected
by the vocabulary may be understood by an experienced or non-experienced observer.
This reinforces the idea that the TD metaphor aids discussion by providing a familiar
framework and vocabulary that may be easily understood [26, 27].

Considering the agreement among participants identifying TD comments, the
results revealed some comments pointed out as good indicator of TD, with high level of
agreement. It may evidence the contribution of CVM-TD as a support tool on the TD
identification. However, in general, the level of agreement between participants was
considered low. We believe that this occurred due to the large amount of comments to
be analyzed, and the amount of comments selected by the contextualized vocabulary
that does not indicate a TD item. In this way, the level of agreement might rise whether
the vocabulary is more accurate.

We noted that a high number of comments filtered by the CVM-TD was considered
to indicate TD items. In view of the contribution of the CVM-TD to support TD
identification, the results indicate that many comments that were chosen by Oracle were
also chosen by participants as comments that may point out to a TD item. This means
that the vocabulary proposed by CVM-TD helped the participants to comprehend and
identify comments that may reporting a situation of TD.

These results provide preliminary indications that CVM-TD and the contextualized
vocabulary can be considered an important support tool to identify TD item through
code comments analysis. Different from code metrics-based tools, code comments
analysis allow us to consider human factors to explore developers’ point of view and
complement the TD identification with more contextual and qualitative data. Both
approaches may contribute with each other to make the automated tools more efficient.
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The last aspect we analyzed was the patterns mostly chosen by participants as
decisive to indicate a TD item. We identified a list of the top 20 patterns. We could note
that there are patterns that are more decisive than others, but we need to perform further
investigations on the patterns considering their importance level to identify a TD item.

6.1 Threats to Validity

We followed the checklist provided by Wohlin et al. [28] to discuss the relevant threats
to this controlled experiment.

Construct Validity. To minimize the mono-method bias, we used an accuracy and
agreement test to provide an indication of the TD identification through comment
analysis. We selected the researchers that composed the Oracle. In order to mitigate the
biased judgment on the Oracle, its definition was performed by three different
researchers with knowledge in TD. Two of them selected the TD comments, and the
third researcher did a consensus to decrease the bias. Finally, to reduce social threats
due to evaluation apprehension, participants were not evaluated.

Another thread involves the definition of the proposed vocabulary. It is possible
that the set of patterns and combinations used by our model and vocabulary are simply
too many to be studied. An alternative would be to limit the studies to specific contexts
and software domains. Another point is related to the imprecision in the filtering of
candidate comments. Our results might be affected by false positives and false nega-
tives returned by the vocabulary and the automatic filtering heuristic. To reduce this
threat in next experiment, we intent to calibrate the vocabulary and eXcomment to
reduce the number of comments that do not report a situation of TD.

Internal Validity. The first internal threat we have to consider is subject selection
since we have chosen all participants through a convenience sample. We minimized
this threat organizing the participants in different treatment groups divided by expe-
rience level.

Another threat is that participants might be affected negatively by boredom and
tiredness. In order to mitigate this threat, we performed a pilot study to calibrate the
time and amount of comments to be analyzed. To avoid the communication among
participants, two researchers observed the operation of the experiment at all times.
A further validity threat is the instrumentation, which is the effect caused by artifacts
used for the experiment. Each group had a specific set of comments, but all participants
used the same data collection form format. To investigate the impact of this threat in
our results, we analyzed the average accuracy in each group. Group G1 has average
value equal to 0.65. For group G2, the average value is equal to 0.66, and group G3 is
equal to 0.69. From these data, it is possible to note that groups have almost the same
level of average accuracy. It means that this threat did not affect the results.

External Validity. This threat relates to the generalization of the findings and their
applicability to industrial practices. This threat is always present in experiments with
students as participants. Our selected samples contained participants with different
levels of experience. All participants have some professional experience in the software
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development process. It is an important aspect in mitigating the threat. A further threat
is the usage of software that may not be representative for industrial practice. We used
software adopted in the practice of software development as an experimental object to
mitigate the threat.

Conclusion Validity. To avoid the violation of assumptions, we used normality test,
Shapiro-Wilk, and a parametric test, the t-test, for data analysis. To reduce the impact
of reliability of treatment implementation, we followed the same experimental setup on
both cases.

7 Conclusion and Future Work

In this paper, we performed a controlled experiment to evaluate the CVM-TD aiming to
characterizing its overall accuracy and factors that may affect the identification of TD
through code comment analysis. Our results indicate that: (i) English reading skills
affect the participants’ accuracy; (ii) we could not conclude that the experience level
impacts on understanding of comments to support the TD identification; (iii) concern-
ing the agreement among participants, although we found low agreement coefficients
between participants, some comments have been indicated with a high level of
agreement; (iv) CVM-TD provided promising results concerning to the identification of
comments as good indicator of TD by participants. The results indicate that 89.21% of
the TD comments that were chosen by the Oracle were also chosen by at least 50% of
all participants. The results indicate that the vocabulary helps the participants to
identify comments that can point out to TD items.

Although the vocabulary has been used to filter good comments reporting TD, it
also returned false positives. We identified that 39.94% of the comments automatically
identified by our approach may have been misclassified by patterns of the vocabulary.
This result indicates that the vocabulary and eXcomment need to be better calibrated to
reduce the number of returned comments that do not report a situation of TD.

The results motivate us to continue exploring code comments in the context of the
TD identification process to improve CVM-TD and the eXcomment. We believe that
the vocabulary and the study findings on how code comment analysis supports the TD
identification represent a significant contribution to the research community.

Future works include to: (i) perform further investigations for analyzing how much
each pattern is decisive to identify TD, (ii) develop some features in eXcomment
associated with the CVM-TD to support the interpretation of comments, such as “usage
of weights and color scale to indicate the comments with more importance in TD
context, and highlight the TD terms or patterns of comment into the comments”, and
(iii) evaluate the use of CVM-TD in projects in the industry.
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Abstract. In this article we present a platform, called DataCollector,
which aims fostering of use and appropriateness of open data by differ-
ent open data ecosystem actors. The DataCollector helps data consumers
searching and consuming open data as well as allows data producers to
easily register, update and refine their datasets. This platform also allows
the collaboration between the actors by providing features to collect and
manage feedback about the open data. The proposed platform was evalu-
ated by its viability in cataloging 14 Brazilian open data portals, covering
a total of 29,540 datasets. The preliminary results indicate the DataCol-
lector offers a robust solution for cataloging and access to distributed
datasets in multiple platforms for open data publication.

Keywords: Open data · Catalog · Meta-data · DCAT · Management ·
Standardization · Design

1 Introduction

In recent years, there has been a great movement in which governments, com-
munities and institutions are publishing data with no restriction rules to share
or re-use, also called Open Data. There is a vast amount of open data being
published in a variety of domains, including: environment, cultural, science, and
statics. The open data comes from governments, sensors (e.g., fleet vehicles,
roadway sensors and traffic lights) and scientific institutions.

The open data model promises significant benefits. For instance, it can be
used to promote democratic premises, such as accountability and transparency,
for public administrations [1,2]. It also has the potential to enhance the efficiency
and the quality in science by increasing the opportunities for collaboration in
research as well as in innovation.

The amount of open data available as well as their data consumer and pro-
ducers are growing at fast pace. And often, all that data are underused or not
used at all. Since it is recent movement, most of open data are not properly
c© Springer International Publishing AG 2017
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known [3]. Challenges in explore open data primarily relies on understanding
of the data itself. Furthermore, it is important to evaluate available datasets
according to quality metrics and the open data principals. Moreover, most of
the open data initiatives are not sustainable and consequently end up not being
properly used or forgotten. The lack of communication and cooperation between
stakeholders, i.e. data producers and consumers, is one of the main obstacles to
be faced by sustainable open data initiatives [4].

In this context, where open data comes from many sources and are created
in an autonomous way, it becomes necessary to have an easy way to find and to
combine these distributed data. Moreover, providing tools to perform high-level
analysis on top of these data is also important requirement. While developers are
more interested on the raw data, policy and decision makers will profit from the
analysis tools. Furthermore, the creation of an Open Data Ecosystem to enable
the communication between data producers and data consumers becomes a fun-
damental issue. The open data ecosystem involves stakeholders who interact
with each other and may play more than one role. These roles define how they
relate to produce and consume both data and solutions. [5] say that actors have
yet to experience fully mutual interdependence and how to improve the coop-
eration and connection between them is a concern introduced in the ecosystem
conceptualization.

Therefore, just opening the data is not good enough. According [4], it is
important to create an ecosystem in which all the stakeholders are able to per-
form their roles. Considering this heterogeneity of stakeholders and the differ-
ences in the implementation of open data activities, turned out the importance
to have a more precise definition of the actors roles and the relationship between
them to improve the collaboration to produce innovation [4–6]. In this sense,
an open data platform should be able to identify where the data comes from,
who consume the data, how to able feedback to the producer and who are the
sponsors that drive the promotion of open data initiatives.

In this article, we present a platform, called DataCollector, which aims fos-
tering of use and appropriateness of open data by different open data ecosystem
actors. The DataCollector helps data consumers searching and consuming of
open data and related open data solutions. The DataCollector also allows data
producers to easily register, update and refine their datasets. In addition, our
proposal enables collaboration between the actors by providing features to col-
lect and manage feedback about the open data. In this sense, the DataCollector
also provides tools to perform datasets analysis. By using DataCollector, it is
possible to visualize the domains of the datasets as well as the domains with
higher number of datasets, for example. Other aspects like usage license and
data formats can also be analysed. The DataCollector may be used to perform
analysis about open data scenarios as well as to facilitate the automatic iden-
tification of relevant datasets for a given user or application. Considering the
growing number of open data, these tasks become time consuming and therefore
very expensive.
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The proposed platform also offers an easy way to query data based on both
graphical interfaces and remote access mechanisms, such as Web Services, which
enable automated processing and facilitate searching activities. Finally, to pro-
mote interoperability, DataCollector uses the standardized vocabularies such as
DCAT vocabulary (Data Catalog Vocabulary) [7] to describe its data catalog.

The remainder of this article is organized as follows. In Sect. 2 we discuss
some related work. In Sect. 3, we present the Open Data Ecosystem. In Sect. 4,
we present our Metadata Vocabulary. In Sect. 4 we present our Metadata Vocab-
ulary. In Sect. 5 we present a general overview of the proposed solution, contex-
tualizing the services and main components of the DataCollector. In Sect. 6 we
present more details about the implementation of the DataCollector. In Sect. 7
we discuss the evaluation of our proposal and in Sect. 8 we present the final
considerations and future work.

2 Related Work

The use of open data has grown substantially in the last years. In general, open
data is available in catalogs, which provide an interface between who makes
data available (publisher) to those interested in using them (consumers). Archi-
tectures and platforms for data cataloging, as well as the harvesting of data
portals, have been the subject of some works reported in the literature or solu-
tions available on the Web [8–12].

In this context, CKAN1 and SOCRATA2 are the main solutions currently
adopted for open data cataloging. CKAN is an open source software, which
provides support for the creation of data portals, as well as offers features for
publishing, storage and management of datasets [13]. CKAN provides an Appli-
cation Programming Interface (API) for automated access and has function-
alities for data previewing, creation of graphs and maps and the searching of
geolocated datasets. The Socrata, instead, is a proprietary solution based on
cloud computing and Software as a Service paradigms. One of the main differen-
tials of Socrata is the possibility of building more complete data visualizations
(conditional formatting, graphs and maps) [10].

DataHub.io [9] is an open source platform for data management provided
by the Open Knowledge Foundation and powered by CKAN. DataHub.io allows
everybody to host their data and is also widely used to aggregate datasets pub-
lished elsewhere in one place. Despite DataHub.io provides a single point to find
datasets published in different sites, it strongly depends on the cooperation of
users to publish data and it doesn’t offer additional support for data analysis or
datasets evaluation. PublicData.eu [11] and OpenDataMonitor.eu [12] have been
proposed to offer access to multiple open data portals at the same time. These
data platforms provide access to datasets published by governmental agencies
all over Europe. In particular, the OpenDataMonitor also provides automated
evaluation of datasets.
1 http://www.ckan.org.
2 http://www.socrata.com.

http://www.ckan.org
http://www.socrata.com
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Different from the solutions mentioned above, the DataCollector may be
instantiated to collect data about different sets of data portals, e.g., it can be
used to collect datasets from brazilian open government data portals, as well as it
could be used to collect datasets from biological data portals. Besides collecting
datasets, the DataCollector provides free access to its metadata and also allows
performing analysis about the collected datasets.

It is worth mentioning the UrbanProfiler [8], which is a tool that automat-
ically extracts detailed information about datasets to help datasets selection.
UrbanProfiler aims to collect information to help data consumers to explore and
understand the contents of a dataset. In a similar way, we also offer information
about the datasets in order to help datasets identification and selection.

Despite its importance, the mentioned solutions do not have a precise defini-
tion of the actors that consume and produce open data [4]. Thus, it is important
to have a more precise definition of the actors roles and the relationship between
them to improve the collaboration to produce innovation.

There are also works that propose open data analysis scheme with regards
to employed technological approaches [14], analytical frameworks for assessing
economic, social and political values of open datasets [15] and open data meta-
data quality assessment framework [16]. There also studies that analyze open
data repositories with regard to different aspects, such as Sunlight Foundation’s
Open Data Principals [17], potential benefits and risks of opening government
data [18], and metadata quality [19]. Barbosa et al. [3] presented the most broad
study that analyzed different aspects of American open data, including their
contents and size, creation and update history, formats, and other important
aspects to data integration and management perspective, such as characteristics
of the schemata.

3 Open Data Ecosystem

The Open Data Ecosystem describe a self-organizing community of actors, inter-
acting with each other in conjunction with information technologies resources
like services, databases and portals. The perspective of Open Data Ecosystem
research is providing methods and tools to achieve a set of objectives of the
ecosystem (e.g., sustainability, accountability, innovation). Figure 1 shows our
perspective for an Open Data ecosystem. The main actors of our model are:
government, application developers, small and medium enterprises (SMEs), star-
tups, civil society, universities, funding agencies and investors.

Each one of the actors would play at least one of the following roles: con-
sumers, producers and sponsors. The producers producing and publishing open
datasets as well as for providing solutions based on these datasets. The con-
sumers consuming open datasets. The sponsors are responsible for supporting
persons, organizations or communities financially or through the provision of
products in order to promote open data initiatives and to develop open data
innovation. The roles also can be specialized as intermediary and final. In the
former case, an intermediary actor is a third party that offers intermediation of



A Platform for Supporting Open Data Ecosystems 317

Fig. 1. Open data ecosystem.

the role between two parties. For instance, a developer can act as intermediary
data consumer by producing developing an application to process datasets. The
intermediary acts as a conduit for goods or services offered to the roles. Typi-
cally the intermediary offers some added value or eases the work of publishing
or consume data. In its turns, the role is classified as final when is actor the last
point in a data consumption or production process. For instance, a citizen acts
as a final consumer do not share the results of his data consumption process to
anyone.

In this context, the government publishes datasets, sponsors open data initia-
tives and consumes solutions produced by developers and research groups. The
developers are intermediaries consumers and producers of solutions because they
retrieve open datasets in order to develop innovative solutions. The university
consumes datasets in order to improve and release them with better quality, con-
sumes open data applications, hosts research groups that work producing innova-
tive solutions in projects sponsored by investors, thus the university is considered
a producer of solutions, final and intermediary consumer. The investors play the
role of sponsoring. They sponsor projects in public and private initiatives, as uni-
versities and developers. The civil society plays the roles of indirect producer,
final consumer and intermediary consumer, which requests demands, consumes
solutions and consumes datasets in the format they are disclosed, respectively.

A service-based platform and a vocabulary to describe the open data ecosys-
tems allow the creation of a knowledge base that will provide information about
the actors and their relationships, results from their partnerships, areas of inter-
est, solutions available and new demands. Also, inferences, recommendations and
new data about open data ecosystems will be available on the knowledge base
in order to raise productivity. Furthermore, a service-based platform will bridge
the gap between the actors and build channels of communication between them
in order to contribute for the sustainability of open data initiatives.
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4 Metadata Vocabulary

As previously described, the DataCollector offers an unified view of open datasets
available in several open data portals or catalogs. Considering the heterogeneous
nature of the available data portals, in order to offer this uniform view it becomes
necessary adopt of a common data vocabulary to describe the data catalogs and
available datasets. In our work, we use the DCAT vocabulary [7] to overcome
metadata heterogeneity of the open datasets being catalogued.

DCAT is a vocabulary, proposed by the W3C, which seeks to facilitate inter-
operability between data catalogs. In general, vocabularies are used to classify
terms of a particular application, characterize possible relationships and define
restrictions on the use of these terms. Specifically, DCAT defines the concepts
and relationships used in the field of data catalogs. DCAT also incorporates
terms of other existing vocabularies, in particular, the Dublin Core3 and FOAF 4.
Figure 2 presents the main classes of the DCAT.

Fig. 2. DCAT model.

The central entity of the DCAT vocabulary is the Dataset, which is a collec-
tion of data, available for access or download in one or more formats [7]. Datasets
are described by general metadata, e.g. publication date, keywords, language [7],
and other information that makes it easier to discover and use dataset.

A single dataset may be available over different distributions to meet inter-
operability and usage requirements of different users. These distributions might
represent different formats of the dataset or different endpoints [7]. Examples
of distributions include a downloadable CSV file, an API or an RSS feed. Dis-
tributions are also described by metadata. The format property (dct:format),
for example, specifies data format used in the distribution. In order to ensure
3 http://www.dublincore.org.
4 http://www.xmlns.com/foaf/spec.

http://www.dublincore.org
http://www.xmlns.com/foaf/spec
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interoperability, the format should be a standard MIME type, like text/csv
or application/json. The accessURL (dcat:accessURL) property determines a
resource that gives access to the distribution of dataset, like a landingpage or
a SPARQL endpoint. The downloadURL property (dcat:downloadURL) repre-
sents a file that contains the distribution of the dataset in a given format. Other
relevant metadata about a distribution include the size of a distribution in bytes
(dcat:byteSize) and the license (dct:license) under which the distribution is made
available.

Finally, a Catalog is defined as a curated collection of metadata about
datasets. Catalogs are also described by several properties, including: date of
publication, date of modification, language used in the textual descriptions of
datasets and the entity responsible for online publication of the catalog [7]. A
record in a data catalog, describing a single dataset, is represented as an instance
of the CatalogRecord class.

In our work, besides concepts offered by DCAT, we also use other vocabu-
lary proposals to model feedback collected from data consumers about specific
datasets. In general, data cataloguing solutions don’t offer means to collect and
to share feedback about datasets. However, gathering such information produces
benefits for both producers and consumers of data, contributing to improve the
quality of the published data, as well as to encourage the publication of new
data.

The feedback data is modeled using two vocabularies developed by the W3C
(World Wide Web Consortium): Dataset Usage Vocabulary5 and Web Anno-
tation Data Model6. The former one aims to define a vocabulary that offers
concepts to describe how datasets published on the Web have been used as well
concepts to capture data consumer’s feedback and dataset citations. The later
describes a structured model and format to enable annotations to be shared and
reused across different platforms.

Figure 3 presents the main classes used to model feedback. duv:Usagefeedback
allows to capture consumer’s feedback in the form of annotations. As described
in the Web Annotation Data Model [20], an Annotation is a rooted, directed
graph that represents a relationship between resources, whose primary types are
Bodies and Targets. An Annotation oa:Annotation has a single Body, which is
a comment or other descriptive resource, and a single Target, which references
the resource being annotated. In our context, the target resource is a dataset
or a distribution. The body may be a general comment about the dataset, a
suggestion to correct or to update the dataset, a dataset quality evaluation or
a dataset rating. The property oa:motivation may be used to explicitly capture
the motivation for a given feedback. For example, when the consumer suggests
a dataset update then the value of oa:motivation will be “reviewing”.

The dqv:UserQuality Feedback and duv:RatingFeedback are subclasses of
duv:UsageFeedback. The first one allows consumers to evaluate a dataset based on

5 http://www.w3.org/TR/vocab-duv/.
6 http://www.w3.org/TR/annotation-model/.

http://www.w3.org/TR/vocab-duv/
http://www.w3.org/TR/annotation-model/
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Fig. 3. Feedback model.

a grade or a star schema, for example. The second one allows to capture feedback
about the quality of the dataset, like availability, consistency and freshness7.

Feedback could be captured from data consumers by rating questionnaires,
where users are asked to provide a value point on a fixed scale [21]. This inter-
action model could be viewed as a form of Web collaboration in such way that
datasets evaluation is accomplished by engaging data consumers as “processors”
to annotate datasets according to different classification taxonomies, such as data
quality level or knowledge domain covered by the dataset’s content. Moreover, a
data consumer can also provide feedback annotations to fulfill missing metadata
about datasets. Finally, a user may submit a report based on the problems they
have witnessed when consuming the data. In general, the annotation model pro-
vides the user with an added value for little effort, because it facilitates finding
a desirable dataset, as well as, becomes easier to find similar new resources that
could be of interest [22].

Besides the feedback, we also captured descriptions of the applications that
use the open data. Generally, it searches to capture the data that are used in an
application, a description of what the application does and whats the problem
it helps to solve. As in the feedback, it looks for to get a return about possible
improvements in the dataset. To get these data, we use the APP-OD vocabulary,
that was specified after an analysis of several portals that turned possible the
register of applications and also uses of DCAT [23].

Figure 4 presents the main classes used to model applications. app-od: Appli-
cation allows to capture the descriptions of the application, besides the license
and date of creation. The datasets used to develop the application are captured
by the app-od:Consumes. The app-od:Platform captures the different platforms,
operational systems and urls to download the application. Its also captured data
of who developed the application through the app-od:Developer class, that may
be represented by an organization or a developer, and its category (domain)
through the app-od:Category class.

5 DataCollector Architectural Overview

The DataCollector is a service-based platform that aims to provide storing, cat-
aloging, searching and analysis services for open data initiatives. In order to
7 http://www.w3.org/TR/vocab-dqv/.

http://www.w3.org/TR/vocab-dqv/
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Fig. 4. Application model.

Fig. 5. DataCollector architecture.

achieve its goals, the DataCollector defines several loosely coupled modules that
compose its logical architecture, as seen in Fig. 5 and described in the following.

The Dataset Layer is composed by the datasets managed by the DataCol-
lector. The datasets are classified as non-hosted and hosted. While non-hosted
datasets represent those ones that are directly accessed through their own pro-
ducers, the hosted ones represent the datasets that are stored and accessed
directly through the DataCollector. In the latter case, the data producer pub-
lishes its dataset using the storage service of DataCollector. It is indicated for
those data producers that do not have technology infrastructure to publish its
own datasets. Thus, providing a situation in which the producers don’t need to
worry about the software technology to open up their data.

The Middleware Services Layer provides services required to maintain
datasets (e.g., registry, update, analysis of datasets) as well as to manage actor
profiles. This layer the following major services: Storage, Crawling, Collabora-
tion, Data Manipulation, Application, Quality Analysis, Applications and other
common services.

The Storage Service is responsible for storing datasets produced by the data
producers and for managing their constantly growing. In order to provide storage
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at low cost, the DataCollector use a Peer-to-Peer (P2P) approach to harness the
collective storage of individual computers connecting them in a collaborative
fashion to provide mutual storage service. The potential of pooling commod-
ity computing has been demonstrated by desktop grid computing systems that
deliver sustained high-throughput computing required by several current appli-
cations [24]. Such approach for storage is desirable and made feasible since the
capacity of modern hard disks has outgrown the needs of many users, leaving
them with much idle storage space [25]. Moreover, a P2P storage service provides
certain advantages over conventional centralized storage service. For example,
compared to the conventional client-server model, P2P systems provide inherent
scalability and availability of resources. They take advantage of redundancy of
resources and build a coherent view of the system using decentralized, indepen-
dent components.

The Crawling Service is responsible for collecting metadata from datasets
and representing them according to the our metadata vocabulary (vf. Sect. 4).
In general, metadata extraction is an automatic task. However, in cases such
as lack of API access or lack of structured metadata, manual creation of meta-
data may be required. In these cases, the metadata creation is performed in a
standardized manner in order to ensure the conformity and the metadata qual-
ity. It uses standardized Wrapper components to extract metadata from a given
dataset. Given the heterogeneity of the data portals, it becomes necessary to
have a specific wrapper for each portal. Therefore, subscribed sources need to
provide a wrapper that implements communication and transformation func-
tions from the original model to the DataCollector supported model. As there
are prominent platforms for publishing open data (e.g. CKAN), a custom wrap-
per implementation may be reused among different datasets based on the same
platform.

In order to maintain the freshness of the DataCollector catalog, the regis-
tered datasets should periodically be crawled to check for updates, including:
inclusion of new datasets, removal of existing datasets and metadata updates.
The Crawling Service can be configured to automatic periodic crawling sessions,
in which datasets are periodically crawled to get fresh metadata. Furthermore,
to deal with the dynamic behaviour of data producers, the Crawling Service also
supports monitoring mechanisms to detect the unavailability of datasets.

The Crawlling Service is also responsible for processing the metadata
extracted from the datasets. The processing tasks include metadata cleaning
and loading. The concept of data cleaning was broadly used in data warehouse
and data processing systems, which aims to clean up incomplete, erroneous and
duplicated data [26]. In our context, the cleaning phase is responsible for fixing
incorrect or missing metadata about datasets. For instance, the most frequent
cleaning tasks are related to correct information about data format and the byte
size of the dataset. Very often the extracted values of these metadata don’t cor-
respond to the expected value and, therefore, they need to be corrected. In this
case, cleaning tasks are performed to ensure metadata values are correct with
respect to the actual descriptions of the datasets, therefore promoting more



A Platform for Supporting Open Data Ecosystems 323

accuracy. In the loading phase, all extracted metadata is stored in the Meta-
dataRepository.

The Quality Analysis Service evaluates the registered datasets according dif-
ferent criteria. The criteria are evaluated using metrics that can be objective
(i.e. can be calculated automatically) and subjective (i.e. when human interven-
tion is required to evaluate the criteria). The evaluation criteria are performed
at dataset instance level and includes the following criteria:

– Dataset size: refers to the total amount of data stored (e.g. 10 MB, 1 GB);
– Data format: concerns the data formats used to publish the data (e.g. JSON,

XML);
– Data domain: describes the subject and features of interests (e.g. Education,

Health, Finance, Mobility);
– Creation and update history: concerns the history of dataset changes over

time;
– License information: refers to the type of data license adopted (e.g. Creative

Commons, Open Data Commons Open Database License);
– Contactability information: concerns the information available to a data con-

sumer as the data publisher’s contact point (e.g. an email address or HTTP
URL);

– Syntax and Structural Rules Adherence: refers to information about the
dataset adherence to the syntax and structural rules;

– Field Naming Convention: refers to information about the quality and infor-
mativeness of the field names used to describe the dataset’s content;

– Field Naming Convention: refers to information about the quality and infor-
mativeness of the field names used to describe the dataset’s content;

– Schema Size: refers to number of fields of dataset;
– Sparseness: refers to proportion of empty fields in a dataset;

The aforementioned evaluation may be performed once, if the datasets are
static, or repeated over time, if the datasets are dynamic and their content
changes.

The Collaboration Service aims to facilitate the collaboration among open
data actors, for instance enabling data consumers to evaluate datasets or fulfill
missing metadata. The actors collaborate through the submission of structured
feedback. Besides the classic way of giving feedback by adding a simple full text
comment, structured feedback allows a more precise structured comment to a
resource. This enables data consumers to directly fix an information about a
dataset or to provide a patch to apply to correct datasets, for instance.

The Data Manipulation Services encompass the services necessary to archive
and retrieve data from the hosted datasets. The Applications Services provides a
model and environment for submitting open data solutions that are used to con-
sume open datasets. Thus, the DataCollector also acts as a central repository
for open data applications by easing the search of applications for data con-
sumers. Finally, the Common Services encompass infrastructure services offered
by the platform, such as security (in terms of user authenticity, confidential-
ity, and integrity) as well as dataset life cycle management. In particular, the



324 M.I.S. Oliveira et al.

dataset life cycle management operations are responsible for the registration and
update of datasets managed by the platform. During the registration process,
the DataCollector captures basic information from datasets, such as their Web
address.

The Web Interface and the Remote Interface provide easy access to the open
datasets as well as the DataCollector services for both humans and machines. The
Web Interface provides visual abstractions over the DataCollector through Web
dynamic pages that enables users to browse and discovery datasets. Users can use
different dataset search mechanisms, such as keyword search mechanism as well
as browsing by tags or related datasets. Moreover, it is also possible to select and
visualize datasets with specific data formats or license, for example. The Web
Interface aims to allow data visualization by different audiences with different
needs and expectations. The Web Interface makes use of graphical components
like maps and charts to enhance the experience for users.

The Remote Interface provides a HTTP-based API to enable metadata
retrieval as well as to perform more advanced operations such as searching and
filtering. Almost all DataCollector features are accessible via this API, which
provides alternative access to a variety of clients, including other Java clients,
Web crawlers and Web services. The default data exchange format is JSON. In
its current version, lacks an authentication and access control system. Finally,
the Remote Interface provides different remote front ends using several Web
technologies such as Rest, XML-RPC and Web Services.

6 DataCollector Implementation

The implementation of the modules that compose the logical architecture of the
DataCollector were the Java 8 and PHP9 programming languages, Apache CxF10

framework and MySQL11 database management system. The Java programming
language was used for implementing the middleware services and the remote
interface. In its turns, the Web Interface was developed using PHP programming
language. This combination of programming languages allows to leverage of the
strengths of both language and also allow to deploy the DataCollector on several
application servers, such as Apache and JBoss.

The Metadata Repository was implemented using MySQL12, which is an open
source relational database management system. The data access to the Metadata
Repository is indirectly done through the Data Access Object (DAO) design
pattern. DAOs are design patterns that provide access to data that is usually
read or written from one or more databases [27]. The goal of this design pattern
is to enhance software maintainability, providing an interface independent of the

8 http://java.com.
9 http://www.php.net.

10 http://cxf.apache.org/.
11 http://www.mysql.com.
12 http://www.mysql.com.

http://java.com
http://www.php.net
http://cxf.apache.org/
http://www.mysql.com
http://www.mysql.com
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underlying database technology. Therefore, a DAO pattern allows to replace the
Metadata Repository solution without to recode all the Middleware services.

In general, the crawling process spends a lot of time waiting for responses
to metadata retrieval requests. To reduce this inefficiency, the Crawling Service
uses several CrawlerWorkers to crawl the registered datasets. In fact, Crawler-
Workers are the ones that do the actual crawling work. The Crawling Service
begins by retrieving the list of subscribed datasets and then it distributes crawl-
ing tasks among the different CrawlerWorkers instances. Datasets are crawled
concurrently, which allows the CrawlerWorkers to achieve faster crawl speeds
by not being limited by any particular datasets constraint, such as a very slow
site.

Moreover, the CrawlerWorkers employ threads to fetch several datasets in
parallel, avoiding to wait for a result to arrive before sending new requests.
Making multiple requests at the same time is a well known approach to improve
crawling performance [28]. Each dataset is enqueued in a shared queue to orga-
nize the metadata extraction process. After all available datasets are enqueued,
the threads are used to fetch dataset metadata by removing a extraction task
from the front of the queue. When the queue is empty, the CrawlerWorker
has finished its work and updates the MetadataRepository with the processed
metadata.

Quality Analysis Service uses series of Counters to gather metrics/statistics
which can later be aggregated to produce statistics reports about different facets,
such as number of datasets per given data format or total amount of data that
covers education domain. Counters are incremented when certain internal con-
dition is valid. In order to evaluate this condition, counters instances receives
as input a dataset metadata. The behavior of Counter objects is defined by the
following methods:

– evaluateAndCount : Increment a counter when a certain condition was evalu-
ated to true;

– evaluate: Defines a function to evaluate if the counter need to be incremented;
– count : Defines how the counter must be incremented.

There are some predefined Counters and Custom counters can also be defined.
The former ones are responsible to gather the analysis statistics presented in
Subsect. 5. When all datasets are analysed, these counters are consolidated to
produce a holistic view for the datasets and data producers.

Quality Analysis Service executes analysis process as presented in the Fig. 6.
At first, it initialize all counter instances and then retrieves a list of all registered
datasets. Finally, all of the counters evaluate each data set according their own
conditions.

Users can access the main functionalities offered by the DataCollector
through the Web interface provided by specific Web Pages, which were imple-
mented with PHP open source technologies. In order to support Remote Inter-
faces, we have adopted the Apache CxF framework, a Web service stack from
the Apache Software Foundation. Apache CxF allows a clean separation from
remote front-ends to application implementation. Furthermore, both Web and
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Fig. 6. Analisys pseudocode.

Remote interfaces interact with the services provided by the Metadata Layer
through a design pattern, called Facade, that provides a unified interface to a
set of interfaces in a subsystem. The Facade module encapsulates the complex-
ity of underlying modules within a single interface, therefore promoting loose
coupling to the system.

Web Interface and Remote Interface have mechanisms to facilitate datasets
discovery through faceted search using multiple criteria, including the name of
the dataset, data domain, format and license. When the user chooses a dataset
of interest, is possible to view the metadata available on the DataCollector about
that dataset. In addition, when attempting to download the dataset, it is redi-
rected automatically to the origin website. The Remote Interface use JSON as
data exchange format and it employs a pagination-based iterator to deal with the
large amount of data. Each request has four possible outputs: help, to describe
the access possibilities; next, indicating the next page with 15 new records; suc-
cess, indicating if the query was successful or not; and result, containing one
array with all datasets found and are described in the our metadata vocabulary
(vf. Sect. 4).

7 Evaluation

In order to validate the DataCollector and demonstrate its potential in a real-
world scenario, we developed a Web portal, as a proof-of-concept, that con-
centrates datasets collected from 14 Brazilian open data portals. More details
about this portal can be found at the following URL address: http://www.
dadosabertosbrasil.com.br. This evaluation focus on the crawling, quality analy-
sis and common services. The rest of the services will be evaluated in future
studies.

We focus on Brazilian open data portals promoted by federal, state and
municipal governments. The selection of open data portals was performed by an
exploratory research on official portals of Brazilian states and its respective big-
ger cities. As a result, were collected data from the following open data portals:

– Brazilian Federal Government13;

13 http://dados.gov.br/.

http://www.dadosabertosbrasil.com.br
http://www.dadosabertosbrasil.com.br
http://dados.gov.br/
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– States: Alagoas14, Federal District15, Minas Gerais16, Pernambuco17,
Rio Grande do Sul18, and So Paulo19;

– Capital: Curitiba20, Fortaleza21, Porto Alegre22, Recife23, Rio de Janeiro24,
and So Paulo25.

7.1 DataCollector Quantitative Evaluation

In this scenario, the DataCollector enabled a unified view of several Brazil-
ian open data portals and allowed the creation of a single point to access the
datasets provided by them. Data consumers profit from this unified view because
it becomes easier to search and select datasets distributed in multiple data por-
tals. In its turns, data producers are able to monitor how datasets are being
consumed and what problems are being notified about their datasets. In our ini-
tial evaluation, the application performance was not considered, but, in general,
the response time was satisfactory. The initial crawling process spent few hours
in a domestic computer. The entire analysis process take less than 1 min, and for
most of datasets, it takes less than 3 seconds to show the metadata and charts.
However, customized dataset search may take longer. Improving the performance
through the use of materialized views and is one of our future works.

As most of the Brazilian data portals employs CKAN as platform to publish
open data, a wrapper to extract metadata from CKAN was developed. This
wrapper performs the following tasks: (i) obtains dataset metadata through
the REST protocol; (ii) transforms JSON original data to the DataCollector
metadata model. Any portal CKAN compliant can be easily integrated to the
DataCollector by using the same wrapper.

After the dataset registration and the metadata extraction and transforma-
tion, it was possible to perform dataset faceted search and several analysis about
the datasets available on the brazilian open data portals. Table 1 summarizes the
analysis results.

14 http://dados.al.gov.br/.
15 http://www.dadosabertos.df.gov.br/.
16 http://www.transparencia.dadosabertos.mg.gov.br.
17 http://www.dadosabertos.pe.gov.br/.
18 http://dados.rs.gov.br/.
19 http://www.governoaberto.sp.gov.br/view/consulta.php.
20 http://www.curitiba.pr.gov.br/conteudo/dados-abertos-consulta/1498.
21 http://dados.fortaleza.ce.gov.br/catalogo/.
22 http://datapoa.com.br/.
23 http://dados.recife.pe.gov.br/.
24 http://data.rio.rj.gov.br/.
25 http://www.prefeitura.sp.gov.br/cidade/secretarias/desenvolvimento urbano/

dados abertos/.

http://dados.al.gov.br/
http://www.dadosabertos.df.gov.br/
http://www.transparencia.dadosabertos.mg.gov.br
http://www.dadosabertos.pe.gov.br/
http://dados.rs.gov.br/
http://www.governoaberto.sp.gov.br/view/consulta.php
http://www.curitiba.pr.gov.br/conteudo/dados-abertos-consulta/1498
http://dados.fortaleza.ce.gov.br/catalogo/
http://datapoa.com.br/
http://dados.recife.pe.gov.br/
http://data.rio.rj.gov.br/
http://www.prefeitura.sp.gov.br/cidade/secretarias/desenvolvimento_urbano/dados_abertos/
http://www.prefeitura.sp.gov.br/cidade/secretarias/desenvolvimento_urbano/dados_abertos/
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7.2 Dataset Characteristics

This section provides a general analysis covering several dataset characteristics,
such as the number of instances, total amount of stored data, data formats, data
domain, creation date and update history.

Number and Volume of Datasets. Referring to the number of datasets,
we found out that the quantity is very diverse, ranging from 33 (Curitiba) to
16,623 (Rio de Janeiro City) datasets. While only 3 Portals provide more than 1
thousand datasets, half of the portals is very small and contains only a subset of
government data. For a better understanding, Fig. 7(a) presents the proportion
of number of datasets per portals.

Table 1. Dataset general analysis.

Data source name Dataset count Total dataset size Dataset
proportion with
multiple
distributions

Alagoas 1,167 12.8 MB 3.34%

Curitiba 33 239.5 MB 0.00%

Federal district 47 1.2 GB 0.00%

Fortaleza 642 234.9 MB 0.62%

Minas Gerais 40 230.5 MB 20.00%

Pernambuco 66 1.3 GB 100.00%

Porto Alegre 149 1.1 GB 0.67%

Recife 384 1.1 GB 14.84%

Rio de Janeiro (Cap.) 16,623 1.6 GB 0.07%

Rio Grande do Sul 162 1.4 GB 13.58%

So Paulo (Cap.) 37 2.0 GB 0.00%

So Paulo(Sta.) 119 725.9 MB 2.52%

Federal government 4,051 176.9 GB 35.74%

We also analyzed the size of the datasets, which ranges from some bytes
to gigabytes of data. As expected, the biggest portal is the Federal Govern-
ment portal containing 176.9 GB of data. In contrast, Alagoas provides only
12.8 MB of data, even though it has more than 1 thousand datasets. Moreover,
the total size of some portals is heavily affected by small portion of files. The
majority of datasets provided by So Paulo City contains less than 10 MB of
data, whereas only one dataset has almost 1.5 GB. For a better understanding,
Fig. 7(b) presents the distribution of datasets size. As we may observe, most of
dthem are small - more than 80% of datasets have less than 10 MB. Only 48
datasets (0.18%) have more than 100 MB.
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Fig. 7. Number and size of datasets per portal.

Table 2. Data format proportions.

FormatsCountproportionSizeproportion

csv 67.15% 21.84%

pdf 8.18% 0.11%

html 4.79% 0.01%

json 3.82% 0.07%

xml 3.52% 73.24%

shp 2.81% 1.71%

geojson 2.64% 2.14%

kml 2.58% 0.02%

txt 1.49% 0.10%

Other formats 2.08% 0.76%

Dataset Format. Numerous formats are being used, ranging from document
and multimedia files, such as PDF and PNG, to structured types, such as XML
and CSV. At least 47 different data formats were found during the analysis.
Table 2 presents an overall proportion of the most representative data formats
considering the number of occurrences and dataset size. Despite that, there
is no standard data format and the large majority of datasets are distributed
with structured formats (84.25%). Other datasets are published as documents
(14.62%), and others formats (1.13%). Relatively fewer datasets are provided
in more than one format. Pernambuco and Federal Government have a higher
proportion of multiple dataset distributions (100% and 33.74%). Other portals
like Minas Gerais, Rio Grande do Sul, and Recife provide, respectively, 20%,
14.84% and 13.58% of all your data in more than one format. In contrast, the
remainder portals provide the majority of its datasets in only one data format.

Dataset Domain. Several topics and domains were identified, such as Educa-
tion, Health, Finance and Mobility. To better understand the dataset domain
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landscape, Fig. 8 presents a word cloud containing the most frequent keywords.
The most required topics are related to Geosciences, Statistics analysis, and
Finance. However, this distribution is not the same for all portals. While in
Porto Alegre and Recife Mobility is the dominant domain; in Pernambuco and
Rio Grande do Sul, the most frequent domains are Employment and Education,
respectively. Moreover, there is a lack of standardized terms to classify dataset
domains. As a consequence, several different terms are used to represent the
same concept, such as transportation and transit (Federal Government), mobil-
ity (Recife) and transit (Rio Grande do Sul).

Fig. 8. Dataset domain word cloud.

Dataset Creation and Update History. The lifetime of the data portals
was also analysed. As a result of this, we identified two main phases during
the lifetime of Brazilian open data portals. First, the creation phase, when the
data portal is created and an initial load with several datasets is performed.
Second, the update phase, when new datasets are created or existing datasets
are updated. In our analysis, we observe in the most cases instead of adding new
information in already published dataset, the portals publish a new dataset with
the new content.

7.3 Schema Analysis

Data schema is a broad term that determines how to organize data using syn-
tactic rules and encoding mechanisms. The structure of data makes it easier
to understand and permeates different aspects of data management. Although
most of the datasets are published in (semi) structured formats, there are inher-
ent issues that need to be tackled, such as lack of schema information, syn-
tax or encoding errors, duplicated records and empty records. These issues can
make difficult to process a dataset. In this section, we show our evaluation about
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dataset schemata considering the following criteria: Syntax and Structural Rules
Adherence, Field Naming Convention, Schemata Size and Data Sparseness.

We focused on CSV data because it is the most used data format in Brazil.
It is important to note that Curitiba does not provide any file in CSV format,
whereas Fortaleza provides a large amount of datasets registered as simple TXT,
but they are actually structured as CSV data format.

Syntax and Structural Rules Adherence. Despite CSV is commonly used
as file format for exporting and importing data, there is no official standard
for the CSV. In an attempt to standardize CSV files, W3C released the rec-
ommendation “Model for Tabular Data and Metadata on the Web” [29], which
proposes an abstract model for tabular data and a non-normative guidance on
how to parse CSV files. However, the most commonly accepted CSV standard is
RFC 418026. Based on this standard, we evaluated the presence of the header,
the inconsistency in the number of fields, duplication of records and encoding
problems. The results of our evaluation are summarized in Table 3.

An interesting result is that the majority of the portals provide more than
90% of their CSV datasets with the header. Although the use of header is
optional, it contains names corresponding to the fields in the file, which can
make easier to humans to understand the meaning of the data. Exceptions to
this pattern are Fortaleza, So Paulo city, and Federal Government, which has
the largest amount of datasets without a header. However, Federal Government
has the largest set of metadata documentation describing its datasets and their
schemata.

Table 3. CSV files analysis.

Portals CSV files count Files Proportions

Raw files Compacted

files

Presence

of header

Inconsistent

number of

fields

Duplicated

tuples

Quotation

enconding

error

Alagoas 3 0 100.00% 66.67% 0.00% 0.00%

Curitiba 23 0 95.65% 8.70% 43.48% 4.35%

Federal district 46 0 100.00% 8.70% 50.00% 8.70%

Fortaleza 378 0 8.73% 10.32% 0.53% 0.26%

Minas Gerais 22 0 100.00% 22.73% 18.18% 4.55%

Pernambuco 29 0 100.00% 0.00% 3.45% 0.00%

Porto Alegre 71 8 100.00% 0.00% 7.04% 1.41%

Recife 182 0 100.00% 1.10% 6.04% 0.00%

Rio de Janeiro (City) 15617 0 99.99% 1.69% 0.31% 0.10%

Rio Grande do Sul 93 33 100.00% 20.43% 16.13% 2.15%

So Paulo (City) 107 107 87.85% 45.79% 33.64% 0.00%

So Paulo(State) 204 196 100.00% 1.47% 39.22% 3.43%

Federal government 7205 6614 61.86% 14.30% 11.99% 2.07%

26 http://www.rfc-base.org/rfc-4180.html.

http://www.rfc-base.org/rfc-4180.html
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Although there is a rule that states that a CSV file should contain the same
number of fields for all the records, the evaluated portals do not properly meet
this rule. Almost half of the portals provides datasets with variable (i.e. incon-
sistent) number of fields. The exceptions are So Paulo city and Pernambuco,
which have no inconsistent number of fields in their files. However, more than
half of datasets provided by Rio Grande do Sul (67.74%) has at least one line
with inconsistent number of field.

With regard to duplicated records, half of the portals has fewer datasets with
duplicated lines, while the other half presents more than 15% of their datasets
presenting any duplication. Finally, fields that contain a special character (e.g.
comma, breaking line code, or double quote), must be “escaped” by enclosing
them in double quotes. Most of portals provide very small portion of datasets
with quotation error.

Fig. 9. Distribution of proportion of structural errors per dataset.

It is important to observe that this former analysis does not represent the
amount of occurrences within the datasets. The Fig. 9 presents the proportion of
structural errors in the CSV files for all portals. Interestingly, the great majority
of files have no incidence of errors; for example, 84.8% of them have no error.
In particular, at least 95.4% and 99.3% have no duplicated record or quotation
error, respectively. Regarding an inconsistent number of fields, 2.5% of files have
errors in between 10% and 50% of their registries. However, Federal District
and So Paulo city have respectively almost 15% of their CSV files with different
numbers of fields in between 10% and 75% of the existing registries.

Schemata Size. Another important analysis is the size of the dataset schemata
(i.e. number of fields). This information allows us to have an initial idea of the
size of the datasets with respect to the number of defined fields.

Figure 10(a) shows a distribution of the number of fields examined with
respect to each portal. We can see that 5 of 13 portals have fewer datasets
containing more than 150 fields. 94% of the datasets from the Rio de Janeiro
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portal have schemata with less than 20 fields. The Federal Government portal
has a variation between 10 and 50 fields per schema, keeping the average around
20. The other portals provide the majority of their datasets containing from 10 to
20 fields. The exceptions, such as So Paulo city, Federal Government, Fortaleza
and Rio de Janeiro portals, provide some CSV datasets with a wide number of
fields, which can exceed 200 fields.

Fig. 10. Distribution of sparseness and meaningful field names.

FieldNaming Convention. Naming conventions for dataset schema attributes
is a well-known good practice for the Database community [30]. Good names are
particularly important for data consumers who need to find the objects they are
looking for. Moreover, self-explanatory names are also helpful while integrating
multiple datasets [31]. However, despite the recognized importance, the topic of
giving good names to elements of a dataset is often heavily underestimated.

We evaluated the quality of dataset naming convention by checking the name
of the CSV fields against a word list in a Portuguese dictionary27. For each CSV
file, we measured the proportion of meaningful field names. Concatenated names,
such as public education or criminal-statistics, were first tokenized and
then each token with more than three characters was checked in the word list
dictionary.

Figure 10(b) presents the distribution of meaningful field names for all
datasets. Interestingly, for most of the datasets (83.4%), at least 50% of their
field names were presented in the dictionary. Only 9.7% of datasets have less
than 10% of meaningful field names. Rio de Janeiro, Alagoas, and Federal Gov-
ernment are the ones with the highest amount of datasets with meaningful field
names. However, the significant number of datasets provided by them influences
the overall analysis, creating a biased result.
27 http://voc.cplp.org/.

http://voc.cplp.org/
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Fig. 11. Distribution of sparseness and meaningful field names.

Figure 11(a) presents the proportion of meaningful field names for each
dataset. For instance, Minas Gerais, So Paulo state, and Alagoas have a low
proportion of meaningful names, i.e. these portals provides a significant portion
of datasets with less than 10% of their fields using meaningful names. It is impor-
tant to highlight that these analysis represent a lower bound for good quality
names, since some field names have words concatenated (e.g., citylocation and
creationdate) or have well-known acronyms (e.g. lat and log for geographic
coordinates).

Data Sparseness. A sparse dataset typically has several empty or null value
records. According to Barbosa et al. [3], null values represent missing data and a
high proportion of nulls might indicate data quality problems. Another common
sense perspective about sparse datasets is that it arises merely as the result of
poor schema design. In order to evaluate the sparseness of datasets, we com-
puted the number of null values and other empty common values such as “null”,
“unspecified”, “unknown”, or “N/A.” for each one of the CSV files. Figure 10(b)
summarizes our findings and presents the proportion of null values in overall
datasets.

The great majority of CSV datasets (94.1%) have no empty or null value
records. Among sparse datasets, 2.7% of them have sparseness between 0 and
0.1 (i.e. at most 10% of the values are null) and 2.1% have sparseness between 0.1
and 0.2. Nevertheless, there are datasets (0.4%) that have more than 40% of their
values null. However, the sparseness distribution is not the same for all portals.
To illustrate this, we show in Fig. 11(b) the dataset sparseness distribution per
portals. Federal Government, Federal District, So Paulo city, and Rio de Janeiro
have more than 10% of their CSV datasets with at least 10% of null values. For
instance, Rio de Janeiro has 54 datasets with at least 50% of null values.
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8 Conclusion and Future Works

The decentralized production of data and the absence of metadata hinder the
Open Data initiatives. In this context, where Open Data comes from many
sources and are created in an autonomous way, it becomes necessary to have an
easy way to find and to combine these distributed data. In order to deal with
some of the open issues and challenges identified during our research, we are
developing the DataCollector platform, presented in this article, which aims to
allow the cataloging and discovery of datasets available in open data portals,
providing a single point of access for open datasets published in heterogeneous
portals.

The presented platform enables automatic extraction of detailed metadata
about the datasets and stores them in accordance with the standard vocabulary
for data modeling catalogs. It also provides a set of procedures and mechanisms
that allows dataset search using either Web graphic interfaces, as well as remote
access mechanisms, such as Web Services, enabling the building of applications
for recovery and automatic data processing.

A first evaluation was conducted by cataloging 14 Brazilian open data portals,
covering a total of 29,540 datasets. Preliminary results indicate the DataCollec-
tor offers a friendly interface and a robust solution for cataloging and dataset
access. Based on the services offered by the DataCollector, we could create a
single point access to distributed Brazilian open government datasets, helping
the identification of relationships between datasets as well as the dataset search.
We could perform several analysis on these datasets and we found out several
interesting information about the brazilian open data scenario.

The DataCollector is still under development and new features may be incor-
porated. As future works, we intend to improve the analysis support offered
by the DataCollector with the implementation of a support decision module
that allows the creation of OLAP (Online Analytical Processing) reports and
offers dashboard panels for data visualization and data analysis. We also plan to
improve the analysis with the inclusion of analysis based on the datasets schemas
as well as on the data itself in order to evaluate aspects like data sparseness.
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Abstract. Ambient Assisted Living are equipped with ubiquitous technologies,
and use sensors as their main element for environmental data collection, pro-
viding systems with updated information. Currently, there is a convergence
combining systems for smart environments and uncertainty reasoning. Con-
sidering that the world population is aging, health-support issues are in evi-
dence, and many dangerous situations concerning users in their living
environment may arise. However, reasoning to detect situations taking into
account uncertainty presents a great challenge. This paper describes a contextual
model based on semantic web technologies that deals with uncertainty. This
model may be used to detect unwanted situations with a certain grade of con-
textual uncertainty. The model was evaluated in scenario exhibiting the rea-
soning over uncertain data to predict unwanted or perhaps dangerous situations.

Keywords: Semantic web � Uncertainty � Smart environments � Probabilistic
ontologies

1 Introduction

Homes are becoming intelligent environments able to assist people who live in it.
These systems are planned to act according to the user profile, and with the complex
physical environment, where objects are added, updated or moved. Moreover, the user
profile also varies over time. For instance, users may suffer from different diseases
during their lives, and these can affect the interaction with the objects of their residence.
Also, cognitive problems, such as forgetfulness, can sometimes put the user into an
unwanted or perhaps dangerous situation; for instance, forgetting the stove on after
preparing a meal.

Systems for Ambient Assisted Living (AAL) need to interpret the context in which
the user lives to be able to act in advance to some situation. Using ontologies to
represent the contextual model is the most complete and expressive way to support
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reasoning about the user context for intelligent systems [1, 2]. The ontologies have
some constructors that support reasoning over the domain model. Some studies show
contextual models for different domains [3, 4]. These efforts aim to model the user’s
context and provide support for systems making decisions about situations of interest.
Some works try to support systems in reasoning about uncertainty [5–7]. These works
present contextual models using ontologies that are implemented in Ontology Web
Language – Description Logic (OWL-DL).

The main limitation for reasoning about uncertainty in OWL-DL is the conceptual
foundation of DL, a subset of First Order Logic (FOL). FOL defines sentences that are
always true logical statements about the domain to which they are representing [8, 9].
However, for systems that look for detection of situations and make decisions in real
environments where data may have an error rate, low but present, it becomes imper-
ative to support the detection of situations and provide decision-making on uncertain
data. Also, the information obtained from sensors must be interpreted, and this inter-
pretation is generally surrounded by uncertainty.

To manage these challenges, some research efforts try to manipulate information
modelled in ontologies and submit this information to prediction algorithms using
fuzzy logic, neural networks, or Bayesian networks [5]. These strategies have purely
statistical results as the prediction is made without semantic information contained in
the ontological representation. Consequently, it is necessary that the ontological con-
textual model represent the uncertainty about the context. Furthermore, there is a need
to have native support for reasoning about uncertainty within the context model. This
approach gives more possibilities to the detection of situations and allows decision
making with incomplete information.

This paper presents a context model used for reasoning over uncertainty in smart
environments. More specifically, we employed a Multi-Entity Bayesian Network
(MEBN) for the developing of a semantic model to support the prediction of unwanted
situations in smart environments. The model is evaluated through empirical experi-
ments using a case study where an unwanted situation is simulated. In the case study
described in this paper, we present the context supporting reasoning with uncertainty. It
is shown as the model supports the automatic generation of Bayesian Networks in a
given situation depending on the available evidence within the ontology.

This paper is organized as follows. Section 2 discusses the background and related
work. Section 3 presents the model for developing the context of AAL with reasoning
with uncertainty in smart environments. Section 4 describes the developed case study.
Finally, Sect. 5 discusses our conclusions and future work.

2 Background and Related Work

User interaction with devices in a real-world environment is uncertain by nature. This
communication is influenced by several factors, such as the knowledge that users have
about using a device, their cognitive ability, and their humor, among others.

There are big challenges for the design of AAL systems. Currently, the
context-aware field is consolidating systems for smart environments. Context can be
understood as “the environment in which the system operates” [10]. Dey and Abowd
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[11] characterize context as the situation of an entity in an environment. The concept of
situation is utilized to characterize the state of the user environment.

Ye et al. [10] define situation as the abstraction of the events occurring in the real
world that are derived from the context and hypotheses about how the observed context
relates to factors of interest. Systems that manipulate the context detecting situations of
interest through events generated by user’s interaction must handle uncertainty to assist
correctly users in their living environment.

2.1 Ambient Assisted Living

Ambient Assisted Living (ALL) has a very singular focus: users with physical or
cognitive impairments. In particular, elderly people may suffer from various physical
and cognitive disabilities developed over the years. The aging affects the human senses;
the information processing capacity reduces the speed and precision movements, etc.
As a result, older people lose their ability to perform effortlessly the daily activities.
Thus, using household appliances, instead of facilitating the lives of citizens, can
become a burden that increases the limitations of the elderly [12].

Therefore, AAL is the area of research in computing which is intended to provide
environments that assist people who live in them, being sensitive to them and able to
anticipate their needs and behaviors, providing complex networks of heterogeneous
smart devices.

AAL can be defined as a sensitive and adaptable electronic environment that
responds to people’s actions to meet their needs, i.e., an intelligent system, cus-
tomizable, aware of the context, adaptive and anticipatory user needs. These concepts
include the whole environment, taking into account each object, associating their
interaction with humans. Thus, it is the convergence of areas such as ubiquitous
computing, sensor networks and artificial intelligence [12].

Ubiquitous computing, considers that the computing environment should not
impose restrictions on the user to use it. It assumes that there must be an invisible and
transparent computing environment, with intuitive interactions between users and
computing facilitating its use by the end user. With the availability of wireless sensor
networks infrastructure and long distance networks, various systems and prototypes
have been developed to demonstrate how this paradigm can benefit specific applica-
tions, such as health and emergencies in smart hospitals, smart homes, entertainment
and others.

In this work the focus is centered on smart homes, one of the subdomains of
Ambient Intelligence that stands out [13]. The concept of smart home is linked to home
automation, as well as used to define environments to assist people with cognitive
problems, seeking to provide independent living. These houses are focused on the
improvement of the quality of life, increasing user´s independence levels, reducing the
need for hospitalization by increasing the time people can live in their homes. Smart
homes focused on personal assistance are linked to the AAL area. AAL uses envi-
ronmental infrastructure and Intelligent Environments as essential tools to provide
integrated solutions to support independent living of people in different contexts [12].
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AAL covers interoperability concepts, products, and services that combine infor-
mation and communication technologies to provide increased quality of life for the
ordinary citizen. Among technologies that allow AAL, some take into account the
modeling of sensors, services, recognition of activities and the detection of situations.
[14] describe that systems to smart home environments directed to AAL are intelligent
technologies able to follow citizens in their daily activities, monitoring risks to health
or safety, issuing alerts to family or health care providers when specific situations
occur.

Paganelli and Giulia [15] define smart homes as micro-ecosystems that are usually
within the following features:

• Environments containing multiple physical types of equipment and furniture parts,
electrical appliances, electronics and rooms providing living spaces;

• People who carry out various activities within the environment;
• Sensor devices, home electronics, and actuators that identify and act on the envi-

ronment to provide adaptation to the behavior of the inhabitants;
• Assisted features that include health professionals, family members, middleware

services and applications responding to events and situations.

In this article, the developed approach looks for supporting systems for assisted
living environments linked to smart homes, and for this, the approach needs to be
adapted to the characteristics described above. These features include home automation
for personal assistance and directed to the needs (situations) involving the user and can
act in advance because of the situations identified in their living environment. For
computer systems to recognize the environment where they interact, sensitivity to user
context becomes a critical issue.

2.2 Context Awareness

There is growing interest in the use of context-awareness and techniques for developing
applications that are flexible, adaptable and able to act automatically on behalf of the
user. According to [11], context is any information that can be used to characterize the
situation of an entity. Entity is a person, a place or an object relevant to the interaction
between the user and the application, including the user himself and the application.
Thus, knowing the facts surrounding the user in an environment makes applications to
interact and act more fruitfully on behalf of this user. Therefore, applications may be
aware (sensitive) to the context, adapting automatically to changes in the environment
and the current needs of users, without requiring their attention. These applications
should explore environmental features such as user location, closeness to users, and
time of day, among others.

For applications able to infer the environment and, consequently, identify the sit-
uation where the user is inserted, it becomes necessary to model the environment
context, seeking to identify things existing in the environment and influencing the
generation of information for applications.
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2.2.1 Context Modeling
According to Henricksen and Induslka [16], context modeling is an essential element in
building intelligent systems, wherein the degree of refinement and sensitivity of model
determines the perception of the environment by the application. One of the main
reasons why it becomes necessary to generate models for systems in smart environ-
ments is the fact that these environments are highly complex. Taking into account this
prerogative and considering that the human capacity (intelligence) has a rational limit
generating models to increase abstraction helps in understanding these environments.
Therefore, modeling the context to identify things (physical or abstract objects) that
exist in the environment is a necessary task for the development of context-aware
systems.

Finally, Strang and Linnhoff-Popien [1] and Moore et al. [17] show that context-
aware systems have high demands regarding distributed composition, partial valida-
tion, richness and quality of information, completeness and ambiguity, formalism and
applicability level for existing environments. They compared models for the repre-
sentation of context and concluded that ontology-based modeling reached the highest
satisfaction among the listed requirements. So the next section discusses how to model
context semantically.

2.2.2 Context Semantic Modeling
Due to the limited capacity of human reasoning of the and considering the complexity
of the world, humans seek artifices to understand and communicate, so started using
symbols to express themselves. People are prone to seek symbolic representation
regarding a domain to help their understanding as well as to facilitate their
communication.

Guarino [18] highlights that only a shared conceptualization (resulting of human
communication) superimposed on the conceptual models, can decrease the distance
between the existing human conceptualization and machines. It can be able to provide
knowledge to generate context-aware systems and smart machines.

In Computing, ontologies are used to provide meta-knowledge to systems, seeking
to make computer systems smarter. Ontologies provide a greater understanding of the
domain in which systems must interact, sometimes giving reasoning ability to them. In
this sense, according to Gruber [19], ontology is an explicit specification of a con-
ceptualization. Brost [20] derived this definition describing ontologies as a formal and
explicit specification of a shared conceptualization.

Poli and Obrst [21] propose that ontologies can be classified into lightweight and
heavyweight. Lightweight ontologies use formal hierarchies and properties relation-
ships. On the other hand, heavyweight ontologies, besides the characteristics of
lightweight ontologies, also represent axioms and rules, using a knowledge represen-
tation language, and can be interpreted semantically by machines.

In this paper, lightweight ontology is built for AAL, but some rules and axioms
were added. We define the ontology as lightweight because the model can have a lack
of expression in some of its parts, especially those regarding the depth of the concepts.
The semantic context modeling uses ontologies for representation and logical rea-
soning. According to Bettini et al. [2], it is used for multiple purposes: (i) to describe a
complex entity context that cannot be represented by simple languages; (ii) to provide a
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more formal semantics for the context entities, creating the possibility of becoming
distributed and integrated in the context of different sources; (iii) to evaluate the rea-
soning through tools that verify consistency and the set of relationships described in a
domain.

Some developers focus on specific modeling properties and internal structures of
concepts in individual domains, such as location, people, and computational entities,
ignoring the common semantics relation that is the basis for their meaning. Thus, the
task of understanding the meaning of the semantic relationships between entities of the
context is at the application level, as well as the tasks for the detection of the incon-
sistency of context [10].

The formalization of an ontology-based context modeling is typically linked to the
Ontology Web Language-Description Logic (OWL-DL), or some of it variations. More
complex definition can be obtained using operators. It can be property restrictions that
can force any or all of the values of a particular property belonging to a particular class,
or they can force a property to have at least k values. Thus, context entities can be
inferred by the inference engine, based on raw data collected by sensors, or other
complex data context that can be represented by structures and OWL-DL expressions.
This data typically includes information obtained from sociocultural user environment,
complex user preferences regarding the adaptation of services and activities [2].

These issues make the semantic modeling responsible for the flexibility and han-
dling complexity. It provides many advantages in processing capacity, such as auto-
mated processing, knowledge discovery, distribution, reuse, integration and sensitive
assistance to situations. These characteristics ca be made through reasoning technique
[22].

2.2.3 Reasoning About Context for Situation Treatment
Proactive systems in smart environments act on behalf of the user. One of the biggest
problems of reactivity and proactivity in computer systems is to support appropriate,
and satisfactorily user needs, without explicit or instructively demonstrate control over
these requirements. Thus, it allows the user to maintain the perception of control over
the environment. To gather this requirement, it was considered situation awareness as a
key element to designing proactive systems. One of the main causes to reason about the
context is the generation of information on a higher level of abstraction. Thus, it
reduces the complexity of handling the dynamics of the context by detecting situations
(current or future) that the user may be involved.

Situation-aware Systems for Smart Environments should not concentrate their focus
on individual sensor data as the room where the user is, the heart rate or person’s blood
pressure; this information should be interpreted in high conceptual level as if the person
is suffering a heart attack. These high-level concepts are called situations, which, in this
paper, are abstractions of the states of the application’s context of interest. A situation
is defined as a set of context features that are invariant for a given time interval. These
include capturing what and how situations must be recognized through which context
elements.

In context-aware applications, situations are generated by low-level semantic
interpretations. The adaptation in context-aware applications is caused by changes in
the events production that characterize situations. For example, the change of a context
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value that produces an event can trigger adaptation if the context update generates
events and changes the situation [13]. An event is an occurrence within a particular
system or domain, it is something that has already happened, or it is contemplated to
have occurred in this domain. Events can be modeled as simple or complex. Simple
events are produced by some context entity such as, for example, sensors. Complex
events are high-level in semantics hierarchy and usually correspond to a pattern
(correlation between simple events).

In Fig. 1 we represent a scenario for health monitoring systems in AAL. At the
bottom of the picture, sensors generate raw data, which can be aggregated into a set of
domain entities and produce events. This context can be modeled in different ways to
generate useful information (after reasoning) about a domain of interest.

For instance, in Fig. 1, the Interaction Context can be derived from the information
produced by events such as “patient opened the medicines box” or “patient opened the
water tap”. Similarly, its structure can predict if data are conflicting like, for example,
in Fig. 1(b), where the relationship between Location Context predicts that, if the
user’s location is Kitchen, events that relate the user and are linked to the room or
bedroom’s location context are conflicting. Also in this picture, through abstraction of
these contexts, it is possible to identify the situation where the user is in a medicated
situation. We can notice that the production of events and detection of high-level
situations are inherently influenced by uncertainty since the sources which support the
production of this high-level information are prone to errors. Both the accuracy of the
sensors as the own modeling (by humans) are sensitive to errors, so end up putting a
percentage of uncertainty in the reasoning stage.

Reasoning about the context involves generating knowledge through the modeled
environment. In this paper, we take into account reasoning rules through inference
machines and probabilistic reasoning to predict situations through Multi-Entity
Bayesian Networks. Thus, when using inference mechanisms based on rules, it is

Fig. 1. Context aggregation for situations detection, adapted from [22].
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evidenced the current state of the environment and seeks to reflect such state in the
model. The reasoning based on ontologies, using languages like OWL-DL, can be done
through consistency of formalized modeling in the ontology, and by rules, such as for
example, using Semantic Web Rule Language (SWRL) for generating new
acquirements.

According to Bettini et al. [2], an inference engine may (i) automatically derive new
knowledge about the current context and (ii) perform the detection of possible
inconsistencies in context information. The ontological reasoning can be conducted to
infer new context information based on classes and defined properties. The purpose for
reasoning is to infer new context information typically deducted from high-level
context (such as the current state of the environment or the user) through the low-level
context (such as the location or instant messaging from user status). As the high-level
context information are performed for longer periods, because they depend on a range
of data produced by the lower layers, these contexts must be associated with a level of
uncertainty, depending on the accuracy and information collected by sensors in a
process of reasoning. Systems for smart environments incorporate these features, and,
in the case of real environments, they are sensitive to uncertainty in the final result.
Therefore, it is necessary to include methods that manipulate the uncertainty to enable
proactive computing.

2.3 Reasoning with Uncertainty

Reasoning for the detection of situations and performing decision making with
uncertain data comprises some shortcomings related to modeling about the modeler
conception of the world. The modeling process may have misconceptions and possibly
they will be addressed through ontology’s consistency checks. Hence, this fact must be
taken into consideration and can be treated through probabilistic reasoning.

The probabilistic reasoning might support the processing of uncertainty. It is
possible to make predictions of future situations taking uncertainty into account. Many
works that focus on the prediction phase have been published, and they present
algorithms to identify the future with an acceptable accuracy.

Ontologies provide a range of features that search for representing the environ-
mental context in a broad and expressive form. Context modeling using ontologies is
currently done through the use of the Ontology Web Language (OWL). Among its
variations (Lite, DL and Full), the most widely employed by the possibility of
decidability is the Description Logics (DL). The interpretation of a theory determines
the definition of each constant, predicate and symbolic function in relation to the area.
Each symbolic constant denotes a particular entity; each predicate denotes a group
containing entities to which the predicate holds, and each symbolic function is a
function defined in the domain. The logical sequences of a set of axioms consist of
sentences that are always true in all interpretations, also called true sentences. Because
sentences are always interpreted as logical assertions, DL is not suitable for areas where
there are uncertainties in relations among the concepts [9].

One way to model uncertainty is the use of probability, and a suitable model for
existing domains is the Bayesian Networks (BN). These are Directed Acyclic Graphs
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representing a distribution function of joint probabilities of variables in a domain of
interest. Each Bayesian network consists of nodes (random variables) and edges
connecting these nodes. These links represent the influence from one node (ancestor) in
relation to another node (successor) generating a directed arc. Each node has a Con-
ditional Probability Table (CPT) to calculate the influence of a parent node “x” about its
affected node “y”, and the joint probability distribution is measured by the effect of
every parent about a leaf node [23].

For Semantic Web applications, BNs have the potential to provide a powerful,
compact structure for probabilistic inference mechanisms. However, BNs have some
key limitations. The first is that the number of variables must be known in advance (i.e.
number of nodes is fixed). However, many domains require reasoning about numbers
and types of related entities, where the relationships among entities cannot be specified
in advance or are uncertain. The second limitation is that the language used to deter-
mine BNs is not powerful enough to express significant problems with repeated
structure. The third one is that a BN is a directed acyclic graph, and hence no native
support for recursion is provided [8].

2.4 Probabilistic Ontologies

The area of probabilistic ontologies appeared with the objective of using the expressive
power of the First-Order Logic and the treatment of uncertainty supported by Bayesian
Networks. In general, there are two approaches to the generation of probabilistic
ontologies. The first consists in representing uncertainty by probability values descri-
bed as annotations, such as [24]. However, annotate ontology with numerical proba-
bility is not enough, and some information is lost with the lack of representation
capturing the structural constraints and dependencies between nodes [9]. The second
alternative consists of using a First-Order Probabilistic Language, which combines
aspects of probabilistic representation with first-order logic [25].

According to Costa [26], a probabilistic ontology must be able to properly repre-
sent: the (i) types of entities that exist in the field; the (ii) properties of these entities; the
(iii) relationships between entities; the (iv) processes and events happening with these
entities; the (v) statistical regularities that characterize the domain; the (vi) inconclusive
knowledge, or ambiguous and incomplete or unreliable related to domain entities; and
(vii) uncertainty over all previous forms of knowledge. It should be noted that the term
entity refers to any concept that can be described and reasoned in an application
domain. Probabilistic ontologies are used to describe comprehensively the knowledge
of a domain and associated uncertainty, structured and shareable, preferably in a format
that can be read and processed by the computer.

Howard and Stumpter [25] compare those First-Order Probabilistic Languages
about (i) aspects for handling uncertainty, (ii) structural support related to types of
inheritance (iii) types of fields on which the language may represent and (iv) reasoning
techniques on a group of entities and relationships. An overview of this comparison is
presented in Table 1.

In Table 1, “attribute” means uncertainty about the attributes of entities and rela-
tionships; “numeric” indicates the uncertainty of numerical data entities in a domain;
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and “reference” means uncertainty about the relationship between domain entities.
“Existence” means uncertainty about the existence (or not) of entities and their rela-
tionships in the area. “Types” mean when an entity of interest is identified, but it can be
one or more of possible subtypes.

Table 1 compares Probabilistic Relational Models (PRMs), Object-Oriented
Probabilistic Relational Modeling Language (OPRML) and Multi-Entity Bayesian
Networks (MEBNs). Based on that comparison, we choose to use MEBN’s to represent
uncertainty. Also, an OWL extension was created through an upper ontology using
Probabilistic Ontology Web Language (PR-OWL). That extension expresses a prob-
ability distribution on interpretations of any first-order theory. PR-OWL was designed
to be interoperable with non-probabilistic ontologies. However, the probabilistic def-
initions of an ontology must to form a theory about the fragments of the complete or
partial valid world [26].

2.5 Multi-Entity Bayesian Network

Multi-Entity Bayesian Network (MEBN), as proposed by [28] represents the world as
composed of entities that have attributes and are associated with other entities.
Knowledge about the attributes and their relationships are described as a collection of
MEBN fragments (MFrags) organized in MEBN theories (MTheories). An MFrag
represents a distribution of conditional probability for instances of random variables
about their parent nodes in the same MFrag. An MEBN theory is a set of MFrags that
collectively satisfy consistency constraints, ensuring the existence of a single joint
probability distribution on instances of the random variables represented in each
MFrag. MEBN integrates the semantics of the standard theoretical model of first-order
logic with random variables, as formalized in Bayesian Networks [25].

Such as in a Bayesian Network (BN), one MFrag contains nodes that represent
random variables arranged in a directed graph whose edges represent relations of direct
dependence. An isolated MFrag can be compared with a standard BN with known
values to their root nodes and local distributions of nodes that are not root. A node in an

Table 1. Languages for uncertainty representation. Adapted from [25].

PRMs MEBNs OPRML

Uncertainty Attribute X X X
Numeric X X X
Reference X X X
Identity X X
Existence X X X
Type X

Inheritance Simple X X
Multiple X

Domain Static X X X
Recursive X X X
Dynamic X X
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MFrag may have a list of arguments in parentheses. These arguments are placeholders
for authorities in the field [26]. According to [9], an MFrag consists of three types of
nodes: resident, input and context. The resident nodes (object property in OWL-DL)
have local distributions that define how their probabilities depend on the values of their
parents in the graph. In a complete MEBN theory, each resident node has exactly one
MFrag where their local distribution is set. The input and context nodes can influence
the distribution of the resident nodes, but their distributions are set in their MFrags.
Context nodes represent conditions that must be satisfied for the influences, and local
distributions of an MFrag can be applied. These conditions are Boolean values, which
may have true, false or absurd values.

An MEBN does not specify a model for the Conditional Probability Table (CPT).
However, as in a default BN, CPT’s summarize statistical regularities that characterize
a domain. These regularities are captured and coded into a knowledge base using a
combination of expert opinions and learning from observation. To better describe how
it is possible to use an MEBN, a representation is exemplified below to support the
diagnosis of a patient with symptoms of fever. The diagnosis takes into account that, if
the patient has recently visited an area with a flu epidemic, this could be the cause.
Otherwise, the patient has other viruses [27]. The ontology presented in Fig. 2 is
encoded in OWL-DL and was developed using Protégé. The graphical representation
was generated with the OntoGraf plugin. This ontology describes the concepts in a
simplified form; it semantically represents that Patient has Diagnosis. The diagnosis
instances are FluEpidemic and anotherVirus. Patients visiting the Region, which may
or not have the presence of the flu epidemic at some point in time.

Using this ontology, it becomes possible to generate an MTheory for supporting the
medical diagnosis for flu. Figure 3 shows that three MEBN fragments (Patient, Region,
RegionVisited) were generated inside of MEBN Theory for Flu Diagnosis. This model
was generated using PR-OWL with UnBBayes1 software.

The MFrags describe: (i) the MFrag RigionVisited establishing the relationship
between a patient and a specific area visited by him; (ii) the MFrag Patient describing

Fig. 2. Ontology to help in diagnosis, adapted from [27].

1 http://unbbayes.sourceforge.net/.
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the relationship between the patient and a region which may or may not be with
influenza epidemic; (iii) theMFrag Region capturing the knowledge about the presence
or not of influenza epidemic in a specific region in a given period of time.

A major limitation of conventional BN’s is the lack of recursion. An extension such
as Dynamic Bayesian Networks allows repeating the distribution of nodes over time.
In MEBN, recursion can be represented by MFrags allowing influences between
instances of the same random variable. For example, in the MFrag Region, using the
context node, it is possible to observe the t variable, which represents the Time entity,
and the tprev variable, which represents the previous step of t. Thus, using standard
Bayesian Networks prediction algorithms, we can determine whether regions will have
or not the presence of the influenza epidemic at a particular time. To allow recursive
definitions, it must be ensured that a random variable cannot depend on, directly or
indirectly, of its probability distribution. Otherwise, the Bayesian Network represented
by this model could be a cyclic graph, violating the requirements of a Bayesian
Network.

In Fig. 3, a repeatable pattern of knowledge that can be instantiated many times to
form a Specific Situation Bayesian Network (SSBN). It can be seen as a template of
fragments consisting of Bayesian Networks. The template is instantiated by binding
their arguments to identify domain entities and create instances of random variables
(ontology instance), feeding the model with evidence (findings).

Findings are a mechanism for incorporating observations into MEBN theories.
From a logical point of view, the inclusion of evidence in an MTheory corresponds to
the insertion of a new axiom in a first order logic. In other words, the MEBN logic is
open, having the ability to incororate new axioms as evidence and updating the
probabilities of all the random variables in a logical form. Therefore, MFrags are
templates that can repeatedly be instantiated to form Specific Situation Bayesian
Networks, and the random variables usually contain as arguments entity instances of an
ontology that are instantiated in the process of generation of SSBNs. These are typical
Bayesian Networks formed in response to a query to represent a situation in a
knowledge domain.

As shown in Fig. 4, feeding the Patient Diagnosis MTheory with findings of the
ontological model, it is possible to generate probabilistic models (SSBNs) which show
specific situations of particular patients. The figure illustrates the probability of an

Fig. 3. MEBN theory to diagnosis of patient, from adapted [27].
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individual having Flu Epidemic. The likelihood of patients having Flu increases (i) if
they have visited or not a region, and (ii) if the area has registered flu epidemic at some
point in time (recursivity), or (iii) if this information does not exist in evidence.

MFrags provide a flexible way to represent knowledge about particular interests
within the domain of discourse. Another gain of expression is when these knowledge
patterns aggregate. They form a coherent model of the discourse domain to generate
instances in different situations. MEBN provides a compact way to represent repeated
structures in Bayesian Networks. One of the positive points of this language is not
being fixed regarding the number of variables and neither limited to random variables
that represent instances of entities, which are dynamically instantiated.

For more information about MEBN and PR-OWL, we suggest reading the fol-
lowing works [9, 26, 28].

3 Dealing with Uncertainty in AAL Systems

Systems for smart environments need to know the user environment, and where nec-
essary, implement assistance actions. Currently, the primary source for real-time data
collection is sensors. They collect raw data without semantic characterization and with
error rates adding uncertainty in the collected data. Therefore, it becomes necessary to

Fig. 4. Specific situation Bayesian Network and evidences adapted from [27].
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consider this associated with data from other entities such as people, rooms’ charac-
teristics, and electrical networks state. It is possible to group data to generate useful
information from a higher level, i.e., detecting of an environmental or user situation, as
cold or emergency.

In this paper, the vision of the environment perceived by the system is obtained
from the data captured by sensors; these inputs are aggregated with environmental
contextual entities generating useful information. The actions triggered by the system
for the environment are realized by Web services, which are associated with objects
like smart phones, televisions, microwaves ovens, and others in the living environment.
In Fig. 5 we present the information and decision flow.

The system starts collecting raw data from sensors and aggregates the information
associated with those entities to generate higher-level information that is used to
characterize the state (situation) of the environment. With this characterization, the
system can make a decision to act in the environment using the capabilities (services)
provided by the available services, automating the environment according to the sit-
uations of interest and user preferences.

3.1 Issues for Ambient Assisted Living Systems

A availability of a large number of devices for interaction with the environment and the
behavioral changes of people’s profiles intensify numerous challenges in the concep-
tion of intelligent systems. One of the main challenges is to represent semantic rela-
tionships between things of the world, which sometimes are easily understood by
humans, to be processed by machines in a same semantic level [30]. Simple features,
such as the ones listed below become extremely complex to be managed by Ambient
Assisted Living Systems (AALS):

Fig. 5. Adapted from [29].
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• Physical objects, such as electronics and furniture, can be purchased or updated in a
residence. They can often become invisible in relation to AALS, because there is no
significant model to describe these objects, as well as being necessary to use sensors
to collect data about them and the ability to be interpreted by the system. Currently,
there is a variety of patterns for the low-level layer, where communication protocols
are used to exchange data between different devices and systems. Nowadays, each
manufacturer is generating its standard. Initiatives such as Bluetooth Health Device,
ZigBee and others seek to minimize this heterogeneity;

• Factors such as the updating of objects’ location inside a residence can put people
with cognitive problems into unwanted situations not foreseen in the preliminary
stages of the implementation of systems;

• Cognitive declines due to age increase over time and change the user behavior so
that new unwanted situations may arise, and Ambient Assisted Living Systems need
to adapt to these changes;

• Unwanted situations that are related to the user’s health need a specialized team to
model how it can be detected and how it should be handled. That requires a
heterogeneous team of professionals continuously available, always analyzing the
physical environment and the user’s profile;

• Whenever unwanted situations arise in the environment, it is necessary to act to
assist the user at this time. Reactive actions are the main behavior in user assistance,
but they do not prevent an unwanted situation to happen. Thus, if an undesirable
situation is detected several times during a specified period, it may be desirable that
systems were developed with the ability to act proactively, seeking to anticipate and
prevent the unwanted situation;

• To become proactive, an ability to predict future situations is necessary, but to make
this feature possible, reasoning about uncertainty is a key factor, because the own
common sense in predicting something in the near future is not guaranteed (uncertain).

These characteristics make new situations arise, situations involving the user or the
physical environment. Considering the current dynamicity in physical environments,
any middleware controlling ALL systems needs an extension of the ability to recognize
different situations over time. These factors determine that the implementation of
middleware systems for physical environments management become an extremely
complex task.

The next section presents the model developed, which it seeks to address unwanted
situations through reactive and proactive behaviors.

3.2 Ontology Network for AAL

Other works on situation-awareness for smart environments are directed to modeling
concepts that relate to the situation itself, paying little or no attention to the modeling of
other concepts of an intelligent environment. In this article, we try to approximate the
home automation model (which essentially describes semantic relations between the
structures of the physical environment) with the user model and higher-level infor-
mation such as events, situations and actions.
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For this, we have developed a network of ontologies for ALL. It has the role of
being the knowledge base for middleware in AAL recognize the context of a physical
environment. Thus, it promotes interoperability, seeking to offer more semantics to the
middleware, supporting to identify the most appropriate actions to be carried forward to
unwanted situations that may involve the user in their living environment.

According to [31], the development of networks of ontologies is based on the
integration of existing ontologies encouraging modularity, reuse, and re-engineering of
knowledge. They define some of the generic relationships that may be present in a
network of ontologies, such as:

• Dependencies (imports): ontologies are related and dependent on each other. More
precisely, to define their model, ontologies need to reference the definitions con-
tained in other ontologies;

• alignment: different ontologies can implement the same concept in a variety of
ways. Alignment is defined as the construction of an ontology formally specifies the
union of the vocabulary between two other ontologies. Those ontologies sometimes
may endure the conceptualization of the same area of interest or two areas that
overlap.

• versioning: keeps track of different versions of the ontology, because the evolution
of an ontology must be carefully monitored. It also deals with how different ver-
sions of an ontology can be comparable.

• modularization: big ontologies are difficult to handle, use and maintain. Modular
ontology is the attempt to divide ontological models into self-contained and
interconnected components. They can be considered independent, but are related to
generating a broad conceptualization of a domain of interest.

Using these ideas, we created a network of ontologies that is comprehensive for the
detection of unwanted situations in AAL, providing decision-making support for
applications directed to the execution of reactive and proactive actions. It has the role of
being the knowledge base for middleware in AAL recognize the context of a physical
environment. It also promotes interoperability, offering more semantics to middleware,
supporting the identification of the most appropriate actions to be carried forward to
unwanted situations that may involve the user in their living environment.

The ontology network created was described with the Web Ontology Language
using the Protégé software. The probabilistic fragments that make up the Reference
Model for Systems to Predictive Situations-awareness in AAL were developed using
the UnBBayes software. Intra networks relations were established with OWL-DL owl:
subclass and owl:import resources and other relationships were implemented using the
DOOR ontology.

The DOOR ontology is a methodology that defines a network structure. A key
argument for modeling knowledge by the use of ontologies is their relatively easy
reuse. In general, ontologies are not studied as isolated artifacts but have been seen as a
set of ontologies that are explicitly or implicitly related to each other. In this context,
the concept of ontology networks emerges.
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3.3 Ontology Network for AAL

This section describes the entities of the environment that can be used by developers to
build applications for AALS as a generic design. Thus, it allows these applications to
recognize a particular environment. The conceptual model was defined through a
network of related ontologies by a set of previously described meta-relationships. More
specifically, each domain of knowledge involves the ontology itself on a network, and
all ontologies of the network are related. In this design, some of the selected ontologies
were not available online, and therefore it was necessary to re-develop them. In the
cases where there were overlapping concepts, only one of the involved concepts was
used.

The developed ontology network describes an AAL environment that supports an
adaptive strategy based on the detection and prediction of situations to execute reactive
and proactive actions. This network is modularized to cover different areas that create
context. In this sense, we can cite: (i) the user ontology network that covers the user
domain profile information; (ii) the physical ontology that covers the home automation
domain information related to devices, features, states, communication protocols,
location and organization; and (iii) the proactive ontology network, which covers
situation, events and actions.

The complete ontology network for intelligent environments is presented in Fig. 6,
where each type of meta-relationship is represented with a different type of arrows. In
the developed network, some ontologies are related to other about the same domain.
For these cases, the relationships are referred as (domain) inter-relationships. In Fig. 4,
the dependency (dependsOn) between User and Domotic ontologies occurs because
devices and users are located within a Domotic environment. The ontology of Services
dependsOn Devices and Location, as devices are contextualized in a physical space
according to the services provided by them in a particular location.

Actions dependsOn a specific situation and then interact with the environment
consuming services embedded in the devices. The Event dependsOn Services used by
Actions. When this happens, events are generated and update the information on the
environment and can describe a new situation. The Situation dependsOn detected
Events and information about the User, because a situation is modeled (i.e., is com-
posed) with events to represent the situation of a user.

Fig. 6. Domain of the ontology network.
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A simplified form of each network is presented in Fig. 7. This structure may be
modified to incorporate new concepts, allowing the inclusion of new entities in dif-
ferent domains. The objective is to construct a model that describes an automated home
environment, entirely controlled by a middleware to support a home care environment.

Analysing Fig. 7, the user performs Actions (Human Action). These result in
External Events collected by the system. Events start and finish the Current Situation
involving the user in the current time. The same events influence a Predictive situation
that may require the User in the future.

Using the information about Current and Predictive Situation, the system can select
Automated Actions to handle situations of interest. For example, if is necessary to
handle the situation including the interaction with a User, the system should choose an
Automated Action Type Regarding Person.

This action will be performed by a functionality provided by a device of the type
Interaction with Person. This functionality must be sensitive to the disability presented
by the User. The Automated Actions produce Internal Events. Analyzing these events,
the system can detect if the Current and Future Situation change or will change in
relation to a User.

3.4 Reference Model for Predictive Situations in Smart Environments

To represent uncertainty in ontologies is not the same as to build a probabilistic system.
In this particular case, the probabilistic part refers to the semantic relationships
modeled using the PR-OWL settings that collectively form an MEBN theory. There is
no need for all the relations of an ontology to be probabilistic. However, the parts
modeled with the PR-OWL extension should form a valid MEBN theory. The semantic
relationships that extend PR-OWL resources are shown in Fig. 8.
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In this picture, the probabilistic ontology for predictive situations is graphically
represented. In this probabilistic ontology, the semantic relationships contain param-
eters derived from entity instances of the ontology. The definition of the semantic
relationships with parameters is inherited from the PR-OWL model. In this case, the
instances of entities are random variables that will feed the reference model to the
Predictive Situation and form a valid theory. In this probabilistic ontology, events are
affected when the user is involved in some Task running (runningTask(tar)) and
Automated Actions taken in relation to a Predictive situation (AutomatedActionPer-
formed (ps)).

The recursion for the model is promoted by the Temporal Entity defined in the
OWL-TIME ontology [32]. This concept can be used as a discrete concept, so repre-
senting subsequent steps orderable of “T0” to “Tn” rather than continuous scales.
Therefore, an event can influence a predictive situation at an earlier time by the rela-
tionship influence(ps, tPrev) and influence a predictive situation at time t. The
willBeSituationOf(ps, t, us) gives the probability of a Predictive situation ps on a time
t involving user us. Therefore, it can perform prediction of a situation over time.

So the question that the probability part of the ontology must answer is: “what is
the likelihood of a situation at a specific time, involving the User in his living
environment?”

In Fig. 4 we show the MBEN reference theory for predictive situation-aware
systems. Systems using this model can answer questions through the resident node
willBeSituationOf(ps, t, us). This reference model is a repeatable structure (template)
that generates Bayesian Networks according to a user situation. The Specific Situation
Bayesian Networks are generated according to the semantic relationships that are
linked to the user’s instance within the ontology. Therefore, at runtime, when there is a
need to generate a Bayesian network, the structure of the network is dynamically
generated according to the reference model and the user context that are represented in
the ontology. The model is composed of fragments, described below, and the random
variables related to the context nodes are the following: “tas” to task, “us” to User,
“aa” for Automated Action, “ev” for Event, “ps” for Predictive Situation, and “tPrev”
and “t” for orderable Discrete Times. The resident nodes will be described as <resident
node name> = {states}.

The Task MFrag present the probability of a specific task being in execution in the
environment, and this fact is represented by the runningTask(tas) = {True, False}
resident node. The Automated Action MFrag presents the probability of an automated
action being executed in relation to a predictive situation, and this fact is represented by
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Fig. 8. Probabilistic ontology for the proactive domain.
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the automatedActionPerformed(ps) = {Automated Action} resident node. The TaskU-
ser MFrag describes, through the resident node hasTask(us,tas) = {True, False}, the
probability of a user being involved in a task. The Predictive Situation MFrag gen-
erates the local probability distribution of a particular predictive situation involving a
user at a specific time by the resident node willBeSituationOf(ps, t, us) = {True, False}.
Such distribution is calculated through of the influence of the resident node influence
(ps, t) = {events}, whereas the states of the resident node influence must be instances of
events. So we can calculate the probability of a particular event happening while being
affected by a task and an automated action. This context node applies the probability
distribution that an Event influences a predictive situation in time t, when affected by
the input nodes runningTask(tas), automatedAction Performed(ps) and its distribution
in a previous time influence(ps, tPrev).

This reference model is a repeatable structure that instantiates specific Bayesian
Networks according to existing evidence. The reasoning process on the Reference
Model for Predictive situations is intended to the generation (queries) of Specific
Situation Bayesian Network (SSBN). Determining the values (probability) of a set of
queries, the system can refer to the likelihood of a situation being a situation of a User
at a given moment in the future. Thus, the system has the possibility to choose the
proactive actions to trigger in relation to the probability values generated by the
Specific Situation Bayesian Network.

4 Case Study

A scenario is the complete description of a contextualized user’s routine. This case
study is based on a scenario that demonstrates how the probabilistic model described in
this article could be applied in a smart environment. To analyze the proposed model,
we have used a Pervasive Application and a prototype of the Situation as a Service
(SIaaS) middleware described in [33]. Thus, the scenario described is typical of an
AAL environment, consisting of an unwanted situation.

Different aspects of the user interaction with the objects of the residence are
identified to generate events that can determine the beginning, the end or the influence
of unwanted situations. These features result in the execution of proactive actions to
handle situations. The scenario is intended to generate data for the detection of
unwanted situations and to perform actions to deal with these situations, and to check
the events generated (i.e., the effects of these actions).

Imagine John’s, a 75 years old citizen who has some aging-associated diseases such
as diabetes, hypertension, and lightweight dementia. John’s residence consists of a
living room and kitchen, among other spaces. This kind of patient tends to forget in
what activity he is immersed. They commonly start an activity and forget that they
were doing another (for instance, cooking and watching television), or even confuse the
time of day and to go to sleep. Therefore, the family of John buys a Pervasive
Application to assist John in his daily activities. According to Blasco et al. [12], older
people are a group with the highest vulnerability to accidents, especially in their homes.
The vast majority of domestic accidents are related to activities in the kitchen: utensils,
cutlery, and appliances are the most dangerous utensils. As a result of these accidents,
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older people lose confidence in their abilities, lowering their self-esteem and, conse-
quently, in many cases, deciding to live in a nursing home. Thus, the focus of this
scenario is the activity of cooking, where John interacts with the stove device (task “use
the stove”).

To avoid problems, a smart stove was installed in John´s kitchen. This stove has the
following features: (i) is able to identify the user (by the user digital); (ii) only after the
user detection it may be turned on; (iii) has a proximity sensor; (iv) registers the time in
which a person used or neared it; and (v) automatically turns off.

Therefore, imagine that John is watching television in the living room, but moves to
the kitchen and decide to cook. John organizes the preparations, turns on the stove and
put a pot on it. After, he listens interesting news on TV, so he backs into the living
room, sitting on the sofa in front of the television, forgetting that he is using the stove.
An application that seeks to assist users affected by the state of Senile in their daily
activities should interfere in everyday life as little as possible.

Therefore, in this scenario, the application has an interest in being notified if John
forgot the stove turned on, avoiding putting him and his family in an unwanted
(dangerous) situation. So, the application can make the decision for triggering
proactive actions to manipulate the unwanted situation (i.e., automatically turning off
the stove after a few minutes). Table 2 presents the actions and events that may be
produced in this scenario.

The ev1 event starts the unwanted situation, and ev2 and ev2.1 finish the situation.
The actions can be reactive or proactive. To handle that situation, a reactive behavior of
the application could be to turn off the stove automatically, to alert the caregiver to
perform this action, or to wait for more time. Regarding a proactive behavior, the
application could have the ability to predict whether John, once the stove was turned
on, will forget this action. This feature is allowed by the proposed Reference Model for
Predictive situation-aware system. The local probabilistic distribution for each MEBN
fragment must be generated with the help of an expert in Senile (in a real scenario), or
by machine learning. This model can be filled with historical data of people affected by
this disease, or even after John turned on the stove a few times (and forget to turn it
off). Consequently allowing it to identify a behavioral pattern and determine the
probability of John forgetting the stove on while using it. In the fictitious scenario, if
John turns on the stove, there is a possibility of forgetting it. In Table 3, the distribution
for each fragment MEBN is presented.

Table 2. Actions of appPervCook.

Actions
ac1: Warn User; ac2: Notify Caregiver that stove is turned on;
ac3: Turn off the stove automatically
Events
ev1: User forgot stove on; ev2: Stove off;
ev2.1: Sensor detected presence near to the stove
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The resident node runningTask(tas) describes the probability that there is a running
task in the environment. For this node, we used values that do not affect other nodes
residents (50% true and 50% false). The node hasTask(us, tas) establishes that 92% of
the time there running task the user is involved. The resident node auto-
matedActionPerformed(ps) shows that the action to directly warn John (ac1) was
executed 15% of the time. Also, to notify the caregiver (ac2) was executed 50% and to
automatically turn off the stove (ac3) by 35%.

The local distribution to the resident node influence(ps, t) describes how Auto-
matically Executed Actions and Running Task influenced the establishment of the
Events “forgot stove turned on (ev1)”, “Stove turned off (v2)” and “Sensor detected
presence near to the stove (ev2.1)”.

Therefore, if: (a) John is warned (ac1) and the task is not running, John forgets the
stove turned on in 5% of cases; do not forget in 35%, and is near to the stove about
60%. If the task is running, John forgets the stove turned on in 75% of cases; does not
forget in 5%, and there is presence near to the stove in 20% of cases. Otherwise, if
(b) the caregiver is notified (ac2) and there is no running task, John forgets the stove on
2% of the time, do not forget about 38% and is near to the stove about 60%. If there is a
running task, he forgets in 45% of the time, do not forget about 5% and is present about
50%. Finally, if (c) the stove is turned off automatically (ac3), in 100% of cases the
stove is turned off (v2) and, for a default distribution, all events are distributed on
average about 33.33%.

The resident node influence(ps, t) applies its local distribution probability into
willBeSituationOf(ps, t, us) node at time t, so if John forgot the stove on (ev1), then
about 99% of the cases the dangerous situation is valid, and only about 1% is false. If
John turned off the stove (v2), then there is 99% of chance that a dangerous situation
does not exist and, if a presence was detected near the stove (ev2.1), then there is a
dangerous situation in 45% of the time. Thus demonstrating that even if someone
neared the stove (checking or not the cooking activity), there is a probability of danger.

Table 3. Local probability distribution for resident nodes of appPervCook.

Resident: automatedActionPerformed(ps)
[ac1 = 0.15, ac2 = 0.5, ac3 = 0.35]

Resident:
runningTask(tas)
[true = 0.5,
false = 0.5]

Resident: willBeSituationOf (ps, t)
If any ps has (influence = ev1) [true = 0.99, false = 0.01] else If any
ps has (influence = ev2) [true = 0.01, false = 0.99] If any ps has
(influence = ev21) [true = 0.45, false = 0.55] else[true = 0.5,
false = 0.5]

Resident: hasTask
(us, tas)
[true = 0.92,
false = 0.08]

Resident: influence (ps, t)
If any ps has (automatedActionPerformed = ac1) If any tas has (runningTask = false)
[ev1 = 0.05, ev2 = 0.35, ev21 = 0.6] else [ev1 = 0.75, ev2 = 0.05, ev21 = 0.2]] else If any ps
has (automatedActionPerformed = ac2) If any tas has (runningTask = false) [ev1 = 0.02,
ev2 = 0.38, ev21 = 0.6] else [ev1 = 0.45, ev2 = 0.05, ev21 = 0.5]] else If any ps has
(automatedActionPerformed = ac3) If any tas has (runningTask = false) [ev1 = 0, ev2 = 1,
ev21 = 0] else [ev1 = 0, ev2 = 1, ev21 = 0]] else [ev1 = 0.34, ev2 = 0.33 ev21 = 0.33]
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Using the structure of the reference model defined in Sect. 3.4 and the local
probability distributions given in Table 4, the system can generate the Specific Situ-
ation Bayesian Network for the scenario as shown below. In Fig. 9, the T1 time
(ontology instance) was added. Therefore, it was possible to determine that John will be
involved in a Dangerous Situation at T1 with 46.4%.

The difference between the two scenarios (T0 and T1) was small (about 0.01%) but
it may be relevant depending on the interpretation of an expert on this kind of situation.
Continuing our simulation, in Fig. 10 we present evidence that John, at T0, forgot the
stove turned off (ev1), so in T1 there is a probability about 72.5% of chance that John
will be in a Dangerous Situation at T1. After, we have added more evidence and the
network was used to verify the probability that John will be in a dangerous situation in
T2. In Fig. 11, the SSBN is presented with this evidence (axioms when applied in
SSBN result in gray nodes) provided by the scenario. Therefore, the current time is T1,
John is involved in the tasks watching tv and using (the) stove, these tasks comprise the
cooking activity.

Fig. 9. SSBN at T0 and John using stove.

Fig. 10. SSBN from T0 to T1, John using stove and Ev1 detected at T0.
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The local probability distribution of Table 4 describes that if John is involved in
some task, it is a positive influence to a dangerous situation. For instance, there is
evidence that John at T0 forgot the stove on (ev1 = 100%) and in the current time (T1)
the presence of some people near the stove was detected (ev21 = 100%). With this
evidence, the system can calculate the likelihood of John be involved in a Dangerous
Situation in T2. According to what is shown in Fig. 8, there is 69.8% of chance that
John will be in a Dangerous Situation in T2.

5 Conclusions

Systems for intelligent environments may become proactive when technologies support
the reasoning over uncertainty during runtime. These systems should be proactive and
finely integrated with the needs of the inhabitants which living in the AAL environ-
ment. To the system be able to offer utility, usability and ubiquity, at the same time that
provide management of the environment and interacts with the users, it is necessary to
express situation awareness. Multi-Entity Bayesian Networks make these characteris-
tics possible through the generation of Specific Situation Bayesian Networks. This
paper presented a Reference Model for Predictive Situation-Awareness for giving
dynamic support about reasoning over uncertainty for the detection unwanted situations
with Multi-Entity Bayesian Network Theory. This model provides essential support for
the prediction of situations in real world environments. The reference model enables
Bayesian network structures as well as probability values for predictions to be gen-
erated at runtime. Therefore, the SSBN are produced at the moment that users are living
in their residences. Ordinary Bayesian Networks are not dynamic this way because they
need an expert to model their structures. The contributions of this paper include the use
of Semantic Web Technologies for reasoning about uncertainty, as well as a reference
model for predicting unwanted situations. Further work is the identification of a top
ontology to increase the coverage context model and using the reference model for
different scenarios.

Fig. 11. SSBN with evidence.
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Abstract. Tourist information support is very important due to the fact that a
tourist has to make decisions in dynamic and unfamiliar environment. One of the
popular types of tourist decision support is recommendations (of attractions to
see, events, transportation routes, etc.). However, each of the classical approa-
ches for making recommendations relies heavily on the availability of particular
information. This paper proposes a multi-model approach to recommendation
systems design in the domain of tourist information support. Specifically, it
proposes to construct a recommendation system as a composition of loosely
coupled modules, implementing both personalized and non-personalized meth-
ods of recommendations and a coordination module responsible for adaptation of
the whole system to the specific tourist and situation context. The paper also
presents some results on practical evaluation of the proposed models and an
integration of the developed recommendation system into a mobile tourist guide
(TAIS).

Keywords: Recommendation system � Tourism � Context-awareness �
Collaborative filtering � Point-of-interest � Knowledge � Ontology

1 Introduction

Tourism has become one of the largest and fastest-growing economic sectors in the
world. Despite occasional shocks, it has shown virtually uninterrupted growth. Inter-
national tourist arrivals have increased from 527 million in 1995 to 1133 million in
2014. International tourism receipts earned by destinations worldwide have surged
from US$ 415 billion in 1995 to US$ 1245 billion in 2014 [1]. Moreover, the number
of international tourist arrivals worldwide is expected to increase by an average of 3.3%
a year over the period 2010 to 2030 [1].

At the same time, there are some structural and behavioral changes in tourism
highly connected to the development of Internet and Information Technologies. The
increasing use of ICTs in tourism services allows tourists to take a more active role in
the production of tourism products, being no longer satisfied with standardized prod-
ucts. The “postmodern tourist” with differentiated life-styles, individual motives and
specific interests demands products tailored accordingly to stated preferences [2].
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All that makes the problem of tourists’ information support more actual than ever.
Therefore, information (and search) services of all kinds that can help in collecting
information about the trip being planned and provide tourist with information needed
during the trip are becoming more and more popular. One of the functions typically
provided by those services is recommendation of attractions based on tourist’s pref-
erences and current conditions (weather, transport, etc.).

Systems intended to mitigate a choice problem leveraging (implicit or explicit)
subjective preferences received a name of “recommendation systems”. The variety of
techniques to build, deploy and assess this kind of systems separated into a specific
research area in the mid-90s of XX century.

Approaches to build recommendation systems are usually classified according to the
kind of input data that is used for recommendations. Most popular are two of them [3]:
collaborative filtering and content-based. In the former one the only information that is
available are ratings that users assigns to objects. In the latter, input information is
formed by structured representation of items and a vector of user’s ratings. There are
several more approaches: demographic recommendation systems, knowledge-based
recommendation systems, social-based recommendation systems, but they are less used.

Dependence on a specific type of information causes limitations in applying each of
recommendation techniques. For example, collaborative filtering cannot be used when
the number of ratings is small, but just after start of any recommendation system the set
of ratings is usually empty, hence the so called “cold start” problem. Similarly, the
structured representation of items needed for content-based methods might be available
for one regions (in tourist recommender systems) and be missing for others.

This paper proposes multi-model approach, which prescribes creation of a family of
recommendation modules, based on various principles and relying on different types of
input information. Coordination of the modules and composing an aggregate recom-
mendations list, taking into account current situation, is performed by a coordination
module. Employed basic models range from knowledge-based fuzzy rules to collab-
orative filtering and coordination module leverages fuzzy inference to evaluate each
basic model in the current context.

There is a prototype implementation of the recommendation service, functioning as
a part of tourist information support system “TAIS – Mobile Tourist Guide” [4].

2 Recommendation Systems in Tourist Information Support

Key premises to employ recommendation systems in some domain are, first, abundance
of choice complicating decision-making, and second, significant subjectivism in
decision-making. Tourist in an unfamiliar environment (city, country) frequently face
both of the premises: abundance of attractions to visit and uncertainty in which of them
to visit to gain most positive experience from the stay. This explains the attention that is
paid to tourist information support in recommendation systems community. Besides,
social sciences research reveals the importance of decision support systems in tourism,
caused by large number of aspects that need to be paid attention to: tourist mobility,
high risk and uncertainty in unfamiliar environment, distributed nature of information
sources and several other factors [5].
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Main directions and achievements in tourist recommendation systems design are
summarized in review papers [6] (systems before fall 2009) and [7] (2008–2014).
These studies reveal that nowadays in tourist recommendation systems all modern
recommendation techniques are used. Collaborative filtering, content-based and
demographic ones are the most widely employed.

There is also another branch of research that may be relevant to tourist recom-
mendation system community. It is media stream analysis, employed e.g. for
point-of-interest (POI) detection (see, e.g., [8]). In some sense, this technique can be
interpreted as an “open form” of collaborative filtering. Openness here means that this
technique does not implement functionality of user’s feedback collection typically
present in recommendation systems; instead, it relies on some external feedback source,
namely, social media event stream. A common idea of this kind of systems is that
geo-tagged images are interpreted as some signs that a user who posted them enjoyed
the place or view. Additional analysis can help make further inference, e.g., [8] try to
distinguish images made by tourists (which are mostly relevant for making recom-
mendations to tourists) from images made by local population by analysing attributes
of the image poster’s account in Flickr (the primary media event stream for that
system). In [9] city attractions are visualized based on the analysis of images from
photo sharing service. In [10] methods are proposed to detect actual events taking place
in city based on the Twitter stream. Photo2Trip system [11, 12] makes step further;
based on the analysis of sequences of geo-tagged photos from public photo sharing
sites, Photo2trip identifies and recommends typical tourist trips.

To the best of authors’ knowledge, there are no systems trying to integrate “clas-
sical” recommendation approaches (e.g., content-based, collaborative filtering) with
emerging “open form” non-personalized recommendation techniques based on the
social media event stream analysis.

3 Multi-model Approach for Recommendation Systems
Design

As it was noted earlier, there is a set of well-known approaches to make recommen-
dations. Main criterion for distinguishing between them is the kind of information used
in the respective approach. Each existing approach inevitably bears some advantages
and disadvantages. In the recommendation systems research specific consequences of
disadvantages have received metaphorical (usually) names: “cold start problem”, “grey
sheep problem”. The former one refers to impossibility of a recommendation system
that is based solely on historical data, to make recommendations to new users (without
any historical data associated with them) or recommend new items (not rated by any
user yet). The latter one refers to difficulties in dealing with non-typical users. These
problems on a higher level are consequences of incompleteness of input data and
assumptions that are immanent to recommendation systems.

As each of the “pure” approaches to making recommendations is based on its own
set of input data, it is natural to compensate paucity of information of one type (more
difficult to obtain) by information of some other type, leveraging several “pure”
approaches simultaneously. This is how hybrid recommendation systems work.
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Hybridization may touch different levels of the system. For example, one of the most
popular forms of hybridization is “collaboration via content” [13], which is based on
collaborative filtering, but similarity measure between users is modified in such a way
that it considers not only ratings, but also similarity of some semantic attributes of
users. “Collaboration via content” is an example of “deep” hybridization as it trans-
forms the algorithm of one of “pure” approaches, adding to it some new information.
An example of “shallow” hybridization is an ensemble of recommendation systems that
work independently with their results merged.

In this paper, recommendation system is built by similar “shallow” hybridization.
The system includes several independent modules, each of them implementing one
recommendation algorithm (mostly, “pure” ones, as they are more tried-and-tested).
Along with recommendation modules, the system includes coordination module that
merges recommendations generated by “pure” algorithms, using knowledge about their
strong and weak sides and current situation. For example, if there are not so many
ratings in the database, then recommendations of collaborative filtering module will
likely be regarded as not reliable. Advantage of this modular construction is the sim-
plicity of adding new recommendation modules – it requires mapping its input spec-
ification on the information model of the system and (in some cases) modifying the
coordination module. Coordination module is intentionally designed as configurable.

Recommendation service provides POI recommendations on two levels:
non-personalized and personalized. Personalized recommendations are usually prefer-
able, but their generation requires information about user-item interactions. If this
information is not available, the service falls back to non-personalized recommenda-
tions, that requires only aggregate information about item popularity, For example, if
there is no information about users’ preferences, then upon trip to St. Petersburg it is
only possible to recommend popular tourist locations like Hermitage museum, Peter and
Paul fortress, or St. Isaac’s Cathedral, and these recommendations can be made only on
the basis of the statistics of visiting. If, however, the user stated in her profile that she is
interested in engineering, and it is known that she visited Centre Pompidou during her
trip to Paris and enjoyed it, then it is possible to recommend Central Railway Museum,
Central Museum of Communications, or Erarta Museum of Contemporary Art.

However, on both levels POI recommendation may, and usually should be context-
aware. In the non-personalized recommendations level context-awareness stands for
using a stratified and time-bound data for making recommendations. Non-context-
aware non-personalized recommendations would be based on overall visiting statistics
(actually, for all time). The simplest form of context-awareness in this case, would be
making recommendations on yearly statistics data, which would help to identify and
recommend places that are most popular now recently. The more elaborate form is
making stratified samples, attributing visitors to days of week, months of year, country
of origin etc. On the other hand, non-context-aware personalized recommendations are
well-known classical collaborative filtering in the space of solely user-item ratings, or
content-based methods matching users to some features of items. Context-awareness
would usually mean attributing each rating set by the user to some kind of external
conditions and limiting ratings used for recommendations to those, which are attributed
to similar conditions.
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3.1 Non-personalized Recommendations

For non-personalized recommendations that are most actual in the paucity of prefer-
ences data, the TAIS’s attractions recommendation service leverages the publicly
available geo-tagged stream of events (photos and tweets). As it was discussed earlier,
non-personalized recommendations are based on visiting statistics data. There are three
potential sources of these data: (a) the data can be collected by the tourist application
itself (TAIS in this case); (b) the data can be queried for from be local authorities or
POI administration; (c) the data can be mined from the global stream of public data.
The source (a) is the most convenient as the data can be collected with all the needed
context attributes and in the most appropriate form and granularity, however, it requires
a huge number of users and cannot be employed by a newly created application. The
source (b) relies on the communication with external entities (local authorities and
museums administration) and is very laborious. It can be appropriate for a local
application, e.g. St. Petersburg local city guide, but hardly can be implemented for a
global recommendation service that should work in every location worldwide. More-
over, it is not suitable for recommending architectural POIs, publicly available
observation places, as there might be no administration to collect visiting statistics.
With all the drawbacks of (a) and (b) for making a globally active POI recommendation
service, the option (c) becomes viable. With the dissemination of camera and
GPS-equipped mobile devices, widening mobile internet coverage and the forming of
new information processing habits, publicly available stream of geo-tagged events is
becoming more and more affluent. There are many scientific publications showing
various ways of leveraging this live source of human activity: from events and opinion
detection to, a more relevant to the topic of this paper, POI detection and recom-
mendation. However, this stream obviously bear some bias that must be taken into
account. E.g., it is produced by active users of social networks and owners of modern
smart-phones. Target users of mobile tourist guide are obviously a subset of
smart-phone owners, but actually not necessarily are active users of social networks, so
there still is a chance of biased inference.

In the working prototype of the recommendation service Flickr is used as a source
of geo-tagged photos. Each geo-tagged photo is interpreted as an evidence that some
user has visited certain geographical location. In contrast with classical recommenda-
tion systems, making photo doesn’t express explicitly user’s attitude to the object in the
frame. So, not necessarily making photo is equivalent to marking the place with “like”
or setting it a good rating. However, as the research on geo-tagged social media reveals,
geo-tags are concentrated around attractive landmarks and can be used to detect them.

One impediment caused by the way Flickr API is organized, is that it is relatively
easy to estimate the number of photos in the area, but getting the attributes (shot time,
date and precise location, poster’s home location) of all the photos is impractically slow
due to the number of API calls required.

More precisely, the most useful from the purpose of this paper Flickr API call is
flickr.photos.search. This call returns a list of photos matching some criteria.

Criteria that can be specified as a parameter for this call include tags, visibility,
content type and many other, but the most relevant to this paper are:
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• Minimum and maximum date the photo is taken.
• Bounding box (in geographic coordinates) to limit the area where photos are

searched.

The result of this call provides not the complete information about the photos
found, but rather their descriptors. For example, a call might return an XML document
like this:

<photos page="1" pages="89" 
 perpage="2" total="881">

<photo id="2636" 
 owner="47058503995@N01" 
 secret="a123456" server="2" 
 title="test_04" ispublic="1" 
 isfriend="0" isfamily="0" />

<photo id="2635" 
 owner="47058503995@N01"
 secret="b123456" server="2"
 title="test_03" ispublic="1"
 isfriend="0" isfamily="0" />

</photos>

The most important information in this XML is total attribute of the photos
element, corresponding to the number of photos satisfying the criteria specified in the
call. To get an additional information about photos one has to use other API calls
providing the unique identifiers of photos (attribute id of photo element). For
example, to get exact geographic coordinates associated with the photo flickr.
photos.geo.getLocation can be used.

The goal of the proposed system is to recommend interesting locations in the area
unfamiliar to the user. Recommendation systems are usually based on some assumption
that simplifies original recommendation problem and helps to build rigorous mathe-
matical model. In case of non-personalized recommendations module, the assumption
is that people tend to make and share photos of the places they find interesting and
attractive. That is the same class of places that are usually recommended to the tourists
visiting the area.

To fulfil the original goal there has to be a method and an algorithm to identify local
clusters of photos taking into account that they are stored in Flickr photo sharing
service and can be accessed only via Flickr API. It means that finding out precise
coordinates of a photo is possible only by special query (one query for each photo), but
it is also possible to easily (with one query) to find out the number of photos in a
rectangular area.

Time required to execute an API call is high enough to make collecting precise
coordinates of all photos impractical, therefore, local clusters should be approximately
identified using aggregate data on rectangular areas.

All the examined region (currently, a city) is split into a number of rectangular areas
forming grid with cell size of about 400 � 400 m (see Fig. 1). The size is influenced
by the following factors. The bigger the cell is the less calls to the Flickr API are
needed, and it reduces the time required to obtain data. On the other hand, large cells
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bear too much uncertainty about actual location of interesting places. E.g. it is rather
hard to find something interesting if all you know that it is somewhere in the square
with side of 1 km. The selected size of 400 m presents one of possible compromises. It
is large enough, but also can be examined in several minutes of walk.

For each of the cells it is possible to obtain the number of photos in the cell via
Flickr API. Then, the task is to find some kind of “outstanding cells” of the resulting
matrix. However, in general case, the number of such cells (even as large as
400 � 400 m) can be quite large. For example, the size of St. Petersburg and its
suburbs is about 40 � 40 km, which results in 10000 cells and therefore 10000 calls to
Flickr API. It may be acceptable for a system targeted to one city, but for universal
system supporting many cities it becomes too time consuming and may result in
blocking by Flickr for abusing.

Hence, there are two tasks:

1. To define a criterion for selecting cells as potentially interesting. It might be local
maximum or something entirely different.

2. To develop a method for effective pruning of unnecessary calls to FlickrAPI (about
the cells that most probably are not interesting according to the defined criterion).

For the first task, the proposed method is to find 10% of cells containing most
photos. In other words, all cells belonging to the area being examined are sorted in
descending order by the number of photos attributed to them. The first 10% of cells in
this sequence are considered to contain some potentially interesting sites and are rec-
ommended to the user.

For the second task, the proposed method is to consider several layers of aggre-
gation over the initial layer consisting of 400 � 400 m cells (layer 0). Each aggregated
layer i also consists of square cells but the side of the cell of layer i twice as big as the
side of layer i − 1 (see Fig. 2). Moreover, cell bounds in different layers are aligned in
such a way that each cell of layer i consists of exactly four cells of layer i − 1. Photo
counts of cells in aggregated layers can also be found out via Flickr API. Obviously,
there is a simple relation between photo counts in different layers. Let all rows and

400 m

400 m

Fig. 1. Grid fragment example
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columns of cells in each layer i be numbered from 0 to n(i) − 1. Let, also, qðkÞi:j denote
the number of photos in the cell in row j and column i located in the layer k. Then, by
the construction of the aggregate layers:

qðkÞc;r ¼
X1
j¼0

X1
i¼0

qðk�1Þ
2cþ j;2rþ i:

As qðkÞi:j � 0, then:

qðk�1Þ
2cþ j;2rþ i � q kð Þ

c;r ; j; i � 0; 1f g:

That gives an idea for possible pruning condition. If at some point of the search
process we have identified the needed number of layer 0 cells (10% of the total
number) and at the same time we have not evaluated all the cells in the layer 0, but have
evaluated only cells of layers 1 and higher, and the respective values of that higher
layer cells are less than the values of identified layer 0 cells, we can stop the search
process.

So, the search procedure can be organized as a form of branch and bound search,
when we start from the highest layer (say, 3rd, but it can be even 4th, depending on the

actual size of the area being examined), evaluate all the values of qð3Þi;j . Then pick a cell
to branch (bc, br), and branching in this context means descending to the lower layer,

and evaluating cells qð2Þ2�bcþ i;2�brþ j; i; j 2 0; 1f g. Then again pick a cell to branch, and

Fig. 2. Area representation
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so on until values of the required number of layer 0 cells are known and the rest cell
values (in any layer) are less than them.

The final thing to be defined is a heuristic to determine the cell to branch on
(branching heuristic). This heuristic is important as it significantly affects the overall
performance of the procedure. It should balance the necessity to evaluate the needed
amount of layer 0 cells as soon as possible to reach the stop condition, and undesir-
ability to evaluate many cells at all. Two heuristics are proposed and evaluated.

The first one (PICK-MAX) is to pick each time a cell with the highest number of
photos no matter what layer this cell belongs.

The second one (PICK-ADJ) is to pick each time a cell with the highest normalized

adjusted number of photos aðkÞi;j , where adjusted number is defined by the following
equation:

aðkÞc;r ¼
qðkÞc;r

4k
:

The purpose of the adjustment is to equalize cells of different layers; for higher
layers it corresponds to the expected number of photos in the layer 0 cells covered by
this cell assuming uniform distribution of photos.
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In the Algorithm 1 Q is the queue of all cells that should be examined and either
included to the result set R or pruned out. One element of Q is a tuple consisting of cell
coordinates inside layer, layer number and the number of photos in the cell. S is the
number of “interesting” layer 0 cells the algorithm is looking for. The algorithm
depends on several functions, which are:

– count(c, r, l) – function that evaluates qðlÞc;r via Flickr API;
– pick_cell(Q) – selects an element of Q according to the employed heuristic, either

PICK-MAX or PICK-ADJ. These heuristics are also implemented as functions –

PICK-MAX(Q) retrieves a cell with the greatest number qðlÞc;r from the queue Q,

PICK-ADJ(Q) retrieves a cell with the greatest ratio qðlÞc;r=4l;
– top(S, Q) – a function that returns S elements with the highest values qðlÞc;r from the

Q, or the entire Q, if |Q| � S.

Lines 3–5 of the algorithm add all cells of the highest (starting) layer to the queue to
examine them later.

Lines 6–20 form the main part of the algorithm. On each iteration of the cycle finish
condition is checked. Expression “ordered(R) [S] [4] ” means 4th element of the 4-tuple
that is in the Sth position in the R ordered by descending (of the 4th tuple elements). If
all queued elements are less than the best S known cells of layer 0, then the algorithm is
stopped and R is returned. Otherwise, an element is picked according to one of the
examined heuristics and either added to the result (if it is layer 0 cell) or decomposed to
cells of lower layer.

The algorithm is provided in general form, however if PICK-MAX heuristic is
employed, lines 10, 13, and 14 become unnecessary, as the cell with the largest count is
selected in the line 7 to check the stop condition.

Obvious improvement of lines 15–17 is based on the relationship between counts
of higher-level and lower-layer cells. If the count of an upper cell is known and counts
of any three inner cells are known then the count of the fourth inner cell can be easily
calculated without a call to FlickrAPI. The algorithm implementation used in experi-
ments takes advantage of this improvement.

The algorithm depends on selection procedures from Q. Efficient implementation of
these selection procedures can be based on heap data structure (see, e.g., [14]).
However, as there are two criteria of ordering (photos number and adjusted photos
number), there must be two heaps – one for each criterion – synchronized on
modification.

To validate the whole idea that lies behind the interesting places identification, a
following experiment was performed. Two different cities were selected: St. Peters-
burg, a big cultural center (Fig. 3) and Tyumen, a middle-sized regional center in
Siberia. The rationale of selecting two cities was that the detection procedure may
depend significantly on the city size or cultural status.

In each of the cities, five “experts” were selected. The experts had higher education,
mostly technical, but no special cultural education or training. Among experts, there
were both male and female, and they belonged to rather wide age group of 25–60 years
old. Each expert had lived in the city he/she was asked about for at least five years.
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Each of the experts was asked to mark areas on a city map that they would rec-
ommend to city visitors. Then cells of the layer 0 were detected corresponding to the
marking of each expert. As cell sets selected by different experts were different, and
there was no reason to prefer one expert opinion to another five joint etalon sets were
constructed. The first etalon set contained the cells selected by at least one expert, the
second one contained the cells selected by at least two experts and so on with the fifth set
containing cells selected by all five experts. Sizes of the sets are shown in the Table 1.

Quality of the output produced by the proposed algorithm was evaluated by widely
used in information retrieval measures precision and recall. In the context of the con-
sidered task, precision is the probability that randomly chosen cell retrieved by the
algorithm is among cells, selected by the experts. Recall is much like the opposite, it is
the probability that randomly chosen cell from the set, selected by experts, is actually
found by the algorithm. Recall and precision for both cities are presented in the Table 2.

It can be seen, that in both cities recall is rather high, which means that the
proposed method was able to detect most of the places that were selected by experts.

Fig. 3. Example statistics on the number of photos made by Flickr users in St. Petersburg in
2015.

Table 1. Sizes of the joint etalon sets.

Set number St. Petersburg Tyumen

1 70 29
2 36 14
3 27 9
4 15 6
5 7 3
Number of cells in the area 576 256
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Precision, on the other hand, is not as high, which means that the method detects many
cells (places) which are not marked as recommended to visit by human experts. To
some extent, it can be controlled by the parameter of the selection criterion, i.e. instead
of 10% of the cells with most photos one can use 5% or even 1%. However, that will
inevitably affect recall.

F1 score is widely used as a single quality measure instead of precision/recall pair:

F1Score ¼ 2
Precision � Recall
PrecisionþRecall

:

In this paper, F1 score is used to check if the selection of top 10% (containing most
photos) cells is adequate. For that purpose, F1 score of top n cells was evaluated on
each etalon set for n ranging from 5 (five top cells of the area) to 10% of the area cells
(57 for St. Petersburg and 25 for Tyumen). The results for St. Petersburg are in Fig. 4.

It can be seen from the figures, that stricter selection criteria will not improve
overall quality (measured by F1 score).

For Tyumen, the results are worse than for St. Petersburg. Probably, that may be
explained by the fewer active Flickr users, but further investigation needed.

To measure the efficiency of different branching heuristics the number of calls to
Flickr API was assessed for values of selection criterion from 1% to 10%. The results

Table 2. Quality measures of the proposed method.

Set number St. Petersburg Tyumen
Precision Recall Precision Recall

1 0.68 0.56 0.6 0.52
2 0.52 0.83 0.4 0.71
3 0.40 0.85 0.32 0.89
4 0.22 0.87 0.2 0.83
5 0.12 1.0 0.12 1.0
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Fig. 4. F1 score for St. Petersburg.
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are presented at Fig. 6. The experiment was performed in the St. Petersburg center area
where the total number of cells was 576. It can be seen from the figure, that both
branching heuristics give very similar results, PICK-MAX being not worse than PICK-
ADJ for all tested selection criterion values (and sometimes slightly better). Absolute
numbers of calls to Flickr API for detection of top 10% cells is about half of the
number of cells (Fig. 5).
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Fig. 5. Number of calls to Flickr API for different values of the selection criterion.
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3.2 Personalized Recommendations

Personalized recommendations account for user’s preferences and potentially are more
accurate, however, they demand more information. Particularly, user preferences
should be defined in some form. In the proposed service personalized recommendations
are represented by context-aware collaborative filtering.

As TAIS application is targeted on the support of tourists during trip, it is important
to differentiate between photos that are likely to be done during trip from those that are
done, for example, at the work, after work and even during.

Context-Aware Collaborative Filtering. One of the promising directions to improve
the predictive quality of recommendation systems in general (and collaborative filtering
systems among them) is context-awareness [15]. The context describes conditions in
which the user rates an object or asks for recommendations.

In the proposed tourist attraction information service the following context attributes
are distinguished:

(a) time;
(b) company in which the user visited the attraction (alone, with a friend or with the

family);
(c) weather (sunny, rainy, etc.).

Values are assigned to these attributes in mostly automated fashion. For example,
the user opens the attraction evaluation screen being near to that particular attraction
(according to the mobile device’s GPS sensor). In this case the time attribute is filled in
with the current time and current weather is queried from the context service. However,
there is also a possibility to set the values of context attributes manually in the eval-
uation screen of the mobile application. It is convenient, for example, if a user wants to
rate the attractions seen during the day upon returning to the hotel in the evening. To
facilitate deferred evaluation the proposed system tracks attractions the user visits and
shows unrated visited attractions in a special screen. The user does not have to assign
values to each context attribute. If a context attribute is not given a value, it is assumed
to have value “any”.

There are three general approaches to take context into account in recommendation
systems [15]: (a) contextual pre-filtering; (b) contextual post-filtering; (c) contextual
modelling.

The advantage of the contextual pre-filtering and post-filtering approaches is that
they are compatible with classical (not context-aware) recommendation algorithms.
The context awareness in these approaches comes true by transformation of either input
or output of the classical recommendation algorithm. In the contextual pre-filtering
approach, the rating data that is not related to the context is filtered out before applying
the recommendation algorithm. On the other hand, in the contextual post-filtering
approach the resulting list of recommendations is ordered or filtered taking into account
context values.

In the contextual pre-filtering approach all the ratings that are irrelevant to the
context discarded from the rating matrix before the recommendation algorithm is
applied. For example, if in some attraction recommendation service the context
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includes weather conditions, then making recommendations in a rainy day should not
use ratings assigned in sunny days. This approach aggravates the important problem
inherent to collaborative filtering systems – rating matrix sparsity. The main goal
pursued by contextual pre-filtering methods is to take into account the context, but not
let rating matrix to become too sparse.

In the proposed system the context generalization method [3] (one of the contextual
pre-filtering methods) is used for taking context into account. In this method, the rating
matrix is filtered not only by exact values of context attributes, but also by its possible
generalizations. To use this method the context model has to support context general-
ization. In most general form, it means that at least one context attribute must be defined
on a set with a strict partial order relation of generalization (!). Let A be a set of
attribute values and ai, aj 2 A. Then notation ai ! aj means that value aj is a gener-
alization of ai. A context is usually represented by m attributes. Let c = (c1, …, cm) and
c
0 ¼ c

0
1; . . .; c

0
m

� �
are two contexts. We define c′ as a generalization of c (c ! c′), iff

there exists at least one i 2 {1,…,m}, such that ci ! c
0
i. We call context c incompatible

with c′, iff neither c ! c′ nor c = c′. In most cases, the generalization relation forms
some kind of a hierarchy (or multiple hierarchies).

In the proposed system, the context generalization is enabled by following:

(a) The set of Time attribute values includes not only exact date and time values but
also “any” value and aggregate values for each season, day type (working day or
weekend) and time of day (morning, afternoon, evening). The generalization
relation is defined naturally.

(b) The set of Company attribute values includes values “alone”, “with friends”,
“with family” and “any”. “Any” value is defined to be a generalization of any
other value.

(c) The set of Weather attribute values includes values “sunny”, “rainy”, “cloudy”,
“snowy” and “any”. “Any” value like in (b) is defined to be a generalization of
any other value.

For example, the exact context could be (Time: “July 31, 2013 17:30”; Company:
“with family”; Weather: “sunny”). This context can be generalized to (Time: “sum-
mer”; Company: “with family”; Weather: “sunny”) or even to (Time: “summer”;
Company: “any”; Weather: “any”).

It is obvious that a context can be generalized in several ways and directions. In
systems with many attributes and many levels of granularity of attributes, enumerating
all possible context generalizations is a problem and various heuristics are used for
picking appropriate generalizations [3]. In the proposed system, there are not so many
possible generalizations, so all of them are enumerated through implicit directed graph
traversal procedure. The nodes of this graph are attribute values and the arcs are
generalization relations.

A user rates attractions on a five-point scale (1 – bad, 5 – excellent). The rating
obtained from the user (raw rating) is normalized to reduce individual bias in assess-
ment: some users tend to put relatively high ratings to all attractions, others in contrary
tend to put relatively low ratings. Normalized rating ~ruj given by user u to attraction j is
defined by formula:
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~ruj ¼ ruj � 1
Kuj j þ 1

3þ
X
k2Ku

ruk

 !
;

here, ruj is raw rating of the attraction j given by user u, and Ku is a set of all attractions
rated by user u. The idea of normalization is to shift from user-oriented five-point scale
to calculations-oriented zero-centered scale. The sign of the normalized rating corre-
sponds to general attitude of the user (whether it is positive or negative) and the
absolute value of the rating corresponds to the strength of that attitude. The straight-
forward way to normalize ratings is to subtract scale average (i.e. “3”) from each rating.
It would work nice if users normally used all the range of five-point scale. However,
most users in fact rate items using some subset of the scale, e.g., only “3”, “4” and “5”.
In this case subtracting scale average would result in non-negative normalized ratings
missing the fact that the user definitely likes items he/her rated “5” and probably
doesn’t like items rated “3”. Hence, the normalization procedure should capture not
only the scale characteristics but also the observed usage of this scale. Therefore, a
popular method of normalization is subtracting average user rating from all his/her
ratings. This method works well in most cases but have some subtle drawback which
turns out when there are only a few ratings. For example, when the user rated only two
items – both with “5” – then normalization over the average user rating would turn
these ratings into zeroes. I.e. a priori notion of five-point scale with “5” as the best mark
is lost in favor of adaptation to the observed usage of this scale. To alleviate this
drawback in the proposed system we use slightly modified version of the normalization
over the average user rating. During the normalization we add one fake rating of “3”
(scale average) to the set of user ratings having a purpose to stick other ratings to the
original notion of the scale. This modification is significant when there are a few ratings
(in the example above two “5” ratings become positive) but its contribution to the
normalized ratings vanishes as the number of users’ ratings grows.

Attraction rating estimation for a given user is performed in two steps:

(1) a group of users with ratings similar to the given user’s is determined;
(2) rating of attraction is estimated based on ratings of this attraction assigned by

users of the group.

While building the list of recommendations, several possible generalizations of the
context is used. For each context generalization ratings received in contexts incom-
patible with this generalization are not taken in to account.

User group is determined by k-Nearest Neighbours method (kNN). The similarity
between users u and v is calculated as a cosine measure between normalized ratings
vectors of users according to the following formula:

suv ¼

P
i2Iuv

~rui~rviffiffiffiffiffiffiffiffiffiffiffiffiffiP
i2Iuv

~r2ui
r ffiffiffiffiffiffiffiffiffiffiffiffiP

i2Iuv
~r2vi

r :

Here Iuv is a set of attractions rated by both users u and v.
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Attraction rating estimation for the user is based on ratings of that attraction
assigned by other users of the group with respect to their similarity to the user. It is
calculated as a weighted average of normalized ratings among group members:

r�uj ¼
P
v2G

~rvjsuvP
v2G

suvj j ;

here G is the group of the user.

Context-Aware Knowledge-Based Recommendations. This recommendations
module uses the attractions data extracted from open internet services, tourist type and
context data. It is driven by a knowledge base connecting tourist properties, attraction
properties and context parameters. The advantage of this approach is that this module
does not require ratings history and therefore, it can be used immediately after rec-
ommendation service deployment.

Problems of tourist industry development have received much attention in the sci-
entific literature. From the point of this paper, the most valuable are attempts to build a
tourist typology and link different types of tourists to their preferred types of activities
during trip. One of the first papers proposing a typology like that was [16], with 4 types
of tourists. Later, other typologies either for all the variety of tourists [17, 18], or for
some subset of them were proposed [19, 20].

The knowledge-based recommendation module uses typologies, proposed in [18,
20], as Gibson and Yiannakis in [18] propose a typology with a greater differentiation
(15 roles), which allows to specify preferences of each role more precisely. McKercher
and Du Curos in [20] propose a cultural tourist typology, and cultural tourism is one of
the focuses of this paper.

To fill the knowledge base the results of several scientific publications [21–23] were
used linking types of tourists and their preferred activities.

Fuzzy logic is used to represent the properties of the tourist and of the situation. It is
caused by the fact that crisp classifications rarely can be applied to cultural objects or
people [18].

Linguistic variable is defined by a tuple (x, T, U, G, M), where x is a name of the
variable, T – term-set, each element of which (a term) is represented as a fuzzy set on
the universe U; G – syntactical rules of new terms construction, often in the form of a
grammar; M – semantic rules, defining membership functions of fuzzy sets in T.

All the linguistic variables in the recommendation module can be divided into three
groups:

1. Variables that describe a tourist type, according to [18, 20]. Their names are syn-
thesized as prefix “Type_” followed by a type abbreviation (e.g., Type_SNL cor-
responds to “Sun Lover” type from [18]). Term-set for all these variables is a set
T = {“Definitely true”, “Likely true”, “Likely not true”, “Definitely not true”}, and
a universe – U = [0; 1].

2. Variable Weather, describing the weather in fuzzy linguistic terms.
3. Output variable Recommend, having term-set {“Definitely recommend”, “Recom-

mend”, “Neither recommend or not”, “Not recommend”, “Definitely not
recommend”}.
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The recommendations are formed by a set of fuzzy rules involving statements with
linguistic variables and crisp predicates using Mamdani-type inference (see, [24]). For
example:

IF (Type_EDT IS “Definitely true” OR
Type_PCT IS “Definitely true”) AND
ObjectType IS Museum AND
FreeTime > 2 hours 

THEN  
Recommend IS “Definitely recommend” 

3.3 Coordination Module

The goal of the coordination module is to merge results obtained by various recom-
mendation modules based on their expected trustworthiness (which is related to the
availability of the information crucial for the algorithm implemented by that particular
module). Major criteria taken into account by the coordination module are:

– collaborative filtering module requires significant amount of user-item ratings;
– to receive recommendations with the help of collaborative filtering module, a user

should express her preferences by making several ratings;
– non-personalized recommendations module can function only in the areas where

social media stream is fairly intensive.

Therefore, each recommendation module has its own restrictions, and the coordi-
nation module assigns a degree of belief to each of the modules, based on evaluating
these restrictions. Coordination module is also based on fuzzy inference. Linguistic
variables used in its knowledge base can be divided into 4 groups:

1. User characteristics (a number of ratings set by the user, the number of user’s
“neighbours” in the collaborative filtering module).

2. Ratings database characteristics (RMSE – Root mean squared error, expected error
of rating prediction by collaborative filtering module).

3. Context characteristics (photos in the region).
4. Output variable Belief.

Rule example:

IF RatingsByUser IS “Many” AND
NeighborsOfUser IS “Many” AND
RMSE IS NOT “High” 

THEN 
Belief IS “High” 

Degree of belief to the recommendations provided by a module is obtained by
applying rules to the module and defuzzification of the output variable. After that,
recommendations provided by each of the modules are weighted according to the
degree of belief, ranked, and shown to the user. Overall architecture of the recom-
mendation service is shown in Fig. 2.
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4 TAIS – Mobile Tourist Guide

TAIS is a mobile travel guide application based on Smart-M3 platform [25] imple-
menting a smart space concept. That allows to significantly simplify further develop-
ment of the system, to add information sources and services, and to make the system
highly scalable. The key idea of this platform is that the formed smart space is device,
domain, and vendor independent. Smart-M3 assumes that devices and software entities
can publish their embedded information for other devices and software entities through
simple, shared information brokers. Platform is open source and accessible for
download at Sourceforge.

Implementation of TAIS application has been developed using Java KPI library.
Mobile clients have been implemented using Android Java Development Kit. The
application consists of a set of services [4] that interact with each other for providing
the tourist recommendations about attraction that is better to see around. There are
client application, attraction information service, recommendation service (described
earlier in this paper), region context service, ridesharing service [26], and public
transport service.

The main application screen is shown in Fig. 7, left screenshot. The tourist can see
images extracted from accessible internet sources around, clickable map with his/her
location, context situation (weather), and the best attractions around ranked by the
recommendation service. When the tourist click to an attraction the following context
menu is opened (see Fig. 7, right screenshot). The tourist can see detailed information
about the chosen attraction (Fig. 8, left screenshot), browse attraction reaching path

Fig. 7. Tourist guide screenshots: main screen, context menu with actions.
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that is proposed by the system route to an attraction (Fig. 8, right screenshot), and/or
rate it (Fig. 8, left screenshot).

Detailed information about attraction contains a list of images that is associated
with this attraction and it description. This information is extracted by the attraction
information service from different internet sources (e.g., Wikipedia, Wikivoyage, and
Panoramio are currently used).

The tourist has possibility to rate images using the following options: “like image”,
“dislike image”, “this image is not applicable” to the attraction (see Fig. 8, left
screenshot). Based on these ratings the recommendation service will re-order images
for this or another tourist next time.

The tourist can browse the attraction reaching path by choosing “Show on the map”
item in context menu (see Fig. 8, right screenshot). The routing service that is
responsible for path finding uses OpenStreetMap-based web mapping service [27].
Routing service provides the tourist possibility to build pedestrian path, find fellow
travelers who go to the same direction [26], and find public transport to reach chosen
attraction.

Pressing “menu” button allows to search information for worldwide attractions by
choosing another area (country, region, and city) and to access the settings page of the
mobile tourist guide application. In the status bar, the tourist can search for attractions
worldwide.

Fig. 8. Tourist guide screenshots: attraction details and route to the attraction.

Multi-model Service for Recommending Tourist Attractions 383



5 Conclusions

Motivated by the dependency of different recommendation approaches and techniques
on the availability of particular types of input information, the paper proposes a
multi-model approach for recommendation services for tourist domain. Its main idea is
to create a family of recommending modules, each module implementing a specific
recommendation model and requiring corresponding input (needed for that model). To
merge and reconcile results obtained from these modules, a coordination module is
introduced. It is designed to be highly configurable and uses declarative knowledge
representation. In particular, it uses a fuzzy knowledge base that contains knowledge
about how accurate recommendations of each module are expected to be in the current
situation, and then, based on this knowledge it leverages fuzzy inference to weight the
output of different modules.

The implemented modules are: a module for non-personalized recommendations
based on the analysis of photo stream of a popular media sharing service, a module for
knowledge-based recommendations, leveraging knowledge accumulated in tourism
literature, and a collaborative filtering module. The evaluated accuracy of
non-personalized recommendations via FlickR turned out to be high enough to detect
most areas with popular tourist attractions.

The proposed approach is implemented in the recommendation service of “TAIS –

Mobile Tourist Guide” system, developed under the EU program for cross-border
e-tourism framework in Oulu Region and the Republic of Karelia (Development of
Cross-Border e-Tourism Framework for the Program Region – Smart e-Tourism
(European Community – Karelia ENPI CBC 2007–2013 Program, 2012–2014 – pro-
ject KA322)).

Further work can be arranged in the following directions:

– Implementation of new recommendations modules (e.g., social recommendations,
content-based, other models of collaborative filtering).

– Improving already implemented models, first of all, by considering context. For
example, in the media stream based recommendations it can be fruitful to differ-
entiate tourist photos from local citizens photos.

– Fine-tuning the knowledge base of the coordination module, based on the actual
usage data.
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Abstract. Enterprise Resource Planning (ERP) systems pose usability chal-
lenges to all but the most sophisticated of users. One challenge arises from
complex menu structures that hinder system navigation. Another issue is the
lack of support for discovering and exploring relationships between the data
elements that underlie transactions performed with the system. We describe two
dynamic, interactive visualizations, the Dynamic Task Map and the Association
Map, which were designed to assist users in ERP system navigation and data
exploration activities. We present two laboratory studies comparing the use of
these visual components to SAP interfaces. Results from an initial empirical
evaluation revealed performance gains when using the visual components
compared to the default SAP interface. A follow-up study showed users’ overall
preference for the visual interface, although no significant user performance
differences were detected. User-reported mental effort associated with the visual
interface was lower compared to the SAP table-based presentation.

Keywords: Dynamic visualizations � Interactive visualizations � Enterprise
systems � ERP

1 Introduction

In the first issue of Interactions, Myers [1] wrote that “Time is valuable, people do not
want to read manuals, and they want to spend their time accomplishing their goals, not
learning how to operate a computer-based system.” Over 20 years later, many Enter-
prise Research Planning (ERP) systems still stand between the users and their ability to
achieve their work-related goals. Companies have learned the hard way that spending
enormous amounts of time and money on ERP system training is a critical prerequisite
for success. A case in point is the well-known ERP failure at Lumber Li-quidators,
which was blamed in large part on insufficient attention to user training [2].

Even with considerable investments in training, there are no guarantees that
implementing an ERP system will be successful and will lead to increased productivity.
Experience has shown that poor usability characteristics are at least partly to blame.
Massive menu structures, inadequate navigational guidance, limited task support, and
complex interfaces are just some of the obstacles facing users of these systems [3–8].

The motivation for this research comes from the belief that it shouldn’t require such
vast resources on the part of the company or herculean efforts on the part of its
employees for ERP usage to meet with success. Today’s workers have become more
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demanding of their office software after having experienced user-friendly personal
devices, and ERP software providers are paying increased attention to usability [2].
A recent Gartner report [9] notes that ERP vendors are looking to improve the user
experience by applying social software approaches to building communication tools.
This tactic, however, won’t tackle the systemic causes of poor usability.

Interactive information visualizations, on the other hand, can directly impact the
user experience by providing tools and techniques for, among other things, selecting,
filtering, exploring, and connecting data items [10]. While such techniques are widely
used by the visual analytics community [11], interactive visualizations are not prevalent
in ERP systems.

In this paper, we present empirical studies of two interactive visualizations
designed to aid ERP system users in navigation and data exploration tasks [12]. The
Dynamic Task Map (DTM) helps users locate the desired functionality by providing
dynamic, interactive visualizations of transactions performed with the system. It reveals
common usage patterns by visualizing measures that reflect aggregate user activity,
such as the frequency with which a task has been performed. The Association Map
(AM) highlights associative relationships between master data entities selected by the
user. It presents an easy to understand, aggregated view of data relationships that would
otherwise need to be extracted from detailed reports.

In an initial exploratory study, ten participants, all of whom were novice users of
SAP, performed a set of tasks with each of these components and answered questions
related to those tasks. They performed those same tasks and answered the same
questions using the corresponding interfaces in SAP, a market leader in enterprise
application software [13]. The installation used was SAP ECC 6.0 with SAPGUI 7.40
for Windows. The participants also answered questions comparing their experiences
with each of the visual interfaces to those with SAPGUI. All of the participants took
less time and answered at least as many, and typically more, questions correctly with
the visual interfaces than with SAPGUI. The vast majority also preferred the visual
components.

Although users in the exploratory study performed significantly better when using a
visualization, it is possible that the performance gains were due to the visual interfaces
containing no data that was irrelevant to the tasks while the SAP interfaces displayed a
significant amount of additional data. A follow-up study was conducted to more closely
investigate user performance with and attitudes towards the AM visual interface under
conditions in which both interfaces showed equivalent data. This study, with over 80
participants, revealed no significant differences in user performance on assigned tasks.
The participants did, however, report less mental effort needed for solving tasks with
the visualization compared to the table-based representations in SAP. The vast majority
of users expressed their preference for the Association Map compared to SAP.

In the next section of this paper, we review related work. This is followed by a
description of the visualization components under investigation. The exploratory user
study setup is detailed, and results from that study are then presented and discussed.
Next, the follow-up associations study and its findings are described and discussed. We
conclude with a summary of findings and directions for future work.
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2 Related Work

ERP usability issues have been documented in industry reports and articles as well as
research studies (see, for example, [5, 14–16]). It has been readily acknowledged that
these systems are typically difficult to use, particularly for novice users, and have very
long learning curves. A study by Topi et al. [3] defined six categories of usability
problems, including the identification of and access to the correct functionality, system
output limitations, and overall system complexity. More recent studies confirm that the
issues identified in this work still persist today [6–8].

Rather than tackle ERP usability issues directly, however, research has often
focused on the “human factor.” Hurtienne et al. [17] describe three ways for optimizing
the fit between the user, the task, and the software. The first is adapting the business
processes to the software (i.e., organizational change management). The second is user
training, and the third is changing and adapting the software to the users and their tasks
via customization. They note that while the first two approaches are critical for success,
the third approach of customization is usually discouraged. Given that customization
can be costly, time-intensive, and will typically need to be re-implemented in new
releases, this is not surprising.

Having usability designed into the ERP system in the first place would be a far
more preferable option. Integrating information visualizations into ERP interfaces is
one way to work toward achieving this outcome. Parush et al. [18] found that graphical
visualizations improved performance of ERP users on tasks of varying complexity in
two different task domains: Purchasing and Production Planning and Control. Visu-
alizations can better represent quantitative data, integrate data from multiple sources,
and aid decision-making. More advanced visual-spatial displays can support
multi-source integration, which is essential for ERP performance, and can improve user
fit, which contributes to ERP success [19].

A survey of 184 users with different experience levels working with a variety of
ERP systems revealed that being able to find the desired enterprise functionality is still
a problem across all user experience levels [7]. They also found that the availability of
useful and numerous visualizations can reduce user ratings of system complexity.
Supplementary systems were found to provide more useful visualizations than ERP
systems [8].

Recently, visualizations have gained popularity as tools for process navigation,
discovery, and mining [20]. Hipp et al. [21] point out that being able to quickly and
easily find process information during process execution is critical, yet most business
processes are presented in a static way. Hipp et al. [22] present a navigation space for
navigating over large process model collections and related process information. They
have applied this approach to complex, real-world automotive process models in an
application called Compass. A controlled user experiment validated the usefulness of
their three-dimensional approach, which consists of semantic, geographic, and view
dimensions, for navigating complex process model collections.

Outside of the ERP domain, studies indicate that complex decision problems in
general can benefit from visualizations such as visual query interfaces, which are
superior to text-based interfaces especially when larger data and solution sets are
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involved [23]. As the objective complexity of the task increases, however,
decision-makers employ different problem-solving processes. This results in a more
nuanced relationship between the information presentation format and task perfor-
mance, with visualizations being better for some but not all complex tasks [24].

Despite the wealth of evidence regarding their potential benefits, visualizations
have yet to be integrated in any significant way into commercial ERP systems. In the
following pages, we present and evaluate visual components that take us a step closer
to the goal of improving ERP usability via dynamic, interactive visualizations.

3 Artifacts

The two dynamic, interactive visualizations used in the study described in this paper
are the Dynamic Task Map (DTM) and the Association Map (AM). The DTM was
developed to assist users in ERP system navigation, while the AM supports data
exploration activities. Both were implemented in D3 (see http://d3js.org). Earlier ver-
sions of these components were presented in [12].

3.1 Dynamic Task Map (DTM)

SAP, like other commercial ERP systems, includes a central menu structure called the
SAP Easy Access Menu (see Fig. 1), which is displayed on the system’s front page.
Despite its name, this menu is so massive and unwieldy that most users tend to avoid it,
preferring to navigate the system by memorizing transaction codes and entering them
directly. The only way to locate a transaction directly within the SAP Easy Access
Menu is by expanding the menu branches and browsing the expanded view. SAP has
two separate search functions for finding a transaction’s code and location within the
SAP Easy Access Menu. These functions, however, are not integrated with the menu.

Within each transaction screen, there is a separate menu with related tasks, located
on top of the transaction screen. All aforementioned menus are fixed, in that they do not
change with the use of the system. SAP also provides a Favorites menu, which can be
configured by the user.

The Dynamic Task Map (DTM) provides an alternative means for finding a
transaction via a dynamic, interactive visualization of transactions and the links
between them. These transactions and links, along with their associated properties, are
derived from ERP system logs.

Each task in the DTM is depicted by a circular, blue node labelled with the task
name, as shown in Fig. 2. The size of each node reflects the frequency with which that
transaction has been performed. In the top left corner of DTM is a search interface,
which locates transactions by name or by code. The visualization of all transactions
does not display any links, as the resulting view would be too cluttered to be useful.
Selecting a particular transaction, however, will cause the display to zoom in and make
visible the links between that task and all transactions that typically co-occur or follow
it, as shown in Fig. 3. These connections are computed dynamically from SAP’s
internal usage logs, thus representing the actual way people use the system.
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To select a transaction in DTM, the user can either click on the node representing it
or type its name (partial or complete) or transaction code into a search box. Figure 3
shows what is displayed after the user has selected the “Change Material” transaction.
As can be seen, The selected node appears in yellow and bears a larger label. The name

Fig. 1. SAP easy access menu expanded to locate the change material type transaction.

Fig. 2. DTM visualization of all transactions. No nodes are selected. The search box appears in
the top left corner.
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and transaction code for that node appear at the top of the visualization. Transaction
codes can also be displayed by hovering the mouse over a node. Connected transac-
tions are highlighted in red, with the intensity of the color reflecting the likelihood of
that transaction following the selected one.

3.2 Association Map (AM)

Discovering relationships between master data elements in ERP systems can be a
challenging process involving multiple steps. For novice users, even knowing where to
begin can be problematic. Once the correct source document has been identified,
extracting and interpreting data from a report designed to serve multiple purposes
presents its own challenges.

The Association Map (AM) was designed to provide users with an intuitive
interface for exploring many-to-many relationships. It extends the D3 concept map
(http://www.findtheconversation.com/concept-map) by allowing the user to specify
search parameters.

Figure 4 shows the visualization for exploring relationships between vendors,
materials, and plants. Vendors are represented by blue circular nodes, plants by green
circular nodes, and materials by brown rectangular nodes. Grey lines connect each
vendor to every material it supplies and each plant to every material it stores. Each
material can be supplied by multiple vendors and stored in multiple plants.

To zoom in on a particular entity, the user can either point the mouse at the node of
interest or enter a search term. Pointing a mouse at a vendor node, for example, will

Fig. 3. Selected task (in yellow and with larger label) with connected tasks in varying shades of
red to reflect frequency with which they co-occur or follow the selected task. The top left corner
contains the search interface, the title, and the code of the selected transaction.
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display all plants using materials from that vendor, while entering a vendor identifier to
the search interface will show all materials supplied by that vendor. Similarly, pointing
at a plant node will show all materials stored by that plant, while entering a plant
identifier to the search interface will show all vendors supplying materials to that plant.
Figure 5 shows the results of pointing at PLANT KB00. Note that the nodes of vendors
supplying materials used by that plant are enlarged. Figure 6 shows the resulting
visualization when the user either points at the OPEC-9800 material or enters that name
in the Material field of the search interface. Figure 7 shows the display after the user
has specified a search on Plant KB00.

4 Exploratory User Study

In this section, we describe an experiment comparing visual interfaces presented in
Sect. 3 with the navigation and association support interfaces in SAP. Comparisons are
in terms of user performance and satisfaction.

4.1 Exploratory Study Setup

We recruited thirteen study participants from graduate students in a small business
university. All students were taking a course that involved the use of SAP. Of the
thirteen, ten completed the study according to the instructions provided to them. The
three who significantly digressed from the instructions are not included in the analysis
presented in this paper. A summary of the demographic data for the ten participants is
presented in Table 1.

Our experiment included two independent parts: the Navigation study and the
Associations study. Each of these studies included two component parts, one involving
an interactive visualization and one involving SAP, as well as a questionnaire (see

Fig. 4. AM visualization of vendor-plant-material relationships. The search interface appears at
the top of the visualization.
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Fig. 8). For each component part, participants were first shown a two-to-four minute
video tutorial introducing the specific tool that they would be using. After viewing the
tutorial, they were asked to answer a set of questions, each of which required the
participant to perform a specific task and, at the end of each task, to enter their answer.
The tutorials did not provide answers to these task questions. Each study ended with a
questionnaire regarding the user’s perceptions of the interfaces they used in the study
components.

As others have done before [5], we use a mix of quantitative and qualitative
measures to capture data about the users’ performance and experience. Correctness of
responses and time spent answering each question are used as proxy measures for user
effectiveness and efficiency with each of the interfaces (see Sect. 4.2.1). To allow direct
comparison between SAP and the visualizations, the task questions in both the

Fig. 5. Selection of Plant KB00 from the search interface shows all materials stored by that
plant.

Fig. 6. Selection of material OPEC-9800 from AM search interface or by pointing at it in the
AM visualization.
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Navigation and Associations studies were based on data that was identical in structure
but labelled differently. This made it impossible for participants to reuse the answers
that they had found earlier.

The Navigation and Associations questionnaire responses, discussed in Sect. 4.2.2,
provide a qualitative assessment of the users’ relative satisfaction with the interfaces.

4.1.1 Navigation Study
Both the SAP and DTM components of the Navigation study presented users with five
pairs of questions. These questions required finding and selecting a task with a spec-
ified name, followed by finding a task related (or in the case of DTM, linked) to the
previous task, based on the task name or its description. Users were given an option to
write ‘skip’ when they were unable to find the answer to the question after spending a
few minutes trying. The SAP transaction search operations as well as the way to look
for transactions and transaction codes in DTM were demonstrated in the Navigation
tutorials (see Fig. 8). All participants had knowledge of the SAP menu gained in their
previous course work.

The DTM for the study was based on the SAP usage logs from the course in which
all participants were enrolled. The DTM included 180 transactions and 345 links. The
number of different transactions presented by SAP in a production system is, of course,
much larger than this, but limiting the size of the transaction set to a subset of trans-
actions actually used in an organization is a deliberate part of the design of the DTM.

Fig. 7. Selection of Plant KB00 by pointing at its node in the AM visualization shows links to
vendors supplying materials used by that plant.

Table 1. Demographic data.

Gender Female: 3 Male: 7
Age 20–30: 8 >30: 2
Experience with SAP <2 months: 6

Between 2 and 6
months: 4
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The different sizes of transaction sets have no bearing on the study results, as it would
be impossible to find the answers to the task questions we presented in a reasonable
time in either DTM or SAP without using the search tools, whose performance is not
noticeably affected by the size of the transaction set.

Finding a task in DTM involved either using the search interface or clicking
directly on a task circle. To verify that the correct task had been found, participants had
to report the task code that was revealed when the task was selected. To find a task in
SAP, users had to either locate it in the Menu or use SAP search transactions
(SEARCH_USER_MENU or SEARCH_SAP_MENU). Similarly to DTM, users had
to report the corresponding task code.

The transaction names in both the DTM and SAP tasks were nearly identical, with
both based on SAP transaction names. The task codes in DTM were purposely different
from those in SAP to prevent users from reusing the codes they discovered in the SAP
part of the Navigation study in their responses in the DTM part.

4.1.2 Associations Study
The Associations study tasks asked participants to answer six questions regarding three
entities: Vendors, Materials supplied by Vendors, and Plants using the Materials. The
questions required different analyses of the data but did not substantially differ in
complexity. For evaluation in SAP, we prepared a variant of the SAP Order Price
History report (ME1P), which summarizes data from purchase orders in a textual form
(see Fig. 9). The AM component visualized the same set of Materials, Plants, and
Vendors as the report but used different names. The data included eight materials, eight
vendors, and five plants involved in approximately 24 purchasing records. Each
question asked the user to identify and report a set of items; for example: “List vendor
numbers of all vendors that supply materials that are used in Plant WD00.” The
tutorial for AM demonstrated basic features of the visualization; the SAP tutorial
briefly described the contents of the report.

To answer task questions using AM required that users select an appropriate item
via clicking on it or by entering its name in the search interface and observing the
linked items. The item names were then entered by the users in the spaces provided. To
obtain the answers in SAP required inspecting the entire report. This process could be

Part 1 -- Navigation study:

1.1 DTM Navigation component
• DTM tutorial (4 min.)
• 10 task questions  

1.2 SAP Navigation component
• SAP Navigation tutorial (5.5 min.)
• 10 task questions

1.3 Navigation questionnaire (3 questions)

Part 2 -- Associations study:

2.1 SAP Associations component 
• SAP ME1P report tutorial (2.5 min)
• 6 task questions

2.2 AM component
• AM tutorial  (2.5 min)
• 6 task questions

2.3 Associations questionnaire (3 
questions)

Fig. 8. Components of the exploratory user study.
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simplified by the use of a selection function, available via the Ctrl-F keyboard shortcut
or by clicking on the Find icon in the menu.

4.2 Analysis of Results

The analysis of user performance in the Navigation and Associations studies between
SAP and the visualizations is presented next. The participants’ responses regarding the
usefulness of the visualizations, their preferences regarding the visualizations versus
SAP, and suggested improvements are discussed in Sect. 4.2.2.

4.2.1 Quantitative Findings
Tables 2 and 3 summarize the results from the Navigation and Association studies,
respectively. As shown in Table 2, all participants in the Navigation study were at least
twice as fast at finding transactions in DTM compared to SAP. On average, the SAP
interface required users spend three times as much time as with DTM. In terms of
correctness, none of the users provided correct answers to all of the questions in SAP,
whereas eight out of ten participants had perfect responses when using DTM. Overall,
the SAP interface yielded a 49% correctness rate versus a 94% rate with DTM. ‘Skip’
answers, indicating the user had given up, are counted as incorrect here. Out of 51
incorrect answers with SAP, 29 were ‘skips.’ In the DTM category, there was one
‘skip’ answer.

As shown in Table 3 for the Associations study, users came up with answers an
average of 2.6 times faster when using the Association Map. The correctness achieved
with the use of the SAP report was approximately 67%, with two people out of 10
providing all correct answers. Using AM, correctness was 90%, with five out of ten
participants entering perfect answers. There were no ‘skip’ answers with SAP and one
with AM.

Fig. 9. A snapshot of two records in an SAP purchase order price history report used for
comparison with AM.
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Overall, the results demonstrate that across 20 cases involving 10 users and two
different tasks, the interactive visualizations yielded greater (in 90% of cases) or
equally accurate responses and required less time than SAP in all cases. The higher
number of ‘skip’ responses in the SAP Navigation part indicates the particular difficulty
users experience in locating transactions with this interface.

4.2.2 Qualitative Findings
After the participants completed the tasks in each of the two studies, they were asked to
respond to a short questionnaire about their experiences. The three questions asked
after the Navigation study are shown in Fig. 10, while the three asked after the
Associations study appear in Fig. 11.

Navigation Study: Responses to the navigation questionnaire revealed that partici-
pants were generally pleased with DTM and typically preferred it to SAP. In response
to Question 1.1, eight of the 10 participants replied that they would use DTM. The
primary reason given was that it was much easier to find transaction codes than with
SAP because you can see the connections between transactions. Participants also
commented that DTM is intuitive and logical. Of the two dissenters, one said s/he
would try it but had difficulty getting overlapping names to spread out. The other
thought s/he would use it at first but would then likely switch to searching with SAP
once s/he had more experience.

Table 2. Summary of the efficiency and effectiveness results of the navigation study.
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In comparing DTM to SAP (Question 1.2), nine participants strongly preferred
DTM. Comments included that it was much easier to use, faster for searching, and
more useful and intuitive. The one less enthusiastic comment was that neither DTM nor
SAP are ideal for searching, but that DTM does provide better visualizations of steps
and how they are connected.

Participants had many useful suggestions in response to Question 1.3, including
having DTM remember and highlight the user’s prior searches, spreading the trans-
actions out more for easier reading, and adding logical groupings of nodes (such as
production planning, inventory, etc.).

Associations Study: Responders to the associations questionnaire were also pleased
with AM. In response to Question 2.1, the majority of participants commented on how
easy it was to use for finding associated information. Seven would use AM with no
qualifications given, one would use it but would prefer an excel report with pivoting,
one would potentially use it, and another expressed concern about how crowded it
might get when used with a full production system. Other comments included how well
it organizes the information and how it “took away the tedious scrolling that SAP
required.”

The responses to Question 2.2 were all positive, with eight participants noting that
AM was much easier to use than SAP, one commenting on how it saves time, and
another on how it is clearer and less “search-heavy.”

Table 3. Summary of the efficiency and effectiveness results of the associations study.
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Some of the suggestions in response to Question 2.3 included preserving the view
when the mouse moves away from an association and making the drill-down “sticky”
so that the user can capture the information more easily, providing automatic report
generation/file download from the selected associations, and improving support for
searching over multiple fields.

4.3 Summary of Findings from the Exploratory Study

The analysis of the data from this study shows that for novice users performing
common tasks, such as finding transactions or associations among master records,
interactive visualizations considerably decreased task completion time and increased
accuracy compared to traditional ERP interfaces. Notably, participants were introduced
to DTM and AM at the time of the study, while the SAP interface was already familiar
to them through prior coursework. The users’ greater success rate at completing the
tasks with visual interfaces that were previously unfamiliar to them suggests that
interactive visualizations may enable novice users to complete more difficult tasks
without the extensive training and experience with the system that would otherwise be
required.

The qualitative data analysis suggests that even as users become more experienced
with the system, they may still benefit from interactive visualizations. The visualiza-
tions presented here could incorporate more advanced options, such as grouping
transactions in DTM together by business function and facilitating easier data down-
load from AM for report generation. Such options would improve the fit between the
user, the business needs, and the interface capabilities, which is an essential element of
ERP implementation success [19, 25].

1.1 Would you use the Dynamic Task Map for naviga ng to a desired transac on, if it 
were embedded within an ERP interface and if clicking on a transac on circle would 
open the transac on? Why or why not?

1.2 How would you compare the Dynamic Task Map to the way of finding transac ons 
in SAP in terms of ease of use and usefulness? 

1.3 Do you have any sugges ons for improving the Dynamic Task Map interface? 

Fig. 10. Navigation study questionnaire.

2.1 Would you use the Associa on Map for answering ques ons about plant-material-
vendor associa ons if it were embedded within an ERP interface? Why or why not? 

2.2 How would you compare the Associa on Map to the way of finding the same 
informa on in SAP in terms of ease of use and usefulness?

2.3 Do you have any sugges ons for improving the Associa on Map interface?

Fig. 11. Associations study questionnaire.
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5 Follow-up Associations Study

To further investigate the differences in user performance with and attitudes towards
traditional, table-based format representations of data and the Association Map, we
performed a follow-up study. We customized the default SAP interface and altered the
original AM interface so that the content presented by both interfaces in this study was
identical, though presented in a different way. We call these two interfaces SAP-C (for
a Customized version of SAP) and AM-N (for the New version of the AM).

5.1 Interfaces: SAP-C and AM-N

The customized SAP interface displaying Purchase Order Price history is shown in
Fig. 12. Compared to the non-customized version shown in Fig. 9, SAP-C strips away
the details of association not shown in the Association Map, showing each association
instance as a single row of three values: Vendor, Material and Plant. Depending on
which column is used for sorting the records, repeated values of either Material,
Vendor or Plant are omitted. In contrast, the default interface used in the exploratory
study (Fig. 9) for each association instance displays a small table with multiple cells
containing additional details of the association.

The new AM interface, AM-N, includes four different views: one showing all
associations and the remainder showing associations for a selected Vendor, Material, or
Plant, respectively (see Figs. 13, 14, 15 and 16).

Throughout the remainder of this section, we refer to SAP-C and AM-N as SAP
and AM for simplicity.

5.2 Follow-up Associations Study Setup

This study was conducted as part of the coursework in an undergraduate course on ERP
configuration and a graduate course in Business Process Management, both of which
involve the use of SAP. The design of the study was similar to the exploratory
Associations study (see Sects. 4.1 and 4.1.2). Participants were asked to answer a set of
nine questions, each of which required the performance of a specific task. At the end of
each task, users entered their answer and also indicated how much mental effort was
required to complete the task on a scale from 1 (very, very low) to 9 (very, very high).
The study concluded with a questionnaire regarding the participants’ perceptions of the
interfaces they had used.

Differently from the exploratory study, half of the participants were first shown a
two-to-four minute video tutorial introducing the specific tool that they would be using,
while the remaining participants did not receive any training. The tutorials did not
provide answers to the task questions. In order to minimize potential biases, the par-
ticipants were randomly assigned to the training or non-training group; within each
group, they were further randomly assigned to see either the AM interface or the SAP
interface first.
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Of the hundred and six participants, eighty six completed the study according to the
instructions provided, with 83 participants providing usable answers for each task
question, and 86 providing usable answers to interface perception questions. Twenty
responses that were incomplete or digressed significantly from the instructions were not
included in the analysis presented below. A summary of the demographic data is
presented in Table 4.

Fig. 12. A screenshot of the SAP-C interface.

Fig. 13. AM-N interface showing all associations.
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5.3 Analysis of Results

Quantitative Findings. Tables 5 and 6 summarize the quantitative results from the
follow-up Association study. To understand the data, a variety of analyses were per-
formed using the R programming language.

As shown in Table 5, users took between 7 and 8 min on average to complete the
tasks (across all nine questions) using either interface, with or without training. A vi-
sual inspection of this data indicates users without training took slightly less time using
the AM interface, while users with training took slightly more time using this interface
than with SAP. There seems to be more variability in the data in the non-training
groups than in the training groups with either interface and more variability for the SAP
interface than for AM, with or without training. To see if these differences are statis-
tically significant, we ran t-tests as well as a series of general linear models with total
time as a dependent variable and type of system (AM versus SAP), training, and

Fig. 14. AM-N interface showing associations for the selected vendor (on the left).

Fig. 15. AM-N interface showing associations for the selected material (in the middle).
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Fig. 16. AM-N interface showing associations for the selected plant (on the right).

Table 4. Demographic data for the follow-up association map study.

Gender Female: 41 Male: 45
Age 21–24: 69 25–28: 17
Experience with SAP <2 months: 44

Between 2 and 6
months: 26
Between 7 and 11
months:14
Between 1 and 2
years: 1
Over 2 years: 1

Table 5. Summary of the efficiency and effectiveness results of the follow-up associations
study.

Total time to
complete all 9
questions

Mean question
time (across all 9
questions)

Number of
correct answers
(out of 9)

% of perfect
answers (all
9 correct)

Average (st dev)
across participants
(sec)

Average (st dev)
across participants
(sec)

Average (%)
across
participants

% across
participants

AM SAP AM SAP AM SAP AM SAP

With
training

448.62
(196.18)

444.65
(280.69)

49.85
(54.48)

49.41
(78.26)

8.40
(93%)

8.28
(92%)

55% 50%

Without
training

466.57
(228.97)

471.95
(360.24)

51.84
(55.70)

52.44
(79.99)

7.86
(87%)

7.88
(88%)

40% 37%
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question (1–9) as independent variables. None of these more advanced tests indicated
significant effects, with the exception of one test for a complex question in the
non-training group. Based on this experiment, the time to complete the tasks is,
therefore, similar for both SAP and AM, with or without training. Further testing will
be required to understand if significant differences occur when users have to answer
more complex questions.

The correctness achieved with the use of the SAP report was 92% with training and
88% without training, with 50% of the participants in the training group and 37% in the
non-training group providing all correct answers. Using AM, correctness was 93% with
training and 87% without training, with 55% of the participants in the training group
and 40% in the non-training group providing all correct answers. Chi-square tests
confirmed that correctness is significantly higher with training (p = 0.006) and when
using the AM interface (p = 0.0001).

Furthermore, as shown in Table 6, the average value of the mental effort reported by
users receiving no training (on a 1–9 scale, across all tasks) was 3.05 when using the
AM interface and 3.73 when using the SAP interface. The average value of mental
effort reported by users receiving training was slightly lower overall, with the AM
interface still requiring less effort than the SAP interface (average of 2.64 vs 3.28). To
see if these differences are statistically significant for each task, we ran a general linear
model with mental effort as a dependent variable and type of system (AM versus SAP),
training, and question characteristics (difficulty, answer length) as independent vari-
ables. The results indicate that mental effort is significantly lower for simple questions
and for the training group, and significantly higher when using the SAP interface (with
0.001 significance for all these variables).

Qualitative Findings. The participants were asked to answer questions based on their
experiences with SAP and AM after the task completion process. These questions
included perceptions of the visual and interactive aspects of the two interfaces, per-
ceptions of sorting and searching capabilities, ratings of the interfaces over various
attribute ranges, selecting which interface would be preferred for future work, and short
answer responses focused on comparing and evaluating the interfaces. Following are
the findings from each of these categories of questions.

Perceptions of the Visual and Interactive Aspects: After completing the set of tasks
using either of the systems, participants were asked to rate the following attributes with

Table 6. Summary of the mental effort results of the follow-up Association study.

Mean mental effort
(across 9 tasks)

Average (st dev)
across participants
(1–9 scale)
AM SAP

With training 2.64(1.65) 3.28(1.72)
Without training 3.05(1.77) 3.73(1.87)
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respect to the system that had just been used. A seven-point Likert scale ranging from 1
(disagree strongly) to 7 (agree strongly) was employed. Table 7 shows the results of
this ranking. As can be seen, participants found that the SAP interface was more
complex, more crowded, and displayed too much information as compared to the AM
interface. The AM interface was found to be more interactive than that of SAP.

Sorting and Searching Capabilities: After completing the set of tasks with SAP,
participants were asked if “The sorting feature of SAP was useful to me in answering
the questions.” Since AM does not have a sorting feature, participants were asked to
rank the following statement after completing the set of tasks with that interface:
“Having data presented in sorted order was useful to me in answering the questions.”
In both cases, participants were asked if the search feature of the particular interface
was useful to them in answering questions. The choices available to users in answering
all of these questions were 1 (I was not aware of this feature) followed by a Likert scale
ranging from 2 (Disagree Strongly) to 8 (Agree Strongly).

More participants were unaware of the sorting and searching features of SAP vs.
AM. The mean and standard deviation values for the sorting feature (SAP) and the
sorted order of data (AM) shows there was not much difference in ratings of usefulness,
with 5.58 M, 2.5 SD for SAP and 5.91 M, 2.07 SD for AM (note that the features
being compared were not exactly the same). Among those who were aware of the
searching features, far more participants found AM’s search capability to be useful than
SAP’s (3.63 M, 2.3 SD for SAP, 5.91 M, 2.08 SD for AM).

Attribute Comparisons: Participants were also asked to rate the use of each interface
for performing tasks along five perceived enjoyment dimensions [25] using a
seven-point scale. The results of these ratings are shown in Table 8. The ratings for
AM were higher than for SAP along all of these dimensions.

Interface Comparisons and Evaluations: Lastly, participants were asked 5 short
answer questions, as shown in Fig. 17. Eighty-five of the 86 participants provided
usable answers to all these questions.

In answering Question 3.1, eighty-one of the participants made positive comments
about how the AM interface compares to SAP for finding information. “Interesting,”
“user-friendly,” “visually appealing,” and “easy to use” were some of the terms that
were frequently used. Eleven participants described negative aspects of AM, including
the lack of a sort function, limited search options, and a confusing presentation when
links are tangled, making it less suitable for larger data sets. Two of those eleven had

Table 7. Comparison of visual and interactive aspects of SAP and AM interfaces.

Statement Polarity SAP AM
Mean SD Mean SD

The interface was complex − 3.66 1.53 2.91 1.48
The interface was crowded − 3.89 1.67 3.25 1.70
The interface was interactive + 3.59 1.69 5.73 1.28
The interface displayed too much information − 3.61 1.62 2.77 1.36
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nothing positive to say about AM and felt that the results shown by SAP were clearer,
while a third thought that both interfaces were confusing.

Eighteen participants had positive observations about SAP, including its suitability
for working with large amounts of data, its sort feature, and the straightforward and
professional way the results are presented. Thirty participants made negative comments
about SAP, noting it was more difficult to use and confusing.

The following comment illustrates the overall perspective of many of the respon-
dents: “Using the AM was a lot more interactive and dynamic. Using a more graphic
way to represent the relationships as opposed to SAP made finding the information a lot
easier. Also, the AM allowed for the searches to be broader than SAP. In SAP, for
example, it is not as easy to search both a vendor and a plant in order to look for the
materials. In SAP you have to do a lot of the work yourself when looking for different
relationships or information.”

In answering Question 3.2 on system preferences, 73 participants chose AM, eight
participants chose SAP, and five were undecided. The most common reasons given in
Question 3.3 for preferring AM focused on the interface being easy to use, requiring
less effort, and being more visually appealing and fun. As summarized by one par-
ticipant, “AM’s interface is user-friendly and more appealing to the eyes. I liked the
visible and clear search boxes. Also, with how the page was set up the vendor, material,
and plant data was very easy to view and decipher. Using AM made the physical work
and mental work I had to do in order to reach the answers much less.” Several
participants also commented on the interactive features of the AM interface and how
the visualization helped them understand the relationships between the data elements.

Table 8. Ratings of SAP and AM interfaces for performing tasks along five dimensions.

Using the interface for task performance was Polarity SAP AM
Mean SD Mean SD

Unexciting (1) to exciting (7) + 3.36 1.59 4.91 1.37
Dull (1) to neat (7) + 3.38 1.77 5.34 1.40
Not fun (1) to fun (7) + 3.23 1.60 4.92 1.38
Unappealing (1) to appealing (7) + 3.66 1.70 5.31 1.42
Boring (1) to interesting (7) + 3.33 1.65 5.06 1.56

3.1 How would you compare the Associa on Map to the way of finding the same 
informa on in SAP?

3.2 Assuming you have access to both the Associa on Map and the SAP interface, 
which one do you intend to use the next me you have to perform similar tasks? 
(choices of AM, SAP, or Undecided) 

3.3 Please explain your answer to the above ques on regarding which interface you 
intend to use. 

3.4 Do you have any sugges ons for improving the Associa on Map? 
3.5 Do you have any sugges ons for improving the SAP interface? 

Fig. 17. Short answer questions.
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Two of the eight participants who preferred SAP indicated a preference for AM in
their answer to question 3 on intended use, and a third (confusingly) stated that
“Because AM is more straightforward than SAP, I prefer SAP.” Of the remaining five,
two thought SAP was clearer, two noted its sorting feature, and one preferred it because
s/he has used it before so is more familiar with it. Of the five undecided participants,
one commented on liking SAP during prior use, one would need more experience with
both, and the remaining three indicated that it would depend on the amount of data
involved.

Sixty-eight participants offered suggestions for improving the AM interface in
response to Question 3.4. These included expanding the search functionality, hiding all
but the relevant data after a selection has been made, allowing data points to be
draggable so that connections can be more easily viewed, revealing related information
when an item is clicked, using additional color coding for differentiating between data
elements and for highlighting links, allowing the user to specify the range of variables
for limiting the amount of data displayed, and using straight rather than curved lines for
clarity.

Sixty-nine participants offered suggestions for improving SAP in response to
Question 3.5. These included removing repeated data after sorting, allow sorting on
more than one field at a time, highlight the columns being sorted and indicate the
sorting direction, make both sorting and searching functionality more obvious, provide
single-click sorting capability, include visualizations of tabular data and make it more
interactive (like AM), offer a “quick hide” option to remove excess information, color
code the data for easier identification, highlight the more useful menu options, and
streamline the number of menu items and label them more clearly.

5.4 Summary of Findings from the Follow-up Associations Study

The follow-up comparison study of AM versus a customized table-based SAP interface
containing exactly the same content showed no advantage of either interface in terms of
task completion time. The fact that the data in the SAP table all fit within one screen is
important, because it implies that no scrolling was necessary. The users in our study
were relative novices in SAP and were all exposed to AM for the first time. It is
possible that for our novice users, the tasks reached the complexity at which spatial
representations are not superior to other methods, or that our participants were making
the types of accuracy/effort trade-offs identified in previous research [24].

In terms of user attitudes towards both interfaces, users reported that less mental
effort was required when working with the visual interface than with the SAP table.
They also largely preferred the visual interface to the tabular one, expressing it in free
form comments as well as using a variety of measures of user satisfaction. Many
participants attributed their preferences to less physical and mental work required for
finding answers to questions using the Association Map. Study participants reported
several opportunities for improving both interfaces.
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6 Conclusions and Future Work

In this paper, we advance ERP usability research by investigating the use of interactive
visualizations for navigation and association-related tasks in enterprise systems. Our
results showed that novice users performed those tasks faster and at least as accurately
when using DTM and AM visualizations than when using the default SAP interfaces.
In a closer comparison of a tabular representation of associations within SAP versus the
Association Map, users reported lower mental effort when working with the AM
visualization, while performing with similar speed and accuracy. Users also over-
whelmingly preferred the visual interfaces to the SAP alternatives. These results
empirically corroborate the view expressed by users in surveys [7, 8] that useful
visualizations decrease the complexity of ERP interfaces, enabling more productive use
of the system.

The results of the studies presented here suggest that interactive visualizations are
one way that ERP vendors can increase the usability of their products, which is
becoming more and more important in today’s ERP marketplace [2]. These visual-
izations are more intuitive to learn and easier to use; they should therefore reduce the
need for extensive and expensive training. The users’ improved perception of the ERP
system and greater confidence in their ability to perform the necessary tasks with it
would likely lead to less resistance and increased acceptance of a newly implemented
system. Last, but not least, DTM would potentially result in productivity improvements
by reducing the time it takes to locate task interfaces.

The main limitation of our studies stems from the fact that our visualizations were
implemented as standalone interfaces, while the SAP interfaces for the same tasks were
embedded in the context of a larger system. Thus, some inefficiencies in performing
tasks with SAP could be due to the users’ attention being distracted by the numerous
features of the interfaces. Another limitation is the novice status and the relatively
young age of the study participants. Although a more diverse sample population would
provide a more complete assessment of the benefits of interactive visualizations for
different user groups, our sample is appropriate for initial usability studies targeted at
novice, entry-level ERP users.

In future work, we plan to fine-tune and enhance the existing visualizations based
on feedback from the study. We will use the improved interfaces to investigate the
impact of different features on user performance and user perceptions in more detail
and with a larger sample population.

Acknowledgements. We would like to thank Ren Zhang for his contributions to analyzing the
data from the user studies.
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Abstract. Web-mediated conversations require treating intentions more
explicitly. Literature lacks adequate design methods and interactive mechanisms
to support users in the sharing of intentions. This research assumes that icons
representing emotions play a central role as means for aiding users to convey
intentions in communication tasks. This article proposes a method to specify
emoticons for representing the users’ intentions, named “intenticons”. The work
explores Speech Act Theory and Semiotics in a conceptual framework to
structure classes of intentions. We conduct participatory activities to experiment
the method with 40 users. The obtained intenticons were evaluated with a
different set of users to reveal their effectiveness. The obtained results suggest
the feasibility of the method to select and enhance emoticons for intention
expression. Evaluations point out that most of the achieved intenticons indicate
an acceptable degree of representativeness for the intention classes.

Keywords: Icons � Emoticons � Meanings � Intentions � Pragmatics �
Communication � HCI

1 Introduction

In a communication act, humans naturally rely on various resources for better
expressing their ideas, intentions and emotions. These resources include gestures and
facial expressions, which indicate to an interlocutor how to interpret the communica-
tion acts.

A key aspect of communication refers to the shared understanding of intentions.
Illocutions (acts performed by a speaker in producing an utterance) may result in different
pragmatic effects depending on the interpretation of the speaker’s intentions. For
example, the phrase “please, leave the room”might be interpreted as an order/command
or a gentle request. This might depend on the situation, intonation and corporal expres-
sions. Although some words can characterize intentions, such as, “suggest”, “ask”,
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“expect” and “apologize”, in many situations the speaker’s intentions are formulated in
an implicit way, without explicit use of words that indicate the real intentions.

In computational systems, in which communication remains predominantly based
on text, intentions are not always clearly stated and shared. In some cases, the involved
parts are unable to perform a successful communication. Frequently, inadequate
interface design solutions result in various interaction barriers, leading to misunder-
standings and disagreements between the participants of a conversation [5]. These
problems can create difficulties for users to manage, retrieve and interpret the available
content, as well as to interact effectively and satisfactorily with others. A possible
solution would be to automatically capture and infer the intentions by using natural
language processing techniques. However, this task is extremely complex, since the
interpretation is highly dependent on social and cultural issues.

Although recent research literature has addressed some pragmatic aspects in
interaction design [4], there is still a lack of interactive solutions and techniques to
allow users to explicitly declare their intentions using computer systems. Our previous
investigations preliminarily studied design alternatives to support users dealing with
these issues [7]. Nevertheless, novel techniques and concrete design solutions are still
required to enable users to express their intentions.

Whereas the use of so-called emoticons in interactive interfaces has been exploited
to support the expression and transmission of emotions [6], we argue that icons can
also bring benefits to the communication by supporting users in expressing their
intentions.

This article proposes a method to design icons to express different classes of
intentions. We call these expressive icons, created or selected with the proposal of
representing and emphasizing users’ intentions, “intenticons”. This study thoroughly
instantiates the method with 40 subjects, including undergraduate students in a
Bachelor in Information Systems course. We consider as content for communication
the software programming domain. Our investigation makes the following
contributions:

• Define a method aiming at associating emotional icons with intention classes;
• Apply the proposed method to select and adapt groups of icons to express each class

of intention based on experiments with users;
• Conduct an evaluation to examine the value of the specified intenticons to a set of

real users distinct from those involved in the participatory activities.

This research adopts Semiotics [10] and Speech Act Theory [12] as frames of
reference. The two theories provide means to structure and classify intentions
according to different dimensions of the illocutions, as proposed by Liu and Li [8].
Based on this referential, the proposed method includes several steps to select icons
with the users’ participation. The designers and users also discuss and propose
improvements in the icon selection and design in a participatory way. Obtained results
point out the quality of the association between icons and classes of intentions and
reveal the effectiveness of the proposal to achieve representative icons.

The article is organized as follows: Sect. 2 presents the state-of-the-art in emoticons
applied to computer-mediated communication, and the used theoretical framework for
intention classification. Section 3 defines the proposed method. Section 4 describes the
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results encompassing the participatory activities to obtain the intenticons. Section 5
reports on the evaluation conducted to investigate the adequacy of the intenticons to a
distinct group of participants and discuss the findings. Section 6 draws conclusions and
points out future investigations.

2 Background

According to Huang et al. [6], Computer Mediated Communication (CMC) poses
additional difficulties to sharing emotions due to limited means of expressing them.
One way to mitigate these difficulties is by introducing special icons named emoticons.
These icons contribute to the creation of a new language to express emotions in CMC
environments.

Studies of Huang et al. [6] also indicate positive results highlighting the value of
emoticons for improving the CMC effectiveness and users’ satisfaction. The authors
pointed out that, when compared with text-based communications, integrating
resources such as emotive expressions and gestures enhance the quality of information.
This may refer to the possibility of emoticons to change the users’ perceptions and
interpretation of the received messages.

Users might feel more comfortable to express emotions in interfaces with informal
style. In this sense, emoticons also contribute to increase the level of interpersonal
interaction, as they improve the capacity of expressing emotions.

There are numerous studies about the representation of emotions in CMC. These
researches indicate various advances in computer communication mechanisms. Derks
et al. [2] present an extensive review of studies that reveal differences and potentials of
CMC compared to face-to-face communication. Based on the analyzed studies, Derks
et al. [2] emphasize the richness of emotions in CMC.

Emoticons are vastly disseminated in instant message interfaces and social net-
works. However, they can also be explored in professional settings, such as profes-
sional discussion forums. Luor et al. [9] investigated the effects of using emoticons on
the communication of instant messages about professional tasks at the workplace. Their
results point out the potential of emoticons to increase the expressiveness of text
messages. The authors reported that workers recognize the utility of emoticons at the
workplace. Other studies explored the use of emoticons in various working situations.
For example, Thoresen and Andersen [13] studied the effects on the use of emoticons in
the organizational communication from a socio-psychological perspective.

In this context, a relevant issue is how to choose an icon suitable to communicate a
felling on a specific situation. Urabe et al. [14] present a system for recommending
emoticons. Their results demonstrate the effectiveness of their system for 10 categories
of emotions. The experiments also highlight users’ difficulties in selecting an emoticon
to represent the emotion that they want to express.

Carretero et al. [1] analyzed the use of expressive speech acts by students during
online interactions. The study covers 13 types of expressive acts, i.e., acts to express
their feelings and emotions. The results reveal that the use of typography resources and
emoticons can improve the expressiveness in various situations, e.g., to thank or
apologize.
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The surveyed studies mostly stress the importance of emoticons for expressive
CMC interactions. Although users’ intentions are often associated with emotions, the
communication and expression of intentions are scarcely addressed in literature. In
contrast, our work focuses on the use of icons to inform intentions.

Studies of Dresner and Herring [3] adopted Speech Act Theory to analyze the
linguistic role of emoticons in CMC. The authors emphasized that emoticons do not
always work as “emotional icons”; they are also associated with other signs, which do
not have the primary role of transmitting emotions, i.e., they are indirectly related to
emotions. In particular, Dresner and Herring [3] investigate the roles that the emoticons
take as signs to express approaches and intentions. Their results indicate that emoticons
assign the desired “illocutionary force” within the related text.

Our research aims to further explore the process of selection and design of
emoticons when considering their role of illocutionary force. We contribute with
techniques to the design and selection of suitable and expressive icons for the com-
munication of intentions. In order to associate users’ intentions with icons, we adopt the
conceptual framework, which is based on Speech Act Theory and Semiotics [8].

Semiotics is a discipline that studies signs, their meanings and meaning-making
processes. A sign is something that represents something to someone in some respect or
capacity [10]. Among others, people use signs to share meanings and express inten-
tions. While Semantics studies the relations between signs and objects, Pragmatics
studies the relation between signs and the behaviour of sign-using agents [10].

The communication between a “speaker” and a “hearer” can be studied with
Speech Act Theory [8]. Speech Acts [12] are utterances that have performative func-
tions in language and communication. Searle proposes four types of Speech Act:
locutionary acts, illocutionary acts, propositional acts and perlocutionary acts.

A locutionary act refers to the act of uttering an expression. An illocutionary act
carries the speaker’s intentions that are to be perceived by the hearer. The effects of an
illocutionary act on the hearer are called perlocutionary effects. Perlocutionary effects
comprise changes of sentiments or mental states, and perlocutionary acts are not
necessarily linguistic. In this work, we focus on locutionary and illocutionary acts.

A speech act or message can be distinguished into two parts: the function and the
content. The content manifests a message’s meaning. Meaning and interpretation are
dependent on the environment, in which the message is uttered, i.e., they depend on the
speaker and the hearer (in a certain situation). The function specifies the illocutions and
reflects the speaker’s intentions.

Inspired by Speech Act Theory and based on Semiotics, Liu and Li [8] proposed a
framework for classifying illocutions using three dimensions. One dimension distin-
guishes between descriptive and prescriptive “inventions”, another between affective
and denotative “modes”, and the last one between different “times”, namely
past/present and future.

If an illocution is related to the speaker’s personal modal state mood, it is called
affective, otherwise denotative. If an illocution has an inventive or instructive effect, it
is prescriptive, otherwise descriptive. The classification of the “time” dimension is
based on when the social effects of the message are produced, i.e., in the future or the
present/past.
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The three dimensions result in eight different classes: 1.Proposal (future, prescription
and denotative)—e.g., request, command, promise and guarantee; 2. Inducement (future,
prescription and affective)—e.g., threaten, warn and temp; 3. Forecast (future,
description and denotative)—imagin e.g., predict and assume; 4. Wish (future, descrip-
tion and affective)—e.g., wish, hope and desire; 5. Palinode (present/past, prescription
and denotative)—e.g., retract, annul and revoke; 6.Contrition (present/past, prescription
and affective)—e.g., regret and apologize; 7. Assertion (present/past, description and
denotative)—e.g., assert, report and notify; 8. Valuation (present/past, description and
affective)—e.g., judge, complain and accuse.

3 Specifying Intenticons with Participatory Practices

We propose a method to determine intenticons. The five-step method is inspired by the
participatory method “Icon Design Game” [11] for supporting designers in the creation
of icons and other graphical user interface elements. The general objective of this
method is to identify the “best” graphical representation of a concept.

Figure 1 illustrates the five steps. First, participants and an icon set are selected.
Second, participants explore the icons and freely associate concepts (short phrases).
Third, participants associate icons with classes of illocutions. Fourth, participants
choose the most representative icons from step three. Fifth, participants discuss and
possibly adapt the icon selection.

Fig. 1. Proposed five-step method.
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In the following, we describe the five steps in more detail.

Step 1. Participants and Icon selection

1. Choose between 15 and 20 participants. According to the authors’ experience, this
number has shown to be adequate for this type of activity.

2. Designers propose the initial set of candidate icons.
3. Designers explain the objectives and the process of the activities to the other

participants.

Step 2. Icon exploration

1. Participants describe concepts they associate with the icons on sticky-notes. At this
point, the participants do not know yet the framework presented in Sect. 3,
i.e., concepts expressed by the participants are uninfluenced by the definition of
illocution classes.

2. This process is iterative, one icon at a time. After each icon, facilitators collect the
created sticky-notes.

Step 3. Associating icons with illocutions.

1. Designers create scenarios that illustrate the illocutions.
2. Designers present classes of illocutions, one at a time, using previously created

illustrative scenarios to exemplify illocutions in the context of participants.
3. Participants individually write on sticky-notes the identifiers of the icons they think

best denote the illocution, informing up to three icons in decreasing order of
significance.

Step 4. Selection of most representative icons.

1. Designers distribute lists of illocutions and the respective icon set proposed during
the previous step.

2. Participants individually choose a unique icon they think is most representative for
each class of illocution.

Step 5. Discussion and icon improvement.

1. Designers present the results of the previous steps and conduct a debriefing with the
participants. Discussion topics include, but are not limited to: possible changes in
the association of illocution and icon; additional icons, in case no or few adequate
icons where identified for an illocution; ambiguities/conflicts of icon-illocution
association; removal of icons.

2. At the end of the discussion, the designers present the final set of intenticons.
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4 Method Instantiation

The proposed method was applied in the Informatics lab at the IASP (São Paulo
Adventist Institute – Hortolândia – SP, Brazil) in April 2015. The participants of the
study included 2 HCI researchers with experience in interaction design, who were
responsible for the conduction of the method, 1 graphic designer who designed the
initial icon set, 2 local lecturers who acted as facilitators and 40 undergraduate students
of an Information Systems course.

All 40 students—aged 20 to 61, 12 female—were in the seventh semester. The
students and facilitators participated in the activities during two different days. On the
first day, steps 1 to 4 were conducted. During the second day, step 5 was conducted
using the focus group method in which the icons were presented in a shared screen by a
beamer.

The research materials such as annotation forms were situated within the context of
software programming. Sample phrases to represent illocution classes were taken from
an online forum about Web development. For instance, a phrase to represent the
illocution class “proposal” (request, command, promise, guarantee) was, “Please, take a
look at HTML Media Capture”. For all illocution classes, there was at least one
representative phrase previously selected by the researchers. After presenting the initial
set of icons to the participants, designers made available the annotation forms for each
illocution.

The presentation and analysis of results explore the following topics:

1. Selection and initial design of icons;
2. Theory-free assignment of concepts to icons;
3. Analysis of quantitative distribution of icons for each illocution class and initial

selection;
4. Analysis of detected ambiguities;
5. Proposal of improvements in icons and debriefing sessions;
6. Final selection of intenticons.

4.1 Selection and Initial Design of Icons

The initial icons were derived from preliminary studies [7] and from web searches
associated with keywords related to the definition of the illocution classes. For instance,
the class Proposal can be further described by terms request, command and promise.
The goal was to obtain a limited initial set and the selection criteria included the
relevance in making explicit intentions according to the classes of illocutions. To this
end, designers selected images that had descriptions matching one of the eight classes,
and that were judged as representing the respective class to some degree. A graphic arts
professional redesigned the icons to maintain a uniform visual quality. Figure 2 shows
the initial set of obtained icons numbered from 1 to 34.
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4.2 Theory-Free Assignment of Concepts to Icons

Table 1 shows the three most frequent concepts that participants assigned to each icon
during the “icon exploration” (step 2 of the method proposed in this section). These
results also consider an analysis performed by the involved researchers to detect the
most representative concepts for each icon. The results indicate that various used
concepts and terms depict people’s ordinary language. Several verbs are used in the
gerund form to portray the action represented by the icon, e.g., crying.

4.3 Analysis of Quantitative Distribution of Icons for Each Illocution
Class and Initial Selection

In order to determine the most relevant icons for each illocution class, we examined
different frequencies of participants’ assignments of icons to illocution classes. Three
separate analyses were performed to understand the influence of icons defined as the
most significant and most representative as the result of Step 3 and Step 4.

During analysis 1, we focused on how many times an icon appeared with the
highest priority during Step 3. For analysis 2, we computed how many times an icon
appeared in any of the three slots used during Step 3. In analysis 3, we counted how
many times an icon was chosen as the most representative for an illocution class during
Step 4.

Appendix A presents tables that summarize the three analyses for the eight illo-
cution classes with all results obtained. To better examine the selection process of the
icons, we chose to graphically present the distribution of occurrences for a few illo-
cution classes that pose more difficulties (with highest concentration of occurrences in
the top-five icons and those with the lowest concentration). Furthermore, to support and

Fig. 2. Initial icon set numbered from 1 to 34.
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justify the selection of icons, Table 2 presents the occurrences in percentage of the
top-five icons for each analysis and illocution class.

Figure 3 presents the distribution of occurrences for all icons in the analysis 1, 2
and 3 regarding the “Proposal” class. This indicates a concentration of occurrences on
the top-five icons. As shown at Table 2, the top-five icons represent 50.50%, 50.93%
and 56.22% for the three analyses, respectively. Similarly, Fig. 4 presents the distri-
bution of occurrences for icons assignment in the analysis 1, 2 and 3 for the “Asser-
tion” class. In this case, the top-five icons obtained 39.24%, 35.03% and 38.85% of the

Table 1. Most frequent concepts associated to the icons.

1 Hopeful
anxious
timidity

13 vanity
seductive
sensual

25 OK!
sure
agrément

2 Suspicious
watching over
keep an eye on

14 Passionate
dreaming
gentle

26 Yes sir!
prepared
Copy that

3 Thoughtful
doubtful
imagining

15 Fear
apprehensive
worried

27 greeting
great
Nice

4 Fear
silent
secret

16 Happiness
wonder
Beauty!

28 astonished
frightened
scared

5 Underdog
sad
agonized

17 aid
help
lonely

29 deluded
in love
wishing

6 Deception
Disappointed
Disapproved

18 cool
small wink
smartness

30 ashamed
Sorry my love!
Pardon

7 kidding
playing
mocking

19 oracle
guessing
Forecasting

31 Disappointed
unmotivated
upset

8 It was not me!
doubt
confusion

20 Optimistic
idea
light

32 sarcastic
laughs
guffaw

9 Apologies
sorry
Pardon

21 frightening
angry
raging

33 deep sadness
crying
depressed

10 happy
Fake smile
forced laugh

22 doubt
thoughtful
analytical

34 inattentive
carefree
tedium

11 suspicious
thoughtful
questioned

23 Regretful
sheepish
mistake

12 Yes sir
Copy that
Determined

24 Attention
Stopped!
Stop!
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occurrences in the analysis 1, 2 and 3, respectively (cf. Table 2). Although less con-
centrated than in the Proposal class, the top-five icons still remains useful to the next
steps in this investigation.

According to results at Table 2, although we had not a uniform distribution of the
occurrence for the top-five icons, they represent around 50% in average. Thus, we
selected five icons with highest frequency for each class based on the analyses (initially
relying on analysis 2 and then refined afterwards).

The obtained results also allow discarding less frequent icons for some illocution
classes, e.g., 4, 5 and 6 for illocution class “Proposal” (details in in Appendix A). While
some icons appear with high frequencies in different illocution classes, there are a few
“distinctive icons”. For example, the icon 22 refers to the most frequent in Forecast
class, and only in Forecast, although it appears with a higher or similar absolute
frequency in Assertion, Proposal and Valuation. The distribution of Palinode is very
similar to Contrition, as can be seen in Fig. 5, which shows the normalized frequency
counts of the two illocution classes, i.e., the frequency count of and icon divided by the
respective highest frequency count. This indicates potential ambiguities between icons,
which are mitigate in the next step.

Table 3 presents the initial set of intenticons for each illocution class. This list was
defined using only frequency counts and no statistical analysis. As a result, there are
icons with a relatively high frequency difference compared to other icons (e.g., icons 25
and 27 for Proposal class). We also observe icons with only a small difference com-
pared to icons that did not enter the selection, e.g., icon 3 for Inducement with a
frequency count of 13 compared to a count of 12 for icons 11, 16, 22 and 24.

4.4 Analysis of Detected Ambiguities

Table 3 indicates a repetition of several icons for different classes of illocution, which
potentially reveal ambiguities among icons. In particular, we observe that the partici-
pants deemed icons 27, 25, 20 and 18 as appropriate for the illocution classes Proposal,
Inducement, Desire and Valuation. This result suggests the need of reworking these
icons because they present difficulties in their interpretation.

Table 2. Percentage of occurrence for top-five icons.

Top-5: analysis 1 Top-5: analysis 2 Top-5: analysis 3

Proposal 50.50% 50.93% 56.22%
Inducement 45.00% 42.26% 50.00%
Forecast 46.15% 36.32% 49.35%
Wish 66.67% 64.10% 69.23%
Palinode 51.28% 48.72% 55.13%
Contrition 66.67% 51.28% 69.23%
Assertion 39.24% 35.03% 38.85%
Valuation 51.57% 50.52% 55.35%
MEAN 52.14% 47.40% 55.42%
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Similarly, the icons 11 and 20 appear as representative of both Forecast and
Assertion. Considering the dimensions in the illocution classification framework, even
though these two classes of illocution are organized into different periods in the time
dimension, they are in the same invention and mode dimension, i.e., both are deno-
tative and descriptive. This scenario justifies the qualitative debriefing that can further
clarify possible misunderstandings identified and mitigate these issues.

4.5 Proposal of Improvements in Icons and Debriefing Sessions

During Step 5, designers also introduced a new icon set to encourage discussion
(Fig. 6). The new icons are identified with letters from A to T. The aim was to expand
the diversity of choices for the representation of classes of illocution. The results of
quantitative analyses informed the design of the new icons, where alternatives were
defined to minimize ambiguities.

Fig. 3. Occurrence of icons for proposal class.
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This step involves a debriefing session based on the results obtained from the
previous steps. Firstly, designers chose the five intenticons to represent each class of
illocution (Table 3). They presented to the participants the intenticons to make an

Fig. 4. Occurrence of icons for assertion class.

Fig. 5. Normalized frequency counts of contrition and retraction.
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Table 3. Initially selected Intenticons.

Illocution Intenticons
1st 2nd 3rd 4th 5th

Proposal
27 25 18 20 03

Inducement
27 20 25 24 18

Forecast
22 11 20 03 02

Wish 
27 25 18 16 01

Palinode
09 23 30 15 27

Contrition
09 23 30 15 22

Assertion
11 27 25 20 22

Valuation
27 25 18 16 20

Fig. 6. Additional intenticons explored.
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overview of the illocution classes. Prompted about the detected ambiguities among
illocution classes, the participants reported that they had realized that many icons were
out of context for some classes of illocutions.

The designers discussed the ambiguous intenticons with the participants. Subse-
quently, based on the initial selection of intenticons (Table 3), and considering the
ambiguities as well as the additional icons (Fig. 6), the participants selected at least
three ambiguity-free intenticons in a group session.

More specifically, in the debriefing session, designers went over each intenticon
asking the participants to which extent each icon represented the class of illocution.
They then took into account the participants’ opinion to make additions and removals
of icons in each class. Successively, they carried out discussions concerning all
available intenticons. When an inaccurate case was detected, the choices were jointly
revised and decided which category the icon best fit.

4.6 Final Selection of Intenticons

Table 4 shows the intenticons selected by the debriefing session developed with the
participants. We found that while for some illocution classes the initial selection of icons
remained in the final set (e.g., Proposal), for some other classes, the selected icons were
fully reviewed. This may be due to the organization of the debriefing session, where
designers did not impose any restrictions to maintain icons in one class or another. This
result revealed the choice of new icons that did not appear in the first selection.

5 Evaluation and Discussion

To assess the representativeness and generalizability of the determined intenticons
achieved by the proposed participatory method, we conducted a preliminary evaluation
with a different group of participants. In the following, we present the experimental
procedure and involved participants, as well as the obtained results. Afterwards, we
discuss the main findings.

5.1 Procedure and Subjects

This evaluation was conducted with 22 students (6 females) aged 19 to 51 years. The
students were graduate students in Computer Science of the Faculty of Campo Limpo
Paulista and undergraduate students of an Information Systems course of the IASP
Faculty.

The evaluation occurred on July of 2015 using a Web-based form. The invited
participants were contextualized regarding the experiment and accessed the online
form. For each illocution class, the intenticons resulted as the most representative
according to the final selection were presented. The participants assigned a score to
each intenticon to denote its representativeness to each illocution class according to
their understanding using a Likert scale, ranging from 1 (“none”) to 5 (“very high”), to
represent the representativeness of the intenticon.
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5.2 Results

Table 5 presents the mode of the representativeness item for each intenticon. This
result reveals that most of the intenticons has acceptable representativeness for the
illocutions classes, even when we consider a different group of users as compared with

Table 4. Intenticons set after the debriefing outcome.

Illocution Intenticons

Proposal
27 25 18 C H 

Inducement
16 J G 

Forecast
22 11 20 03 19 F 

Wish 
29 14 01

Palinode

09 23
30 

31

Contrition
P R N 33

Assertion
26 12 O A D 

Valuation
I K 06 10
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those involved in the initial selection and design phases. Only few icons like H, N, A
and D present a mode value equal to 1, which indicates that the participants judged that
such choices were inadequate to the illocutions.

5.3 Discussion

This research explored an alternative way of facilitating human communication through
computer systems. While literature has studied icons to represent emotions, few
empirical studies exist for elaborating explicit visual means to express intentions. Both
Web and mobile applications could exploit the selection of resulting icons from our
study.

Results of this study indicate the potential of the method to identify and evaluate
icons to represent intentions. The initial steps of the method allow participants to
preliminarily experience the icons, and enable designers to understand how users make
sense of the originally proposed icons. Furthermore, the method enables a refinement of
icons followed by a final selection, reached via debriefing sessions.

The initial selection is based on a quantitative analysis, which might result in
ambiguous icons. The debriefing step is thus required to improve icon selection.
Potential ambiguities may be related to several factors: (i) participants may have
interpreted the icons superficially; (ii) the proposed icons may not be specific enough;
and (iii) participants may have had difficulties in understanding the illocution classes.
Regarding the latter factor, participants may not have been able to make the necessary
distinctions between the existing classes (e.g., between Palinode and Contrition),
which may have influenced the assigned icons during the execution of the case study.

The preliminary validation process involved a second user population distinct from
the participants of the initial study. We examined the extent to which the obtained
intenticons are relevant to this second group of users. The conducted evaluation used a
Likert scale and explored the mode value to analyze the adequacy of the intenticons to
the illocution classes. Although the findings are satisfactory, a thorough evaluation is
still required to deeply assess the quality of the associated intenticons.

The conducted quantitative analyses are likely to affect the initial selection of
intenticons. Future research might investigate to what extent they can influence the
results of obtained intenticons. Further studies could conduct alternative evaluation
methods considering other criteria and exploring additional statistical techniques. We
aim to understand the influence of the intenticons in distinct communities, and situa-
tions of communication addressing the impact of the intenticons in specific application
contexts. The influence of user’s profiles in the obtained results also requires additional
investigation, since this work focused on computer science students as subjects in the
case study. Experiments towards these issues can strengthen the quality of the inten-
ticons, enhancing our understanding of its use in communicating intentions.
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Table 5. Evaluation of the Intenticons.

Illocution Intenticon Mode of the 
Likert scale

Proposal

27 3 

25 4 

18 3 

 C 3 

 H 1 

Inducement

16

4

 J 4 

 G 5 

Forecast

22 4 

11 5 

20 4 

03 4 

19 5 

 F 4 

Wish 
29 5 
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14 5 

01 5 

Palinode

09 5 

23 5 

30 5 

31 5 

Contrition
 P 5 

Illocution Intenticon Mode of the 
Likert scale

Contrition

 R 5 

 N 1 

33 5 

Assertion

26 5 

12 3 

 O 4 

Wish 
29 5 
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6 Conclusion

The perception of intentions plays a key role in human communication. Users require
effective ways of expressing their intentions more explicitly through computer systems
mediated communication. In this article, we argued that icons expressing emotions
could help users communicate their intentions. We proposed a method to associate
icons with intention classes, through several steps, representing a systematic approach
to find the most adequate intenticons. The method was instantiated with participatory
activities yielding encouraging empirical results. The proposed technique was effective
in selecting icons and enabled resolving ambiguities. The foreseen debriefing sessions
were relevant for improving the selection and mitigating inaccurate cases. The con-
ducted evaluation revealed to which extent the resulting icons are representative for the
two different set of users who participated in the study. Future investigations involve
further quantitative and qualitative analyses that can contribute with refinements in the
method and to the resulted intenticons.
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Assertion
 A 1 

 D 1 

Valuation

 I 4 

 K 3 

06 5 

10 3 

Illocution Intenticon Mode of the 
Likert scale
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Appendix A – Analysis Result of Icon Frequency

See Tables A.1 and A.2.

Table A.1. Quantitative analysis of Proposal, Inducement, Forecast and Wish.

Icons Proposal Inducement Forecast Wish
A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3

1 9 17 8 0 2 0 3 7 1 8 14 4
2 3 13 8 7 9 3 4 12 6 0 1 0
3 15 36 16 6 13 5 8 12 5 1 3 0
4 1 1 1 0 2 1 1 1 1 0 0 0
5 0 1 1 0 1 0 1 2 1 0 1 0
6 0 2 0 1 3 3 2 4 0 0 0 0
7 1 4 1 3 6 1 1 2 0 0 0 0
8 13 22 7 1 5 2 6 13 0 0 2 1
9 0 5 0 0 1 0 1 3 0 0 0 1

10 3 9 2 0 5 0 1 4 1 1 6 1
11 7 34 9 6 12 5 6 18 6 0 0 0
12 11 30 11 3 8 3 1 3 1 2 5 4
13 1 10 2 0 0 0 1 3 0 2 2 2
14 2 8 1 1 5 2 0 3 0 2 13 4
15 2 3 1 0 1 0 0 4 1 0 0 0
16 14 45 8 6 12 2 0 4 2 12 25 8
17 6 12 2 0 1 0 3 7 2 1 2 1
18 25 63 18 6 18 7 2 10 2 11 28 9
19 3 5 1 2 2 0 3 6 4 3 4 2
20 21 53 24 11 22 9 9 18 11 4 12 2
21 1 6 2 1 4 1 1 4 1 1 3 1
22 8 24 3 4 12 5 7 23 10 0 3 1
23 2 5 0 1 3 0 0 3 0 0 1 0
24 4 8 2 5 12 8 3 7 1 0 0 0
25 21 70 23 5 23 9 4 9 4 9 34 13
26 5 20 12 1 11 2 1 5 2 1 2 0
27 19 71 32 5 25 7 4 13 1 12 48 20
28 0 1 0 0 2 0 0 4 3 0 0 0
29 0 5 1 1 5 3 2 4 0 7 15 2
30 0 1 1 0 1 0 0 1 0 1 2 0
31 0 1 1 1 4 0 0 8 4 0 2 0
32 0 1 1 0 1 0 1 7 3 0 4 1
33 0 1 1 0 0 0 1 3 2 0 1 0
34 3 6 1 3 8 2 1 7 2 0 1 1
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Abstract. In our era of the service industry, information systems play a major
place, even a vital position for businesses, organizations and individuals.
Information systems are facing new ongoing security threats, more sophisticated
and of different natures. In this context, it is important to prevent attackers from
achieving their outcomes, manage the inevitable breaches, and minimize their
impacts. Security practices must be conducted in an engineering framework;
engineering of security has to be improved. For this, it is proposed to develop
innovative and broad systemic approaches that operate together on several axes,
by improving user experience. We track and solve Resilience, Security and
Usability issues jointly in enterprise information systems. In this paper, we
position socio-technical systems according to well-known information systems
of enterprises and organizations. We treat the paradigms of socio-technical
systems and we focus on the interplay between resilience, security and usability.
A case study illustrates the proposed approach; it details the elaboration of
design patterns for improving user experience.
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1 Introduction

Information systems, and more precisely the services they deliver, have completely
invaded our lives and play an increasingly prominent role. This is verified for indi-
viduals, as well as for organizations and for enterprises [1]. Information systems are
composed of business applications, application components and technical components,
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other IT resources and not IT resources, to which are added infrastructures of security
and security guidelines, according to a security policy (if it is in place). The overall
vision of security is often dotted with ruptures and the harmonized control is not easy at
all levels.

Security and privacy concerns are crucial in many services [2–5]. As a quality
attribute, the meanings of security have evolved, and the technologies in the industry
and in the standards have adapted to this evolution. In the field of IT systems, the
initiatives were mostly based on “securing the perimeter”. In the case of Information
system and the extended enterprise, initiatives have evolved into guaranteeing security
strategy in depth. To improve the security strategy in depth, Goudalo and Seret [6]
proposed a methodological approach that operates on building a membership canvas of
all stakeholders of the company.

Therefore, there is an urgent need for new approaches focusing on human aspects
including usability to ensure the security of systems. Indeed systems are used by
humans, although they are increasingly automated. Ferrary showed that human
resources are now at the heart of the business model of organizations and indicated “the
human factor as a main source of operational risk in banking” [7]. Cranor and Gar-
finkel’s book indicates the research trends in security and usability [8]. Clarke and
Furnell’s book presents the state of the art on “the human aspect in success of the
security” [9]. Most initiatives are carried on specific security solutions. We notice a
lack of research on the overall engineering of security from the point of view of HCI
(Human-Computer Interaction).

Our propositions have taken inspiration from the following three motivations.

1. The Breakthroughs and developments of engineering of software and information
systems (IS) are inspirational opportunities for building security engineering
approaches. The perpetual emergence of new areas of researches in information
systems shores up the interest in engineering methods. The CAME (Computer-
Aided Method Engineering) is an ancient discipline which remains relevant, both
for researchers and for professionals in industries. An analysis of existing CAME is
summarized in [51]. The discipline of engineering of methods is concerned with the
definition of new engineering methods for information systems. It is a discipline of
conceptualization, construction and adaptation of methods, techniques and tools for
IS development. The engineering of methods also addresses the development of
new methods from existing methods.

2. Many achievements of the systems engineering are being applied to information
security, with success. These achievements relate to the concepts, paradigms,
techniques and tools. Security engineering has to include the understanding of the
operational environment of the enterprises and organizations; it operates specifically
on the security related objectives of enterprises and organizations. Security engi-
neering treats the vulnerabilities, threats, and risks against assets of organizations
and enterprises. Corporate assets include not only what the organization possesses,
but also what it has right to, and represent value for it and for its operations.
A summary of security engineering approaches is presented in [52]. Security policy
development and security management imitate the formalism of processes of
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information system, actually business process formalism [31, 48]. New international
standards are increasingly developed in this direction [53].

3. The study of Ponemon Institute shows the causes of the data breach in 2015 [54]. In
this study, malicious or criminal attacks are around 46%, system glitches (both IT
and business process failures) are around 29% and human factors (negligent
employee or contractor) around 25%. In similar studies, the total costs from cyber
events are estimated about $10 billion annually [55]. Whatever companies and
organizations do for information security, incidents occur and disrupt the providing
of services worthy of provable confidence. Advanced engineering of enterprise
information system security becomes crucial.

We suggest a socio-technical systems resilience approach, through design patterns
based on user experience. Socio-technical approaches can help the design of organi-
zational structures and business processes as well as the design of technical systems.
Socio-technical system approaches aim to model all together human, social and tech-
nological capabilities in using and dealing with value added services.

In this extended paper [39], we introduce first the concept of socio-technical sys-
tems as an engineering approach. We also explain how resilience, usability and security
can be addressed by using a socio-technical systems approach. We introduce then our
socio-technical systems resilience approach, through design patterns based on
improvement of user experience. A case study on medical analysis laboratory is used to
illustrate the application of our suggested approach. The paper ends with a discussion, a
conclusion, and suggestions for future researches.

2 Paradigms of Socio-Technical Systems

This section presents the positioning of the socio-technical systems in relation to
information systems of companies and organizations. It appears that the socio-technical
systems include classical concepts of information systems and also the entire social
environments, which include both the cyber and the physical worlds. Then we recall
the concepts of security, privacy and usability in socio-technical systems.

2.1 Socio-Technical Systems and Information Systems

The concept of socio-technical system was created in the context of labor studies by the
Tavistock Institute in London by the end of the 50’s [10, 11]. Sperber and Wilson treat
the relevance of communication (and cognition) in social context [12]. Socio-technical
systems aim to model all together human, social and technological capabilities in using
and dealing with value added services. Singh defines socio-technical systems (STS) as
multi-stakeholder cyber physical systems [13]. They contend with complexity and
change in both the cyber and the physical (social) worlds.

Socio-technical approaches can help the design of organizational structures and
business processes as well as technical systems. It is largely acknowledged that systems
which are developed using a socio-technical approach are more likely to be acceptable
to end-users and to deliver real value to stakeholders. There are notable differences

438 W. Goudalo et al.



between IT systems and socio-technical systems modeling and engineering approaches
in terms of interactions (Fig. 1):

(1) IT systems modeling focuses on the technical description of the components of
the systems and the interactions between them in order to deliver a certain service.

(2) Social systems include all human interactions and cooperation, on social and
cultural values.

(3) Information systems include all users’ interactions with the IT systems, inte-
grating their organization, implementation and management.

(4) Social-technical systems provide a way of understanding all human interactions
with the various IT systems, their components, as well as cooperation with other
systems. Socio-technical systems approach also the interactions between the
systems, all the stakeholders and their organization and the entire social envi-
ronment, both the cyber and the physical worlds.

These dimensions define the information in terms of interactions among actors,
which can be: social reliance (actors rely on others to achieve their goals), and
information exchange (actors exchange relevant information). As it will be detailed

Fig. 1. Socio-technical system representation.
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later on, many security issues arise from the interaction between actors, and on how the
exchanged information is accessed. Therefore, user experience is a main concern when
analyzing security.

2.2 Security and Privacy in Socio-Technical Systems

In socio-technical systems, a set of human and automated agents (organized or not)
interact to complete tasks, according to a certain objective. These have converging
and/or diverging characters or conflicting objectives. Feelings and conflict situations
are quickly transposed into the socio-technical systems.

In other words, users of the systems can be animated by malicious intents. This is
the case of hackers who find their playground in the socio-technical systems. At the
same time, the systems process personal data, sensitive data and very private character
data. The tasks and data are sensitive and highly valuable.

In socio-technical systems, privacy is an important matter as well and must be
protected. Actually, in the case of medical health data, the privacy requires special
attention in terms of confidentiality. This is one of the objectives of security. Another
objective of security is to guarantee the safety, the integrity and the reliability in
processing all tasks. Difficulties of security in socio-technical systems arise in ensuring
these objectives, due to two reasons.

First, solutions of security (a too constraining usage) may constitute security vul-
nerability or may prevent the completion of tasks. Secondly, users’ behavior (errors,
unintentional actions) may constitute security vulnerability. Human factors are a main
source of operational risk in companies [7], and the trust of users in the socio-technical
system is necessary [3]. Clarke and Furnell’s work reports success of security from the
human point of view [9].

2.3 Usability Difficulties in Socio-Technical Systems

Socio-technical systems expose users to social and to technological issues. Users resort
to technology to deal with social issues and vice versa. Usability is a property that
depends on interactions among users, systems, tasks, and environments where processes
are operated in both the cyber and the physical words. Human factors are the main
source of operational risk in companies [7]. Usability concerns human factors. Usability
is not a specific property of persons or of things, which we may measure by a “usability
thermometer”, or evaluate by applying widely accepted scientific formulas [14].

Usability difficulties are focused on: Personal human factors experiments; Mea-
suring behaviors and attitudes captured when users complete the key tasks; Measuring
capabilities of the systems to provide adequate conditions for carrying out tasks [15].

3 Foundations

This section defines the concepts of resilience applied to socio-technical systems,
usability and security. It also concerns the interplay between them.
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3.1 Resilience Applied to Socio-Technical Systems

Resilience is a major concern nowadays, in order to prevent an incident and more to
restore a safer state after an accident or intentional fault [16, 17]. Resilience, actually in
relation to the concern of accident [18], is applied in many domains such as socio-
technical systems engineering.

Luzeaux [19] wrote that “resilience is obtained via the capacity to monitor con-
ditions at the edges of the performance envelope, and the ability to adapt the opera-
tional behavior of the system to potential developments in this envelope”.

Luzeaux [19] defined the four functions of the resilience, which are “avoidance
(capacity for anticipation), resistance (the capacity for absorption), adaptation (the
capacity for reconfiguration) and recovery (the capacity of restoration)”. Resilience is
considered as an active virtue integrated in all nowadays operations and systems,
especially in the field of defense [20]. Today, geopolitical and economic strategies
integrate simultaneously the five axes of influence (Cyber, Space, Air, Maritime, and
Land), for achieving the activities and operations of Prevention, Protection, Mitigation,
Response, Recovery, Correction, and Rescue. Infrastructure protection and functional
continuity are aligned to make an active virtue integrated, the Resilience. Virtue is
defined as “the capacity to take appropriate and correct action that benefits both the
actor and others”, by Roman philosopher Lucius Annaeus Seneca [57].

Resilience is also applied in the field of information technology and security. In this
case, resilience is defined as “the capacity to perform during an incident (unintentional
accident or intentional fault) and then to come back to a normal state” [21].

In this context, we define resilience as the capacity to prepare and adapt facing
perpetuating evolutionary conditions and to restore full capability after an incident (an
accident or an attack). In the face of ongoing security threats, it is crucial to prevent
attackers from achieving their outcomes, manage the inevitable breaches, and minimize
their impacts. It becomes necessary to develop innovative and broad systemic
approaches that operate together on several axes; we propose to take especially into
consideration the improvement of user experience.

3.2 Usability Models

HCI researchers have suggested different approaches in usability studies. Hertzum and
his colleagues included cultural aspects in usability studies [22]. Bevan suggested
including flexibility and safety to create a more comprehensive quality-of-use model
[23]. Seffah and his colleagues suggested quality-of-use schemes that included 10
factors, 26 sub-factors, and 127 specific metrics [24]; see also [25]. Winter and his
colleagues proposed a two-dimensional model of usability that associated a large
number of system properties with user activities [26].

In socio-technical systems, usability rhymes with both the absence of usability
problems and the measurements of effectiveness, efficiency, and satisfaction. Usability
implies the ergonomic quality of the Human-Computer Interaction, regardless of the
type of access media.
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In terms of ergonomic requirements, the ISO has published a number of standards.
The ISO 9241-12 published in 1998 [27] proposes seven principles for the presentation
of information: Clarity (the content is displayed quickly and accurately), Discrim-
inability (the information can be distinguished with precision), Brevity (only the
information required for the task are displayed), Consistency (the same information is
presented identically on the entire application), Detectability (information is properly
encoded in the right place), Readability (the information is easy to read), Compre-
hensiveness (the meaning of terms is clearly understandable). The ISO 9241-110,
published in 2006 [28], describes seven high-level principles for the design of dia-
logues: suitability for the task, self-descriptiveness, controllability, conformity with
user expectations, error tolerance, suitability for individualization, and suitability for
learning.

Shackel proposed three criteria to measure usability: performance of the task, user
satisfaction and costs of use [29]. For the performance of the task, two sub-criteria are
considered: the effectiveness and efficiency of interaction. An interaction is effective if
users can perform the task successfully. An interaction is efficient if users can perform
the task successfully for an acceptable period, with a consumption of acceptable
resources. Satisfaction of users during the interaction considers the performance of the
task and subjective feelings. The cost of the use considers, beyond the consumption of
acceptable resources, the impact of the interaction on the health and safety of users, and
on the reputation integrity of users in the socio-technical systems. The system must
adapt to any user, within the predefined population, without distinction of age, size,
ethnicity, educational or linguistic level, as well as those who have difficulty with some
physical or cognitive operations. This adaptation must also comply with security
requirements.

3.3 Security and Privacy Models

The family of standards ISO 2700x [30] is entirely dedicated to information security
including the organizational dimension (private or public companies). The standards
present how to establish, implement, maintain and continually improve a management
system for information security. These standards model security in terms of confi-
dentiality, integrity and availability of information by applying a risk management
process. They give to all interested parties (users, operators and owners of
socio-technical systems) the insurance that security risks are managed appropriately.

On one hand, we noticed how security risks are managed using a harmonized
process, and secondly we noticed the three fundamental criteria of security that are
confidentiality, integrity and availability of information. Briefly, we develop each of
these four points:

1. The process incorporates the interested parties and their respective requirements. It
takes into account the interfaces and dependencies between the activities of the
organization and its stakeholders within the extended enterprise.

2. Confidentiality (Information should neither be made available or disclosed to a user,
entity or unauthorized process).
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3. Integrity (The information must not be modified, altered or destroyed in an unau-
thorized manner).

4. Availability (Access by an entity, an authorized user or process to the services
offered by the socio-technical system must always be possible; Operations to ille-
gally occupy the processing time must be detected). Other properties of the security
of Information Systems, such as Proof, Traceability and Authenticity derived from
these three basic criteria.

The security criteria characterize constraints or properties on system assets,
describing their security needs. The harmonious process brings the answer, dealing
with company issues that are human, financial, branding, regulatory and legal. Goudalo
and Seret [31] define the process for the engineering of security of enterprise infor-
mation systems in seven major activities designated by the term Security Acts. The first
two of them (Identifying business assets and Defining security goals to achieve) assess
security needs on corporate assets. Other international standards also address security
and security risks of information system. This is the case of the ISO 15408 (Common
Criteria, CC) focusing on three audiences that are producers, evaluators and users, the
ISO 13335 and ISO 21827. We also identify local standards and norms as Cramm (in
the United Kingdom), Mehari and Ebios (in France), Octave (USA and Canada). The
basic criteria of security remain the same, and to them are added the various properties
and attributes of security such as proof, trace, non-repudiation, identification, authen-
tication, accountability, reliability, privacy, trust and others.

In socio-technical systems, the attributes of Privacy and Trust undeniably join to
security. Westin, in his notable book “Privacy and freedom” opening the modern field
of law and privacy, defined Privacy as “the request of individuals, groups and insti-
tutions to determine for themselves (on their own) when, how and to what extent
information about them can be communicated to others” [32]. Alain Westin adds that
“every individual is constantly engaged in personal adjustment process in which bal-
ance the desire for intimacy with the desire of disclosure and communication.”
Moreover, Privacy is a legal topic with a critical issue, since disruption of Privacy deals
with penal/criminal law [33]. We use Privacy as both the confidentiality and the
integrity of information dealing with the private aspects of individuals, groups and
institutions in society. In her course materials [15, 34], Cranor defines different views
on privacy: Privacy as limited access to oneself (the extent to which we are known to
others and the extent to which the others have a physical access to us); Privacy as
control of information (beyond limit of what others know about us, we must control,
which implies individual autonomy, we can control the information in a meaningful
way).

The presence of respect for the privacy policy (Privacy) builds consumer confi-
dence. Rousseau et al. [35] define the trust as a psychological condition including the
intention to accept vulnerability based on positive expectations of the intentions or
behavior of another. Trustworthiness (reliability from the point of view of security)
defines the property of a system which performs only what is required (except for an
interruption of the environment, user errors and human operators, and attacks by hostile
parts) and that does not make things [36].
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3.4 User Experience in Socio-Technical Systems

The socio-technical system approach facilitates the identification and formulation of
user experiences. A positive user experience is usually based on convenience (time
savings or reduced physical or mental work), the confidence that the socio-technical
system “works properly”, and the perception of its usefulness. The concept of “works
properly” implies (instills) the trust. According to Sasse [37], the user experience takes
into account all the usability criteria, with additional factors [15]. Birge [38] empha-
sizes the lack of research on the design of technical solutions for communication and
information technology in the field of “user experience and security” (Trust and User
eXperience - TUX).

In summary, the security objective is to evaluate, eradicate and prevent errors,
faults and attacks. If occurrences, the resilience objective is to tolerate and outdo the
impacts, and to guarantee services in degraded mode according to the conditions of the
service layer agreements. The objectives of security and resilience must be ensured,
while maintaining a positive user experience. We specify that a good usability (HCI
and positive user experience) should promote the success of the security and resilience,
and vice versa.

It is proposed a joint conceptual model of security, of resilience and of usability in
socio-technical systems, with the aim of improving user experience [39]. The resulting
conceptual model operates

– on the three concepts of Assets, Incident Risks and Solutions;
– and on a homogeneous metric system to manage these three concepts, from the

point of view of security, of resilience and of usability together.

4 User eXperience Improvement Built-in Approach
of Socio-Technical Systems, Based upon Design Patterns

Today, most of the security built-in systems are not easily usable. Users who have to
use these systems often bypass the security devices and this behavior generates security
gaps.

The issue is to replace a security built-in system approach by user experience
improving built-in socio-technical system approach; we propose this approach to be
based on design patterns. This socio-technical approach takes into account interde-
pendence between security, resilience and usability.

In such a way, this approach allows adapting facing perpetual evolutionary of usage
conditions and facing usability problems. Figure 2 portrays the underlying process in
the proposed approach. Three stages compose the approach: (1) Identify the bound-
aries, (2) Analyze risks, (3) Define solutions.

We use patterns to describe the problems and the solutions of security/usability
problem. Patterns have been widely considered in many human endeavors that require
a combination of skill and training. In the 70’s architect Alexander pioneered the
recognition, naming, and use of patterns, while working on urban planning [40]. In the
late 80’s computer scientists working in the field of object-oriented design discovered
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Alexander’s work and adapted design patterns to software [41]. Schumacher [42]
argues that the security engineering can benefit from the use of patterns, but he fails to
present specific patterns to accomplish this goal. The Open Group has edited a book on
security design patterns [43], but has not addressed the alignment between usability and
security.

The proposed approach is detailed in the three following sections.

4.1 Stage #1: Identify the Boundaries

This stage consists in defining the boundaries of the eco-systems including the entire
social environment and the various actors. We integrate their interactions in both the
cyber and the physical worlds, using BPMN (Business Process Modelling Notation) to
model the processes, activities (sub-processes) and individual tasks performed by each
actor involved in the process. The detailed description of the interactions between the
technical components of the information system is described using UML diagrams
including use cases. Links between the BPMN and UML diagrams (misuse cases) are
also described during this stage [44].

Fig. 2. User experience based design pattern approach.
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We evaluate the assets and define the enterprise objectives on the assets, from the
perspective of security, resilience and usability. We perform the tasks below.

• List the main assets (hardware, physical, software, human, documentary, and
immaterial); asset is also data, service, business process and procedures.

• Specify the contexts of use of each asset and the responsible of each main asset.
This responsible would have to know the use made of the asset, its utility, its
intrinsic value and the consequences of the corruption of asset.

• Determine the intrinsic value of these assets, their sensitivity to the company,
according to the business strategy, the legal and regulatory requirements.

• Classify assets and define their quotation, according to criteria of security, resilience
and usability. The functional dependency between assets must be taken into
account;

• Express the needs and requirements on the assets, from the perspectives of security,
resilience, usability, and user experience improvement.

4.2 Stage #2: Analyze Risks

This stage produces the list of potential problems. It is possible to use different methods
to analyze the description of the socio-technical system produced during the previous
stage: for instance including cognitive walkthrough [45, 46]; marked Petri Nets; simple
and cross-domain risk analysis methods [47]. Risks include on the one hand security
threats (such as faults, frauds, blackmail, identity usurpation) and on the other hand
usability issues and technical glitches. They lead to malfunction, denial of service or
destruction of parts of the socio-technical system.

The study focuses on the problem, the origins and the reasons as well as the
consequences of not improving some aspects. This study highlights the relations of
proximity and interdependence between the HCI and the privacy security. Our proposal
uses firstly a multi-domain approach to risk analysis, and secondly it focuses on human
factors. Problems are documented using for instance a storytelling approach detailing
user experience, its failures and its possible improvement points (other methods are
available in the literature). Problem documentation is based on learning and operational
feedback about any other kind of incidents dealing with these risks.

We summarize the stage #2 in five points:

• Identify and analyze usability risks;
• Identify and analyze security risks;
• Highlight the risks of incidents of technical glitches (failure, design errors, proce-

dural inconsistency …);
• Identify and analyze cross-domain risks (security, usability and resilience together),

taking into account the propagation of risk;
• Perform the global mapping of risks, from the perspective of resilience and user

experience improvement.

Risk analysis is not an obvious activity. Finally, we would like to recall the fol-
lowing elementary tasks that make the difference in risk analysis:
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• Identify vulnerabilities inherent to each asset.
• Identify threats to which each asset is exposed.
• Estimate the intrinsic probability of occurrence of each threat.
• Study the impacts of occurrence of each threat, and the possible propagation (due to

the bounce attacks and to the functional dependency between assets).
• Estimate the likelihood of occurrence of each threat (taking account of the real

context, that is to say existing measures in their environment). In other words, the
actual probability of occurrence is defined.

• Assess the overall level of risk faced each asset taking into account each of the
elements obtained above.

4.3 Stage #3: Define Solutions

In the final stage, we resort to user experience in order to define the solutions that solve
the points highlighted during the second stage. Actually, we look for the best
improvement of user experience that underlies these identified points. The significant
question addressed here is what makes the solution seen as a better – or worse – design
concept, from a usable security perspective. Thus, how to detect a bad design in order
to correct it?

We note four types of risk treatment: risk acceptance, risk avoidance, risk reduction
and risk transfer. Following the decision on the type of risk treatment, we have to
assess residual risks. The residual risks are appreciated against the organization’s
objectives. The controls applied in the security solutions are of four natures: corrective,
detective, deterrent and preventive. A good security solution should ensure the ade-
quacy between the three components of the triplet (nature of control, type of treatment,
security goals).

We base the actions of this stage on various experiments both in industry and
academic research. As mentioned in Sect. 3.3, Goudalo defined seven security acts
constituting the engineering of information security. Although several researchers have
discussed usable security design, Kai-Ping Yee has proposed a list of guidelines for
addressing valid and nontrivial problems specific to usable security design [49]: path of
least resistance, active authorization, revocability, visibility, self-awareness, trusted
path, expressiveness, relevant boundaries, identifiability and foresight.

This stage consists also in documenting each pattern using the format:

• Name of the design pattern;
• Description of the problem (or class of problems);
• Description of the solution;
• Consequences of applying the design solution;
• Validity of the solution. Qualitatively, each pattern should improve the user

experience, e.g. according to one of the guidelines given by Kai-Ping Yee. Quan-
titatively, patterns should enhance in a measurable way the compromise between
usability and security.
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The design patterns for resilient built-in socio-technical systems must integrate both
usability and security concerns in order to design efficient and usable security systems.
These design patterns have to complete other works dealing with security architecture
of systems [50].

5 Case Study

The case study, called FI MedLab, is related to the information system in a medical
laboratory, also called clinical laboratory. Credibility of medical laboratories is para-
mount to the health and safety of the patients relying on the testing services provided
by these labs. The international standard in use today for the accreditation of medical
laboratories is ISO 15189 – Medical laboratories – particular requirements for quality
and competence. A laboratory conducts tests on clinical specimens in order to get
information about the health of a patient as pertaining to the diagnosis, treatment, and
prevention of disease. Such information is highly security-sensitive, any error may
have a direct impact on patient safety, privacy and the reputation of the laboratory.

An information system is in use in most medical laboratories today. It allows
collecting data about patients, test records and interpretation of test results. Information
security and privacy risks have grown with the rapid growth in the number and types of
people who have a legitimate role to provide access, use and transform the information
and medical records. Tension often exists between security, privacy controls and
usability needs. For example, access to the information system can be delayed by the
need to first authenticate to ensure the user is legitimate, and is provided with the right
level of system access he or she is requested. Some information has to be quickly
available to a physician in the case of an emergency situation, but has not to be
communicated broadly, since it deals with health and privacy. On the other hand,
disclosing such information is a punishable offence, in many countries, for instance the
article 226-22 of the French Penal Code.

The same can be said about anyone who wants to enter medical or private data in
the system. Data entry errors because of a usability issue have fatal impact on the
integrity of data, which is a key measure of security and privacy.

5.1 Stage #1: Identifying the Boundaries

FI MedLab is a socio-technical system which involves patients, internal and external
operators, laboratories or medical partners, medical equipment suppliers, regulatory
agency as well as IT services and applications providers, sometimes datacenters. The
socio-technical system comprises various operational business processes (BP) that are
grouped into three categories: pre-analytical, analytical and post-analytical processes
(see Table 1).

Some operators have to access to certain kinds of information, but not to other ones.
This depends upon the level of authorization and the user authentication. So, within the
organizations, groups of users with respective roles and responsibilities have to be
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defined. Figure 3 shows a simplified model of these business processes using BPMN
(Business Process Modeling Notation).

The activities (sub-processes) consist of tasks. We will detail some activities, that
illustrate Stage#2 “Analyzing risks” (see Fig. 2).

5.2 Stage #2: Analyzing Risks

Table 2 is a detailed description of three of the sub-processes detailed in the previous
section. We will use this description to explain how we have been analyzing risks of
usability, privacy and security in the socio-technical system of FI MedLab.

Such risks are due to the interdependence between usability and security. Users
need to access to information, function of their role and their task. But the modality to
access this information depends upon the context of the task (indoor/outdoor, time
pressure…), the quality of the security device, its adequacy to the task and its context.

As a matter of example, we have investigated more deeply the following scenarios.
Scenario T1: The patient gives his business address. He does not notice that the

results of his medical tests will be sent to this address and the administrative operator
does not indicate this helpful clarification to the patient. When results reach the patient,
he is absent and his assistant handles the mail, like any business mail. This is a serious
problem in terms of privacy and confidentiality that we detect during this phase. This
scenario deals with the confusion between professional and personal information,
within the professional email box. The assistant can open the email box and read the
emails in this box, since these emails are supposed to be professional.

Scenario T2: The manager of technical operations faces serious difficulties in being
accepted by the biometric authentication system. The camera system is not well

Table 1. Three business processes of FI MEDLAB.

1. Prepare the medical tests
1.1 Manage the patient file (Create, Update, or Archive) (see Table 2)
1.2 Register a request for medical tests
1.3 Charge the demand for medical tests
1.4 Collect and sample the blood of a patient,
1.5 Receive the blood sample extracted elsewhere
1.6 Process and store the blood samples prior to analysis
2. Realize the medical tests
2.1 Switch on and calibrate the devices (see Table 2)
2.2 Pass a series of tests (technical analysis)
2.3 Validate the technical tests
2.4 Maintain the equipments
3. Conclude the medical tests
3.1 Interpret the biological validation tests
3.2 Archive the blood samples
3.3 Communicate the results (see Table 2)
3.4 Archive the results
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positioned for this manager sportsman who measures 1.92 m (for information, the
average height of his colleagues is 1.76 m). The manager is not comforTable 1n such a
situation; he can no longer find his good inclination to be authenticated. In this context,
he runs the backup procedure; he logs into the system and activates the devices. The
devices are initialized, but do not load the signatures of the biologists’ managers (who
interpret the biological validation of tests). There is no alert. The manager does not
notice the error. We are faced with a problem of usability and ergonomics (first on the
internal procedures of the system and secondly, on the communication user interfaces).
This problem creates security vulnerability on all the medical tests that will be

Fig. 3. Modelling business processes (with focus on tasks with potential problems)
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performed during the day (no traceability and no respect for integrity on the inter-
pretation and validation of medical test results).

The security device does not fit to the task and to the users. The user bypasses the
security device, using a backup procedure. Moreover, there is no alarm alerting this
barrier bypassing. This kind of behavior deals with barriers bypassing rules; it is a
critical security issue.

Scenario T3: The patient is on vacation when medical analysis results are ready.
From his vacation location (Cayman Islands), he decides to access the secure website
of FI MedLab. He receives a message asking to enter the code that has just been sent to

Table 2. Three detailed activities.

1.1 Manage the patient file (Create, Update, or Archive)
Input: identity document of patient or his representative
Output: updated patient record
Tasks:

1.1.
a

The patient or his representative indicates the required information to the
administrative operator of FI MedLab, including address for sending medical analysis
results

1.1.
b

The administrative operator of FI MedLab enters information in the FI MedLab
socio-technical system, for creation and/or update of the patient’s record

1.1.
c

A scheduled event triggers and alerts the administrative operator to archive records of
some patients

1.1.
d

The administrative operator carries out the administrative processing and archives the
corresponding patients’ records

2.1 Switch on and calibrate the devices
Input: identity document of the manager of technical operators
Output: devices switched on and calibrated for operating medical tests
Tasks:

2.1.
a

The manager performs biometric authentication (retinal scan and scan of the identity
document)

2.1.
b

The authenticated manager starts and calibrates the devices

2.1.
c

The devices initialize and load the signatures of the biologists’ managers (who
interpret the biological validation of tests)

3.3 Communicate the results
Input: Results validated and interpreted
Output: Results communicated by three ways (sent to the physician, sent to the patient
by mail, made available on the secure website of FI MeddLab)
Tasks:

3.3.
a

Administrative operator sends the results to the physician

3.3.
b

Administrative operator sends the results to the patient address by mail

3.3.
c

Administrative operator puts the results on the secure website of FI MedLab
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his phone via SMS. This may lead to three problems: a privacy problem (the vacation
location could be a “non-public information”, but is found out by the web site security
system of FI MedLab, leading to potential rumor about the reputation of the patient); a
trust and confidence problem (one category of patients could say: “I have too much
confidence in the FI MedLab system, as I feel that my data is protected”, another
category of patients could say: “I do not have any trust in the FI MedLab system, I feel
spied”); a problem of comfort and simplicity (due to the additional verification).

This scenario deals with the context of the task, namely, vacation. Moreover, it
deals with the low level of the security device that can open to fraudulent access to
information with bad consequences such as identity usurpation or blackmail (“I feel
spied”).

5.3 Stage #3: Developing Solutions

The previous three scenarios describe a user experience; each one of them highlights a
usability, resilience, security or privacy problem.

Scenario T1, for example, details a typical problem of privacy and confidentiality,
due to misunderstanding of the use made of the information requested to the user (the
patient or responsible). Table 3 details possible solutions of this problem.

In Scenario T2, it is a more complex problem with several interrelated dimensions:
T2.1 - Bad usability of the biometric authentication system; T2.2 - Non-effectiveness of
the emergency procedure; T2.3 - Difficulties in understanding the emergency procedure
by the manager; T2.4 - Detecting barrier bypassing by the manager. Tables 4, 5, 6 and
7 describe four possible solutions.

In Trouble T3, we are faced with three problems again: T3.1 - Feeling of privacy
problem; T3.2 - Feeling of trust and confidence problem; T3.3 - Comfort and simplicity

Table 3. Design pattern solution for trouble T1.

Design pattern solution for trouble T1
Name Awareness

Description of the problem Misunderstanding and poor knowledge of the use made with
the information requested from the user

Description of the design
pattern solution

Provide users with the explanation, understanding and analysis
of any of the information indicated in the socio-technical
system. This will require an individualized support and
pedagogy. Operationally, we can put flyers and (interactive)
information terminals in the lobby of FI MedLab. An
alternative solution should be to “send all mail of the results
via letters”

Consequences Another solution consists to add a tag “confidential personal
information” in the object of the message, and a note
presenting the law inside the text of the message, in order to
alert the assistant and “to increase” its awareness
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problem. The search for improved user experience provides an effective response to all
of these three points (Table 8).

These representative scenarios illustrate that usability problems impact security,
and conversely. By identifying business processes, the roles and tasks of users, as well
as their needs for private information or, on the opposite, the inability to access to this
private information, context of use and other usability issues, we have elaborated
design patterns. Such design patterns are the keystone of resilient built-in
socio-technical systems, since they integrate security and usability issues together.

Table 4. Design pattern solution for trouble T2.1.

Design pattern solution for trouble T2.1
Name Anticipation

Description of the problem Bad usability of biometric authentication system
Description of the design
pattern solution

Repositioning the camera and reconfiguring the biometric
authentication system to account for all employees of the team.
People need to use secure solution, in simple and efficient way

Consequences Simple and efficient usage of secure solution is an important
step, for ensuring the security in the context of a
socio-technical system

Table 5. Design pattern solution for trouble T2.2.

Design pattern solution for trouble T2.2
Name Regular test of the procedures

Description of the problem Non-effectiveness of the emergency procedure
Description of the design
pattern solution

The repetition frequency of the tests and their results should be
integrated into the systems of controlling and auditing

Consequences This problem is well-known in safety issues of critical systems.
The repetition of exercises develops more confidence of
operators, and in case of failure they still trust the procedures.
Regularly testing the emergency procedures is a way to
improve the user operator experiences

Table 6. Design pattern solution for trouble T2.3.

Design pattern solution for trouble T2.3
Name Training of operators

Description of the problem Lack of mastering the emergency procedure by the manager
Description of the design
pattern solution

Training of operators in all the procedures they will face.
These training activities should be embedded in the systems of
controlling and auditing

Consequences This problem is well known in critical systems. Operator
training helps improve their user experience
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6 Discussion

Nowadays, security must not be treated at the expense of usability. Several studies
show how to take into account usability in the implementation of specific security
features. Various tools have been proposed to provide more usable user interfaces for a
specific security mechanism, or more easy-to-use security technologies; approaches
have been proposed to design and to ensure trade-offs between security and usability
[49]. However, there is still a need for global security approach, the security engi-
neering that may take into account usability issue. The right balance between security
and usability promotes user confidence and improves user experience. As part of the
new threats that organizations face, resilience is a major concern in order to prevent an
incident risk and more to restore a safer state after an accident or intentional fault [16,
17]. In case of occurrence of risk incident, the resilience objective is to tolerate and
outdo the impacts, and to guarantee services in degraded mode according to the con-
ditions of the service layer agreements (SLA). In this work, we proposed an attempt of
advanced engineering that solves Security, Resilience and Usability issues together in
enterprise information systems.

Our attempt of advanced engineering does not replace existing ISRAM (Informa-
tion Security Risk Assessment Methods) [56]. It uses and extends them. Especially:

Table 7. Design pattern solution for trouble T2.4.

Design pattern solution for trouble T2.4
Name Detection and alert following barrier bypassing

Description of the problem Due to usability problems, the security device is bypassed,
using a backup procedure

Description of the design
pattern solution

Usage of security device has to be monitored in order to detect
barrier bypassing and to alert the system security administrator.
Then, the security administrator can improve security device
usability and adapt it to the current usage

Consequences This problem is also well-known in critical systems in which
such a pattern is suggested

Table 8. Design pattern solution for trouble T3.

Design pattern solution for trouble T3 (T3.1, T3.2, T3.3)
Name Sensitization and pedagogy

Description of the problem Eventual stress of the user
Description of the design
pattern solution

In the early stages, provide users with explanations allowing a
better understanding of the functioning of the socio-technical
systems

Consequences In the era of service industry, personalized monitoring and
pedagogy are a good way to improve user experience
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– Asset identification and asset quotation occur within business-driven perspective
(stage #1 Identify the boundaries), like business processes, main business services.
Its first benefit is the identification of the current key critical resources (through
dependency graph). Its second benefit is to facilitate the join of business executives
to security concerns.

– Risk analysis occurs through cross-domain analysis; and it uses qualitative and
quantitative approaches valuation. Detailing activities to highlight the potential risks
of incidents would be similar to the method of scenarios. One of its benefits is the
ability to focus on the most important aspects, at each time, depending on the
context. We did not consider in this paper the calculation of probabilities of
occurrence of the risks or on the notions of exposure factor, annualized loss
expectancy or annualized rate of occurrence.

– The solution search seems looking for the best improvement of the user experience
behind all the points identified in stage #2. The formalism of design pattern inspires
a combination of skill and training. The improvement of the user experience must
be continuous, to lessen the risk (mitigating damages, inhibiting propagations,
depleting occurrences, fixing vulnerabilities, user awareness, improving user
interfaces).

The value of information to organizations is growing dramatically. However, for
some kinds of information, like medical records, where a single corruption on data
could be a matter of life or death, the value of secure data cannot be measured in terms
of monetary value alone. An advanced engineering approach, solving Security, Resi-
lience and Usability issues together, is in consequence necessary.

7 Conclusion and Future Work

From a perspective of enterprises and organizations, this research work addresses the
actual information security needs. They take into account nowadays context of service
industry, overlapping cyber and physical worlds, social environment and IS, profes-
sional and personal aspects, business objectives and privacy requirements. Security
attacks have become crucial, they are professionalized increasingly, they are sophis-
ticated and they use social engineering. Security is one of the most important issues for
the achievements of service industry promises.

We propose to treat information security within an engineering method that brings
together all stakeholders of company. This engineering method is advanced and operates
on business processes, their decomposition and operational variants, in order to: dis-
cover the main assets in their context of use, identify the real value of assets and their
dependencies, identify and assess risk incidents of security, resilience, usability and
technical glitches. The proposed approach treats together security, resilience and
usability issues; its solutions are based on design pattern approach for improving user
experience continuously. The risks are not treated in isolation, but in their correlations.
Indeed we have taken into account the functional dependency of asset, the cross-domain
risk assessment and the interplay between security, resilience and usability. Human
point of view and user experience are considered in this advanced security engineering
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for enterprise IS. Our advanced security engineering will overcome the lack of training
and experience in security, the lack of security in terms of corporate strategy (operations,
procedures) and the difficulties of communicating about security issues.

Despite the various tools proposed in the literature and in industry to provide more
easy-to-use security technologies, despite the added values of our advanced security
engineering approach, other challenges are still needed. How to raise awareness and
effectively convey a good sense of usability as a security attribute? How to define the
suitable framework that will facilitate a weighted consideration of security in the
thoughts, decisions and activities? We plan to address such issues in the future, while
elucidating a design pattern based engineering that will integrate explicitly measures of
trust, privacy and other subjective criteria measuring user experience for all
stakeholders.
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Abstract. To understand what an organization does one must compre-
hend the business model, which describes the way in which an organiza-
tion acquires raw materials, transforms them into a product or service
that is delivered to a client, and gains money in exchange. In consequence,
it is possible to decompose the model into four core processes: supply,
transformation, delivery, and monetization, which have both structural
and behavioral dependencies among them. Unfortunately, identifying the
business model demands an overall view of the business, and most repre-
sentations focus only on the structural part leaving aside the interactions
between core processes. The objective of this paper is twofold. Firstly,
it presents a conceptualization and representation for business models
that is capable of handling their components and interactions. Secondly,
it uses the proposed representation to introduce a catalog of business
patterns applicable in the design, portrayal, and analysis of business
models. Each pattern includes the basic participants, resources, activi-
ties and interactions that must be accounted for in order to perform the
core process. When different patterns are joined together, a complete
business model can be portrayed.

Keywords: Business model · Structural view · Behavioral view ·
Business model pattern

1 Introduction

Business models describe what an organization does, also understood as the way
in which it transforms, delivers and monetizes value. Though this definition is
quite simple, it has led to different interpretations and consequently, a great
variety of models that try to embrace the concept. However, this broad selection
of models has also contributed to a lack of formality in the idea itself [1]. It
is no longer clear how business models are supposed to be used, designed, or
described. In addition to the scarcity of standards, there is a dearth of means
to define and communicate business models, so that they can be understood,
analyzed, and improved upon.

With a precise definition of a business model, small and medium enterprises
(SME) could perceive various benefits. Since their main concern is staying afloat
c© Springer International Publishing AG 2017
S. Hammoudi et al. (Eds.): ICEIS 2016, LNBIP 291, pp. 463–487, 2017.
DOI: 10.1007/978-3-319-62386-3 21
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in the market, long term decisions are not part of their priorities, leading to
two possible outcomes: either they grow and manage to position in the market,
or they fail, cease to exist [2] and stop contributing to the economic growth,
innovation and employment of their country [3]. With a well defined business
model, SMEs would be able to recognize the different relationships present in
their business and plan ahead, in order to execute a successful strategy.

The critical problem with current business model representations is the focus
on a structural dimension (e.g., Osterwalder’s Canvas [4], or Gordijns e3-value
[5]. In particular, they leave (mostly) aside the specification of how business mod-
els components interact and behave in order to make the model work. Therefore,
only a partial understanding of the business can be achieved with these business
models. Additional artifacts are thus required, especially to achieve the goals
behind Enterprise Modeling and Enterprise Engineering efforts.

This paper proposes two contributions. Firstly, it presents a conceptualiza-
tion and representation of business models that includes all of their elements and
allows further and more advanced analysis and understanding. Secondly, it intro-
duces a catalog of business patterns which targets all the aspects of a business
model. These patterns are intended to be the starting point for understanding
and improving business models, especially in small and medium enterprises. By
applying the patterns under our proposed conceptualization, it is possible to
portray a complete business model and understand what the enterprise does
and the maim components required.

The paper is organized as follows. Section 2 discusses the current understand-
ing and representation of business models. Then, Sect. 3 presents our proposal
for understanding business models by showing all its elements and the way in
which they can be graphically represented. Next, the designed catalog of busi-
ness patterns is introduced, and a few selected patterns are presented. Section 5
explains the way in which the patterns can be applied to portray a complete
business model. Finally, related work is presented in Sect. 6, and in Sect. 7 the
paper is concluded.

2 Understanding Business Models

A business is defined as a commercial activity in which one engages in, in
exchange for money. Regardless of the product or service that is being exchanged,
to produce the desired revenue every business transforms, delivers, and monetizes
value. The way in which they do so, is known as a business model.

Several attempts to define what a business model is, have led to a diversity of
interpretations. In turn, the concept has become blurry and there are no formal
representations for it. This scenario explains the success of tools such as Alexander
Osterwalder’s Business Model Canvas [4]. The simple yet complete representation
of the business model, has been adopted worldwide for describing businesses. By
identifying 9 key elements, a canvas is able to communicate how a business works
on a superficial level, and even propose alternative designs in order to adjust the
model in a changing environment. Thus, these 9 elements allow the description of
the business model, by defining its structural components.



Business Model Loom 465

2.1 Core Processes

Another perspective for understanding business models is the way in which an
organization acquires supplies, transforms them into products and services, deliv-
ers these products and services, and obtains some money in exchange i.e., mon-
etizes products and services. Accordingly, a business model can be decomposed
into the four processes shown in Fig. 1: Supply, where the business performs
all the activities necessary to acquire raw materials; Transformation, in which
supplies are processed, typically adding value to them, in order to obtain the
desired good or service; Delivery, that considers the distribution of the product
or service to the client, and all the activities that lead to this delivery (e.g., mar-
keting, customer acquisition); and Monetization, where the business performs
the activities associated to the generation of revenues.

Fig. 1. Business model processes.

The order in which these processes are performed and the specific nature of
their activities, varies depending on the type of product or service offered. Man-
ufacturing businesses with a traditional model, first acquire their raw materials
(Supply) to transform them (Transformation) and deliver the resulting prod-
ucts to the client (Delivery) which pays for them (Monetization) and generate
revenue. Other businesses require a different sequence. For instance, transforma-
tion and delivery may be performed simultaneously, if the product or service is
transformed as it is delivered. A business that exemplifies this sequence is pri-
vate education: an educational service that is provided, is transformed (adding
value) as it is being delivered and it is only at the end, when students graduate,
that the complete service that was paid for is perceived.

2.2 Structural and Behavioral Viewpoints

Business models comprise two aspects which can be analyzed from two comple-
mentary points of view: structural elements, which include the business model
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components and their structural relations; and dependencies and interactions
between said components.

When business models are analyzed from the structural viewpoint, the first
elements to study are their four main processes (Supply, Transform, Deliver, and
Monetize) and their relations. This includes analyzing the participants in each
one of these processes and their responsibilities, as well as the activities that
they have to perform. Special attention is also paid to the resources required to
perform the activities, such as machines, communication and delivery channels,
as well as financial resources. All these resources and activities generate costs,
which are considered part of the structural viewpoint as they are attributes that
shape the model. Well known representations, such as Osterwalder’s Canvas, or
Gordijin’s e3-value [5], are well suited to describe a business model from the
structural point of view.

On the other hand, in the behavioral viewpoint the foremost element is the
order in which processes are performed. This depends on the interactions among
participants and resources, and defines dependencies between activities: since the
outputs of an activity are the inputs of the next one, flows are thus established
both within and between the processes. These flows can be of Cash, Information,
or Value: they represent the main, transversal linkage between components in
the business model. The study of flows is thus necessary for the understanding
of a business model. Unfortunately, current representations are not expressive
enough for describing them and leave them to be figured out by the readers
intuition. The following section presents a proposal that tackles precisely this
problem.

3 Re-understanding Business Models

The conceptualization of a business model which we propose to fully describe
a business model, including both the structural and behavioral aspects, is
grounded in the following types of building blocks: Zones, Flows and Chan-
nels, Gateways, and Processors. These are described in the following pages and
their role in a business model structure is discussed, along with the way in which
they interact with each other. Together with the description of the concepts, we
present a graphical representation for the business models.

3.1 Zones

A Zone represents a core process in a business model. A Zone contains partici-
pants, resources, flows, channels, and gateways (see Fig. 2): participants perform
activities which generate flows and define sequences depending on the order of
generation, and the origin and target of each flow. Each zone also has a frontier to
determine the process’ scope and the points where interactions with other zones
are established. Processors act as mediators between zones and are depicted in
the frontier of zones.
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Fig. 2. A zone and its components.

Figure 3 presents three ways in which the four zones (S: Supply, T: Trans-
formation, D: Delivery, M: Monetization) can be organized in order to describe
different interactions in the model. Some models present more than four zones
which means that they perform one or more of the four core processes in differ-
ent ways. For instance, a business may gather raw materials from two different
suppliers, involving different activities and participants interacting at different
times.

Fig. 3. Organization of zones in a business model.
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Every zone includes participants, resources, activities, flows, gateways and
processors. What varies among them are the actual components, which depend
on the specific process represented. For example, the Supply zone might involve
participants such as suppliers and clients, and activities such as placing orders,
while the Delivery zone contemplates participants like distributors and activities
like transporting the product.

3.2 Flows and Channels

A flow can be defined as a continuous relation between two participants,
resources, or activities, established through a channel. The channel connects
the output of its starting point to the input of the ending one. Flows can be
characterized into three types. If the output is a document, a communication,
or any other type of data, the flow is an information flow. If the output is a
product or service, it is a value flow. And finally, money outputs mean that it is
a cash flow.

Figure 2 presents the way in which flows are represented inside a zone. Since
there is no structural difference between the flow and the channel, they are
represented as one sole component. Value flows are presented with a black solid
line. They appear as suppliers provide raw materials, as the business transforms
them into the desired product, and as they are delivered and acquired by the
client. It is thus possible to say that the business and the client establish a value
flow as the latter acquires a product or service in exchange for money. This last
element is associated to the cash flow, which is presented with a dashed line. As
it was mentioned, there is a cash flow every time that a payment takes place,
which leads to the appearance of these flows in scenarios such as the business
paying to its suppliers and intermediaries. The information flow, presented with
a chain like line, generates every time there is a communication and information
is exchanged.

The three types of flows can be found inside zones and between them because
there are also cause-effect relations between processes. Figure 4 shows an inter-
action between zones, established by the tree types of flows. These flows cross
the different zones through processors, the fourth type of component that will
be presented.

3.3 Gateways

As flows relate processes and the components within them, it is necessary to
know when variations in volume take place. If the volume of a flow changes, it
may be related to a change in the relation between the two connected agents.
For instance, if business sales decrease, it may be due to an alteration in the
relationship with the client. In order to know this, a gateway is used to control
the flow.
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A gateway is defined as a control mechanism that regulates flows among zones
or agents, depending on the quality of the relationship among them. Acting as
a push-pull mechanism, the gateway is able to tell whether a relationship has
changed and if so, the way in which the volume varies. If a relationship worsens,
the flow is pushed, and if it gets better, it will get pulled. In the business, the
gateway may be represented by an area or actor in charge of looking after the
relationships. Figure 4 presents the gateway as a waved circle crossed by a flow.

3.4 Processors

Processors are the most complex building block since they depend on the zones
that are being connected, and the flows that cross them. A processor is defined
as the entry and exit point of a zone, capable of allowing a certain type of flow
cross the zone and interact with the elements inside another.

Figure 4 shows three types of processors that correspond to the three types of
flows. The squares represent the information processor, the rectangle the value
one, while the pentagon the cash one.
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Fig. 4. Connected zones.

As processors allow the circulation of flow through zones, they permit the
cause-effect relations that trigger the execution of an activity or process and at
the end, they establish the connection between the processes. Figure 4 presents
a view of several zones connected through flows crossing processors. This inter-
twining of processors and flows is like weaving a business model.
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3.5 Meta-Model

To formalize the structure for the understanding of the business model that was
just presented, a meta-model was built. A graphical representation using UML
is shown in Fig. 5. In this figure, it is possible to see the business model and the
decomposition into four processes with the correspondent structural and behav-
ioral elements. By identifying the elements that compose the meta-model, it is
possible to represent many business models regardless of the product or service
being offered. This is possible since the representation process is not defined by
the value proposition, but by the main building blocks that lead to the composi-
tion of the business model. When the zones are defined, so are the core processes,
which in turn explains the way in which the business performs its different activ-
ities. Moreover, by recognizing participants and resources, the business model
description is enriched and the different relationships in it are defined. As these
relationships are characterized, flows begin to emerge and the business recognizes
the points where money, information and value are exchanged.

Fig. 5. Business model metamodel.

4 Business Patterns

The difference between business models is explained not only by differences in
their component’s structure, but also in the behavior and interaction among
them: the unique combination of processes and the way in which they interact
is what explains why each business operates the way it does.

It is fair to assume that the transformation process is unique for each business
since it is the core point where value is added, where the actual strategy of
the company is evidenced, and where competitive advantages are created. On



Business Model Loom 471

the other hand, the supply, delivery and monetization processes do not differ
enormously from one model to another. In fact, there is enough bibliography
describing alternative designs and methods on each one of these topics to safely
assume that each possible configuration for these processes has already been
described somewhere (e.g., the ever expanding supply-chain corpus).

Considering this, we attempted to collect a significant number of the possible
configurations for the Supply, Delivery, and Monetization processes in order to
organize a catalog of Business Patterns. The goals behind this where two. Firstly,
a pattern can be understood as a known solution to a well-known problem [6].
Therefore, by building the catalog we are making these solutions more accessible
to those that are defining their business model, or re-defining their existing one.
Secondly, we attempted to create a structured body of knowledge about business
models which can be analyzed and used as the base for the definition of new
businesses. In this sense, the catalog provides a set of building blocks to define a
new business model under restrictions or expectations.

The sources for the catalog included standards such as the SCOR framework
[7] and Osterwalders monetization patterns. For the moment patterns in the
catalog only cover the business aspects of each process. However, it should be
possible to expand the catalog in order to include aspects such as typical IT
support for each situation described in the catalog (see Table 1).

The following pages present an extract of the patterns from the catalog,
selected for illustration purposes. For each pattern a diagram is presented to
illustrate the activities and flows within each zone. Furthermore, the interaction
with the other zones are also presented.1

Table 1. Business patterns catalog.

CATEGORY PATTERN

Supply S1 - source stocked product

Supply S2 - source make to order

Supply S3 - source engineer to order

Deliver D1 - deliver stocked product

Deliver D2 - deliver make to order product

Deliver D3 - deliver engineer to order product

Deliver D4 - deliver retail

Monetization M1 - asset sale

Monetization M2 - advertising

Monetization M3 - freemium

Monetization M4 - licensing

Monetization M5 - usage fee

1 The complete catalog can be found in the following URL http://backus1.uniandes.
edu.co/enar/dokuwiki/doku.php?id=wpatterns.

http://backus1.uniandes.edu.co/enar/dokuwiki/doku.php?id=wpatterns
http://backus1.uniandes.edu.co/enar/dokuwiki/doku.php?id=wpatterns
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4.1 Supply Patterns

Supply patterns explain the way in which a business acquires raw materials
from its providers. The following are three patterns extracted from the SCOR
framework: source stocked products, source make to order and source engineer
to order. Each pattern presents three main agents: the supplier, which typically
is a different organization; business logistics, which are the coordinator of supply
management activities; and the warehouse which stores and organizes supplies.

S1 - Source Stocked Product. The first pattern describes a supply process
in which orders are made to maintain a stock of raw materials that allow the
fulfillment of clients’ orders in a defined period of time. This pattern is triggered
by the client’s demand (1) which tells the business the amount of product that
may be needed and, consequently, the amount of supplies that must be ordered.
Inventory is then checked (3), and necessary materials are ordered (4) based
on actual inventory levels. Afterwards, the supplier prepares the order, which
involves a certain time lead time, and then submits the raw materials (5). The
business receives the order, for it (6), and stores the received materials in the
warehouse (7) (Fig. 6).

Fig. 6. Source stocked product.

S2 - Source Make to Order. This pattern describes a supply process in
which raw materials are produced and delivered based on a client’s order. In
particular, once the order is placed (1), an information flow tells the supplier
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that the product must be made (2). Once the product is ready it is delivered to
the business (3) which in turn pays for the supplies (4) and stores them in the
warehouse (5).

Fig. 7. Source make to order.

S3 - Source Engineer to Order. This supply pattern describes a supply
process in which raw materials are designed, produced and delivered based on
an order (1). In particular, there is a negotiation event where the final product
design (2) is defined (3). Later, there is a placed order (4) that indicates the
supplier that the product must be produced and delivered. Once the supplies
arrive (5), the payment is done (6) and the materials are stored (7) (Fig. 8).

4.2 Delivery Patterns

The second core process in the business model, delivery, initiates after value is
transformed. Delivery patterns include two types of participants: distributors
and final clients. It is important to note that the distributor can represent the
business itself, or a third party in charge of the activity. We now present four
delivery patterns extracted from the SCOR framework.

D1 - Deliver Stocked Product. The first pattern describes a process in which
the client maintains a stock of the product offered by the company. After the
client’s order(1) is placed (2), the product is picked from the warehouse (3,4)
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Fig. 8. Source engineer to order.

Fig. 9. Deliver stocked product.



Business Model Loom 475

and delivered (5). Once it reaches the client (6,7), the payment is received (8).
Depending on the relationship quality between the client and the business, the
product demand may vary. See Fig. 9.

Fig. 10. Deliver make to order product.

D2 - Deliver Make to Order Product. The second pattern describes the dis-
tribution of products that are manufactured or provided given a client’s order. In
this case, an order is placed (1) along with the key information to initiate value
transformation. These elements are recognized by the distributor and communi-
cated into the value transformation zone (2). After the production and lead time
are over, the product is placed in the warehouse (3,4) and dispatched (5,6). Once
the order is delivered and received by the client (7,8), the payment is received
(9). Like the previous pattern, the relationship with the client determines the
amount of product ordered (Fig. 10).

D3 - Deliver Engineer to Order Product. The third pattern describes the
distribution of a product whose design and production are defined and triggered
by the client. Since the process involves an order and a negotiation, it begins with
the client communicating the desired design and conditions of the distribution
and payment (1). This information is delivered to the business, evaluated, and
communicated to the client (2). When the negotiation is complete, the order is
placed (3) and the distributor proceeds to communicate the clients final design,
and adjust the distribution requirements. Once the product is ready (4), it is
stored in the warehouse (5) where it is picked and dispatched (6,7). After the
expected arrival time, the client receives the product (9–10) and pays for it (11)
(Fig. 11).
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Fig. 11. Deliver engineer to order product.

Fig. 12. Deliver retail.
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D4 - Deliver Retail. The final delivery pattern describes a special type of
business model: Retail. In this case, the distributor delivers the final product to
a spot where clients acquire it. As in markets, and stores, this model considers
clients acquiring the desired value in a physical location; therefore, the delivery
reaches a middle point. In particular, depending on the demand (1), an order
is placed (2), products are picked (3, 4, 5) and the orders are delivered to an
intermediary (6, 7). The latter sells (8) the product to the client (9, 10) and
sends the payment (11) (Fig. 12).

4.3 Monetization

The third group of patterns is proposed taking into account revenue stream
models adopted in the market. Five different patterns are now presented, even
though there are some similarities between them. Actors in these patterns are the
business and the client that is acquiring or receiving the products and services
produced (the ultimate recipients of value).

Fig. 13. Asset sale.

M1 - Asset Sale. The first pattern is perhaps the most common one when it
comes to monetization. In this case, it describes value monetization based on a
onetime payment that the client does to buy the desired product or service. It
starts with an order placed to the business (1) which triggers an order to deliver
(2) the product. Once the product reaches the client (3), the payment is received
(4, 5) (Fig. 13).
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Fig. 14. Advertising.

M2 - Advertising. The second pattern describes monetization based on adver-
tisement. In this case, a company generates revenue streams by giving clients a
space to advertise their own businesses or products. The pattern starts with an
agreement or contract (1) that defines how long is a company able to advertise,
its value, and the granted space. This contract generates a payment (2) and
an order (3) that grants the defined conditions (4). Once the contract time is
over, so is the advertisement and the client is given the chance (5) to extend
renegotiate the contract or end it (6) (Fig. 14).

M3 - Freemium. The third pattern describes a freemium model in which clients
acquire the product for free during a period of time, or with less characteristics or
functionalities. This pattern starts with a client order(1) to receive value for free
accepting certain constraints (Such as the time in which value will be received, or
the value that is accessible). Once the order is placed (2), the product is delivered
(3) until the agreed time is over, or the client desires to request premium(4). If it
does so (5), a payment is received (6) and the product is delivered or upgraded
(7, 8) (Fig. 15).

M4 - Licensing. The licensing pattern describes a model based on the acquisi-
tion of a product or service through a license, which is bought by a client for a
certain amount of time. The pattern starts with a client that buys a license (1,
2), this generates a request (3) that triggers the distribution of the product (4).
Once the license time is over (5), the client is given the chance to renew it (6, 7)
(Fig. 16).

M5 - Usage Fee. The final monetization pattern is usage fee, which describes
a model in which the business charges for the usage of its product. In this case,
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Fig. 15. Freemium.

Fig. 16. Licensing.

a client places an order to use the product (1). After it is delivered (2,3) and the
billing period is over, a bill is generated based on the usage (4) (That may be
quantified depending on the business). The client pays (5) and may keep using
the product as long as it pays the bill (Fig. 17).
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Fig. 17. Usage fee.

5 Weaving Business Model Patterns

When zones are joined among them, it is possible to represent the complete busi-
ness model for an organization. For this purpose, it is necessary to understand
flows in the business models, that is continuous relations between an origin and
a target point. Flows can either be found inside a zone (in which case the origin
and targets may correspond to participants, activities or resources) or between
them (in which case the origin and targets will be found in different zones). This
scenario allows to use them as the connector between two zones as every time
that a flows leaves a zone and enters another one, it weaves them together.

An adequate representation of a business models depends on the correct-
ness of the weaving. These implies that the appropriate patterns are used when
describing each zone, and that the connection among them is accurate. To guar-
antee this correctness one must be sure that the flows do not present dead ends
(lack of origins or targets) and that their type does not change when crossing
the zones.

In this section we present a guide on how to connect zones in order to present
a complete business model. We will first introduce the basic steps that must be
followed, and then we will exemplify said steps with a case study.

5.1 Joining Zones

In order to join zones and represent the complete business model, it is important
to follow 4 basic steps.

The first step is to identify the core processes that compose the business
model and to arrange them. There should be four of them at least, one for each
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type of core process, but depending on the characteristics of the business and
the difference between processes it is possible to have more.

After processes are identified, the second step is to arrange the zones. If a
zone generates an input for another zone, they should be placed one next to the
other. In case there is more than one zone of a given type, or if it is perceived as
if two core processes are performed simultaneously, zones should be placed one
on top of the other.

After a complete zone arrangement, the third step is to identify patterns.
Since there are no particular patterns associated to the transformation process,
it may be portrayed as a black box. If it is necessary to define a participant or
activity in the zone, it is possible to place it in the box without many details.
For the supply, delivery and monetization zones, it should be possible to identify
the adequate patterns from the presented catalog.

The fourth step is the refinement of connections and correction of the weav-
ing. Given a zone arrangement with patterns, it is first necessary to relate the
participants in the pattern with the participants in the business model. Any
actor or business area that is portrayed in the pattern, should be consistent
to the business model. Moreover, if there is no explicit distinction between the
participants that are mentioned in different zones, it is safe to assume that they
refer to the same one. After participants are well defined, the flow connections
must be verified.

When using the patterns, there are predefined connections between zones.
For instance, the supply patterns consider orders generated from the client in
the monetization zone. This is also the case with delivery zones which consider
requests from the client in the monetization zone as well. All of these predefined
connections must be verified: it must be guaranteed that they have an origin and
a target correspondent to the business model, and that they cross the appropriate
processors. Moreover, zones should be weaved at least by one flow. This does
not necessarily imply that the flow must be explicit. In the case in which two
zones refer to the same actor, there are “unseen” flows, as the information, value
or money that the actor posses is constant among the zones. Therefore, every
time that two zones present the same actor, it can be assumed that there is an
unseen flow that connects them. Finally, if the business model describes a flow
that is not described by the pattern, it should be portrayed in the zone.

These steps are now illustrated in a case study.

5.2 Case Study: An Editorial

To exemplify the way in which business patterns may be used to weave a com-
plete business model, we will use a study case based on an editorial. To keep the
example short enough to fit the paper, we will focus only on 5 core processes of
the business model.

In this case, the editorial produces and sells school and college textbooks. To
produce a book, the editorial must first get a manuscript from its author. To do
so, the author is asked to deliver it. Once the manuscript arrives to the editorial,
it is edited and formatted, a book cover is designed, and the final copies are
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printed. These copies are then gathered from the warehouse and delivered to
two types of clients: libraries and people who directly contact the editorial. In
the end, both types of clients buy a desired amount of book copies.

Describing the Business Model. The first step towards the representation
of the business model, is identifying the core processes that compose it. First
we identify a supply process associated to the manuscripts that arrive to the
editorial. Secondly, we can spot several processes associated to a transformation
process. In our case, formatting the manuscript, designing the book and printing
the copies, are all part of the transformation process that the editorial must
undergo in order to sell books. Once the copies are ready, we find two delivery
processes: the one associated to intermediaries, and one associated to final clients.
As they involve two different types of clients, it is appropriate to represent them
with two different zones. Finally, we distinguish a monetization process that
relates to the clients buying the copies, regardless of their type.

Portraying the Model. Once the core processes are identified and its execu-
tion order specified, we may use the zones and patterns to represent the business
model. As there are five core processes we must use five zones. The first two
zones will correspond to the supply and transformation processes, and they will
be placed next to each other as they are performed successively (Fig. 18).

The delivery zones follow the transformation zone, and they both must
be placed one on top of the other as the delivery processes are executed
simultaneously (Fig. 19).

Finally, a monetization zone will follow these two zones, to portray they way
in which the books are sold. Figure 20 shows the arrangement that must be used
to portray the business model.

Fig. 18. Editorial supply and transformation zones.

Fig. 19. Editorial supply, transformation and delivery zones.
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Fig. 20. Editorial zone arrangement.

Using Patterns. Following the placement of the zones, we define the patterns
that describe them. For the transformation zone we will use the black box. In
the case of the supply process we find that the manuscripts arrive after they are
ordered to the author, ant thus it is possible to describe it with a Source Make
to Order pattern. Regarding the delivery processes, both can be portrayed using
the Delivery Stocked Product pattern, as both clients order a certain amount of
copies to be delivered. Finally, the monetization process is associated to clients
paying for a product, therefore the Asset Sale pattern is appropriate to portray
said process.

In order to weave the patterns and avoid any type of dead ends it is necessary
to adequately define the participants in each pattern. To do so we start by
portraying each zone shown in Fig. 20 with the correspondent pattern. In the
supply zone, we will get a view similar as the one presented in Fig. 7. In this
case we define that value flows as the manuscript is delivered by the author
(the supplier); moreover, participants such as “Warehouse” may be replaced by
the Editorial itself as there is no information on who is in charge of storing the
manuscripts. It is important to note that in this case, the order that triggers
the process is received from the Editorial and not by the final client in the
monetization zone. With this in mind we can place inside our transformation
zone and Editorial participant that not only transforms the manuscripts into
book copies, but also places the order of new manuscripts. Finally, by portraying
an Editorial in the Supply and Transformation zones we guarantee no dead
ends because, although there is no explicit flow that connects the two zones,
portraying the same participant defines said connection.

In the case of the delivery zone, we find a view as in Fig. 9. As in the sup-
ply scenario, we define participants like “Warehouse” as “Editorial” not only
because of a lack of information but also to guarantee a connection among the
transformation and delivery zone. This change must be present in both zones.
Finally, the monetization zone establishes a view as the one in Fig. 13. In this
case the “Business” participant is replaced with the “Editorial” and the order
made to the delivery zone is connected to the flow associated to the “Place Order
Activity”. Although the order is initially made by the client, we show that an
area in the Editorial is the one that orders directly to the logistics area. The
remaining flows are connected according to the pattern.

Figure 21 shows the editorial’s business model portrayed with the correspon-
dent patterns and changes. As it is possible to see the flows that leave the delivery
and monetization zones are duplicated in order to connect both delivery zones.
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6 Related Work

Business models and the different behaviors that emerge as they execute, have
been matter of investigation for several authors. In particular, it is possible to
find definitions and complete designs and representations of what a business
model should look like. One of the most recognized efforts is Osterwalder’s, who
proposes both a structure for the model, and a method to use it [4]. Besides
the well-known business model canvas, the author proposes several patterns to
take into account when designing a business model. These patterns are based on
five types of business models: unbundled, long tail, multi-sided, free and open
business. Each pattern is appropriate for certain types of businesses [8].

Business patterns established around the RossettaNet standards are other
example of designs considering business models. Though the standard considers
the interaction between participants with a business purpose, it is possible to
generate patterns that guide the execution of a business model. In particular, it
is possible to generate patterns that describe order and shipment processes and
use them to evaluate the business model execution [9].

Taking into account the scope of business models, patterns centered on spe-
cific elements are also possible to find. For example, value-exchange patterns
have been designed after analyzing models of real businesses. In these designs,
agents and interactions are specified taking into account what type of value is
being delivered. The visual representation is also offered [10].

Moreover, efforts in generating guides for specific audiences are also in exis-
tence. For example, there is a business plan conception pattern language oriented
to support entrepreneurs in the conception and design of their business models.
Through a series of questions and descriptions, key aspects of the business model
are addressed and depending on the concerns of the entrepreneur, several solu-
tions for fulfilling them are offered [11].

The amount of examples, patterns and guides generated towards the com-
prehension and adoption of successful business models, is considerable. From
languages, to visual representations, to definitions, there is a wide variety of
options when it comes to designing a business model. As it has been shown,
these patterns can derive from existing companies, frameworks, or tendencies in
the market. Regardless of where they come from, their purpose remains similar:
to guide and provide a standard in the design of a business model.

Still, the expressiveness needed in order to communicate the business model
approach described in this paper, can not be achieved with the discussed visual-
izations. Since there are five building blocks that need to be considered (zones,
flows and channels, processors and gateways), it is necessary to count with nota-
tions that allow their representation. In Osterwalder’s case although there is a
notion of zones and channels, the flow concept is implicit within the canvas and
the definition of the relationships among agents turns out to be more complex.
The e3-value notation, on the other hand, is quite useful for the visualization of
flows and processors, however, the detail level is not enough for the purposes of
the proposed business model approach. In particular, since e3 value groups the
different types of flow in one type (value), there is a need to define explicitly
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the element that is flowing. Furthermore, there is not a clear representation of
the activities that lead to the flow establishment, and without, it is not possible
to define the resources or participants key in each relationship. Considering the
lack of a complete representation for the building blocks and their components,
defining a new notation was appropriate.

7 Conclusion

A business model describes the way in which a business receives and transforms
inputs to create value and build products and services which are then delivered
and monetized. Even though the concept is simple and interpretations abound, it
is not formalized and there is a lack of comprehension of many business models.
Furthermore, the semantics of a business model depend both on its structural
features (components and their relations) and its behavior. The latter includes
the interaction between these components and especially the flow of information,
cash and value between them.

In order to understand both the structural and the behavioral aspects of a
business model, we have proposed an interpretation based on the concepts of zone
(or processes), processors that connect zones, flows that represent exchanges of
value, information and cash, actors which perform activities, and gateways that
regulate the exchanges. By using these elements it should be possible to have a
more profound understanding of business models in order to better communicate
and analyze them.

Using this conceptualization, pattens for supply, delivery and monetization
were identified in the SCOR model and in the literature. Each pattern details
a way in which a process can be performed, including the participating actors,
their activities, and the exchanges of value, cash and information. Moreover, by
joining these patterns it is possible to describe a complete business model and
give an overall description of what the business does along with the main partic-
ipants, activities and resources associated. Depending on the level of maturity
of enterprises, these patterns should serve to understand their business models,
or as a starting point for designing novel business models based on well known
solutions.
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Abstract. During the last few years, interest towards Enterprise Architecture
(EA) has increased, not least due to anticipated benefits resulting from adopting
it. For instance, EA has been argued to provide cost reduction, technology
standardisation, process improvement, and strategic differentiation. Despite
these benefits, the EA adoption rate and maturity are still low. Consequently, EA
benefits are not realised. A major reason hindering the adoption is that EA is not
understood correctly. This paper aims for minimising the effect of the lack of
understanding EA to adopting EA. Based on the research conducted in Finnish
public sector, we propose an improved Enterprise Architecture Adoption
Method (EAAM) to overcome the EA adoption challenges. EAAM is built using
Design Science approach and evaluated using Delphi method. Some practical
guidelines for applying EAAM are also provided to help organisations to
overcome EA adoption challenges.

Keywords: Enterprise Architecture � Adoption Method � Design science �
Delphi � Guidelines

1 Introduction

Enterprise Architecture (EA) has received a lot of attention during the last decades. In
the last couple of years the interest has increased dramatically. Leading scientific
conferences, such as ICEIS, even has a separate track dedicated to EA. One of the
reasons for the increased interest is the number of anticipated benefits resulting from
adopting EA. For instance, EA has been argued to provide cost reduction, technology
standardisation, process improvement, and strategic differentiation [1]. Using a set of
case-studies, Ross et al. [2] demonstrated how these benefits could create sustainable
value to organisations. Despite these and other benefits to be gained, EA is not widely
adopted in organisations [3, 4].

In this paper, we propose an improved EA adoption method and provide some
practical guidelines to help organisations to adopt EA and, consequently, realise the EA
benefits.

The structure of the paper is as follows. First, in this section, we introduce the key
concepts of EA, the traditional EA adoption process, and some adoption challenges.
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Research methodology used in the paper is introduced in Sect. 2. Our proposal of
improved Enterprise Architecture Adoption Method (EAAM) is introduced in Sect. 3,
followed by some practical guidelines in Sect. 4. Section 5 concludes the paper,
including some directions for the future research.

1.1 Enterprise Architecture

Enterprise Architecture has many definitions in the current literature. Vague definitions
are confusing both practitioners and scholars [5–9]. EA is seen as a verb, something we
do, and as a noun, something we produce [10]. From the various definitions in the
literature [11–16] we adopt the following synthesis: “Enterprise Architecture can be
defined as; (i) a formal description of the current and future state(s) of an organisation,
and (ii) a managed change between these states to meet organisation’s stakeholders’
goals and to create value to the organisation” [17]. As such, we accept the double
meaning of EA as a noun and a verb.

With this definition in mind, we can identify three processes related to EA devel-
opment cycle as illustrated in Fig. 1 using ArchiMate notation. The first process (P2) is
describing the current state of the organisation. The second process (P3) is describing
the future state of the organisation. Difference between these two is that P2 is merely a
description of the current state of the organisation, whereas P3 includes also elements
of planning. The third process (P4) is the managed change where the (planned) future
state of the organisation is implemented. There is also a fourth process related to EA,
the adoption (P1), which precedes the other three processes. During the adoption the
state of the organisation is changes from the state where EA is not adopted to the state
where it is adopted.

1.2 Enterprise Architecture Adoption

We define Enterprise Architecture adoption as a process, where an organisation starts
using EA methods and tools for the very first time. It is an instance of teleological
organisational change aiming for the realisation of EA benefits, e.g., change for a
purpose [18].

The traditional EA adoption process is illustrated in Fig. 2 using BPMN 2.0 nota-
tion. It is a high level process consisting of two activities. The mandate for the EA
adoption is seen crucial by both scholars and practitioners [19–29]. Therefore the first

P2: Describe the 
current state

P3: Describe the 
future state

P4: Managed 
Change

P1: Adopt Enterprise 
Architecture

EA Development Cycle

Fig. 1. Enterprise architecture processes.
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activity is to acquire a mandate for EA adoption. If the mandate is not given the
adoption process terminates. If the mandate is given the process continues to the another
activity called Conduct EA adoption. This collapsed sub-process is expanded in Fig. 3.

The first task in the Conduct EA Adoption process is to select EA framework. EA
frameworks, such as TOGAF, usually consists of a development method and a gov-
ernance model which are distinctive to the framework. Therefore the remaining tasks of
the process depends on the selected framework. As it can be noted, the remaining tasks
are same than the processes P2, P3, and P4. This is because during the adoption these
steps are executed once before entering the normal EA development cycle.

1.3 EA Adoption Challenges

As stated, EA adoption is an organisational change aiming for the realisation of EA
benefits. About 70 per cent of organisational change initiatives fail [30–32]. This is also
the case with EA adoption. Consequently, the anticipated benefits of the adoption are not
realised.

For instance, in Finland, EA is made mandatory in public sector by legislation [33].
The Act of Information Management Governance in Public Administration requires
public sector organisations to adopt EA by 2014. In 2014 the EA maturity in state
administration was 2.6 or below in the 5 level TOGAF maturity-model [34]. Several
studies has found that EA is not well understood in Finnish public sector [8, 35–37].
According to recent PhD studies [36, 37] the lack of EA knowledge is one of the main
reasons hindering EA adoption

2 Research Methodology

In this paper we have adopted Design Science (DS) approach [38] to improve the
traditional EA adoption method. DS is a research approach aiming to develop scientific
knowledge by designing and building artefacts [39]. As such, DS is concerned about
the utility value of the resulting artefacts [40]. There are three types of artefacts to
research: (i) a technology artefact, (ii) an information artefact, and (iii) a social artefact
[41]. In this paper we are building a method, which according can be categorised as a
technology artefact [41].

This paper follows Design Science Research Model (DSRM) by Peffers et al. [42].
DSRM process consists of six phases: (i) problem identification and motivation,
(ii) defining objectives for a solution, (iii) designing and developing an artefact,

Yes
Got 

mandate?
Acquire 

Mandate

Conduct EA 
Adop�on

No

Start End

Fig. 2. Traditional EA adoption process.
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(iv) demonstration of the usage of the artefact, (v) evaluation of artefact’s utility, and
(vi) communication.

Typical outcome of DS is a tested and grounded Technological Rule (TR), which
can be defined as “a chunk of general knowledge, linking an intervention or artefact
with a desired outcome or performance in a certain field of application” [39, p. 228].
The form of a TR is “if you want to achieve Y in situation Z, then perform action X”
[39, p. 227]. Tested TR means a rule which has been tested in the context it is intended
to be used [43]. Grounded TR (GTR) is a rule which reasons for its effectiveness are
known [43, 44]. In this paper, we will seek for GTRs which would improve the
traditional EA adoption method.

EA adoption is a process where the current state of the organisation is changed.
This is comparable to the DS problem-solving situation illustrated in Fig. 4. The
desired state of EA adoption is the organisation where EA is adopted and embedded to
organisation’s processes. However, it is possible to end up with a final state where the
desired state is not achieved or it is achieved only partially.

In order to evaluate whether the improved EA adoption method works as intended,
we should perform the adoption using the method in a real-life setting. Given the time
and resources required by EA adoption, real-life evaluation is practically not possible.
Therefore, we will adopt a Delphi method to evaluate the utility of the method.

Delphi method is a research process where experts’ judgements about the subject
are iteratively and anonymously collected and refined by feedback [46]. It is typically
used in forecasting but can be used also when developing and evaluating methods [47].

3 Enterprise Architecture Adoption Method

In this section we will introduce the Enterprise Architecture Adoption Method
(EAAM) and describe its building process and evaluation. The section is organised
following the phases of DSRM process.

Select EA 
Framework

Describe the 
current 

state

Describe the 
future state

Managed 
Change

Start End

Fig. 3. Conduct EA adoption process.

An ini�al state A building process A desired state

A final state

Fig. 4. DS problem-solving situation [45].
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3.1 Problem Definition and Objectives

As stated earlier, various studies have noticed the lack of EA knowledge in the Finnish
public sector. For instance, it has been argued that current definitions of EA are
inconsistent and thus confusing both researchers and practitioners [8]. This is a
problem especially among practitioners; “EA was not thoroughly understood by the
public sector authorities” [8, p. 170]. This is supported by other study [35]; EA is
underutilised due to lack of understanding it properly. In general, poor communication
have been found to be one of the factors contributing to EA adoption failures [27]. This
problematic also because the perceived value of EA is directly influenced by how EA is
understood [48]. Thus it can be argued that the lack of understanding of EA concepts is
a major cause hindering EA adoption. As such, it is important to minimise or remove
this cause. Therefore, our problem definition for EAAM is as follows: How to minimise
the effects of the lack of understanding EA concepts to EA adoption process? This leads
us to the objective of the EAAM, which is to improve the traditional EA adoption
method to minimise the effect of lack of understanding of EA concepts.

3.2 Design and Development

In this sub-section the concepts and theories related to organisational change are
introduced and discussed.

3.3 Readiness for Change

Besides organisation culture [49], also readiness for change has an impact on suc-
cessful change [50].

According to Holt et al. [51] the most influential factors of change readiness are
(i) discrepancy (the belief that a change was necessary), (ii) efficacy (the belief that the
change could be implemented), (iii) organisational valence (the belief that the change
would be organizationally beneficial), (iv) management support (the belief that the
organizational leaders were committed to the change), and (v) personal valence (the
belief that the change would be personally beneficial). [51]. This implies that the
content, context, and process of EA adoption together with individual attributes affects
the readiness for EA adoption. More specifically, individuals should believe that EA
adoption is necessary, possible, beneficial to organisation, and supported by
top-management. They should also feel that EA adoption would be beneficial to
themselves. Similarly, managers who understand the change efforts are more less
resistant to change [52].

Communication has an important role in organisational change. It has a positive
effect to the readiness for change [53]. On the other hand, uncertainty has a negative
effect to readiness for change, which can be influenced by communication. This implies
that readiness for EA adoption can be increased by communication, either directly or
by decreasing uncertainty.
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General acceptance models [see for example 54] suggests that individual accep-
tance of information technology (IT) is influenced by beliefs and attitudes, which in
turn is influenced by Managerial interventions and Individual differences Individual
acceptance is conceptually similar to the readiness for change. Both are influenced by
beliefs and attitudes. These beliefs can be influenced by managerial intervention, e.g.,
communication. Therefore, in order to increase the likelihood of EA adoption success,
the readiness for change needs to be increased by a proper communication by
managers.

3.4 Individual and Organisational Learning

Learning can be defined as a transformation where “the initial state in the learner’s
mind is transformed to the new state which is different from the initial state if learning
has occurred.” [55, p. 14, italics removed]. State of mind consists of following cognitive
beliefs; beliefs (knowledge), values, and know-how. Skills are included in know-how. If
learning occurs, the state of mind is transferred to a new state of mind with different
cognitive beliefs. Learning can occur through acts in reality or by learner’s own
thinking. The former learning mode means learning by perceptions, by having new
experiences, or by acquiring information. [55].

The current position of IS research is rooted in methodological individualism,
which sees organisations as collection of individuals [56]. This theoretical point of
view is problematic, as it suggests that if the new people are coming in to the
organisation, a new organisation would emerge [57]. Therefore, according to Lee [57],
the better conceptualisation would be that the organisation stays (somewhat) the same,
and the people moving in would change towards the organisation’s culture.

Organisational learning can be explained using 4I framework, where learning
occurs on individual, group, and organisational levels. These levels are linked by four
processes; intuiting, interpreting, integrating, and institutionalising. “Intuiting is a
subconscious process that occurs at the level of the individual. It is the start of learning
and must happen in a single mind. Interpreting then picks up on the conscious elements
of this individual learning and shares it at the group level. Integrating follows to change
collective understanding at the group level and bridges to the level of the whole
organization. Finally, institutionalising incorporates that learning across the organiza-
tion by imbedding it in its systems, structures, routines, and practices” [58, p. 212].

Individual learning is in a crucial part on the organisational learning, as organi-
sations are “after all, a collection of people and what the organisation does is done by
people” [59]. Also, “change is not just about how people act, but it is also about how
they think as well” [60, p. 49]. It can said that organisational learning has occurred,
when EA concepts are understood on individual level, and EA processes and methods
adopted and embedded to organisation’s routines.

Individual and organisational learning has direct implications to EA adoption.
Organisational level learning occurs only through individuals. Similarly, individuals
learn from the organisation. However, organisation is not the only source of learning
for individuals. Learning may occur whenever the individual is interacting with the
reality (i.e., communicating, perceiving, observing) but also by barely thinking [55].
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Therefore, in order to adopt EA in an organisation, individuals of the organisation
needs to learn EA.

3.5 Effects of EA Training and Understanding EA Benefits

Hazen et al. [61] studied why EA is not used to a degree which realises its benefits. The
study is based on the UTAUT by Venkatesh et al. [54]. The study is especially
interested in which performance expectancy drives organisational acceptance of EA.
Performance expectancy is defined as “the degree to which an individual believes that
using the system will help him or her to attain gains in job performance” [54, p. 447].
According to findings, partial mediation model explains the EA use significantly more
than full or no mediation models. The partial mediation model implies that in order to
increase EA knowledge, individuals’ performance expectancy of EA needs to be
increased along with proper EA training.

Nassiff [48] studied why EA is not more widely adopted, by analysing how
organisation’s executives value EA. According to his findings, EA has four meanings
among executives; Business and IT alignment, a holistic representation of the enter-
prise, a planned vision of the enterprise, and a process, methodology, or framework
enhancing enterprise decision making. Also 16 unique benefits of EA were identified.
Value of EA is directly influenced by how the EA is understood in the organisation.
Regardless of the meaning of EA, three common benefits were expected; alignment
between business and IT, better decisions making, and the simplification of system or
architecture management. Findings implies that in order to increase the individual’s
performance expectancy of EA adoption, EA benefits needs to be communicated
according to what EA means to the individual. This implication actually means also
adopting andragogy instead of pedagogy as an assumption of learning; individual
learning is depending on and occurring on top of the past experiences of the individual
[62]. These past experiences and existing “knowledge” can have a negative effect to
learning EA adoption, as individuals “have a strong tendency to reject ideas that fail to
fit our preconceptions” [63, p. 5].

3.6 Role of Managerial Intervention and Leadership Style

Makiya [64] has studied factors influencing EA assimilation within the U.S. federal
government. EA was adopted gradually, starting from adoption (as defined in this
paper) ending to assimilating EA as an integral part of organisation. The research was
divided in to three three-year phases. During the first phase (e.g., adoption) factors like
parochialisms and cultural resistance, organisation complexity, and organisation scope
had a significant influence. According to the findings, parochialisms and cultural
resistance did not exist in phase two, likely due to coercive pressure by organisation.
This can be interpreted so that by using a force mandated by organisational position,
one can greatly influence EA adoption. This is conceptually similar to managerial
intervention, but also to situational and social influence. It should be noted that this
approach had no effect in the phase three, so it should be utilised only during the
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adoption phase. According to study, labelling EA as an administrative innovation
instead of a strategic tool could help in value perception and adoption of EA.

Vera and Crossan [65] has expanded the model of organisational learning by
Crossan et al. [66]. They added the concept of learning stocks. Learning stocks exists
in each level of organisational learning, namely individual, group, and organisation
levels. These learning stocks contains the inputs and outputs of learning processes,
taking place between layers. They argue that different leadership styles (transactional or
transformational) needs to be used based on which type of organisational learning
(feed-forward of feedback) needs to be promoted.

There are some behavioural differences between transactional and transformational
leadership styles. These styles are not exclusive but should be used accordingly based
on the situation [65]. Transactional leadership is based on “transactions” between the
manager and employees [67]. They are performing their managerial tasks by rewards
and by either actively or passively handling any exceptions to agreed employee actions.
Transformational leadership style aims to elevating the interests of employees by
generating awareness and acceptance of the purpose of the group or initiative [67]. This
is achieved by utilising charisma, through inspiring, intellectual stimulation, and by
giving personal attention to employees. Thus it can be argued that transactional lead-
ership style suits better in a situation where status quo should be maintained. Similarly,
transformational leadership style works better in a situation where organisation faces
changes.

The feed-forward learning allows organisation to innovate and renew, whereas the
feedback process reinforces what has already learned. There can be two types learning;
learning that reinforces institutionalised learning and learning that challenges institu-
tionalised learning. Transformational leadership have a positive impact to learning
when current institutionalised learning is challenged, and when organisation is in a
turbulent situation. In turn, transactional leadership have positive impact to learning
when the institutionalised learning is reinforced, and when organisation is in a steady
phase [65].

The role of managerial or leadership style to organisational and individual learning
is significant. The key is the current organisational learning stock or institutionalised
learning regarding to EA adoption. If EA adoption conflicts with the current institu-
tionalised learning, the transformational leadership should be used in order increase the
feed-forward learning. Vice versa, if EA adoption does not conflict with the current
institutionalised learning, the transactional leadership should be used to increase
feedback learning.

Espinosa et al. [68] have studied the coordination of EA, focusing on increasing
understanding how coordination and best practices lead to EA success. According to
study, cognitive coordination plays a critical role in effectiveness of architecting. Their
model consists of two models, static and dynamic models. Whereas the static model
affects the effectiveness on “daily basis”, a dynamic model strengthens group cognition
over the time. There are three coordination processes in the model: organic, mecha-
nistic, and cognitive. Mechanistic coordination refers to coordination of the routine
aspects with minimal communication by using processes, routines, specification, etc.
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Organic coordination refers to communication processes used in more uncertain and
less routine tasks. Cognitive coordination is achieved implicitly when each collaborator
have knowledge about each other’s tasks, helping them to anticipate and thus coor-
dinate with a reduced but more effective communication. As it can be noted, the term
“cognitive” is not referring to term cognition, which is usually defined as a “mental
action or process of acquiring knowledge and understanding through thought, expe-
rience, and the senses” [69]. Instead, they are referring to the shared cognition of a high
performance group of individuals having similar or compatible knowledge, which can
coordinate its actions without the need for communication [70].

According to the findings by Espinosa et al. [68], cognitive coordination plays a
central role in strengthening the other two coordination mechanisms. Therefore, in
order increase the effectiveness of EA adoption, the shared cognition of individuals
within the organisation needs to be strengthened. This can be achieved by providing
similar level of EA knowledge to all individuals.

3.7 Emerging EA Adoption Method

In this sub-section, we first sum up the concepts presented in previous sub-sections and
form a list of propositions based on these concepts and their interrelations (Table 1).
Based on these proposition, six Ground Technological Rules (GTRs) are presented
(Table 2), and finally EAAM process descriptions are introduced.

By EA Benefits we refer to all those benefits that may result of adopting Enterprise
Architecture. These benefits influences Performance Expectancy (PE), which refers to
individual’s expectations towards EA adoption (P1). Individual’s Learning Stock refers

Table 1. Propositions of EA adoption method.

ID Explanation Source

P1 Understanding EA benefits influences performance expectancy Nassiff [48]
P2 Executive’s understanding of EA meaning influences benefits Nassiff [48]
P3 Performance expectancy influences EA training Hazen et al. [61]
P4 Individual’s and organisation’s learning stocks influences each

other
Crossan et al.
[66]

P5 Performance expectancy influences EA adoption Hazen et al. [61]
P6 Managerial intervention influences feed-forward and feedback

learning
Crossan et al.
[66]

P7 Individual’s learning stock influences EA adoption Agarwal [71]
Elving [53]
Espinosa et al.
[68]
Hazen et al. [61]
Holt et al. [51]

P8 Executives individual Attributes influences leadership style Bass [67]
Crossan et al. [66]

P9 Managerial invention influences EA adoption Agarwal [71]
Makiya [64]
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to all individual’s current knowledge, know-how, values, and processes related on
changing these (i.e. learning). Performance Expectancy influences Individual’s
Learning Stock (P3) by giving some meaning to EA’s performance properties. Per-
formance Expectancy also has a direct influence to EA Adoption (P5). Individual’s
Learning Stock influences EA Adoption (P7), as it contains all individual’s knowledge,
know-how, and values related to Enterprise Architecture. Managers’ and executives’
Individual Learning Stock influences EA Benefits (P2) in terms of his or hers capability
to comprehend possible benefits related to EA adoption. Similarly, managers’ and
executives’ Individual Learning Stock influences how they are capable in using
Managerial Intervention to increase EA adoption success (P8). Organisation’s
Learning Stock refers to the current organisation’s institutionalised knowledge (i.e.,
patents), know-how (i.e., processes, instructions, rules), and values (i.e., culture).
Feed-forward and feedback learning occurs between Organisation’s Learning Stock
and Individual’s Learning Stock (P4). As organisations are composed of its members,
changes in Organisation’s Learning Stock (i.e., organisational learning) may only
occur through Individual’s Learning Stock. Organisation’s Learning Stock however is
only one of many sources that influences Individual’s Learning Stock. Managerial
Intervention refers to those actions which organisation’s managers and executives may
use to increase the success of EA adoption. Managerial Intervention has a direct
influence on EA Adoption (P9), as managers and executives may provide coercive
pressure to “force” EA adoption. Managerial Intervention influences also organisa-
tional learning (P6) taking place between Individual’s and Organisation’s Learning
Stocks where managers and executives may promote learning by choosing their lead-
ership style accordingly.

Table 2. Grounded technological rules.

ID Explanation

R1 If you want to acquire a mandate for Enterprise Architecture adoption from
top-management, explain Common EA Benefits

R2 If you want to acquire a mandate for Enterprise Architecture adoption from
top-management in a situation where manager’s view to EA is more business oriented,
rating of the organisation’s EA maturity is low, or EA experience is low, explain
Alignment Specific Benefits

R3 If you want to acquire a mandate for Enterprise Architecture adoption from
top-management in a situation where manager’s EA experience is high, perception of
EA complexity is low, or current EA authority is low, explain Planned Vision Specific
Benefits

R4 If you want to acquire a mandate for Enterprise Architecture adoption from
top-management in a situation where manager’s current EA authority is high, explain
Decision Making Specific Benefits

R5 If you want to improve organisational learning during EA adoption in a situation where
EA challenges the current organisational learning, use Transformational Leadership
Style. Otherwise use Transactional Leadership Style

R6 If you want to improve EA adoption, use Coercive Organisational Pressure
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Based on the propositions, six GTRs are provided in Table 2. As suggested by
propositions P1, P2, P3, P4, P5, and P7, understanding EA benefits influences the EA
adoption indirectly through performance expectancy and individual’s learning stock. In
order to acquire the mandate for EA adoption from the top-management, GTRs R1 to
R4 are provided. As suggested by propositions P6 and P9, managerial intervention
influences EA adoption indirectly by influencing organisational learning, and directly.
Use GTRs R5 and R6 to influence indirect and direct learning, respectively.

Based on the propositions and the GTRs provided above, three process descriptions
are formed using BPMN 2.0 notation. First description, EA adoption process, can be
seen in Fig. 5. The process consists of four tasks; Explain EA benefits, Acquire
Mandate, Organise EA learning, and Conduct EA adoption. When compared to the
traditional EA adoption process seen in Fig. 2. Two tasks are added. The first new task,
a collapsed sub-process of Explaining EA Benefits is expanded in Fig. 6. The second
new task, a collapsed sub-process of Organising EA Training is explained in Fig. 7.
The logic of the process is as follows. A mandate from top management of the
organisation is a requirement for EA adoption. In order to increase the likelihood of
getting the mandate, one needs to explain the benefits of EA to management. If
mandate is given, the next task is to organise EA training to increase the understanding
of EA concepts. After these tasks are completed, the actual EA adoption can be started.

The process of explaining EA benefits can be seen in Fig. 6. This process has two
actors, the EA responsible and Manager. The manager refers to the manager or
executive whose support to EA adoption is seen as important.

The first task of the process is to explain common EA benefits, such as alignment of
business and IT. Next task is to assess manager’s views to EA in terms of EA business
orientation, organisation’s EA maturity, EA experience, perception of EA’s complexity,
and current EA authority. Based on the assessments, one should explain the more
specific EA benefits accordingly. For example if the manager’s EA experience is low,
one should explain the benefits specific to alignment, such as increased operational
effectiveness and process improvements.

The process of providing EA training can be seen Fig. 7. This process has also two
actors, EA responsible and Employees, which represents organisation’s personnel. First
task is to assess organisation’s current learning stock, i.e. what is organisation’s
current knowledge, know-how, and values related to Enterprise Architecture. As we are
in the adoption phase, the level of EA specific knowledge is ought to be low, but one

Yes
Got 

mandate?
Acquire 

Mandate

Conduct EA 
Adop�on

No

Start End

Explain EA 
Benefits

Organise EA 
training

Fig. 5. Improved EA adoption process.
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should assess capabilities and practices such as project management, change man-
agement, and internal communication. Second task is to assess employee’s learning
stock. Based on these two learning stock assessments, one should choose a proper
leadership style. If EA adoption challenges institutionalised learning, i.e. it is different
than status quo, one should choose to use transformational leadership style. If the
learning does not challenge institutionalised learning, one should choose to use
transactional leadership style. By using the chosen leadership style, next task is to
promote learning accordingly. Next task is to provide EA learning based on assess-
ments of current learning stocks. The last task is to use coercive organisational
pressure.

3.8 Evaluation

Purpose of the evaluation of our Enterprise Architecture Adoption Method (EAAM) is
to assess whether it has the intended affect. The evaluation design follows the guide-
lines by Venable et al. [72]. Target of the evaluation is the product, EAAM, and
evaluation takes place ex-post. The audience of EAAM is mainly EA responsible, i.e.,
EA champions, project managers, EA architects, etc.

Delphi method was selected as an evaluation method. For the evaluation, a panel of
top Finnish EA expert was carefully selected from both industry and academia. Panel
consisted of 11 members of different roles; professors (2), CIOs (3), consultants (2), EA
architects (2), and development managers/directors (2). Evaluation consists of three
rounds.

For the first round, using open-ended questions, experts were asked to read the
EAAM method description and compare it to the traditional adoption method. For the
second round, first round answers were transformed to claims (n = 31) and were sent
back to experts for rating (disagree-neutral-agree). The scale (−3, −2, −1, 0, 1, 2, 3)
was formed so that it could be treated as an interval scale as defined by Stevens [73]
which allowed us to calculate mean and standard deviations. For the third round, claims
were sent to experts for rating including the average opinion of the panel. This allowed
experts to re-assess their opinions to each claim.

The purpose of the evaluation is to have an unanimous opinion of the experts about
EAAM. Thus the interest lies in the claims having a high mean and low standard
deviation. Claims were ordered by their z-scores calculated with the formula
z = (x − µ)/r where x is the mean value of the particular claim, µ is 0 (the centre of the
scale), and r is the standard deviation of the particular claim. The higher the z-score is,
the more unanimous are the experts. To include only the most unanimous claims, a
critical z-value for 0.95 significance was used as a threshold. The critical value for 0.95
is 1.65 as calculated by Excel 2007 NORMSINV function. Claims with the z-score less
than 1.65 are thus rejected, which leaves us 16 statements of EAAM seen in Table 3.
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Table 3. Evaluation statements.

z Statement

5.33 Considered and appropriate leadership style helps in adoption because it is all about
changing the way to perform development

4.64 Benefits of the adoption and the temporal nature of the resulting extra work is
understood better, because the benefits are communicated using the target group’s
comprehension and point of view

3.77 The meaning of the top-management’s own example for the organisation is becoming
more aware, because by the commitment of the top-management also the rest of the
organisation is obligated to the EA adoption

3.33 IM department’s estimates of change targets are improved, because the anticipation of
changes are improved and visualised

2.83 The average of organisation’s individuals’ willingness to change will change to more
positive, because the communication of benefits increases the formation of positive
image and the acquirement the mandate from top-management

2.67 The reasons for actions will be communicated
2.67 Top-managements support to EA as a continuous part of organisation’s normal

management and operational development increases, because the recognition of the
purpose and justification of EA-work, and communication of benefits, builds the
foundation to acquire the mandate of top-management

2.36 The total development of organisational knowledge would be improved in general,
because also other actors beside the top-management are taken into account

2.36 The leadership point of view is correct because the communication of EA is shaped
according to the target group

2.13 Setting the target and objectives of the adoption can be performed faster and in
managed manner because the participants has a common picture of concepts,
objectives, and methods before the actual execution phase

2.04 The commitment and motivation to the adoption increases, because the understanding
of reasons and objectives of EA increases

1.85 Effects to the quality of results and to communicating them are positive, because the
meaning of broad-enough knowledge is emphasised

1.76 Documentation of QA system is improved, because method has a positive effect in the
creation of basic documentation

1.76 Improves commitments and possibilities to acquire the mandate, because the person
responsible for adoption is helped to improve targeting and content of the
communication, and to considering the appropriate influencing methods and
approaches

1.76 Definitions of the roles and tasks are naturally forming according to the target, because
the communication using the language of the target group affects the understanding of
the benefits of each group

1.67 Securing of top-management’s commitment to adoption of EA and similar concepts
increases, because the adoption is strongly based on top-management’s commitment
and communication of the adoption
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4 Some Practical Guidelines

In this section, some practical guidelines for applying Enterprise Architecture Adoption
Method are provided. The section consists of four sub-sections following the EAAM
process steps, i.e., Explain Enterprise Architecture Benefits, Acquire Mandate,
Organise Enterprise Architecture Training, and Conduct Enterprise Architecture
Adoption.

4.1 Explain Enterprise Architecture Benefits

The first phase of EAAM is to explain EA benefits to the organisation’s management in
order to “sell” the EA adoption. In this sub-section the steps of Explain EA Benefits
Process (see Fig. 6) are explained. Purpose of this step is to increase the likelihood of
securing the mandate for EA adoption from the top-management.

4.1.1 Explain Common Enterprise Architecture Benefits
The first task of the Explain EA Benefits Process is to explain the common EA benefits
to organisation’s management. Common EA benefits are those anticipated benefits that
interests and can be understood by everyone regardless of their role.

The first common benefit is the Alignment of business and IT. This refers to
“applying Information Technology (IT) in an appropriate and timely way, in harmony
with business strategies, goals and needs” [74, p. 3]. Alignment allows organisations to
generate business value from IT. For instance, organisation can achieve strategic goals
and realise business benefits [75].

The second common benefit is Make better decisions. This benefit is premised on
high-quality information which supports decision making.

Third common benefit is Simplification of system or architecture management.
Reduced complexity of management reduces also risks associated to managing systems
of architectures.

4.1.2 Assess Managers’ Views to EA
The second phase of the Explain EA Benefits Process is to assess the managers’ views
to EA. There are five qualities or characteristics to be assessed.

The first quality to assess is whether managers see EA as a business or technology
oriented. For instance, EA can be seen as the glue between business and IT, as the link
between strategy and execution, or as the means for organisational innovation and
sustainability [76]. The first view to EA refers to technical orientation and the two latter
ones to business orientation.

The second quality to assess is how the managers see the organisation’s current EA
maturity. Maturity can be assessed using different methods and models. One frame-
work to use is Architecture Capability Maturity Model (ACMM) developed by US
Department of Commerce [77].

The third quality to assess is the managers previous EA experience. In other words,
have managers previously involved in EA initiatives in their current or previous
organisations.
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The fourth quality to assess is how complex the managers see the EA. Some-
times EA deliverables, such as, architecture descriptions, are seen too complex [78].

The fifth quality to assess is the managers authority on EA related matters. This is
tightly coupled for the first assessed quality, i.e., is EA seen as business or IT oriented.
For instance, if EA is seen as the glue between business and IT, CIO typically has all
required authority. However, if EA is seen as the means for organisational innovation,
typically only CEO has the required authority to make EA related decisions.

4.1.3 Explain Specific EA Benefits
The third phase of the Explain EA Benefits Process is to explain specific EA benefits
according to each manager’s views to EA as assessed in the previous phase. There are
ten benefits to be explained as listed in Table 4.

The first benefit is Adaptability and agility. This refers to organisation’s capability
to respond to external events. For instance, the ability to quickly change organisational
processes is currently seen as a strategic necessity [2].

The second benefit is Increase operational effectiveness. EA enables organisations
to digitalise their processes. If this digitalisation is focused on the processes that do not
change on regular basis, organisations may increase their operational effectiveness [2].

The third benefit is Increase revenues and cost reduction. EA provides details
about the organisation’s current state, including its business, information, information
systems, and technology. Such information can used as a basis for removing over-
lapping assets and improving re-use. This can result to cost reduction and increased
revenues.

The fourth benefit is Process improvement. This benefit can partly be seen as a
subset of the previous benefits. Information about the current business architecture,
including processes, allows organisation to improve their processes. For instance,
organisation may decide to adopt ITIL processes for their IT service management
processes. However, the focus should be on those business processes where the most
value can be realised.

Table 4. EA views and benefits [adapted from 48].

EA view/benefit Orientation Maturity Experience Complexity Authority

Bus Tech. Low High Low High Low High Low High

Adaptability and agility x x x x

Increase operational
effectiveness

x x x x x x

Increase revenues and cost
reduction

x x x x

Process improvement x x x

Standardisation and consistency x x x x

Win new business x x x

Planning x x x

Product selection x x x

Speak a common language x x x

Move the organisation forward x
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The fifth benefit is Standardisation and consistency. Also this benefit is partly
covered with previous benefits. Information about the current state of the organisation
allows standardisation of, for instance, business processes, used vocabulary, desktop
software, and server hardware. This, in turn, may lead to cost reduction and process
improvement.

The sixth benefit is Win new business. This benefit can be seen as result of agility
and standardisation. Agile organisation with standardised processes and operations may
allow it to expand business to other markets and geographical areas [2].

The seventh benefit is Planning. This benefit refers to the organisational ability to
change organisation in a planned way. This allows organisation to evolve proactively.

The eighth benefit is Product selection. This benefit refers to the ability to focus on
those investments that provides the best value. The holistic information about the
current state of the organisation allows assessing and selecting the investments which
capture the most value.

The ninth benefit is Speak a common language. Describing the current and future
states of the organisation in a formal way helps everyone to interpret and understand
things in the same way. Using a formal and agreed notation helps to interpret
descriptions even with low prior knowledge on the subject [79].

The tenth benefit is Move the organisation forward. This benefit refers to organi-
sation’s ability to achieve its goals. These goals can be described as the future state of
the organisation and communicated using a common language. The managed change
between the current and future states can be used to achieve the organisation’s goals.

4.2 Acquire Mandate

The second phase of the EAAM is to acquire mandate from the top-management. This
mandate can be, for instance, in a form of Request for Architecture Work (RAC) [13].
Typically the RAC is a high-level document including [13, p. 494]:

• Organisation sponsors
• Organisation’s mission statement
• Business goals (and changes)
• Strategic plans of the business
• Time limits
• Changes in the business environment
• Organizational constraints
• Budget information, financial constraints
• External constraints, business constraints
• Current business system description
• Current architecture/IT system description
• Description of developing organization
• Description of resources available to developing organisation

The formal mandate emphasises the support from top-management, allowing
smoother adoption process.
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4.3 Organise Enterprise Architecture Training

The third phase of EAAM is to organise EA training see (Fig. 7). The purpose of the
training is to increase organisation’s EA knowledge to reduce organisational change
resistance caused by the lack of EA knowledge.

4.3.1 Assess Organisation’s Learning Stock
The first phase of the Organise EA training process is to assess organisation’s learning
stock. As discussed earlier, organisational learning stock refers to knowledge embed-
ded to organisation. E.g., organisation’s structures, strategy, procedures, and culture
[65]. Also organisation’s capabilities are part of this learning stock. Typical organi-
sational capabilities which EA adoption will affect are listed in Table 5.

Each of the mentioned capabilities are utilised during the EA adoption. Therefore
the level of each capability should be assessed. Capabilities can be defined as tangible
and intangible assets which organisations use to implement their strategies [80]. One
example of these assets is the organisation’s processes. For example, financial man-
agement capability consists of people and financial management processes. Thus the
mature of the capability can be assessed by assessing the related processes.

There are many maturity models which could be utilised. Typically these models
consists of 5 maturity levels. In TOGAF, process maturity is assessed using levels
listed in Table 6. Another widely used framework is included in COBIT, which
maturity levels are listed in Table 7.

Table 5. Organisational capabilities affected by EA adoption [13, p. 17].

Financial management Communications and stakeholder management

Performance management Quality management
Service management Supplier management
Risk management Configuration management
Resource management Environment management

Table 6. EA process maturity levels [13, pp. 685–689].

Level Description

0: None No enterprise architecture program. No enterprise architecture to
speak of

1: Initial Informal enterprise architecture process underway
2: Under
development

Enterprise architecture process is under development

3: Defined Defined enterprise architecture including detailed written procedures
4: Managed Managed and measured enterprise architecture process
5: Optimising Continuous improvement of enterprise architecture process
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4.3.2 Assess Employee’s Learning Stock
The second phase of the Organise EA training process is to assess organisation’s
employees’ learning stock. Employee’s learning stock refers to employee’s individual
competence, capability, and motivation [65]. First step is to identify skill categories
required in EA adoption. Typical skill categories are listed in Table 8. The next step is
to assess employees’ proficiency in each category. Proficiency levels can be assessed
using levels listed in Table 9.

Table 7. COBIT process capability levels [75, p. 53].

Level Description

0: Incomplete
process

The process is not implemented or fails to achieve its process purpose. At
this level, there is little or no evidence of any systematic achievement of
the process purpose

1: Performed
process

The implemented process achieves its process purpose

2: Managed
process

The previously described performed process is now implemented in a
managed fashion (planned, monitored and adjusted) and its work
products are appropriately established, controlled and maintained

3: Established
process

The previously described managed process is now implemented using a
defined process that is capable of achieving its process outcomes

4: Predictable
process

The previously described established process now operates within
defined limits to achieve its process outcomes

5: Optimising The previously described predictable process is continuously improved to
meet relevant current and projected business goals

Table 8. EA team skill categories [13, p. 695].

Category Description

Generic skills typically comprising leadership, team working, inter-personal
skills, etc.

Business skills and
methods

typically comprising business cases, business process, strategic
planning, etc.

Enterprise architecture
skills

typically comprising modelling, building block design,
applications and role design, systems integration, etc.

Program or project
management skills

typically comprising managing business change, project
management methods and tools, etc.

IT general knowledge
skills

typically comprising broker ing applications, asset management,
migration planning, SLAs, etc.

Technical IT skills typically comprising software engineering, security, data
interchange, data management, etc.

Legal environment typically comprising data protection laws, contract law,
procurement law, fraud, etc.
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4.3.3 Use a Proper Leadership Style
The third phase of the Organise EA training process is to select and use a proper
leadership style. Leadership style refers to the style which managers use to lead their
organisation, project, or like. This style can be either transformational or transactional
[67], as discussed earlier in Sub-sect. 3.2. Characteristics of these styles are listed in
Tables 10 and 11, respectively. For short, transformational leadership style works best
when change is needed in organisation and transactional leadership style when the
current state needs to be enforced.

Table 9. Skills proficiency levels [13, p. 696].

Level Description

1: Background Not a required skill, though should be able to define and manage skill if
required

2: Awareness Understands the background, issues, and implications sufficiently to be able
to understand how to proceed further and advise client accordingly

3: Knowledge Detailed knowledge of subject area and capable of providing professional
advice and guidance. Ability to integrate capability into architecture design

4: Expert Extensive and substantial practical experience and applied knowledge on
the subject

Table 10. Characteristics of transformational leader [67, p. 22].

Characteristic Description

Charisma Provides vision and sense of mission, in stills pride, gains respect and
trust

Inspiration Communicates high expectations, uses symbols to focus efforts,
expresses important purposes in simple ways

Intellectual
stimulation

Promotes intelligence, rationality, and careful problem solving

Individualised
consideration

Gives personal attention, treats each employee individually, coaches,
advises

Table 11. Characteristics of transactional leader [67, p. 22].

Characteristic Description

Contingent reward Contracts exchange of rewards for effort, promises rewards for
good performance, recognises accomplishments

Management by
exception (active)

Watches and searches for deviations from rules and standards,
takes corrective action

Management by
exception (passive)

Intervenes only if standards are not met

Laissez-Faire Adbicates responsibilities, avoids making decisions
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Using a proper leadership style while organising EA training is crucial. When the
knowledge and skills required by EA adoption is challenging organisation’s current
learning stock, the transformational leadership style needs to be used [65]. Similarly, if
the required knowledge and skills does not challenge organisation’s current learning
stock, the transactional leadership style should be used [65]. It should be noted that
some capabilities may be in better shape while others. For instance, Supplier Man-
agement might be very mature while Risk Management might be practically non
existing. In such case, transactional leadership style should be used while organising
Supplier Management training, and transformational leadership style while organising
Risk Management training.

4.3.4 Promote EA Training
The fourth phase of the Organise EA training process is to promote EA training.
Promoting refers to advertising the right training to right audience. The proper lead-
ership style should be used during the promoting accordingly.

4.3.5 Provide EA Training
The fifth phase of the Organise EA training process is to provide EA training. This is
the most crucial phase of the Organising EA learning process. In this phase, the
required knowledge and skills are taught to individuals, and eventually, to organisation.
Training can be provided as any other training, e.g., internal or external instructor-led
training, e-learning, and self-study.

4.3.6 Use Coercive Organisational Pressure
The sixth phase of the Organise EA training process is to use the coercive organisa-
tional pressure. This means that as the new knowledge is trained and learned, applying
this new knowledge needs to be enforced. Using coercive organisational pressure
means adopting the transactional leadership style, focusing on searching deviations
from using EA and taking corrective actions as required [67]. Coercive pressure has a
crucial moderating role while assimilating EA to organisation’s learning stock, but only
when used as a temporary solution [64].

4.4 Conduct Enterprise Architecture Adoption

The fourth phase of EAAM is to conduct EA adoption (Fig. 3). In this phase the value
and benefits of EA are realised as the organisation is adopting EA.

4.4.1 Select EA Framework
The first phase of the Conduct EA Adoption Process is to select the EA framework.
Typically, EA framework consists of governance model and development method,
including management and utilisation processes, roles, and description templates. Some
examples of EAFs are The Open Group Architecture Framework (TOGAF), The
Department of Defence Architecture Framework (DoDAF), Federal Enterprise Archi-
tecture Framework (FEAF), and Capgemini’s Integrated Architecture Framework
(IAF). TOGAF is currently the de-facto standard and mostly used EAF in both public
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and private sector [81]. Organisations should select the framework that best suits for its
purposes.

4.4.2 Describe the Current State
The second phase of the Conduct EA Adoption Process is to describe the current state
of the organisation. The descriptions to be produced depends on the selected EA
framework and the purpose of adopting EA. Also the notation used to create the
descriptions depends on the framework. However, some frameworks, such as TOGAF,
does not contain any notation. In such case, it is recommended to use de-facto standard
notations, such as, ArchiMate [82] and BPMN [83].

The descriptions of the current state should be value free, i.e., they should be
objective representations of the reality without assessing the “goodness” of current
solutions.

4.4.3 Describe the Future State
The third phase of the Conduct EA Adoption Process is to describe the future state of
the organisation. The descriptions of the future state should be produced using the same
notation used to describe the current state. Organisation’s strategic goals and decisions
are embodied to future state descriptions and should be perceived similar way by
everyone.

4.4.4 Perform the Managed Change
The fourth phase of the Conduct EA Adoption Process is to perform the managed
change from the current state to the future state of the organisation. In this phase the
organisation is changed to match the desired future state. The breadth and depth of the
change depends on many things, such as, the strategic level of EA.

Organisation may use any methodology or processes to perform the change, as long
as it is managed. For instance, organisation may utilise best practices like PRINCE2
[84].

5 Conclusions

As stated in the problem definition, the purpose of the EAAM is to improve the
traditional EA adoption process to minimise the effects of lack of understanding EA
and related concepts. For this purpose, EAAM introduced two new sub-processes:
Explain EA benefits and Organise EA learning.

Goal of the Explain EA benefits process is to increase the likelihood of getting a
mandate from top-management for EA adoption. This is achieved by explaining EA
benefits based on each manager’s characteristics. Experts’ statements supports
achievement of this goal strongly, as most of the statements are related to this process.
This also indicates the importance of securing top-management mandate.

Goal of the Organise EA learning process is to increase the understanding of EA
concepts. This is achieved by assessing the current learning stock and by providing
appropriate training with a help of appropriate leadership style. Experts’ statements
supports also achievement of this goal.
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According to March and Smith [85, p. 261] “Evaluation of methods considers
operationality (the ability to perform the intended task or the ability of humans to
effectively use the method if it is not algorithmic), efficiency, generality, and ease of
use”. The first two criteria, operationality and efficiency is evaluated above; EAAM can
be used to perform intended task (e.g., adopt EA in an organisation) and it is efficient.
The last two criteria, generality and ease of use, can be evaluated only by applying
EAAM in other settings. The practical guidelines applying EAAM helps in assessing
the generality and ease of use.

It cannot be argued that EAAM would be the best alternative solution to the
traditional EA adoption method. However, as demonstrated in previous section, it can
be argued that EAAM is better than the traditional EA adoption method.

5.1 Limitations and Future Work

As with all research this research is not without limitations. EAAM was evaluated with
a panel of EA experts. Therefore, the first direction for future work is to evaluate it in a
real-life setting by instantiation. To increase its generalisability, EAAM should be
instantiated outside the Finnish public sector. In this paper, the ease-of-use of EAAM
was not assessed. As suggested for instance by Venkatesh et al. [54], ease-of-use is
important. Thus our second direction for future research is to assess EAAM’s
ease-of-use in a real-life setting.

5.2 Conclusion

The EAAM method emphasises the importance of acquiring the mandate for EA
adoption from the top-management and the importance of a proper EA training. EAAM
helps in acquiring the mandate by formulating the argumentation of EA benefits
according to the individual’s interests. Moreover, EAAM helps in EA training by
providing directions in choosing a proper leadership style to promote EA training. Thus
by following EAAM, organisations can minimise the effects of the lack of EA
knowledge.

To support the adoption of EAAM, some practical guidelines are provided. This
should help practitioners in their EA adoption endeavours to realise EA benefits in their
organisations.
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Abstract. Evaluating the performance of processes is of vital importance if
organizations are to seek continuous improvements. It is by measuring processes
that data on their performance is provided, thus showing the evolution of the
organization in terms of its strategic objectives. These results will serve as the
basis for making better decisions, thereby leading to continuous improvement.
The approach set out in this paper is prompted by the relative lack of empirical
investigations into performance measures contained in the literature and the
difficulties that organizations face when trying to verify the results of their
business processes. Based on analyzing studies selected in a Systematic Review
of the Literature, there it was found the need to propose a new approach to
evaluating business processes that brings together elements and recommenda-
tions selected from the analyzed approaches. In the evaluation of the proposed
approach, a case study is discussed, to verify its applicability.

Keywords: Strategic alignment � Business process management � Performance
measurement

1 Introduction

Organizations undertake their activities in a context that is characterized as being
highly competitive, complex and subject to rapid mutations in addition to which
customers demand more and more and all of which arises from greater access to
information. Business processes help organizations to see to it that their activities
become more flexible and that they enhance the quality of their products and services,
thereby making themselves suit the demands of the market and thus leading to the
natural development of the Organization. Against this background, organizations need
to integrated management by running an interactive system of processes that carry out
work with a view to delivering value to their customers. From this perspective, the
concept of Business Process Management (BPM) has emerged as a management
approach that shifts the focus from functional units to controlling the performance of
business processes in achieving their objectives.
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The results of the processes are directly linked to the mission and objectives of the
organization, since the processes represent the implementation of the strategy. The
focus of process management is underpinned by key business strategies that establish
the direction of the organization. In this context, [2] reinforces that the need for
measurement in process management is a critical factor. It uses measurements that
make it possible to monitor the performance of processes, thus contributing towards
monitoring processes, thus contributing to checking how well these processes meet the
strategic objectives set.

According to [3], issues related to performance measures and to defining what
should be measured in relation to business processes should be directly linked to the
strategic priorities of each organization.

BPM initiatives need to be evaluated to check the alignment between the strategic,
tactical and operational aspects of processes, thus making it possible to verify the
results achieved in accordance with the objectives outlined. Business processes should
be designed by the administration, after having established measures of performance
(Powell et al., 2001), which should reflect the desired direction given in the strategic
objectives, and serve as a basis for the control of processes. By so doing, this will make
it easier to see if the objectives of the organization are being attained.

However, according to both [5, 6], the effects of BPM programs are often not easily
visible as to whether or not value is being generated for organizations. This is because
organizations are unaware of or do not have good control over the operation of their
processes. The result of this is to create performance indicators that reflect departments’
prompt results, defined by a functional management focused on a vertical view [7].
Thus, measures and evaluation of performance end up targeting the functional per-
formance of departments and individuals when they should focus on the outcomes of
the process.

According to [8], organizations have difficulty in defining what should be mea-
sured, and end up measuring less complicated aspects such as productivity, cost, time;
and often neglect indicators linked to strategy. Based on their analysis of empirical
studies, [7] verified there is a gap between the analysis, implementation and conduct of
processes as well as between strategic management and operational running; for which
they give as a possible explanation that a methodological orientation of systems that
measure the performance of Business Processes is lacking.

[2] takes the view that the sustainability of a BPM initiative is adversely affected in
several ways when the value added to the organization cannot be measured due to the
fact that several BPM initiatives are not supported by reports or measures that man-
agers who contribute to the decision-making process understand. In the analysis of [7],
various models for assessing the performance of Business Processes use numerical
parameters and artificial and simplifying measures in an attempt to assess these pro-
cesses. However, various processes of a qualitative and non-deterministic nature end up
not being evaluated effectively.

Arising from the idea that various processes are not evaluated or that this evaluation
is difficult when using these measures, possible problems or performance results may
remain invisible to managers, and thus make hardly any contribution to the
decision-making process and consolidate the gap between strategy and business pro-
cesses [7].
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When searching for studies related to initiatives on measuring business process
performance, the paper by [9] was evaluated. Based on a systematic review of the
literature, this study classified measurement initiatives in business process management
into two distinct categories: measures for models and measures for running or assessing
BPM activities; the former being related to the static properties of the processes rep-
resented based on the models, and the latter, corresponding to measures related to
running processes, thus allowing results obtained and expected to be compared with the
strategic objectives. The study shows that 77% of performance measures are related
exclusively to the models of the processes, thus giving evidence of the lack of models
that aim to evaluate the results of the Business Processes themselves.

The measurements for running a BPM program are related to customer satisfaction,
and have been studied in less depth in the Computer Sciences than in other areas. These
measures seek to quantify how the process is carried out over time, thus allowing the
results measured to be compared with the expected results and thus providing infor-
mation that contributes to improving business processes [9], which are the focus of this
research study.

What prompted this research is related to the difficulty for organizations of finding
comprehensible measurements to assess whether the results of the business processes
are reflecting the strategic objectives noting the paucity of empirical research on using
models and performance measurement systems in the literature. This leads us to fol-
lowing research question:

Which approach best meets the evaluation of business processes, with a view to
bringing about a greater alignment between process indicators and strategic objectives?

Based on the model proposed by [10], which was adapted from the GQM (Goal
Question Metric) method, the overall objectives of this research are: (1) to analyze
metric models or approaches for assessing business processes proposed in the literature;
(2) to put forward an approach to evaluating business processes that contributes
towards better aligning indicators of processes and strategic objectives; (3) to check its
applicability from the standpoint of leaders, analysts and owners of the process; (4) to
do all these in the context of business processes of a public organization.

The rest of the article discusses the systematic review of the literature in Sect. 2.
Then, the Approach put forward in this paper is described (Sect. 3). Section 4 presents
the results obtained by applying the Approach and in Sect. 5 final remarks are made,
the contributions of the paper listed and suggestions for future studies made.

2 Systematic Review of the Literature

The Systematic Review methodology adopted in this paper is a form of research that
uses the literature on a given subject as a source of data [11]. This approach is a means
for identifying, evaluating and interpreting various research studies which are available
and especially relevant to a specific research question, subject area, or phenomenon of
interest.

According to [12], there are specific reasons that contribute to conducting a sys-
tematic review, such as:
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• Consolidating evidence and results obtained in previous studies on a given topic;
• Identifying gaps in current research or theory, thereby offering a theoretical basis to

improve research studies;
• Having the ability to provide background and theoretical models so as to position

new themes and research opportunities appropriately;
• Enabling new hypotheses on a given research theme to be refuted, validated or

developed.

The systematic review approach indicated by [12] is divided into three
stages/ordered phases: planning, execution and analysis of the results.

The objective of this review is to analyze, more specifically, what the performance
measures or indicators are and how they are being used in the context of managing
business processes to ensure that processes and strategic objectives are aligned. Based
on this analysis, we set out to answer the following Research Questions:

RQ1- What are the metrics and indicators that are being used when evaluating
business processes?
RQ2- Do the studies have rules, guidelines or sets of guidance notes on how to use
the metrics presented?
RQ3- What is the context in which the metrics are being used?

2.1 Planning the Review

In the automatic search strategy, a few key words taken from the research question
were selected. The list of keywords was defined in conjunction with the supervisor of
the research study and are given in Table 1 below.

When formulating the search string, the keywords listed in the Table above were
used. These describe the terms related to evaluating business processes according to
[13]. The second group of words used was: “business process”, “BPM” and “business
process management”. This group focuses a set of words related to business processes,
which are the elements that will be measured.

The search string was formed by combining the terms described above with
Boolean operators (AND/OR). The formulated string was entered on the search engines
of digital libraries to obtain the studies related to the terms used.

Automatic searches were conducted in the following digital libraries:

Table 1. Key-words and synonyms.

Key-words Synonyms

Metrics Measured
Assessment Evaluation
Measure Measurement
Application Utilization
Performance indicators –
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• Association for Computing Machinery – ACM (http://portal.acm.org/portal/);
• IEEE Computer Society (http://www.computer.org/web/search);
• Emerald Insight (http://www.emeraldinsight.com/search/advanced);
• Science Direct (http://www.sciencedirect.com/science/search);
• Springer Link (http://link.springer.com/advanced-search).

The libraries of the IEEE Computer Society and the Association for Computing
Machinery (ACM) are specific to the Computer area. Initially only the titles of the
articles were read and, if in doubt, the summary was also evaluated.

The strategy of manual search was also used in order to complement the automatic
strategy, thus allowing an investigation to be made in pre-defined locations that,
possibly, could include articles related to the topic of interest.

When conducting manual searches, some conferences, journals and the references
of the articles found were used. Only articles published after 2004 were evaluated. The
search sites and the articles selected are listed below:

AMCIS (Americas Conference on Information Systems). Article selected: Year
2011: Limitations of Performance Measurement Systems based on Key Performance
Indicators.

CAISE (Conference on Advanced Information Systems Engineering): No article
was selected.

ICSE (International Conferences on Software Engineering): No article was
selected.

BPM Conference (International Conference on Business Process Management):
The following articles were selected:

Year 2005: Using software Quality characteristics to measure Business Process
Quality.

Year 2012: Defining Process Performance Indicator by Using Templates and
Patterns.

The article entitled: An examination of the literature relating to issues affecting how
companies manage through measures, from year 2005 (https://dspace.lib.cranfield.ac.
uk/handle/1826/3035) was selected for analysis. The article was chosen for further
analysis based on the analysis of the references of some articles.

After carrying out automatic and manual searches and searches on the references of
articles, the process of selecting studies began, which will be described in the next
sub-section.

2.2 Selection of the Primary Studies

The step of selecting primary studies is about assessing the relevance of the articles to
the research questions. The inclusion criteria used to select articles are as follows:

IC1 – Studies published from 1 January 2004;
IC2 – Studies that describe metrics, measurements and performance indicators that
make it possible to evaluate the results of business processes;
IC3 – Studies that present rules and guidelines or for constructing and/or using
measurements for evaluating business processes.
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The following criteria were used to exclude articles:

EC1 – Studies published before 1 January 2004;
EC2 – Tutorials or seminars or abstracts;
CE3 – Documents that have not been written in English will be deleted;
CE4 – Repeated studies (separate articles, but with the same or similar content) or
of little relevance;
CE 5 - Documents that do not have the full text of the paper available on the internet
and whose author(s) also cannot be contacted will be deleted;
CE6 – Documents that clearly deal with other matters not relevant to the purpose of
this systematic review will be deleted;
CE7 – Articles that present measurements for evaluating models of business
processes;
CE8 – Studies that are simply limited to the presentation of measurements, without
describing how to calculate them or do not provide a guide on how to use them.

Table 2 shows, respectively, the Digital Library (Digital Library), the filters used
(Filters), the number of returned items in each library (Results), the number of articles
whose titles were analyzed (Checked) and the number of articles selected for review
after a second reading (Selected).

Having made an initial selection of the articles, a second filter was used. This
consisted of making a a more thorough and detailed search, which meant reading, in
full, the text of the articles initially selected in the automatic and manaua searches. In
this phase, the help of 2 (two) other researchers to read the articles was requested. The
decision whether or not include articles in the final selection had to be discussed by the
3 researchers. Table 3 lists all the articles used for this review which contributed to
achieving the results. The first column shows the the IDs of the articles selected and the
second gives the titles of the articles.

Tables 2 and 3 present the approaches investigated related to the evaluation criteria
described above.

Table 2. Results of the searches.

Digital library Filters Results Checked Selected

IEEE From 1 January 2004 342 342 10
ACM From 1 January 2004 827 827 1
SpringerLink From 1 January 2004 976 976 4
Science Direct From 1 January 2004 512 512 1
Emerald From 1 January 2004 720 720 9
TOTAL From 1 January 2004 3,377 3,377 25
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2.3 Critical Analyses of the Approaches

The different approaches discussed above show variations in the methodology, spec-
ifications and even as to how business processes are evaluated. In order to assess these
approaches, a set of criteria was defined which addresses both the theory, based on the
selected references, and some aspects of usability. The criteria used were:

• Methodology: Ad-hoc (Ah) OR Systematic (Sy);
• Types of measures: Quantitative (Qt) AND/OR Qualitative (Ql);
• Context of Applications: Specific (S) OR Generic (G);
• Processes supported by systems: Yes OR No;
• Efficiency: Yes OR No;
• Effectiveness: Yes OR No;
• Empirical validation: Yes OR No.

The criterion of Methodology is related to the attention to the way in which an
approach can be used to evaluate a business process. Approaches classified as sys-
tematic ones are those that describe a set of rules, guidelines, processes or activities
needed to use the measures presented. On the other hand, ad-hoc approaches focus only
on describing performance measures, without, at first being interested in the way that
such approaches can be put into practice.

The criterion called types of measures concerns the nature of the measures pre-
sented in the selected approaches. Quantitative measurements are those based on
numerical performance indicators, while qualitative measures consist of textual
descriptions and narratives about factors of success of the process and which often
require interpretation.

The criterion called application is related to the context in which a particular
approach can be used. Certain approaches present measures that are sufficiently generic
so that they that can be applied in different contexts and business processes of very
different natures. Approaches classified as specific are those used in a specific business
process or those of a similar nature.

Table 3. Final result of selecting the studies.

ID Title of article

EP6 Optimizing process performance visibility through additional descriptive features in
performance measurement

EP7 Organizational performance measures for business process management: a
performance measurement guideline

EP9 Research on key performance indicator (kpi) of business process
EP11 The research of metrics repository for business process metrics
EP13 Two cases on how to improve the visibility of business process performance
EP15 Performance measurement in business process outsourcing decisions: Insights from

four case studies
EP22 Quality evaluation framework (QEF): modelling and evaluating quality of business

processes
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Some approaches have performance measures that are established from information
generated by business process automation systems. In other words, the use of the
measures presented is associated with making information available by means of
systems. The criterion of processes supported by systems is related to the concern for
analyzing if the performance evaluation of the process depends, in principle, on some
support by means of systems such as a BPMS (Business Process Management Suite),
for example.

The aim of using criteria of efficiency and effectiveness is to describe whether the
approaches analyzed present measures to evaluate the productivity and performance
(efficiency) of processes, as well as their ability to do what is needed, which is correct
in order to reach a certain goal or outcome (effectiveness). Efficiency involves the way
in which an activity or process is performed; effectiveness refers to whether this results
in meeting customer’s needs in all their restrictions. In [14], efficiency is a measure of
the extent to which an organization’s resources are used economically, and effective-
ness refers to the extent to which the objectives are achieved.

The criterion of empirical validation is concerned with assessing the practical utility
of the measures proposed in the different approaches. Empirical validation occurs by
conducting experiments, case studies or research in a real context, and helps to
determine the effectiveness of these measures.

In the seven approaches investigated, only two describe a systematic and proce-
dural way, guidelines using the performance measures presented. The other studies are
much more concerned with describing the performance measures of business processes
than with how they can be used. The EP13 study presents some general guidelines for
using performance measures, but does not describe them in detail.

All approaches presented quantitative performance measures, based on numerical
performance indicators. On the other hand, only two articles, qualitative measures for
evaluating the performance of processes, but these are about similar measurements,
since both studies are by the same authors.

Regarding the context of the application, two approaches are linked to a specific
domain, such as, for example, Article EP15 which presents measurements derived from
specific outsourcing contracts, while five approaches have greater applicability.

Two articles describe performance measures dependent on information obtained
because business processes had been automated, while five others do not mention the
need to use systems in order to use the measures presented.

The seven approaches investigated describe performance measures to evaluate the
efficiency of business processes. As to measures to evaluate the results of processes
(effectiveness), only two articles do not describe them. Finally, three approaches were
empirically validated by using case studies or applying them in a real context.

Tables 4 and 5 present the approaches investigated related to the evaluation criteria
illustrated above.

Based on the criteria presented and discussed earlier in this paper, we considered
that a systematic approach (which enables the metrics presented to be used consis-
tently), which brings together quantitative and qualitative performance measures,
generically (measures not linked to a specific context or domain), not dependent on
using systems that provide an evaluation of efficiency (resources) and effectiveness
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(results) and which had been validated empirically could be considered ideal, or the
approach that best meets how to evaluate the performance of business processes.

From the analysis of the selected approaches, there was a need to propose a sys-
tematic approach that would combine relevant and complementary aspects of the
studies that had been previously analyzed.

3 Approach Proposed for Evaluating the Performance
of Business Processes

Of the approaches investigated, the one that comprises the largest number of
requirements, set out in the previous section, is Article EP13. However, it does describe
in great detail how this approach can be used. Moreover, the approaches presented in
articles EP7 and EP22 do give a detailed description of the the process for using
performance measures.

It was arising from these considerations that our approach was defined. It brings
together the model of performance measures described in EP13, but using it as a guide
to using the measures presented, and the procedural description defined in Article EP7.

Table 4. Evaluation criteria (Methodology, Measures and Application).

Articles Evaluation criteria

Methodology Measures Application
Ah Sy Qt Ql S G

EP6 X X X X
EP7 X X X
EP9 X X X
EP11 X X X
EP13 X X X X
EP15 X X X
EP22 X X X

Table 5. Evaluation criteria (System support, Efficiency, Effectiveness and Empirical
validation).

Studies Systems Efficiency Effectiveness Validated

EP6 No Yes Yes No
EP7 No Yes Yes No
EP9 Yes Yes Yes No
EP11 Yes Yes No No
EP13 No Yes Yes Yes
EP15 No Yes Yes Yes
EP22 No Yes No Yes
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3.1 Process for Evaluating the Performance of Processes

The evaluation process defined in EP7 is illustrated in Fig. 1 below:

The aim of the activities illustrated in the process flow is to lead to proposing a
guideline for measuring the performance of business processes. In order to provide
adequate guidance for assessing performance, on following this procedural description,
a description will be given below of the steps and some artifacts or suggestions that
may contribute to making such an assessment.

Defining the Strategic Objectives. According to Vuksicet et al. (2008), the perfor-
mance measures of business processes should be aligned to the organizational goals
and objectives. The first activity in the process of evaluating the performance of a
process consists of defining the strategic objectives to be achieved by the results of the
processes. These objectives are defined by the owners of the process in the organi-
zation, and can be obtained from the strategic planning documents.

Identifying the Stakeholders. After identifying the objectives of the process, the
stakeholders in the conduct of the process must be identified, i.e., those responsible for
the process, those taking part in the activities, clients, beneficiaries, sponsors and
others. Process mapping artifacts or even the use of a RACI matrix can contribute to
defining who the stakeholders in implementation are.

Defining the Information Required for Each Party. The information needs of each
stakeholder can be very different, and require the performance measures to be adapted
to their requirements.

The activity of mapping makes it possible to define the roles and responsibilities of
each participant during the implementation of the process more clearly and objectively,
thereby contributing to defining the information required for each party and assisting in
defining the performance measures.

Establishing What will be Measured. In this stage what is sought is to identify what
measures are useful for evaluating the performance of the process in relation to its
goals, in achieving the strategic objectives. Performance reports or accounting docu-
ments can be used to identify performance measures of the process.

Fig. 1 Process for using performance measures.
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Specifying How the Measures will be Collected. When identifying the performance
measures of a process, a process for collecting these measures needs to be identified. In
the case of processes supported by systems, data collection is automated. In order to
develop an action plan for identifying and collecting performance measures in
non-automated processes, an adaptation of the5W2H management tool was proposed
as an artifact for this step. The information is organized as follows:

• Description of the measure (What): Defines what this measure means.
• Rationale (Why): Defines the end, the purpose of using the measure.
• Instruments to obtain measures (From where): Specifies the instruments (media)

from where the data of the measures can be collected.
• Frequency (When): Determines the frequency or time interval at which the infor-

mation of the measures needs to be collected.
• Responsible (Who): Describes the sector or department responsible for providing

information on a particular measure.
• Process for obtaining measures (How): Details what process will be undertaken to

obtain the measures.
• Costs (How much): Describes the costs for obtaining the measure.

Defining What Approaches, Methods or Instruments will be Used. There are
several approaches and frameworks that use different methods for measuring perfor-
mance, described in the literature, as well as various tools that support these evaluation
methods.

Based on the critical analysis of the approaches presented in Sect. 3, it was found
that the model in EP13 has the largest number of criteria. Thus, it is recommended that
this is used in step for evaluating the process. Subsection 3.2 presents how the mea-
sures in the EP13 model are systematized.

Assessing What the Measures Present. The performance measures of business
processes should be related to (or the same as) measures existing in the organization
that are used to monitor the success of the strategy.

3.2 Adapting the Evaluation Model

The performance measures defined in Article EP13 require a greater capacity of
interpretation due to the way they are presented. The paper presents the measurements
in the form of questions such as: Are the numerical parameters linked to quality, such
as cycle time, probability of failure or average number of interruptions? This could
hamper their use by individuals who evaluate their business processes.

Given this configuration, the measurement model was systematized in an attempt to
make it orderly, coherent, clear and understandable by the parties that may use it. The
model originally defined in EP13 was discussed together with two BPM experts until
the model shown in Tables 6 and 7 was reached.

Also added to the model described above was an auxiliary table, which describes in
detail each of the indicators presented. Such as, for example, “Process Cycle time:
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corresponds to the time required for performing the process, i.e. the time between the
start and end of the process”.

The approach proposed for evaluating the performance of business processes dealt
with in this study consists of the process for measuring performance, artifacts and the
model of systematic measures described in this Section. In order to ensure the

Table 6. Model for systematizing the measurements (Efficiency).

Efficiency

NP
(*)

Indicators Types of indicators
Key
Performance Indicator
(KPI)

- Time cycle of the process
- Countable amounts of process outputs
- Number of returned processes
- Number of processes carried out
- Downtime
- Percentage of the budget used

DP
(**)

Process Success Factors
(PSF)

- Benefits, scope and steps of the process
- Information systems, databases or interfaces used
- Description of the success of the process
- Documents and information produced and
delivered

(*) Numeric Parameters; (**) Descriptive Parameters.

Table 7. Model for systematizing the measurements (Effectiveness).

Effectiveness

NP
(*)

Indicators Types of indicators
Metrics of the Process (PMX) - Probability of failure

- Average number of interruptions
- Time-cycle approval meetings
- Number of approval meetings
- Number of approvers/officers-in-charge

DP
(**)

Description of the Components
which comprise the Process (PO)

- Departments responsible, informed or
affected
- Role of approvers or officers-in-charge
- Interfaces with other departments
- Conditions and restrictions
- Initiators, beneficiaries and customers of the
process
- Key people or information system for a step
of the process or shared backup

(*) Numeric Parameters; (**) Descriptive Parameters.
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validation of the approach, it was applied in a real business process of an organization,
and this is described in the next section.

4 Results and Discussion

The process that was selected to validate the proposed approach is called
Pro-equipment, linked to the Pro-rectorate for Research and Postgraduate Subjects
(PROPESQ) of a Brazilian Federal Institution of Higher Education (IFES, in
Portuguese).

Pro-equipment procures equipment intended for shared use in the structure of
scientific and technological research of post-graduate programs of the recommended
IFESs and is funded by the Coordination Unit for Improving the Qualifications and
Experience of Higher Education Personnel (CAPES). The selection of this process, to
validate the proposed approach, occurred in a timely manner in view of the demand for
having it mapped and optimized, requested through PROPESQ together with the IFES
Office for Processes to which the author of this research is linked.

4.1 Defining the Objectives of the Process

The first interview was attended by two representatives of the Research Board (DPQ in
Portuguese) and three process analysts of the Processes Unit of the institution were also
present. The two participants are directly responsible for the performance of the
process.

Initially a description of the following points was requested:
P1 – “What is the objective of mapping and optimizing the process?”
According to Respondent 2, the main problem of this process is the lack of

transparency of the information on the results, when he states that:
E2 – “We have partial and not effective control, for example, we know the input

volume of resources, we know how much CAPES makes available, and we even know
how much of the resources were earmarked because the Accounts Department of
PROPESQ send us this information on a spreadsheet, if we request it. From there on,
we have no feedback, we do not know if the teacher received it.”

P2 – “What is the Objective of the Pro-Equipment Process?”
E1 – “To stimulate scientific production by acquiring equipment intended for

shared use in postgraduate laboratories of the university.”

4.2 Identifying Stakeholders in the Process

P5 – “Who are the stakeholders in the process?” Specifically those in charge (the
owners of the process), participants of the activities (sectors), clients, beneficiaries and
sponsors.

CAPES acts as the sponsor, the clients of this process were defined as the teachers
and/or research groups. Finally, the participants in the activities when the given process
was being carried out were: the Director of Research (DPQ/PROPESQ), the
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Accounting Board (DC/PROPESQ), the Agreements Sector (PROPLAN), the Legal
Department (Office of the Rector), the Rector, The National Purchases Sector (PRO-
GEST), the Importations Sector (PROGEST) and the Publishing Sector (PROGEST).

4.3 Defining the Information Necessary for Each Party

At this stage we were invited to the meetings, prior to which the stakeholders described
above, excluding the sponsor of the process (CAPES). This was justified by the fact
that CAPES is configured as an entity external to the University context in which one
does not have dominion over the rules and procedures used.

Four meetings were held with the following representatives: 02 (DPQ/PROPESQ),
01 (DC/PROPESQ), 01 (Agreements Sector/PROPLAN) and 01 (PROGEST). At this
stage the process was modelled collaboratively using the BizAgi Process Modeler.

The process starts when CAPES releases the official notice. Then, the Board of
Research (DPQ) sets an internal schedule of activities before submitting a single
proposal.

Generally, the amount of resources requested by the projects is greater than the
amount initially made available by CAPES. Therefore, the DPQ convenes a committee
to assess and recommend what projects should be submitted. The end result of the
projects selected internally is announced and submitted to CAPES.

These projects will be further evaluated by CAPES, who may refuse some requests.
Projects approved at this stage are announced by DPQ. After this step, the term of
decentralization of credit is sent to PROPLAN, the process is reviewed, and the doc-
ument is sent to the Legal Department, which will analyze items such as dates, terms,
rubrics, data, etc. The Legal Department must give its assent in writing to ensure the
process continues. If so, the process is sent for the signature of the Rector of the
institution. The process for requesting ear-marking is then returned to PROPLAN
which monitors that CAPES has released the funds and PROPLAN notifies the
Accounting Sector of PROPESQ.

The Accounting Sector of PROPESQ then starts the activity of mounting the
ear-marking process for each piece of equipment. At this moment, a request is made to
the coordinators of the subprojects for a series of documents. Subsequently, the
accounting entry for the committed funds is made via PROGEST, and there follows a
new phase of analysis by the Legal Department. After being approved by the Legal
Department, the process goes to the Publishing Sector in PROGEST, and the flow of
the process proceeds to the National Purchases or Importations Sector so that the
purchase can be made.

4.4 Defining What will be Evaluated in the Process

At this stage there were two interviews with those responsible (DPQ) for this process.
Initially the interviewee was asked whether there is an accounting report on the per-
formance of the process.
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According to E1 - “CAPES demands an indication of how the previous buying
process was conducted. We describe, when asked, only what was actually ear-marked”.

For interviewee E2, this kind of report is based on measures that do not reflect, in a
satisfactory manner, that achieving the objectives of the process was verified.

E2 - “Ear-marking is only the first stage of the expenditure budget, where the funds
were granted, but there is no guarantee the equipment will be purchased.”

When asked: “What are the important performance measures for making a satis-
factory assessment of the results of this process?”

E1 - “In my opinion we should have information about whether or not the
equipment was purchased, was actually installed in the laboratory and which research
groups are using it”.

Still on the measures that should be used to evaluate the process, interviewee E2
stated that:

E2 - “Besides the amount ear-marked and bits and pieces to be paid, which are data
that we can get easily, we need to know the quantity and description of the pieces of
equipment bought, how many and which ones are awaiting delivery and installation,
and what the institutional outcomes are (number of dissertations, theses, descriptive
reports on patents generated or information on the rendering of research services to
other institutions) that have been achieved”.

4.5 Specifying How the Measures will be Collected

At this stage a meeting was held with the same representatives who took part in the
mapping of the process meetings. Initially, a projection of the mapping process was
presented, followed by a set of measures that were extracted. The measures presented
to the participants were:

• Total amount ear-marked;
• Amount spent the ear-marked resources;
• Amount in smaller bills to be paid;
• List of equipment purchased;
• List of delivered equipment;
• List of installed equipment and;
• Academic indicators.

For each of the measures proposed the artifact for specifying the collection process
defined in the approach was discussed jointly by the participants and filled in. Table 8
shows an example.

4.6 Applying the Performance Assessment Model

At this stage, four meetings were held with the members already described: (02) rep-
resentatives of DPQ/PROPESQ, (01) representative of the Accounting Sector/
PROPESQ, (01) representative of the National Purchases Sector and the Importations
Sector of PROGEST. Meetings were held separately. The procedure for conducting this
step may be described in three phases:

A Procedural Approach for Evaluating the Performance of Business Processes 529



• Presentation of the Model – in this stage the presentation was made, using a print
document format, of the model of measures defined to the interviewee.

• Recording of the participants’ responses – the interviewees’ answers were recorded
in the document.

• Summary of the responses – in this stage, the responses were combined in a single
Table, thereby eliminating redundancies and inconsistencies in a single frame.

Table 9 presents some of the indicators obtained in this step:

Table 8. Collection process for academic indicators.

Academic Indicators

Description of
measure

Corresponds to descriptive reports on data from the scientific
production supported by the equipment purchased. Reports may
contain descriptive information about numbers of dissertations,
theses, patents obtained as a result of using the equipment, as well as
descriptions of services rendered to other institutions

Justification One of the strategic objectives of PROPESQ is to encourage
scientific production in the university. Products purchased by
Pro-equipment are intended to contribute to achieve this goal.
Academic indicators enable the results of this process to be made
more visible in relation to achieving the strategic objectives

Instruments to obtain
measures

Scientific production reports from research laboratories that have
equipment coming from Pro-equipment funds

Periodicity Ad hoc
Officer-in-charge Coordinators of postgraduate laboratories
Process for obtaining
measures

Meetings or requests via email

Costs Time

Table 9. Model for sytematizing the measures (Efficiency).

Efficiency

NP
(*)

Indicators Types of indicators
Key
Performance
Indicator
(KPI)

- Amount raised from CAPES
- Amount of funds spent; ear-marked (Percentage used of the
budget)

DP
(**)

Process Success
Factors (PSF)

- Steps: Official notice published, term of decentralization of
credit undertaken, Review and analysis of the process,
Release of Credit Authorized, Constructing ear-marked funds,
review and analysis of the funds ear-marked followed by legal
approval, Publication in the Official Gazette of the Union,
Purchase and control of acquisitions made
- Information systems, databases or interfaces used: SICAPES
(the CAPES Integrated System), net purchases (Purchases
Portal of the Federal Government), SICAF (System for the
Unified Registration of Suppliers)

(*) Numeric Parameters; (**) Descriptive Parameters.
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4.7 What the Measures Present

The process for measuring performance provides a better understanding of their real
needs, and thus make it possible that better decisions and actions can be made in the
future. After analyzing the literature and the case study, it would be valid to suppose
that seems to be important that the measurements of business processes should be
related to the measurements the organization already has that are used to monitor the
success of the strategy.

A set of measures for the process as a whole, and its “partitions” (steps, depart-
ments, phases, etc.) were set out in the previous section so as to reflect certain per-
formance characteristics for each interested management level. These measures
describe by means of generating information the real state of the configuration of the
process, thus enabling aspects of performance to be evaluated such as complexity in
operations, bottlenecks, redundant activities, excessive documentation and approvals.
In addition, they make it possible to evaluate the results of the process as to achieving
the objectives set, according to some of the clients of this process.

Regarding Pro-equipment, a check was made on the opportunity to insert some
improvements into the process. The following optimization proposals were discussed,
as a result:

1. Integrating the Superintendence of Works (SPO in Portuguese) into the early stages
of the process, specifically into the (internal) evaluation step of the sub-projects to
be submitted to CAPES. The function of the SPO is to carry out assessment in order
to identify if the laboratory to which the equipment will go, has the infrastructure
needed for its installation. In several situations it was reported that the purchase of
equipment had been made but the research lab did not have an infrastructure
appropriate for its installation. Currently, the process for guaranteeing resources for
renovations, or purchase of equipment to ensure the effective installation of the
equipment is only started from the moment that the equipment is delivered to the
university.

2. The urgency to seek the guarantee of funds for the purchase of equipment by
ear-marking funds encouraged the actors of the department responsible not to check
the (full) requirements of documentation defined by legislation for the formation of
these processes (ear-markings). The process very often did not follow its “normal”
flow, where and if it was published in the Official Gazette of the Union without
necessarily obtaining the approval of the Legal Department. This deviation in the
flow led, in various situations, to delays in conducting the process due to
non-observance of the applicable legislation.

3. Information on the results obtained for the research based on acquiring equipment
was practically non-existent or difficult to monitor. As a proposed solution which
was discussed between the actors of the process is the creation of the role of
research lab coordinator. The proposal is awaiting the approval of the rector of the
university. One of these responsibilities is to draw up laboratory performance
reports on its coordination in terms of research supported by the equipment
purchased.
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Organizations, in general, need to constantly check whether the performance of
their business processes are compatible with the objectives set. For this there are
different approaches or models using different methods to evaluate the performance of
business processes. It appears from the results obtained in the systematic review of the
literature that there is no single or universal approach that is the most appropriate
evaluation of these processes.

At first, the adoption of the model, which combined quantitative performance
measures (that permit performance to be measured and managed) and qualitative
measures (which allow grounding the critical analysis of the results), manages to gather
important information about the performance of the process in relation to the strategic
goals and objectives set. However, it is seen because of the evaluation of the perfor-
mance measures surveyed that the process which includes defining performance
measurements directly associated with the strategic objectives set by those taking part
in the process seems to be much more effective than using a static model of perfor-
mance measures of generic processes.

From the case study analysis, it was also concluded that it is important that man-
agers or owners of the processes have the understanding that will obtain relevant
information about what they actually decided to measure, according to their assessment
needs. In the case study evaluation, a check was also made on the need, for the
participants of the process, to define performance measurements that are simple to
interpret, measure and obtain. In this context, it was found that using very complex
performance measures or those that are difficult to measure would not be appropriate,
since the cost of obtaining them could adversely affect how doing so is made
operational.

The risk in evaluating the approach in the context of a specific case should be noted
and, in this case, the owners of the process may have only a partial view of the
organizational goals and strategies, and how this process can achieve such goals. Thus,
this requires a broader analysis between interrelated processes around similar strategic
objectives and should have the complementary view of other participants in these
processes.

The selected measures have not yet been implemented in practice, before writing
this article, mainly due to the difficulty of change in a very short time interval in the
public service context. To some extent, this adversely affected evaluating the effec-
tiveness of the approach. On the other hand, the subsequent collection of the results of
the process using the measures selected, can be considered a future opportunity for
expanding this research.

5 Conclusions

The aim of the BPM approach is to provide pertinent information on running business
processes, thus contributing to being able to make improvements and so that processes
can be managed, thereby making better decision making possible. In this context, it is
essential to use metrics that enable the initiative to be monitored, thus helping to verify
how well the processes meet the strategic objectives set.
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However the performance measurement initiatives do not seem to be as effective as
evaluating the results of the process as to achieving the strategic objectives. This,
therefore, hinders the capacity to visualize what the effects of BPM initiatives in
organizations are.

In this context, the main objective of this research was to identify which model for
evaluating the performance of business processes best fits the evaluation of business
processes, with a view to a greater alignment between the indicators of the process and
the strategic objectives.

With regard to reaching the overall goal, a systematic review of the literature was
conducted in order to identify the approaches that had performance measures to
evaluate results of business processes (Obj. 1). After carrying out the review, we
identified seven studies that present and describe the measures used to evaluate the
results of business processes. Then, a comparative analysis of approaches was made
using criteria that consider theory and usability, assembled from the papers assessed
(Obj. 2). At this stage, what was recognized was the need to develop a procedural
approach to evaluating business processes based on complementary aspects of the
approaches analyzed.

After defining the approach, an empirical study was conducted in order to apply it
(Obj. 3), and to obtain an evaluation based on the perception of the leaders of the
process as to its usefulness (Obj. 4). The results indicate that, in general, the approach
was positively evaluated as to its effectiveness in providing relevant information on the
performance of business processes in relation to the objectives set. Nevertheless,
complementary assessments need to be made after the defined performance measures
have been effectively used.

Regarding the overall objective of the research, which consisted of verifying which
approach best serves the evaluation of business processes, with a view to greater
alignment between the process indicators and the strategic objectives, it may be noted
that there is no single approach that adequately assesses the performance of business
processes.

The approach to measurement used should consider the organizational context and
several variables can be measured and evaluated with regard to business processes.
However, it falls to managers to undertake the tasks of identifying, selecting and
defining measures that are adequate for and aligned with the organization’s objectives.
The model used has a large number of indicators that can and should be adapted to
different organizational contexts, from which the most important for use in practice
should be selected. Finally, it is essential that an organization uses several indicators
when evaluating its business processes, since the use of a single indicator can hardly
represent the broad context needed to support effective decision making.

In order to complement the results found in this research, we propose the approach
should be used in several different business processes, with a view to verifying its real
results for the different characteristics of operations and dynamics of an organization
such as: culture, size, area of activity, and so on.
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Abstract. The use of Ambient-Assisted Living (AAL) systems has been
spreading across several countries, with the ultimate purpose of improving the
quality of life of patients. These systems often reflect complex architectures
including several components such as sensors, gateways, Information Systems
or even actuators, as well as messaging and transmitting protocols. Failures in
these systems can have severe impact on a monitored patient, and most com-
ponents foresee some kind of compensation countermeasures to increase relia-
bility. Nevertheless, these measures are often self-contained to a single
component and do not address the overall AAL system reliability, disregarding
precedent and successor activities and interactions that exist for each time a
certain value is registered or a certain alert is triggered. In this paper, we propose
a new approach to calculate the overall reliability of an AAL system. We take a
Business Process Management (BPM) approach to model the activities and
interactions between AAL components, using the Business Process Model and
Notation (BPMN) standard. By extending the BPMN standard to include reli-
ability information, we can derive the overall reliability of a certain AAL sys-
tem. To prove this approach, we also present a reliability study considering
scenarios with single and pairwise reliability variations of AAL system com-
ponents. With this approach, healthcare managers can benefit from important
overall reliability information of an AAL system, and better allocate the
appropriate resources (including hardware or health care professionals) to
improve responsiveness of care to patients.

Keywords: Ambient-Assisted Living � Reliability � Business processes �
BPMN

1 Introduction

The major purpose of Ambient-Assisted Living (AAL) systems is to improve the
quality of life and care responsiveness for patients at risk while staying at their homes
and performing their normal daily routines [10]. AAL provides them with an overall
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surveilled environment, allowing the delivery of care where and when needed, and also
supporting caregivers, families and care organizations.

Applications of AAL not only provide continuous health monitoring through, for
instance, vital signs recording for medical history analyses, but also play a major role in
detecting emergency situations. In turn, caregivers and/or other health professionals can
better organize their care business processes by receiving alerts and actuating when
needed, and with the appropriate resources. Some AAL applications can even replace
(self) care activities, such as auto injecting insulin when blood sugar values increase at
a certain rate.

Although many times associated with support in assisting elderly people (see for
instance H2020 calls of European Commission), AAL systems can also be used in
patients suffering from chronic diseases such as diabetes, asthma and heart attacks.
Therefore, the impact of a less reliable system can range from a false alarm transmitted
to a certain caregiver and/or emergency unit service, to serious patient injury due to
wrong, delayed or even non-delivered care.

Current research works and industry products related with AAL and overall to
Internet of Things (IoT) applied to healthcare already provide redundancy checks and
alerts to prevent greater impacts to patients using them (see, for instance, [20, 24]).
Nevertheless, these efforts to increase reliability are usually self-contained to some
components of an AAL system, i.e., reliability is commonly evaluated for each com-
ponent, regardless of its position in a certain sequence of activities to trigger some
action (alert, register or even actuate).

In this work, we present our new and consolidated approach to calculate the overall
reliability of an AAL system, by using a Business Process Management (BPM) ap-
proach and the Business Process Model and Notation (BPMN) [18] standard de facto
for modelling AAL business processes. We consider each component of an AAL
system as part of a business process containing essentially sensors, actuators and
gateways, which interact through a sequence of activities, decision nodes and messages
in order to produce alerts, to register values in a centralized (healthcare) Information
System, or even to trigger actuators to provide immediate care. Since these interactions
are usually subjected to several conditions, we model them as BPMN process models,
in order to calculate their combined reliability. This way, we can derive the overall
AAL system reliability, such as in the following example: a measure is taken by a heart
rate sensor, transmitted through a network, evaluated through an Information System,
and the appropriate alerts are triggered to prevent potentially fatal consequences for the
patient.

We extend [14] and apply our approach to perform three analyses: (1) overall AAL
system reliability calculus based on most common reliability values for its individual
components; (2) overall AAL system reliability against single-component reliability
variation, and (3) overall AAL system reliability against pairwise component reliability
variation.

This paper is organized as follows: Sect. 2 presents background on AAL and a
typical AAL system scenario modelled with BPMN. In Sect. 3 we refer to related work
on reliability applied to most common components of an AAL system, and in Sect. 4
we explain how we include reliability information in an AAL BPMN process model, in
order to calculate its overall reliability and how we apply the Stochastic Workflow
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Reduction (SWR) algorithm to compute the reliability of combined BPMN process
elements. Section 5 presents the three application scenarios for the calculus of the
overall reliability for a typical AAL system. Finally, Sect. 6 concludes the paper and
presents future work.

2 Background

This section presents a typical AAL processmodel (see for instance the proposals of [2, 6]).
The AAL BPMN process model, as illustrated in Fig. 1, uses a collaboration

diagram with four pools, one for each participant or AAL component [10, 16, 21, 23].

The Body Area Network (BAN) sensor devices are used for monitoring vital signs,
i.e., heart and body activity in this example (based on [20]). The heart activity is assessed
through the heart rate, the blood oxygen, and the blood pressure, by using a heart rate
monitor, a pulse oxymeter and a sphygmomanometer, respectively. The systemmonitors
the body activity by using an accelerometer. While this process only uses sensors, BANs
can also include actuators. For instanceBANdevices can, on a diabetic patient, auto inject
insulin through a pump, while monitoring the insulin level [11].

As defined in this process, sensors read values from the patient from time to time by
using a timer and send them to the BAN gateway. The interaction between sensors and
the BAN gateway can also be implemented through the request-request paradigm,

Fig. 1. AAL BPMN process model.
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where the BAN gateway starts the interaction asking for the values. Depending on
sensor computational capabilities, they can also filter the data they transmit, sending
only values that are considered relevant. However, for this reliability study, these
differences are not significant.

The BAN gateway, another participant of the process, is responsible for the
communication inside that BAN and to the home gateway. Besides it receives the
values from sensors, it also validates, aggregates and analyses these values. The
reception of sensor values is modelled with a BPMN Event-Based Parallel Gateway.
The information about heart rate should be provided by at least two out of three
devices, and this behaviour is modelled with a BPMN Complex Gateway. After
evaluating sensor values, the BAN gateway sends an alarm to the health monitoring
system (HMS) to assist the patient, in case any emergent situation is detected. The
communication between the BAN gateway and the HMS is performed through the
home gateway. Smart phones or wireless routers can be used as home gateways. They
communicate with the BAN gateway through wireless technologies (Bluetooth or
WiFi, for instance) and provide the connectivity to the internet. From the point of view
of the process model we could omit the Home gateway pool, as it does not define any
business logic. However, this way, the participants of the process are coherent with the
components of a generic AAL architecture and it simplifies the reliability study as the
process includes all the components and connections.

Finally, with the health monitoring system, caregivers and physicians monitor
patients remotely.

3 Related Work

The reliability of a system at time t, denoted by R(t), can be defined as the probability of
the system to be up continuously in time interval [0; t] [13]. This metric is adequate for
systems operating continuously, where a single momentary failure can have a high or
even critical impact.

McNaull et al. discuss the quality issues of each component of an AAL system.
BAN devices (sensors and actuators) reliability depends on their quality and manu-
facturer [15]. According to the same authors, the mean-time between failures (MTBF)
metric can be used to assess it. In addition, sensors data quality (accuracy) also
interferes with reliability as anomalous values can be discarded, for instance, in BAN
gateways. Quality of data depends on sensor calibration as well as on the correct use
and application of sensors. For instance, other heat sources can affect temperature
sensors.

In [20] a use case where the health of patients is monitored considering heart and
body activities is presented. The system uses a heart rate monitor, a pulse oxymeter,
and a sphygmo-manometer to monitor the heart activity. The body activity of patients
is monitored with an accelerometer on knees and a motion detector in the room. Taking
into account the required reliability of the system, the authors determine the minimal
combinations of sensors the system needs. However they only use the information
about the reliability of each device.
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BAN gateways can be used to increase the reliability of the system. They may
evaluate sensor data and detect anomalous and inconsistent values, considering the
expected ones, which may have been established during the testing period of the AAL
system [15]. In case of anomaly, erroneous sensor values are discarded and BAN
gateways can request for new sensor values. If the problem persists, the BAN gateway
can alert the health monitoring system. Another way to increase system reliability is by
defining a fault tolerant behaviour for the BAN gateway.

Body sensors and actuators communicate with each other and with the BAN
gateway using mostly wireless technologies, such as IEEE802.15.4/ZigBee [8]. The
latest international standard for wireless BAN (WBAN) is the IEEE802.15.6 [9]. Home
and BAN gateways also communicate through wireless technologies (Bluetooth or
WiFi, for instance).

Reliability of wireless networks depends on interferences of other devices;
obstruction of the signal due to lifts or wall, and attenuation, i.e., the strength of the
signal reduces during transmission.

Baig et al. [1] compare wireless transmitted data with manual recorded data and
hospital collected data. They use a total of approximately 2500 transmissions of 30
hospitalized patients and they conclude that, in wireless transmitted data, losses vary
from 20% (blood glucose) to 80% (blood pressure and heart rate). They also conclude
that data losses were mainly due to distance and data transmission delays were due to
poor signals, signal drops, connection loss and/or poor location.

Despite the evaluation of the reliability of each AAL component is crucial, it is not
sufficient to study the overall system. This way, in the following, we present related
work about computing reliability for composite tasks and/or even for the overall
process.

Indeed, while reliability has been a major concern for networking, critical and
real-time applications, as well as middleware [20, 24]; the increasing use of workflow,
specifically, in more critical systems, justifies the works on workflow reliability.

In the context of workflow modelling, Cardoso [3] defines task reliability as the
probability that the components operate on users demand, following a discrete-time
model. In this context, the failure rate of a task can be described by the ratio number of
unsuccessful executions/scheduled executions. The task reliability, denoted by R(A), is
the opposite of the failure rate, that is:

R Að Þ ¼ 1� failureRateðAÞ:

In the same work, Cardoso proposes a predictive Quality of Service (QoS) model
for workflows and web services that, based on atomic task QoS attributes, is able to
estimate the QoS for workflows, considering the following dimensions: time, cost,
reliability, and fidelity. To compute QoS for the overall workflow, the author developed
the Stochastic Workflow Reduction algorithm, which applies a set of reduction rules to
iteratively reduce construction workflow blocks until only one activity remains. The
QoS metrics of the remaining activity corresponds to the QoS metrics of the process.
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Cardoso defines reduction rules for the following construction blocks: sequential,
parallel, conditional, loop, fault tolerant, and network systems [3]. He applies his
proposal to the METEOR workflow management system [12]. To estimate the relia-
bility of web services compositions, [5] generalizes the Cardoso proposal, covering all
the generic workflow patterns of [25].

Within the WS-BPEL context, in [17], the authors compute the reliability of
WS-BPEL processes taking into account most of the workflow patterns that WS-BPEL
can express, while the method of [7] also incorporates advanced composition features
such as fault, compensation, termination and event handling.

Using Unified Modeling Language (UML) models, Rodrigues et al. annotate sys-
tem component interactions with their failure probabilities [23]. They convert them into
a formal executable specification, based on a probabilistic process algebra description
language, which are executed on PRISM. This way, they can, for instance, identify the
components that have the highest impact on the reliability system.

By focusing their work on BPMN, Respício and Domingos [22] calculate the
reliability of BPMN business processes by using the Stochastic Workflow Reduction
method of Cardoso [3, 4]. To meet this goal, they extend BPMN with reliability
information and identify the BPMN process blocks for which they can apply one of the
reduction rules.

The work we describe in this paper applies and extends the proposals of [22] to
evaluate the reliability of AAL processes.

4 Reliability Information in BPMN Processes

To include reliability information in BPMN business processes we use the extension,
whose XML Schema we present in Listing 1. The definition of this extension is based
on the work proposed in [22].

The extension has two elements. The first element, named Reliabil-
ityInformation, has two attributes: the requiredReliability which
defines the minimum accepted reliability value for the process or flow node, and the
calculatedReliability which is the reliability of atomic activities and events
(initialised with a pre-determined value) or the reliability for decomposable activities
(sub-processes) and processes computed using the SWR method [3].

The second element is the Probability. The probability value is used with
conditional SequenceFlow elements within conditional process or loop process
blocks and defines the probability of the process execution path of taking them.
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Listing 1. BPMN extension for reliability - XML Schema.
<?xml version="1.0" encoding="UTF-8"?>
<xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema" 
xmlns="http://.../relybpmn" 
xmlns:bpmn=http://www.omg.org/spec/BPMN/20100524/MODEL
targetNamespace="http://.../relybpmn">

<xsd:import namespace="http://www.omg.org/spec/BPMN/20100524/MODEL" 
schemaLocation="BPMN20.xsd"/>

<xsd:group name="relyBPMN">
<xsd:sequence>
<xsd:element name="ReliabilityInformation"

type="tReliabilityInformation" 
minOccurs="0" maxOccurs="1"/>

<xsd:element name="Probability" 
type="tProbability" 
minOccurs="0"
maxOccurs="1"/>

</xsd:sequence>
</xsd:group>
<xsd:complexType name="tReliabilityInformation" abstract="false">

<xsd:attribute name="requiredReliability" type="xsd:decimal"/>
<xsd:attribute name="calculatedReliability" type="xsd:decimal"/>

</xsd:complexType>
<xsd:complexType name="tProbability" abstract="false">

<xsd:attribute name="value" type="xsd:decimal"/>
</xsd:complexType>

</xsd:schema>

The reliability of processes is calculated with the SWR method [3] (it is similar for
decomposable activities). This method applies a set of reduction rules to the process,
iteratively, until only one activity remains. The reliability of the remaining activity
corresponds to the reliability of the process.

Table 1 presents the application of the six reduction rules of Cardoso to BPMN,
identifying the BPMN process blocks for which the reduction rules can be used [22].

As the AAL BPMN process subject of our study also has events (see Fig. 1), we
use the same reduction rules for process blocks composed by events or activities, in an
undifferentiated way.

In addition, when using reduction rules with collaboration diagrams, they are
applied to the overall diagram by omitting pools and lanes. However, to overcome the
limitations of the block structured approach of Cardoso, where one starting point and
one ending point are needed, we transform the collaboration diagram by adding two
new gateways. To have a unique starting point, we add an Exclusive Event-Based
Gateway without any incoming sequence flows and with one outgoing sequence flow
to each start event of the collaboration diagram. Similarly, to have a unique end point,
we add an Inclusive or Merge Gateway with an incoming sequence flow from each end
event and without any outgoing sequence flows [19].

Reliability of AAL Systems Modeled as BPMN Business Processes 541



5 Reliability Study

This section presents a case study focusing on the reliability evaluation of the AAL
process presented in Sect. 2.

Initially, process designers set up the minimum accepted values for the reliability of
activities and sub-processes (requiredReliability). The BPMN process model

Table 1. Reliability of the reduced block [22].

Initial Block Reduced Block Reliability of the 
Reduced Block

Sequential ( ) = ( ) ∗ ( )
Parallel

( 1 ) = ( )
Conditional 

( 1 ) = ( )
Loop ( ′) = (1 − ) ( )1 − ( )

( ′) = ( )
Fault Tolerant ( 1 ) =∑ …∑ ( (∑ −2=0,11=0,1) ∗ ∏ 1 +(2 − 1) ( ))

Network ( ′) = ( 1)
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is then enriched, through the relyBPMN extension, considering these values as well as
pre-estimated values of the attributes calculatedReliability (initialized with
pre-estimated values for atomic activities and events) and Probability. Then, the
SWR algorithm iteratively computes the calculatedReliability for
sub-processes, reaching the reliability value for the overall process (the collaboration
diagram).

In the following, we describe the application of this method to assess the reliability
of the collaboration diagram displayed in Fig. 1, considering different scenarios and
variation of reliability of different AAL system components.

The experiment started by establishing a base case scenario and computing the
corresponding reliability. After, a sensitivity analysis on the process reliability was
made. The objective of this analysis was to evaluate the impact on the reliability of the
overall process resulting from variations of the reliability of separate elements. This
analysis was made in two phases. Firstly, we made vary the reliability of separate
elements individually. Secondly, the reliability values of a pair of elements were varied
in a discrete mode and for each pair of values the process reliability was computed.

5.1 Evaluation of the Overall AAL System Reliability in the Base Case
Scenario

In [20], Parente et al. propose reliability values for the type of sensors used in our use
case, namely the Heart Rate Monitor (HRM), the Pulse Oxymeter (POxy), the Shyg-
momanometer (Shygm), and the Accelerometer (Acc), which are used to initialise the
attribute calculatedReliability of the tasks “read value”.

Based on the measures of [1], we establish the reliability value associated to the
transmission from sensors to the BAN gateway, which is used to initialise the cal-
culatedReliability of the “receive value” tasks. For setting the reliability value
for the transmission from the BAN gateway to the HMS, through the home gateway,
we consider both connections together to simplify the study. This reliability value is
used to initialise the calculatedReliability of the task “receive alarm” of the
HMS.

The base case scenario, as illustrated in Table 2, considers the values proposed in
[20] for the reliability of sensors; the value 0.992 for the reliability of transmission from
sensors to the BAN gateway; and the value 0.99 for the reliability of transmission from
the BAN gateway to the HMS.

Table 2. Reliability values for activities and transmissions for the base case scenario.

BAN devices (sensors) Raw reliability
Sensor Sensors to gateway BAN gateway to HMS

HRM 0.8 0.992 0.99
POxy 0.7 0.992 0.99
Shygm 0.6 0.992 0.99
Acc 0.9 0.992 0.99
Overall reliability 0.6901
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The calculatedReliability attribute was set to 1.0 for the remaining
activities and events, such as the process start, the evaluation of the received values in
the BAN gateway, and the “assist patient” activity. In addition, the re-
quiredReliability value for all process activities and events was set to 0.6, as
this was assumed to be the minimum acceptable reliability.

The reduction rule for the fault-tolerant gateway considers four feasible combina-
tions of receiving two out of three signal devices: (HRM, POxy, Shygm), (HRM,
POxy), (HRM, Shygm), and (POxy, Shygm).

For the base case scenario, the reliability of the process takes the value 0.6901. This
value is above the required reliability value, meaning the base case is feasible for
implementation in a real life system.

5.2 Impact of Individual Reliability Component Variation versus
Overall AAL System Reliability

The study continued by making variations on different reliability values and assessing
the resulting reliability of the global AAL system modelled as a BPMN process. We
separately altered the reliability of the following elements: (1) each sensor, (2) the
transmission from sensors to the BAN gateway, and (3) the transmission from the BAN
gateway to the HMS through the home gateway.

Figure 2 displays the results of this study. Chart (a) displays the results of the
variation of the Accelerometer reliability in three scenarios. The base case scenario
corresponds to fix all the other values of the original base case (Table 2) and making
the reliability of the accelerometer vary in the interval [0.6; 1], using steps of 0.01. The
worst case scenario differs by setting the reliability values of the remaining sensors to
0.6 (the minimum allowed value), while for the best case the reliability of the other
sensors was set to 0.99 (considering an optimistic value).

Chart (b) shows the effects on the process reliability due to variation of the HRM
reliability considering the same scenarios. As receiving (or not) information from the
other sensors in the fault tolerant gateway has the same impact, this chart would be the
same for the sensors POxy and Shygm. Chart (c) displays the impact of varying the
reliability of transmission from the sensors to the BAN gateway, for similar scenarios –
worst case (all the sensors’ reliability set to the minimum 0.6), base case (all values set
to the base) and best case (all the sensors’ reliability set to 0.99). Finally, chart
(d) discloses the dependence of process reliability from the reliability of the trans-
mission from the BAN gateway to the HMS, using the previous scenarios.

The results reveal that the reliability of the process is mostly sensitive to reliability
variations of the transmission from the sensors to the BAN gateway (chart (c)), then to
variations of the accelerometer reliability (chart (a)), to variations of transmission from
the BAN gateway to the HMS (chart (d)), and, finally, to the reliability of a single
sensor (HRM, Pulse Oxy, Shygm) (chart (b)). The analysis of scenarios for the different
charts allows concluding that the process reliability is more sensitive to variations of
the value under analysis in the best case scenario and less sensitive in the worst case
scenario. Nevertheless, the process reliability is insensitive to reliability variations of
the sensors HRM, POxy, and Shygm for the best case scenario.
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The charts also allow identifying variation ranges for reliability values of the dif-
ferent elements that meet the required reliability for the overall process. In addition,
few conditions allow to reach an overall reliability greater than 0.9 – if the transmission
from the sensors to the BAN gateway has a reliability of at least 0.92.

5.3 Impact of Pairwise Component Reliability Variation versus Overall
AAL System Reliability

The third phase of the study consisted of making pairwise variations on the reliability
values of sensors and assessing the resulting reliability of the overall AAL system. We
changed the reliability of the following pairs of sensors: (1) the shygmomanometer
together with the accelerometer, and (2) the shygmomanometer together with the pulse
oxymeter. The reliability value of the shygmomanometer sensor is associated with the
fault-tolerant (parallel event-based) gateway in the AAL system BPMN process
(Fig. 1), while the accelerometer is not, and both results are joint further in the parallel
gateway before the “evaluate values” task. The charts in Fig. 3 show two perspectives
of the variation of the overall reliability resulting from this pairwise variation. The
reliability of both sensors was varied from 0 to 1 considering increments of 0.01, and
for each pair of values the corresponding overall reliability was computed.

Fig. 2. Impact on the process overall reliability due to varying separate reliabilities: (a) variation
of accelerometer reliability (upper left); (b) variation of HRM reliability (upper right);
(c) variation of sensors to BAN gateway transmission reliability (lower left); (d) variation of
BAN gateway to HMS transmission reliability (lower right).
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The charts give evidence to the lines of equal reliability (isolines) and the resulting
bands. Each isoline divides two contiguous areas of different colours (two bands). All
points in the same isoline correspond to combinations of one value for Shygm relia-
bility with a value for the Accelerometer reliability that lead to the same reliability of
the overall system. By a band we understand the area between two consecutive isolines,
which includes reliability values between those values represented by the two isolines.
By an isoline interval we understand the variation of reliability between two consec-
utive isolines. The isoline interval is equal to 0.1 and is the same over all the displayed
charts. The surface is plotted using a heat-color scale, where red represents the lowest
reliability band [0.0–0.1] and dark green colours the band for the highest reliability
[0.9,1].

Chart (a) of Fig. 3 displays a 3D perspective of the process reliability surface in
function of reliabilities of the sensors Shygm and Acc. It can be observed that an
increase in the accelerometer reliability has a higher impact for high values of the
Shygm reliability – the slope of the surface projection, in the plane process
reliability-accelerometer reliability, increases as the Shygm reliability increases. Sim-
ilarly, the impact of varying the Shygm reliability is higher for high Acc reliability
values – the slope of the surface projection in the plane Shygm reliability-accelerometer
reliability increases as the accelerometer reliability increases.

The highest reliability band, representing values of process reliability between 0.9
and 1, is almost inexistent, and corresponds to values of Shygm and Acc reliability very
close to 1. The second highest reliability band, representing a reliability between 0.8
and 0.9, corresponds to Acc reliability values greater than 0.9 together with Shygm
reliability values greater than 0.75.

The charts reveal a tendency of a behaviour following a regular pattern. The lines
are continuous and monotone.

Chart (b) exhibits a projection of the process reliability surface in the plane Shygm
reliability-Acc reliability.

Fig. 3. Value of the process reliability resulting from the joint variation of the shygmo-
manometer reliability and the accelometer reliability (a) 3D view; (b) lines of equal reliability and
bands. (Color figure online)
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From this chart we can also perceive that the process reliability is stable in the
Shygm reliability axis meaning that this component has a small impact in the overall
process reliability when compared with the Accelerometer reliability. This is revealed
by the shape of the bands which are almost parallel to the XX axis. On the opposite, an
increase in the Acc reliability highly impacts on the increase of the process reliability,
especially for higher values of the Shygm reliability where the bands are tinier.

Process reliability values greater than the required reliability value (0.6) are only
obtained for combinations where the Shygm reliability is greater than 0.6 and the Acc
reliability is greater than 0.7.

These conclusions are in line with the composition of the process, where the result
of Accelerometer joints with the result of the fault-tolerant gateway block involving the
Shygmomanometer (2 out of 3).

The same type of analysis could be reproduced for a pairwise variation of the
reliability values of the Accelerometer and any other of the sensors in the fault-tolerant
gateway: the Pulse Oxymeter or the Heart Rate Monitor, as their reliability contributes
the same way for the process reliability.

The charts in Fig. 4 plot the process reliability surface in function of the reliability
values of the sensors Shygm and pulse oxymeter (POxy). Again, a 3D perspective is
given in chart (a) while chart (b) shows the projection of the process reliability surface
in the plane Shygm reliability-POxy reliability. The same heat colour scale was used
for plotting the process reliability values. Ten intervals for variation of the process
reliability were considered. Each of these intervals corresponds to a reliability band in
the chart. Contiguous bands are separated by a reliability isoline (where all points
correspond to the same reliability value).

Chart (a) shows that the process reliability is more sensitive to variations of the
POxy reliability for smaller values of the Shygm reliability – the slope of the surface
projection, in the plane process reliability-POxy reliability, decreases as the Shygm
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Fig. 4. Value of the process reliability resulting from the joint variation of the shygmo-
manometer reliability and the pulse oxymeter reliability (a) 3D view; (b) equal reliability lines
and bands. (Color figure online)
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reliability increases. The same way, the impact of varying the Shygm reliability
decreases for higher values for the POxy reliability – the slope of the surface projection
in the plane Shygm reliability – accelerometer reliability decreases as the POxy reli-
ability increases.

There are no combinations of the Shygm reliability and the POxy reliability that
lead to process reliability values greater than 0.9. The higher reliability band plotted
corresponds to the interval [0.8, 0.9].

The projection of the process reliability surface in the plane Shygm reliability-POxy
reliability is represented in chart (b) of Fig. 3. In this case the shape of the isolines is
concave downward, opposite from the isolines shape in Fig. 3-chart (b), which is
slightly concave upward. The analysis of these lines confirms that the process reliability
depends equally from both sensors reliability. However, the isolines and bands provide
additional information on the combination of Shygm and POxy reliability values that
lead to process reliability values in a given interval.

It can be observed that the process reliability is more stable in zones of higher
reliability for both sensors, where the bands are larger, corresponding to a smaller
surface slope.

For our case study, only process reliability values greater than 0.6 are feasible.
Thus, only points in the area above the isoline of value 0.6 correspond to feasible
combinations of Shygm and POxy reliabilities. These points are in the three “upper”
bands of the chart.

The sensors Shygm and POxy are joint within the fault-tolerant (parallel
event-based) gateway. This means that the results of this type of analysis would be the
same for any pair of sensors involved in this gateway – Shygm and HRM or POxy and
HRM.

6 Conclusions and Future Work

In this paper we presented a new approach to calculate the overall reliability of a certain
AAL system and the way its components interact with each other. We use a BPM
approach to model these interactions and to derive the combined reliability. For this, we
extend the BPMN language to include reliability information for each process element
and use the SWR algorithm to calculate the overall process reliability.

The study presented in Sect. 5 exemplifies how to proceed to assess different
conditions of an AAL BPMN process that involves AAL system components. This
assessment can be made at design time to analyze the feasibility of the process, for
instance, if a minimum level of reliability is assured. It allows to identify both indi-
vidual and pairwise components which have the highest impact on process reliability
and, therefore, to support the design the AAL system architecture and set the reliability
requirements for its individual components.

Additionally, reliability can be computed at run time to monitor process executions
hence providing an approach to identify low reliability services. In that case, for
instance the sensor timers could be adjusted as well as the transmission rate increased at
run time.
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We are working on further developing this reliability concept within BPMN
business processes, by considering not only its control-flow language elements (ac-
tivities, gateways, loops, sequence and parallel flows), but also its resource and data
language elements, such as resource definitions, assignments and data objects.

For this, we intend to extend a Business Process Management System (such as
jBPM - www.jbpm.org), in order to include reliability information in BPMN processes,
as well as runtime reliability monitoring features. These features can then help health
care professionals to better allocate resources to provide the adequate care to certain
monitored patients, taking into account the overall reliability of the AAL system in
place.
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