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Foreword

Finding a single definition of Sustainability Science is a hard task. The next three
paragraphs may help the reader to get an idea.

In (Sustainability Science: A room of its own, PNAS 2007 104(6), 1737–1738),
one can read Like “agricultural science” and health science, sustainability science
is a field defined by the problems it addresses rather than by the disciplines it
employs.

In the Proceedings of the National Academy of Sciences of the USA (http://
sustainability.pnas.org), it is stated that Sustainability Science is an emerging field
of research dealing with the interactions between natural and social systems, and
with how those interactions affect the challenge of sustainability: meeting the needs
of present and future generations while substantially reducing poverty and con-
serving the planet's life support systems.

Bettencourt and Kaur (Evolution and structure of sustainability science, PNAS
2011 108 (49) 19540–19545), after a wide analysis of related scientific publica-
tions, concluded: These developments demonstrate the existence of a growing
scientific field of sustainability science as an unusual, inclusive and ubiquitous
scientific practice and bode well for its continued impact and longevity.

Nowadays our planet faces several challenges related to the efficient and careful
use of scarce resources. Fighting against climate change, taking actions towards
sustainable agriculture and forestry; promoting research on secure, clean and effi-
cient energies and smart, green, integrated transportation modes; developing poli-
cies on smart cities and so on are in clear connection with Sustainability Science.

As a consequence, there is a clear consensus on the need of promoting, sup-
porting and developing the field of Sustainability Science as the quality of life of
our future generations depends on what we do today.

In order to cope with the challenges and high degree of complexity of the
problems arising in this context, there is a clear need for the integration of many
sources of knowledge, new methodological approaches, tools and techniques. One
key aspect of these problems is the presence of fuzziness, vagueness and impre-
cision in one or more problems’ characteristics. Allowing a proper modeling and
management of these types of uncertainties are clearly “must-have” features that, in
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turn, will enable decision-makers and stakeholders to better understand and solve
the problems at hand.

It is here where the application of Soft Computing methodologies can play an
essential role. Soft Computing has a long history of successful developments that I
would not pretend to summarize here.

In my opinion, the idea of addressing sustainability science’s problems using
Soft Computing techniques is up-to-date, relevant and well aligned with the
research challenges proposed by the most prominent scientific agencies and
governments.

This book collects a showcase on the application of different Soft Computing
techniques in the context of Sustainability Science. Fuzzy optimization, machine
learning, decision making, prediction and so on, are applied to location problems,
agriculture, topography, multimodal transport, Vehicular Ad-Hoc Networks, ves-
sels fuel optimization, etc. The chapters are scientifically sound, quite easy to read
and follow and the authors are worldwide distributed: Italy, Spain, México, Cuba,
Portugal, Brazil, Belgium, Singapore and Sweden.

To conclude, I would like to say some words about the Editor, Dr. Carlos Cruz.
I know him since 2004, when I co-advised his Ph.D. thesis in Soft Computing
based, parallel coordinated strategies to solve optimization problems. Since then,
Dr. Cruz developed an excellent research profile, together with the constant par-
ticipation in national and international projects. The use of Soft Computing tech-
niques for solving relevant problems (for example, transportation problems in
Cuba) is being constant along his career as a quick check of his publication record
can reveal.

Overall, I consider this book a great piece of work, not only for well-established
researchers but also for Ph.D. students trying to find good research opportunities.

March 2017 David Pelta
Department of Computer Science

and Artificial Intelligence, University of Granada,
Granada, Spain
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Soft Computing Techniques
and Sustainability Science,
an Introduction

Carlos Cruz Corona

Abstract Sustainability Science is a research field that seeks to understand the fun-
damental character of interactions between Nature and Society. Because of the high
degree of complexity of the problems and challenges it faces, this field requires new
methodological approaches, tools and techniques that enable decision-makers and
stakeholders can evaluate and make decisions based on a wide range of uncertainty
and little information. It is here where Soft Computing methodologies can play an
important role in addressing many of these challenges. The inherent tolerance of
uncertainty and imprecision, and the robustness of the techniques that make up this
paradigm can help solve or reduce the impact of these problems. This chapter intro-
duces this book as a a catalogueof themost successful SoftComputingmethodologies
applied to Sustainability Science.

According to the National Centers for Environmental Information, NCEI, the global
annual temperature has increased at an average rate of 0.07 ◦C (0.13 ◦F) per decade
since 1880 and at an average rate of 0.17 ◦C (0.31 ◦F) per decade since 1970 [7]. It
is an undeniable fact that the climate of our planet is warming at an alarming and
unprecedented rate compared to past events.

The change in global surface temperature relative to 1880–2016 average tem-
peratures is illustrated in Fig. 1. The temperature average is calculated for five-year
variation. We can see that the 10 warmest years have all occurred since 2000 (with
the exception of 1998), and 2015 ranks as the warmest year on record.

The dimension of the consequences of this situation is uncertain and is already
dramatic. The frequency of extreme weather events is increasing today, such as a
decrease in cold temperature extremes, an increase in warm temperature extremes,
an increase in extreme high sea levels and an increase in the number of heavy pre-
cipitation events in a number of regions, an abrupt and possible irreversible changes
in some physical systems and ecosystems are occurring such as the threat of disap-

C.C. Corona (B)
Department of Computer Science and A.I. University of Granada,
Granada, Spain
e-mail: carloscruz@decsai.ugr.es
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2 C.C. Corona

Fig. 1 Change in global surface temperature. Source NASA’s Goddard Institute for Space Studies
(GISS)

pearing coral reefs by the process of acidification due to an increased uptake of CO2

by the oceans.
Then, how does this affect us as a biological species living on this planet? It

depends on a multitude of factors that can be grouped within the concept of social
vulnerability [2, 8], which refers to the lack of capability of individuals, groups, or
communities to cope with and adapt to external stresses placed on their livelihoods
and wellbeing. The 2030 Agenda for Sustainable Development, Member States wor-
ries that “its adverse impacts undermine the ability of all countries to achieve sus-
tainable development... The survival of many societies, and of the biological support
systems of the planet, is at risk” [13].

Climate change and sustainable development are very closely related. Poor and
developing countries, particularly the Least Developed Countries, will be among
those most adversely affected and where populations are most vulnerable and least
likely to easily adapt to climate change [14]. Therefore, the effects will not be the
same for one who lives on a small low-lying island in the Caribbean Sea as it will
for one who lives in an industrialised and developed nation.

A typical example of the effects of sea-level rise on Caribbean nations is Haiti,
which is projected to experience 0.61m (low estimate: 0.41m, high estimate: 1.04m)
of sea-level rise in a 4 ◦Cworld [12]. Another example is Cuba, where the predictions
say that by 2050 over 2 percent of the country could be submerged and the rise in
average sea level could be 34mm/year [1]. In nations like these, protecting the coasts
is a matter of national security. Nevertheless, irrespective of its size or strength, no
country is immune from the impact of climate change, and no country can afford to
tackle the climate challenge alone.

The cost of adapting to the impact of climate change will affect the cost of liv-
ing if people, through serious policies of their respective countries do not commit
themselves to achieving the goal of limiting temperature rise to well below 2 ◦C. The



Soft Computing Techniques and Sustainability Science, an Introduction 3

economist Nicholas Stern in his famous review for the Government of the United
Kingdom in 2006, has already made due reference to this subject: “the evidence
gathered by the Review leads to a simple conclusion: the benefits of strong, early
action considerably outweigh the costs” [10].

Having arrived at this point, the question is:What can we all do? Human influence
on the climate system is clear, but we have the means to limit climate change and
build a more prosperous, sustainable future. These are some of the key findings
of the Synthesis Report launched by the United Nation’s Intergovernmental Panel
on Climate Change [4]. Policies, integrated responses and measures at all levels:
international, regional, national and sub-national are needed.

Resources, science, technology, education and training, capacity development,
partnerships, and data and information are all essential to empowering countries
to take action in all climate-related sectors. The United Nations Climate Change
Conference (COP 22) in Marrakech marked a new era of implementation and action
onclimate and sustainable development. In theMarrakechActionProclamation, State
Parties to the United Nations Framework Convention on Climate Change affirmed
their “commitment” to the “full implementation” of the Paris Agreement [6].

Acting on climate change is everyone’s responsibility. All the people on this planet
should be involved in actions for creating a safer climate. The program “TakeAction”
by the United Nations for all ordinary citizens [15], the practical steps about “What
We Do” in the website of Greenpeace [3] and the steps that can be taken at Home,
School, the Office, and “On the Road” provided by the United States Environmental
Protection Agency [16] all offer up interesting ideas.

In our case, as scientists, our role is needed more than ever to provide scientific
and technical support in identifying new development approaches and to enable
technological leaps. Furthermore, helping decision makers, influencers, investors,
students and all members of the public to formulate best climate change policy
options with sustainable development. An interesting interview with a number of
experts about the role of science in sustainable development, and in particular its
impact on progress towards the The Millennium Development Goals can be read
in [9].

The emergent academic discipline of Sustainability Science is a research field that
seeks to understand the fundamental character of interactions between Nature and
Society. According to the report Sustainability Science in a Global Landscape [11]
conducted by Elsevier in collaboration with SciDev.Net, 334,019 articles on Sus-
tainability Science were produced in the period 2009–2013 with an annual growth
rate of 7.6%. Because of the high degree of complexity of the problems and chal-
lenges it faces, this field requires the integration of many sources of knowledge, new
methodological approaches, tools and techniques that enable decision-makers and
stakeholders to better understand the dynamic interactions between these issues so
they can evaluate and make decisions based on a wide range of uncertainty and little
information [5].

It is here where Soft Computing methodologies [17] can play an important role
in addressing many of these challenges. The inherent tolerance of uncertainty and
imprecision, and the robustness of the techniques that make up this paradigm can
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Table 1 Proposals and soft computing techniques used

Chapter Proposal Soft computing techniques

1 Introduction

2 Vessels fuel consumption: a data
analytics perspective to sustainability

Machine learning techniques

3 FuzzyCovering: a spatial decision
support system for solving fuzzy
covering location problems

Fuzzy linear programming,
metaheuristics

4 A fuzzy location problem based upon
georeferenced data

Fuzzy multi-objetive programming,
metaheuristics

5 A review of the application to emergent
subfields in viticulture

Discriminant analysis, neural networks,
support vector machines

6 Consumer segmentation through
multi-instance clustering time-series
energy data from smart meters

Multi-instance clustering techniques

7 A multicriteria group decision model
for ranking technology packages in
agriculture

Fuzzy outranking relation, multicriteria
decision analysis (ELECTRE)

8 Fuzzy degree of geographic
appropriateness for social impact
investing

TOPSIS, fuzzy appropriateness
measure, IOWA operators

9 A new approach for information
dissemination in VANETs based on
covering location and metaheuristics

Metaheuristics

10 Product matching to determine the
energy efficiency of used cars available
at internet marketplaces

Fuzzy classification techniques

11 Fault diagnosis in a steam generator
applying fuzzy clustering techniques

Fuzzy clustering techniques

12 An updated review on watershed
algorithm

Metaheuristics

13 An application sample of machine
learning tools, such as SVM and ANN,
for data editing and imputation

Machine learning techniques

14 Multimodal transport network problem:
classical and innovative approaches

Fuzzy non-linear programming,
metaheuristics, neural networks

15 A linguistic 2-tuple based
environmental impact assessment for
maritime port projects: application to
moa port

Computing with Words, 2-tuple
linguistic model

help solve or reduce the impact of these problems. Committed to this idea, the aim
of this book is to show recent and novel studies and applications of Soft Computing
in this new and complex field providing a catalogue of the most successful Soft
Computing methodologies applied to Sustainability Science.
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Thus, fourteen chapters solvingproblems that range fromvessel fuel consumption,
location of the best sites to place new malls considering sustainability criteria, etc.
to the environmental impact assessment for maritime port projects are presented in
this book. As one can see in Table1 there is a set of Soft Computing techniques that
can be used to solve appropriately this kind of problems.

The chapters are listed in alphabetical order by the first author’s surname. Each
chapter is briefly introduced below:

Andrea Coraddu, Luca Oneto, Francesco Baldi and Davide Anguita present in
their paper Vessels Fuel Consumption: a Data Analytics Perspective to Sustain-
ability a proposal to reduce vessel fuel consumption by means of optimising vessel
operational conditions. They used Machine Learning techniques based on kernel
methods and ensemble techniques predicting the influence of independent variables
measured from the on-board monitoring system and the fuel consumption of a spe-
cific case study vessel. Specifically, they proposed an innovative Gray Box Model
able to exploit the high prediction accuracy of black-box (non-parametric) mod-
els while reducing the amount of data required for training the model by adding a
white-box model component. Thus, two different types of gray, “hybrid” modeling
approaches combining elements of white and black box models were presented: the
naive, and the advanced approach. In addition, the Regularised Least Squares, Lasso
Regression and Random Forest methods were proposed for the construction of black
box models. The results of this work showed the superiority of statistical methods
over mechanistic models in their ability to accurately predict the performance of the
vessel, and highlighted that application of gray box models to the problem of trim
optimisation allowed for identifying the possibility of decreasing fuel consumption
by up to 2.3% without the need for installing further equipment on board.

The location problem has been historically related to the economic dimension
of sustainability, either explicitly or implicitly. Considering the usefulness and rel-
evance in determining a suitable location for the facilities of a specific practical
problem, Virgilio Cruz-Guzmán, David A. Pelta and José Luis Verdegay present
FuzzyCovering: a Spatial Decision Support System for solving fuzzy covering
location problems. The two covering location problems more commonly used, the
Set Covering Location Problem (SCLP) and the Maximal Covering Location Prob-
lem (MCLP) are integrated in this tool, evaluating andmodeling the uncertainty in the
formulation of these problems. Hence, the models are more adjusted to the charac-
teristics of real problems. Assuming that the decision maker allows some violations
in the accomplishment of the distance constraint, a fuzzy approach is designed. The
resulting fuzzy problem is converted into a crisp set of problems that can be solved
bymetaheuristics provided in the tool, fromwhose results a fuzzy solution is built for
the starting problem. The modular architecture of FuzzyCovering allows it to extend
its functionality by including of other location models and solution algorithms.

The location of the best sites to place new malls taking into account sustainabil-
ity criteria is solved by Expósito-Márquez, Expósito-Izquierdo, Melián-Batista and
Moreno-Vega using a fuzzy multi-objective optimization problem in their proposal
A Fuzzy Location Problem based upon Georeferenced Data. The problem is
modeled considering a real-environment by using open georeferenced data extracted
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from the OpenStreetMap project and handled by a Geographic Information System
(GIS). Each point provided by the GIS receives a certain degree of membership for
each criterion, which indicates the degree to which they satisfy the relevant criterion.
Thus, each point on themap under analysis is considered a feasible location for a new
requested mall. The authors propose fuzzy membership functions for representing
the level of possible membership to the desired locations defined by the problem
criteria. Specifically, Gaussian functions are applied to the points contained in the
data layers associated with motorways, railways, and cities. The resulting locations
are appropriately combined to determine the most interesting areas to locate the
requested malls by using the weighted linear combination with weights assigned
to the individual functions. Such tools are useful to decision-makers for storing,
displaying, and analysing the existing information.

The integration of spectroscopic techniqueswith Soft Computing andmultivariate
analysis algorithms has emerged as a promising method for non-destructive analy-
sis in different areas. Armando Fernandes, Véronique Gomes and Pedro Melo-Pinto
present A review of the application to emergent subfields in viticulture of local
reflectance and interactance spectroscopy combined with soft computing and
multivariate analysis. This work is focused on the measurement of three enolog-
ical parameters (sugar content, pH and anthocyanin content) in samples composed
of a small number of whole berries and the identification of different varieties or
clones of grapevine. This review analyses soft computing algorithms such as dis-
criminant analysis, neural networks isolated or associated in committees and sup-
port vector machines. Also, multivariate analysis algorithms such as partial least
squares and multiple linear regression were included. Some comparisons between
the performance of discriminant analysis, neural networks, support vector machines
and partial least squares for the same problems are described in order to obtain a
complete overview of the works published in these subfields. Finally, among other
suggestions, the authors point out as a priority the expansion of the models validity
by including, for each model, data from more varieties, vintages and locations, and
the use of more test sets containing a large enough number of samples for these sets
to be representative of all possible samples.

A general approach to applying multi-instance clustering algorithms applied to
real-life data of Belgian energy consumption is proposed by Alejandro Gómez-
Boix, Leticia Arco and Ann Now in the chapter Consumer segmentation through
multi-instance clustering time-series energydata fromsmartmeters. The general
schema of the proposed methodology has seven stages and applies BAMIC (BAg-
level Multi-Instance Clustering) as multi-instance clustering algorithm with three
distance functions: minimal Hausdorff distance, maximal Hausdorff distance and
average Hausdorff distance. Internal indices are used for evaluating the clustering
process. The consumer clustering problem is proposed as a multi-instance clustering
problem, in which the authors model a consumer as a bag and each bag consists
of some instances, where each instance will represent a day or a month of energy
consumption. Using the electricity consumption of several homes from different
substations in Belgium over a period of time as data, the approach was enable to
identify clusters of houses according to their behavior and themost typical consumers
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considering their daily and monthly consumption behavior. The results obtained are
generally applicable, and could be useful in a general business analysis context.

The need for qualifying technology packages to achieve the goals of agricultural
companies in terms of economic, productivity and the environmental criteria is a
difficult problem for farmers in particular when there is more than one decision-
maker evaluating the alternatives. In this line, Juan Carlos Leyva López, Pavel
Anselmo Álvarez Carrillo and Omar Ahumada Valenzuela propose A multicrite-
ria group decision model for ranking technology packages in agriculture by
means of a fuzzy outranking approach developed to work on cases with a great diver-
gence among the decision-makers. It is based on individual solutions generated by
decision-makers with ELECTRE III (valued outranking relation and ranking of
alternatives) and a global solution generatedwith ELECTREGD (collective ranking)
representing every decision-maker. A feedback process based on an indirect proce-
dure of preference disaggregation analysis is used to support the proposal of a tem-
porary collective solution in which individual inter-criteria parameters are inferred
concerning individual and global preferences.

Vicente Liern and Blanca Pérez-Gladish in their chapter Fuzzy degree of geo-
graphic appropriateness for Social Impact Investing define the degree of appro-
priateness of a country in terms of impact investment with respect to two dimensions:
the ease of doing business and the level of human development. Bearing in mind the
imprecise, ambiguous and uncertain nature of data related to social impact invest-
ment, an overall fuzzymeasure of the appropriateness of a geographic area in terms of
impact investing is designed, taking into account the variability and different nature
of the scores in each topic for the dimensions considered. TOPSIS, Technique for
Order Preference by Similarity to Ideal Solution, is used as an aggregation method
for both appropriateness degrees, and therefore a ranking of the countries, which
shows their suitability in terms of several indicators related to these two dimensions,
ease of doing business and human development, is obtained.

Vehicular Ad-Hoc Networks (VANETs) have become an active area of research
and development, among other things, due to the huge number of innovative applica-
tions that they can enable. For example, these have a high impact on reducing Green-
house Gas emissions produced by vehicles related to traffic management and driver
assistance. Antonio D. Masegosa, Idoia de la Iglesia, Unai Hernández-Jayo, Luis
Enrique Diez, Alfonso Bahillo and Enrique Onieva in the chapter A new approach
for information dissemination in VANETs based on covering location andmeta-
heuristics present a new approach for information dissemination in VANETs where
the process for selecting the Virtual Infrastructures (VI) is formulated as a Covering
Location Problem. This optimization problem aims atmaximizing the coveringwhile
minimizing the number of facilities, represented in this case by the area covered and
the number of vehicles used as VI, respectively. A generational Genetic Algorithm
with elitism is used to solve the problem and it was tested in a real scenario consisting
of 45 vehicles moving in a rectangular area of 600m × 700m in the downtown area
of the city of Málaga, Spain.

Product Matching aims at disambiguating descriptions of products belonging to
several different data sources in order to be able to recognize identical products
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and to merge the content from those identical items. Related to this, Mario Rivas-
Snchez, Maria P. Guerrero-Lebrero, Elisa Guerrero, Guillermo Bárcena-González,
JaimeMartel and Pedro L. Galindo in their chapter Product matching to determine
the energy efficiency of used cars available at Internet marketplaces evaluate
some similarity measures for string matching and describe the complete procedure
for obtaining a product linkage between the offers in the retail market of used cars and
the Ministry of Industry, Energy and Tourism Agency dataset in order to determine
the real efficiency index of these cars. They use a process comprising for four stages:
pre-processing, indexing, matching and supervision. A fuzzy k-nearest neighbor
algorithm is used as a classifier. The results obtained could be used as a starting point
for further analysis of energy efficiency in the Spanish used cars market

The design of a fault diagnosis system using fuzzy clustering techniques for a
BKZ-340-140 29M steam generator in a thermoelectric power station is presented by
Adrián Rodríguez Ramos, Rayner Domínguez García, José Luis Verdegay Galdeano
and Orestes Llanes Santiago in the chapter Fault diagnosis in a steam generator
applying fuzzy clustering techniques. The application aims to study the advan-
tages of these techniques in the development of a fault diagnosis method with the
following characteristic to be robust to external disturbances and sensitive to small
magnitude faults. The wavelet transform (WT) is used for isolating noise present in
measurements. The fault diagnosis system was designed for the water-steam circuit
of the steam generator for its great incidence in the correct operation of the generation
blocks. The results obtained indicate the feasibility of the proposal.

The watershed transformation, at the basis of the morphological approach to seg-
mentation, is a fast image segmentation method, resembling a topographic region
growing process by its construction mode. Most of the research in watershed algo-
rithms is specifically devoted to image segmentation, but there are some applica-
tions to real topographical watersheds, sustainability and flood risk evaluation. Rocio
Romero-Zaliz and Juan Francisco Reinoso-Gordo review the most important works
done on watershed algorithms in the chapter An updated review on watershed
algorithm. In this work they analyze separately the two main strategies for deter-
mining watersheds: by inmersion and by rainfall concluding that it is still an open
problem and that a lot of improvement must be made in this field, especially in areas
related to the problem of the over-segmentation and parallel approaches.

One of the challenges facing the study of sustainability as science is the absence
of data or availability of inconsistent data or unreliable data. Esther-Lydia Silva-
Ramírez, Manuel López-Coello and Rafael Pino-Mejías in their chapter titled An
application sample of machine learning tools, such as SVM and ANN, for data
editing and imputation present an automatic procedure based on machine learning
models formanaging the data imputation to estimatemissing values and the data edit-
ing and imputation process to identify and correct values erroneously recorded. The
method performance was empirically assessed considering multilayer perceptron
and support vector machines for data editing, and for data imputation a multilayer
perceptron and a multiple imputation technique combining multilayer perceptron
with k-nearest neighbours was used. The results obtained demonstrate that the mod-
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els proposed improve the automation level and data quality offering a satisfactory
performance in comparison with traditional tools.

In order to achieve the integrated and sustainable transport of passengers and
freight an efficient multi-modal transport system that optimize the advantages of
each mode of transport is necessary. Juliana Verga, Ricardo C. Silva and Akebo
Yamakami present in the chapter Multimodal Transport Network Problem: clas-
sical and innovative approaches an extensive review of the multimodal transport
network problem. Classical methods and soft computingmethodologies, which com-
bine approximate reasoning, such as fuzzy logic and functional, such as metaheuris-
tics and neural networks, are described in detail. Finally, a novel approach to solving
this problem in a fuzzy environment is modeled using graph theory and considering
the intrinsic uncertainty of the real world. Thus, this problem is formulated as a fuzzy
non-linear programming problem in which the cost of each edge depend on its flow.

The Environmental Impact Assessment (EIA) process has been developed for
evaluating the impact of port operations on the environment, including its natural,
social and economic aspects. Yeleny Zulueta, Rosa M. Rodríguez and Luis Martínez
propose a 2-tuple linguistic model in their chapter ALinguistic 2-tuple based Envi-
ronmental Impact Assessment for Maritime Port Projects: Application to Moa
Port. This model is proposed to assess the overall environmental impact of Moa Port
in Cuba by using a double matrix that represents impacts, which are characterized by
multiple-criteria. The environmental parameters are defined through linguistic vari-
ables assessed by 2-tuple linguistic values and the different criteria can be assessed
by using different linguistic scales according to experts’ knowledge and nature of cri-
teria. The use of linguistic 2-tuple extension, so-called linguistic hierarchies, enables
the definition of an evaluation framework that models linguistic variables with dif-
ferent granularity according to the real situation.

In short, the current book can be seen as confirmation of the great potential of
Soft Computing techniques to the formalization and robust resolution and low-cost
of problems that arise in such a complex line of research as Sustainability Science.

We hope that students, researchers, engineers, and practitioners in the interface
between Computer Science and Sustainable Development/Climate Change have in
this book a reference catalogue for recent successful applications of Soft Computing
methodologies in these fields, on the one hand, and a starting point to develop new
research lines in these areas, on the other.
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Vessels Fuel Consumption: A Data Analytics
Perspective to Sustainability

Andrea Coraddu, Luca Oneto, Francesco Baldi and Davide Anguita

Abstract The shipping industry is today increasingly concerned with challenges
related with sustainability. CO2 emissions from shipping, although they today con-
tribute to less than 3% of the total anthropogenic emissions, are expected to rise in the
future as a consequence of increased cargo volumes. On the other hand, for the 2 ◦C
climate goal to be achieved, emissions from shipping will be required to be reduced
by as much as 80% by 2050. The power required to propel the ship through the water
depends, among other parameters, on the trim of the vessel, i.e. on the difference
between the ship’s draft in the fore and the aft of the ship. The optimisation of the trim
can, therefore, lead to a reduction of the ship’s fuel consumption. Today, however,
the trim is generally set to a fixed value depending on whether the ship is sailed in
loaded or ballast conditions, based on results performed on model tests in basins.
Nevertheless, the on-board monitoring systems, which produce a huge amount of
historical data about the life of the vessels, lead to the application of state of the art
data analytics techniques. The latter can be used to reduce the vessel consumption
by means of optimising the vessel operational conditions. In this book chapter, we
present the potential of data-driven based techniques for accurately predicting the
influence of independent variables measured from the on board monitoring system
and the fuel consumption of a specific case study vessel. In particular, we show
that gray-box models (GBM) are able to combine the high prediction accuracy of
black-boxmodels (BBM)while reducing the amount of data required for training the
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model by adding a white-box model (WBM) component. The resulting GBMmodel
is then used for optimising the trim of the vessel, suggesting that between 0.5 and
2.3% fuel savings can be obtained by appropriately trimming the ship, depending on
the extent of the range for varying the trim.

1 Introduction

Shipping is a relatively efficient mean of transport when compared to other trans-
port modes [75]. Despite its efficiency, however, shipping contributes significantly
to air pollution [13], mainly in the form of sulphur oxides, nitrogen oxides, partic-
ulate matter, and carbon dioxide. For the latter, the contribution from shipping to
global emissions is required to decrease significantly in the coming years [6, 20].
Since greenhouse gas emissions from the combustion of oil-based fuels are directly
proportional to fuel consumption, improving ship energy efficiency is one of the pos-
sible solutions to this issue. Measures for the improvement of ship energy efficiency
are normally divided into design and operational measures. While the former have
been associated to larger saving potential, the latter can still provide a significant
reduction in fuel consumption, while requiring a much more limited capital invest-
ment [6]. However, the large amount of variables influencing ship energy efficiency
makes it hard to assess ship performance in relation to a standard baseline. Opera-
tional measures include, among others, improvement in voyage execution, reduction
of auxiliary power consumption, weather routing, optimised hull and propeller pol-
ishing schedule, slow steaming, and trim optimisation [2, 42, 64].

Among the above mentioned fuel saving measures, trim optimisation has been
extensively discussed in the past. It is well known, from hydrodynamics principles,
that the trim of the vessel can significantly influence its fuel consumption [60]. In
most cases principles of trim optimisation are applied roughly; the crew is provided
with an indicative value for the trim to usewhen sailing laden andwhen sailing ballast,
based onmodel tests. However, manymore factors can influence the optimal value of
the trim, such as draught, weather conditions, speed [38]. Taking these aspects into
account when selecting the appropriate trim can therefore lead to significant, cost-
free savings in terms of fuel required for ship propulsion. Previous work in scientific
literature related to trim optimisation have focused on twomain alternative strategies:
White-Box numerical Models (WBMs), and black-box numerical models (BBMs).
WBMs describe the behaviour of the ship resistance, propeller characteristics and
engine performances based on governing physical laws and taking into account their
mutual interactions [49]. The higher the detail in the modelling of the physical equa-
tionswhich describe the different phenomena, the higher the expected accuracy of the
results and the computational time required for the simulation. WBMs are generally
rather tolerant to extrapolation and do not require extensive amount of operational
measurements; on the other hand, when employing models that are computationally
fast enough to be used for online optimisation, the expected accuracy in the pre-
diction of operational variables is relatively low. In addition, the construction of the
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model is a process that requires competence in the field, and availability of technical
details which are often not easy to get access to. Examples of the use of WBMs
for the optimisation of ship trim are [46], who employed advanced Computational
Fluid Dynamics (CFD) methods, and [54] who employed simpler empirical models
(Holtrop-Mannen) for the estimation of possible gains from trim optimisation. Dif-
ferently from WBMs, BBMs (also known as data driven models [74]), make use of
statistical inference procedures based on historical data collection. Thesemethods do
not require any a-priory knowledge of the physical system and allow exploiting even
measurements whose role might be important for the calculation of the predicted
variables but might not be captured by simple physical models. On the other hand,
the model resulting from a black-box approach is not supported by any physical
interpretation [65], and a significant amount of data (both in terms of number of dif-
ferent measured variables and of length of the time series) are required for building
reliable models [12]. As an example, in [58] an application of BBMs is proposed (in
particular of artificial neural network) to the prediction of the fuel consumption of
a ferry and applied to the problem of trim optimisation. Gray-box models (GBMs)
have been proposed as a way to combine the advantage of WBMs and BBMs [11].
According to the GBMs principles, an existing WBM is improved using data-driven
techniques, either in order to calculate uncertain parameters or by adding a black-box
component to the model output [48]. GBMs allow exploiting both the mechanistic
knowledge of the underlying physical principles and available measurements. The
proposed models are more accurate than WBMs with similar computational time
requirements, and require a smaller amount of historical data when compared to a
pure BBMs.

The aim of this book chapter is to propose the application of a gray-boxmodelling
approach to the prediction of ship fuel consumption which can be used as a tool for
online trim optimisation. In this framework the authors exploit Machine Learning
techniques based on kernel methods and ensemble techniques [5, 65] so to improve
an effective but simplified physical model [8] of the propulsion plant. The proposed
model is tested on real data [3] collected from a vessel during two years of on
board sensors data acquisitions (e.g. sheep speed, axis rotational speed, torque, wind
intensity and direction, temperatures, pressure, etc.).

2 The Sustainability Challenge in Shipping

2.1 The Shipping Sector

International trade has been amajor factor in the development ofmankind all through-
out the history. This can be seen in particular today, as shipping contributes to approx-
imately 80–90% of global trade (in ton km, [52]) with an increase from 2.6 to 9.8
billion tons of cargo from 1970 to 2014. Today anything from coal, iron ore, oil
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and gas to grains, cars, and containerized cargo is transported by sea, thus making
shipping the heart of global economy [73].

If compared to other transportation modes, shipping is relatively efficient if mea-
sured in terms of fuel consumed per unit of cargo transported and of distance covered
[75]. Nevertheless, shipping is today under strong pressure for reducing its fuel con-
sumption, both from an environmental and economical perspective.

2.2 Shipping and Carbon Dioxide Emissions

Themain connection between energy efficiency and sustainability in shipping relates
to the emissions of greenhouse gas (GHG), that are considered today to be the main
contributor to global warming. Despite carbon dioxide (CO2) emissions from the
shipping sector were estimated to amount to less than 3% of the total in 2012, they
are expected to grow in the future by between 50 and 250% in relation to the expected
increase of transport volumes [67].

This pressure related to making shipping more sustainable will also have more
and more impact on the shipping industry from an economical perspective. Not only
environmental regulations are becoming stricter in many areas of the world (compli-
ance often requires higher fuel expenses). In the particular case of CO2 emissions,
market based measures are being discussed, particularly but not only in the European
Union, as a mean for incentivising the transition to low-carbon shipping.

In relation to the strive for sustainability, shipping is a very peculiar business,
where conditions are not optimal for incentivising energy efficiency. Split incentives
are often a hinder to implementing energy efficiency measures, as neither the owner
of the ship, nor its operator pay for the fuel [39]. In addition, differently from e.g.
planes and cars, ships are built on individual or small-series basis; this makes it
particularly expensive to invest into research and development on an individual ship
basis [18, 76]. Ships are very long-lasting products, whose operational life can range
from 15 to more than 30 years [69].

In these conditions, although technical improvements to ship energy systems
(both by retrofitting and in the design phase) are seen as the solutions with the
largest potential for reducing ship fuel consumption, operational measures are of
particular interest. In fact they do not require any initial investment and, therefore,
are particularly easy to implement [6].

2.3 Operational Efficiency in Shipping

Operational measures is a category that includes different measures for energy effi-
ciency on board that do not require the installation of new equipment. On most
vessels, the energy demand for propulsion represents the largest share of the total
energy demand [3]. For this reason, most of the measures that aim at reducing ship
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fuel consumption relate to the reduction of the fuel demand from the main engines.
This, in turn, can be achieved by either reducing the thrust required for moving the
ship’s hull through the water, or by improving the efficiency of the most relevant
conversion components, namely the propeller and the engine. An appropriate opti-
misation requires, however, an in-depth understanding of the influence of the speed
of the vessel on its fuel consumption in different environmental and operational
conditions.

As the power demand for propulsion roughly depends on the ship’s speed to the
third power (up to the fourth power for faster ships), reducing the speed of the vessel
is often regarded as a possible solution for improving energy efficiency. Although
the practice of slow-steaming has its inconveniences (e.g. demand for more ships to
be built, longer time at sea, higher inventory costs), it has been shown that fuel can
be saved by optimising the speed at each instant of the voyage, without changing the
total voyage time. This practice is normally referred to as weather routing. Its correct
application requires, however, not only the availability of reliable short-middle term
predictions of the weather conditions, but also of an accurate understanding of the
influence of given weather conditions on the ship’s power demand for propulsion.

For given conditions of ship speed and weather, there are other operational para-
meters that influence the power demand for propulsion. In particular, the trim (defined
as the difference between the draft at the ship’s fore and aft, thereby measuring how
much the position of the ship differentiates from that of being parallel to the sea
surface) can be optimised in order to adapt to conditions of minimal demand for
propulsive power. This is normally done on board starting from rules of thumb based
on tests performed on ship physical models at reduced scale, where the ship’s average
draft and speed are the parameters that most influence the choice of the optimal trim.
However, in real operating conditions, not only the influence of these variables can
be different from what predicted by model tests, but also other conditions (e.g. the
weather) can play a role in the determination of the optimal draft.

The added resistance coming from the growth of different types of organisms
on the surface of the hull also plays a major role on the total power demand for
ship propulsion, which can increase by up to 100% [63] as a consequence of the
increased hull roughness. As a solution to this issue, most ships use a thin layer
of poisonous paint (normally referred to as antifouling paint) which slowly releases
substanceswhich are poisonous for the organisms that grow on the surface of the hull.
In addition, the hull is cleaned and, if necessary, re-painted at specific intervals. The
choice of the hull cleaning intervals is, today, mostly based on rules of thumb (e.g.
once a year), generally as a consequence of the difficulty of predicting the relative
contribution of fouling on the total ship resistance. This practice could therefore be
substantially improved if the contribution of added resistance due to fouling to the
total ship resistance could be evaluated more accurately.

Finally, a significant share of ships are today equipped with a controllable pitch
propeller (CPP), i.e. a propeller where the inclination of the blades in relation to the
propeller axis can be changed according to the specific requirements as an opera-
tional variables. When this type of propeller is installed, the choice of the pitch is
normally pre-set as a function of the propeller speed for optimising the efficiency of
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the propeller. However, not only the optimal propeller efficiency is also influenced by
other factors (e.g. ship draft and weather conditions), but also the engine efficiency
is influenced by the choice of its operating conditions in terms of speed and torque
requirements. This shows potential for additional fuel savings if the propeller pitch
is continuously optimised for optimal efficiency of the entire propulsion train.

It appears clearly from the previous section that an appropriate ability of predicting
the influence of all the different environmental and operational variables on the
performance of the ship is of utmost importance for achieving themost out of different
operational measures for improving ship energy efficiency.

3 Problem Description

3.1 Ship Description

In this book chapter, the authors propose the utilisation of a predictive model of the
fuel consumption for the online optimisation of the trim of a vessel. The proposed
method has been tested on a Handymax chemical/product tanker in order to show its
potential. A conceptual representation of the ship propulsion plant is shown in Fig. 1,
while relevant ship features are presented in Table1. The ship systems consists of
twomain engines (MaK 8M32C four-stroke Diesel engines) rated 3840kW each and
designed for operation at 600 rpm. The two engines are connected to one common
gearbox; the gearbox has two outputs: a controllable pitch propeller designed for
operations at 105 rpm for ship propulsion; and a shaft generator (rated 3200kW)

Fig. 1 Conceptual
representation of the ship
propulsion system
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Table 1 Main features of the
case study ship

Ship feature Value Unit

Deadweight 47000 (t)

Installed power (Main Engines) 3840 (x2) [kW]

Installed power (Auxiliary Engines) 682 (x2) [kW]

Shaft generator design power 3200 [kW]

Exhaust boilers design steam gen. 1400 [kg/h]

Auxiliary boilers design steam gen. 28000 [kg/h]

Fig. 2 Description of the
ships routes

used for fulfilling on board auxiliary power demand. Auxiliary power can also be
generated by two auxiliary engines rated 682kW each. Auxiliary heat demand is
fulfilled by a combination of exhaust gas boilers and auxiliary oil-fired boilers.

The ship is mainly used in the spot market (i.e. based on short-term planning
of ship logistics, as opposed to long-term agreements with cargo owners on fixed
schedules and routes) and therefore operates according to a variable schedule, both
in terms of time spent at sea and of ports visited. The variety of different routes
is shown in Fig. 2. Figures3 and 4 represent the observed ship operations for the
selected time period. It can be seen that although the ship spends a significant part
of time in port, most of ship operations are related to open sea transport, either in
laden or ballast mode (see Fig. 3). The focus of this work lies in the optimisation
of ship trim; consequently, only data points related to sailing operations are consid-
ered in this study. Operations of manoeuvring, cargo loading, cargo unloading, and
port stays were therefore excluded from the original dataset. These transport phases
happen at a broad range of speeds, as shown in Fig. 4, which provides additional
evidence of the need for an efficient tool for the optimisation of ship operations in
different operational conditions. Because of their specific trading pattern, tankers
are normally used in two very distinct operational modes: laden (i.e. with full cargo
holds, delivering liquid bulk cargo to the destination port), and ballast (with empty
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Fig. 3 Time spent in each operational mode for the selected vessel in the chosen period

Fig. 4 Speed, draft and wind distributions during sailing time for the selected vessel in the chosen
period

cargo holds, sailing to the port where the next cargo is available for loading). In
reality, even when loaded, tankers vessels do not always sail with completely full
holds due to differences in order sizes. The ship’s draught can consequently vary,
depending on the operation, from 11m when the ship is fully loaded to 6m when
cargo holds are completely empty. The distribution of ship draught over the pro-
posed dataset is presented in Fig. 4. In addition to ship speed and draught, weather
conditions are also known to have an influence on the optimal trim to be used when
sailing, and can vary during ship operations. Figure4 represents wind speed which,
in turn, is strongly correlated to ship added resistance.
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3.2 Data Logging System

The ship under study is provided with a data logging system installed by an energy
management providerwhich is usedby the companyboth for onboardmonitoring and
for land-based performance control. Table2 summarises the available measurements
from the continuous monitoring system.

The original data frequency measured by the monitoring system is of 1 point
every 15 s. In order to provide easier data handling, the raw data are sent to the
provider server, where they are processed into 15 min averages. The data processing
is performed by the provider company and could not be influenced or modified by
the authors.

Measured values come from on board sensors, whose accuracy and reliability
cannot be ensured in the process. In particular, issues related to the measurement
of speed through water (LOG speed) are well known. Such measurements are often
partly unreliable since the flow through the measurement device can be easily dis-
turbed by its interaction with the hull or by other environmental conditions. On the
other handmeasurements of speed over ground (GPS speed), althoughmore reliable,
do not include the influence of currents, which can be as strong as 2÷3 knots depend-
ing on time and location and therefore influence ship power demand for propulsion.
Fuel consumption is measured using a mass flow meter, which is known to be more
accurate of the more common volume flow meters as it eliminates uncertainty on
fuel density. It should be noted, however, that measurements of fuel specific energy
content (LHV) were not available; variation of heavy fuel oil LHV is known to be in
the order of ±2MJ/kg, which corresponds to a variation of ±5%. Propeller speed,
torque measurement and fuel mass flow accuracy were provided by the shipyard at
respectively ±0.1, ±1 and ±3%.

4 From Inference to Data Analytics

Inference is the act or process of deriving logical conclusions from premises known
or assumed to be true [51]. There are two main families of inference processes:
deterministic, and statistical inference. The former studies the laws of valid infer-
ence, while the latter allows to draw conclusions in the presence of uncertainty, and
therefore represents a generalisation of the former. Several different types of infer-
ence are commonly used when dealing with the conceptual representation of reality
as shown in Fig. 5:

• Modelling/approximation refers to the process of building amodel of a real system
based on the knowledge of the underlying laws of physics that are known to
govern the behavior of the system. Depending on the expected use and needs of
the model, as well a on the available information, different levels of approximation
can be used. Modelling/approximation of a real system only based on mechanistic
knowledge can be categorised as deterministic inference [37];
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Table 2 Measured values
available from the continuous
monitoring system

Variable name Unit

Time stamp

Latitude (◦)
Longitude (◦)
Fuel consumption (Main engines) (kg/15 mins)

Auxiliary engines power output (kW)

Shaft generator power (kW)

Propeller shaft power (kW)

Propeller speed (kW)

Ship draft (fore) (m)

Ship draft (aft) (m)

Draft port (m)

Draft starboard (m)

Relative wind speed (m/s)

Relative wind direction (◦)
GPS heading (◦)
Speed over ground (GPS) (kn)

Speed through water (LOG) (kn)

Sea depth (m)

Sea water temperature (◦C)
CPP setpoint (◦)
CPP feedback (◦)
Fuel density (kg/m3)

Fuel temperature (◦)
Ambient pressure (mbar)

Humidity (%)

Dew point temperature (◦C)
Shaft torque (kNm)

Rudder angle (◦)
Acceleration X direction (-)

Acceleration Y direction (-)

Acceleration Z direction (-)

GyroX (-)

GyroY (-)

GyroZ (-)

Roll (-)

Pitch (-)

Yaw (-)
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Fig. 5 Type of inference exploited in this book chapter

• When the model is built by statistically elaborating observations of system inputs
and outputs, the process belongs to the category of statistical induction. As the
model is inferred based on measurements affected by different types of noise, this
process is intrinsically under the effect of uncertainty and therefore belongs to the
category of statistical inference [74];

• The process of using an existing model to make predictions about the output of the
system given a certain input is called deductive inference. This process can be both
deterministic or probabilistic depending on how the model is formulated [14];

• The process of actively modifying model inputs in order to obtain a desired output
is normally referred to as retroduction (or abduction) [41].

The subject of this book chapter can hence be seen as the application of a general
category of problems to a specific case. The physical laws governing ship propulsion
are known and widely used in the dedicated literature with the purpose of modelling
the ship behaviour [11]. Moreover a series of historical data about the ship’s propul-
sion system are available, and based on this it is possible to build a statistical model
of the process [21, 32, 45, 68] which again can be exploited to predict the behaviour
of the system. In particular data analytics tools allow performing different levels of
statistical modelling [21]:

• descriptive analytics tools allow understanding what happened to the system (e.g.
whatwas the temperature of the cylinders of the engine in the last days).Descriptive
analytics answers to the question ‘What happened?’

• diagnostic analytics tools allow understanding why something happened to the
system (e.g. the fuel consumption it too high and this is due to a the decay of the
hull). Diagnostic analytics answers to the question ‘Why did it happen?’

• predictive analytics tools allow making predictions about the system (e.g. when a
newpropeller is installed to reduce fuel consumption). Predictive analytics answers
to the question ‘What will happen?’
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• prescriptive analytics tools allow understanding why the system behave in a par-
ticular way and how to force the system to be in a particular state (e.g. what is
the best possible way to steer the ship in order to save fuel). Prescriptive analytics
answers to the question ‘How can we make it happen?’

Descriptive analytics is something very simple to implement, for example in Sect. 3
authors showed some compressed information coming from the historical data col-
lection which can be interpreted as a descriptive analytic process. These tools are
the least interesting ones since there is no additional knowledge extracted from the
data [21]. Diagnostic analytics is a step forward where the authors try to understand
what happened in the past, searching correlation in the data in order to get additional
information from the data itself. Examples of these approach in the context of naval
transportation system can be found in [12, 40, 57, 78]. Finally, predictive and pre-
scriptive analytics are the most complex approaches where a model of the system
is built and studied in order to understand the accuracy and the properties of the
model and make the system behave in a particular way. This is the most important
analysis in practical applications since, even if diagnostic analytics allows improving
the understanding of past and present conditions of the system, it is more important
to predict the future and take action in order to prevent the occurrence of some event
[12, 24] (substitute a component before it fails) or to make some event happen [58]
(reduce the fuel consumption of a ship).

For these reasons in the next sections a more rigorous framework is depicted
together with the description of the approaches adopted for building predictive mod-
els. An assessment of their accuracy and properties is performed and a complete
description about how to use these models to force the system in producing an out-
put is provided.

4.1 Supervised Learning

In the context of supervised machine learning, we are interested in a particular sub-
problem which is the regression one. Regression helps to understand how the value
of a dependent variable changes when any one of the independent variables is varied.
Using the conventional regression framework [65, 74] a set of data Dn = {(x1, y1),
· · · , (xn, yn)}, with xi ∈ X ⊆ R

d and yi ∈ Y ⊆ R, are available from the automa-
tion system. Each tuple (xi , yi ) is called sample and each element of the vector
x ∈ X is called feature.

When inferring a model starting from a real system, the goal is to provide an
approximation M : X → Y of the unknown true model S : X → Y . S and M
are graphically represented in Fig. 6. It should be noted that the unknown model
S can be also seen, from a probabilistic point of view, as a conditional probability
P(y|x) or, in other words, as the probability of the output y given the fact that we
observed x as an input to S.
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Fig. 6 The regression
problem

As previously described, in this book chapter three alternativemodelling strategies
are compared: white-, black-, and gray-box models:

• White BoxModel (WBM): in this case the modelMWBM is built based on a priori,
mechanistic knowledge of S (numerical description of the body hull, propulsion
plant configuration, design information of the ship). The implementation of a
WBM in this specific case is described in Sect. 5.1.

• Black Box Model (BBM): in this case the model MBBM is built based on a series
of historical observation ofS (or in other words Dn). In this book chapter, this is
done by exploiting state of the art Machine Learning techniques as described in
Sect. 5.2.

• Gray BoxModel (GBM): in this case theWBMandBBMare combined in order to
build amodelMGBM that takes into account both a priori information and historical
dataDn so to improve the performances of both the WBM and BBMmodels. The
implementation of the GBM principle to the specific case of this work is described
in Sect. 5.3.

4.2 Estimation of Model Accuracy

The accuracy of the model M as a representation of the unknown system S can be
evaluated using different measures of accuracy [26]. In particular, given a series
data Tm = {(x1, y1), · · · , (xm, ym)},1 the model will predict a series of outputs
{ŷ1, · · · , ŷm} given the inputs {x1, · · · , xm}. Based on these outputs it is possible to
compute these performance indicators:

• mean absolute error (MAE) MAE = 1
m

∑m
i=1 |yi − ŷi |

• mean absolute percentage error (MAPE) MAPE = 100 1
m

∑m
i=1

∣

∣

∣

yi−ŷi
yi

∣

∣

∣

• mean square error (MSE) MSE = 1
m

∑m
i=1 (yi − ŷi )

2

• normalised mean square error (NMSE) NMSE = 1
mΔ

∑m
i=1 (yi − ŷi )

2,
Δ = 1

m

∑m
i=1 (yi − ȳ)2, and ȳ = 1

m

∑m
i=1 yi

1The set Tm must be a different set respect to Dn which has been used to built the model M in the
case of BBMs and GBMs [1].
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• relative error percentage (REP) REP = 100

√

∑m
i=1(yi−ŷi )

2
∑m

i=1 y
2
i

• Pearson product-moment correlation coefficient (PPMCC) which allows to com-
pute the correlation between the output of the system and the output of the model

PPMCC =
∑m

i=1(yi−ȳ)(ŷi−¯̂y)√
∑m

i=1(yi−ȳ)2
√

∑m
i=1(ŷi−¯̂y)2

, and ¯̂y = 1
m

∑m
i=1 ŷi

Note that all these measures of accuracy are useful for giving an exhaustive descrip-
tion of the quality of the forecast [26].

4.3 Prescriptive Analytics

Once the model M of the system S is available, it is possible to control its inputs
in order to produce a desired output. In this particular application, the goal is to find
the minimum for the fuel consumption by acting on the ship’s trim while keeping all
other model inputs unchanged.

This approach, however, requires additional care and understanding of the under-
lying physics of the system:

• With reference to the previous work from the authors [11], not all variables avail-
able as measurements can be used as predictors. In this case, in particular, the
power and torque at the propeller shaft had to be excluded from the input list (see
Table3). Changing the trim would consequently change ship resistance and, there-
fore, the power required for its propulsion. Therefore modifying the trim while
keeping the propeller power constant would represent a conceptual error.

• Not all possible trim values are physically allowed, and therefore boundary values,
based on a priori knowledge of the system, should be provided.

• Although GBMs are more reliable in the extrapolation phase, their accuracy is
expected to be reduced if they are extrapolated too far for outside the boundaries
of the original range Dn . Extrapolation is therefore allowed (the use of GBMs
proposed in this book chapter is also based on their improved performance for
extrapolation compared to BBMs) but this operation should be performed with
care.

Based on these considerations, in this book chapter a method for trim optimi-
sation is proposed. WBM, BBM and GBM are presented and compared based on
the accuracy metrics proposed in Sect. 4.2. Based on this comparison, one model is
selected for further analysis, checked for physical plausibility (Sect. 6) and used for
application to the problem of trim optimisation (Sect. 7).
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Table 3 Variable of Table2 exploited to built the M

Id Name Type

1 Latitude Input

2 Longitude Input

3 Volume Input

4 State Input

5 Auxiliary consumed Input

6 Auxiliary electrical power
output

Input

8 Shaft rpm Input

9 Ship draft (fore) Input

10 Ship draft (aft) Input

11 Relative wind speed Input

12 Relative wind direction Input

13 GPS heading Input

14 GPS speed Input

15 Log speed Input

16 Shaft generator power Input

17 Sea depth Input

18 Draft Port Input

19 Draft Starboard Input

20 Sea water temperature Input

21 CPP setpoint Input

22 CPP feedback Input

23 Fuel density Input

24 Fuel temperature Input

25 Ambient pressure Input

26 Humidity Input

27 Dew point temperature Input

29 Rudder angle Input

30 Acceleration X direction Input

32 Acceleration Y direction Input

32 Acceleration Z direction Input

33 GyroX Input

34 GyroY Input

35 GyroZ Input

36 Roll Input

37 Pitch Input

38 Yaw Input

39 True direction Input

40 True speed Input

(continued)
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Table 3 (continued)

Id Name Type

41 Beaufort Input

Shaft power Output

Shaft torque Output

Main engine consumption Output

Shaft power predicted by the WBM Input GBMs

Shaft torque predicted by the WBM Input GBMs

Main engine consumption predicted by the WBM Input GBMs

5 White, Black and Gray Box Models

5.1 White Box Models

Anumerical model, the so calledWhite BoxModel (WBM), based on the knowledge
of the physical processes was developed by the authors. The WBM model is able
to evaluate the ship consumption, for different ship speed V and displacement Δ in
calm water scenario.

The model is based on the knowledge of the ship’s hull geometry, mass dis-
tribution, propeller characteristics and main Diesel engine consumption map. The
selected control variables (i.e. the system input which is under the user’s control)
taken into account are: the main engine revolution N and the pitch ratio P/D. The
control of these variables allow the ship to sail at the desired speed. The total ship’s
fuel consumption is used as model output.

The core of the procedure is the engine-propeller matching code utilised to evalu-
ate the total ship fuel consumption and already tested as an effective tool in a previous
work [9].

The prediction of ship resistance in calm water can be performed according to
different approaches, normally divided in parametric approaches [4, 29, 34, 35],
and approaches based on computational fluid dynamics (CFD), such as the Reynolds
averaged Navier-Stokes (RANS) or boundary element methods (BEM) [33]. In this
study only parametricmethodswere considered because of their lower computational
requirements. In particular, the Guldhammer Harvald method [29] was employed for
the prediction of calm water resistance and, in particular, of the coefficient of total
hull resistance in calm water CT in Eq. (1). The inputs related to ship geometry used
in the Guldhammer Harvald method are summarised in Table4.

Rtot = 1

2
CTρSV 2 (1)

where ρ is the sea water density.
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Table 4 Main input
quantities for ship resistance
prediction

Input Symbol Unit

Length on waterline LWL (m)

Breath on waterline BWL (m)

Draught T (m)

Volume V (m3)

Wetted surface S (m2)

Longitudinal position of center
of buoyancy

LCB (m)

Longitudinal position of center
of buoyancy

LCB (m)

Bow shape coefficient

Section shape coefficient

For each displacement the equilibrium draft on even keel has been calculated,
together with the necessary input variables [10] required by he Guldhammer Har-
vald method [29] to perform resistance prediction in calm waters. The propulsion
coefficients have been corrected in magnitude as reported in [50].

Propeller thrust and torque were computed offline for different pitch settings by
means of a viscousmethod and based on the knowledge of the geometrical features of
the propeller. The calculated values were implemented in the matching code through
the non dimensional thrust KT and torque KQ coefficients.

As reported in Fig. 1 a shaft generator is used for fulfilling on board auxiliary
power demand. In order to optimise this feature the ship propulsion system has
been set-up for working at fixed rpm using the pitch as control variable. Once the
displacement, shaft rate of revolutions and vessel speed are fixed, the advance coef-
ficient J is defined together with the non dimensional thrust coefficient according to
the following equations:

J = V (1 − w)

nD
, KT = T

ρn2D4
(2)

where w is the wake factor, n is the propeller rate of revolution, D is the propeller
diameter and T is the required thrust of the propeller. The engine-propeller matching
code used in this work allows calculating the pitch ratio that provides the required
thrust at the fixed shaft speed. Finally the delivered power Pd can be evaluated by
means of the following quantities:

KQ = Q

ρn2D5
, η0 = JkT

2πKQ
(3)

A validation of the WBM model was performed based on the available measure-
ments of delivered power at different displacement derived from model tests in calm
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Table 5 White box model
validation

Δ = 25000 t

Speed Pdh (KW) Pdn (KW) Error (%)

10 1452.0 1548.9 6.7

12 2589.0 2653.8 2.5

14 4478.0 4465.9 0.3

16 7761.9 7430.3 4.3

Δ = 30000 t

10 1528.0 1637.6 7.2

12 2763.0 2805.3 1.5

14 4768.0 4818.1 1.1

16 18139.7 8139.1 0.0

Δ = 40000 t

Speed Pdh (KW) Pdn (KW) Error (%)

10 1768.0 1804.9 2.1

12 3100.0 3091.1 0.3

14 5196.0 5403.4 4.0

16 8760.2 9359.5 6.8

Δ = 50800 t

Speed Pdh (KW) Pdn (KW) Error (%)

10 1994.0 1815.5 9.0

12 3432.0 3106.3 9.5

14 5662.0 5458.5 3.6

16 9494.8 9546.7 0.5

Δ = 57100 t

Speed Pdh (KW) Pdn (KW) Error (%)

10 2162.0 1908.6 11.7

12 3690.0 3265.1 11.5

14 6089.0 5786.9 5.0

16 10323.4 10283.7 0.4

water. The measured (Pdh) and predicted (Pdn) delivered power, together with the
absolute percentage error of the model, are reported in Table5. The results obtained
with the WBM model are in good agreement with measured values: thus, the model
tool is able to derive a general representation of the relationship between vessel
speed, displacement and delivered power in calm water scenarios.

For a generic couple of ship displacementΔi and speedVi values, theWBMmodel
evaluates the propeller rate of revolution n, which ensures the propulsion equilibrium
between delivered and required thrust, and finally the associated fuel consumption.
Starting from propeller torque, the engine brake power Pb is computed by the global
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efficiency of the drivetrain and it is then possible to evaluate the corresponding
specific fuel consumption.

5.2 Black Box Models

Machine Learning (ML) approaches play a central role in extracting information
from raw data collected from ship data logging systems. The learning process for
ML approaches usually consists of two phases: (i) during the training phase, a set of
data is used to induce a model that best fits them, according to some criteria; (ii) the
trained model is used for prediction and control of the real system (feed-forward
phase).

As the authors are targeting a regression problem [74], the purpose is to find the
best approximating function h(x), where h : Rd → R. During the training phase,
the quality of the regressor h(x) is measured according to a loss function �(h(x), y)
[47], which calculates the discrepancy between the true and the estimated output
(y and ŷ). The empirical error then computes the average discrepancy, reported by a
model over Dn:

̂Ln(h) = 1

n

n
∑

i=1

�(h(xi ), yi ). (4)

A simple criterium for selecting the final model during the training phase consists in
choosing the approximating function that minimises the empirical error ̂Ln(h): this
approach is known as Empirical Risk Minimisation (ERM) [74]. However, ERM is
usually avoided2 in ML as it leads to severely overfitting the model on the training
dataset [74]. A more effective approach consists in the minimisation of a cost func-
tion where the tradeoff between accuracy on the training data and a measure of the
complexity of the selected approximating function is implemented [72]:

h∗ : min
h

̂Ln(h) + λ C (h). (5)

where C (·) is a complexity measure which depends on the selected ML approach
and λ is a hyperparameter that must be set a priori and regulates the trade-off between
the overfitting tendency, related to the minimisation of the empirical error, and the
underfitting tendency, related to the minimisation of C (·). The optimal value for λ is
problem-dependent, and tuning this hyperparameter is a non-trivial task [1] and will
be faced later in this section.

The approaches exploited in this book chapter are: the Regularised Least Squares
(RLS) [31], the Lasso Regression (LAR) [71], and the Random Forrest (RF) [5].

2Note that some techniques use ERM and then, in order to improve the performance of the method,
a post processing approach is adopted (i.e. pruning for Decision Tree [59]).
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In RLS, approximation functions are defined as

h(x) = wTφ(x), (6)

where a non-linear mapping φ : Rd → R
D , D � d, is applied so that non-linearity

is pursued while still coping with linear models.
For RLS, Problem (5) is configured as follows. The complexity of the approxi-

mation function is measured as

C (h) = ‖w‖22 (7)

i.e. the Euclidean norm of the set of weights describing the regressor, which is a
quite standard complexity measure in ML [72]. Regarding the loss function, the
Mean Squared Error (MSE) loss is adopted:

̂Ln(h) = 1

n

n
∑

i=1

�(h(xi ), yi ) = 1

n

n
∑

i=1

[h(xi ) − yi ]
2 . (8)

Consequently, Problem (5) can be reformulated as:

w∗ : min
w

1

n

n
∑

i=1

[

wTφ(x) − yi
]2 + λ‖w‖22. (9)

By exploiting the Representer Theorem [62], the solution h∗ of the RLS Problem
(9) can be expressed as a linear combination of the samples projected in the space
defined by φ:

h∗(x) =
n

∑

i=1

αiφ(xi )Tφ(x). (10)

It is worth underlining that, according to the kernel trick [61], it is possible to refor-
mulate h∗(x) without an explicit knowledge of φ by using a proper kernel function
K (xi , x) = φ(xi )Tφ(x):

h∗(x) =
n

∑

i=1

αi K (xi , x). (11)

Of the several kernel functions which can be found in literature [15], the Gaussian
kernel is often used as it enables learning every possible function [56]:

K (xi , x j ) = e−γ ‖xi−x j‖22 , (12)
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where γ is an hyperparameter which regulates the non-linearity of the solution [56]
and must be set a priori, analogously to λ. Small values of γ lead the optimisation to
converge to simpler functions h(x) (note that for γ → 0 the optimisation converges
to a linear regressor), while high values of γ allow higher complexity of h(x).

Finally, the RLS Problem (9) can be reformulated by exploiting kernels:

α∗ : min
α

1

n

n
∑

i=1

⎡

⎣

n
∑

j=1

α j K (x j , xi ) − yi

⎤

⎦

2

+ λ

n
∑

i=1

n
∑

j=1

αiα j K (x j , xi ). (13)

Given y = [y1, · · · , yn]T , α = [α1, · · · , αn]T , the matrix K such that Ki, j = K ji =
K (x j , xi ), and the Identity matrix I ∈ R

n×n , a matrix-based formulation of Problem
(13) can be obtained:

α∗ : min
α

1

n
‖Kα − y‖22 + λαT Kα (14)

By setting the derivative with respect to α equal to zero, α can be found by solving
the following linear system:

(K + nλI )α∗ = y. (15)

Effective solvers have been developed throughout the years, allowing to efficiently
solve the problem of Eq. (15) even when very large sets of training data are available
[80].

In LAR, instead, approximation functions are defined as

h(x) = wT x + b, (16)

which are linear functions in the original space Rd .
For LAR, Problem (5) is configured as follows. The complexity of the approxi-

mation function is measured as

C (h) = ‖w‖1 (17)

i.e. the Manhattan norm of the set of weights describing the regressor [71].
Regarding the loss function, theMean Squared Error (MSE) loss is again adopted.

Consequently, Problem (5) can be reformulated as:

w∗ : min
w

1

n

n
∑

i=1

[

wTφ(x) − yi
]2 + λ‖w‖1. (18)

As depicted in Fig. 7 theManhattan norm is quite different from the Euclidean one
since it allows increasing the sparsity of the solution. In other words the solution will
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Fig. 7 Manhattan norm
Versus euclidean norm

tend to fall on the edge of the square, forcing some weights of w to be zero. Hence,
the Manhattan norm allows both regularising the function and discarding features
that are not sufficiently relevant to the model. This property is particularly useful in
the feature selection process [71].

Two main approaches can be used to compute the solutions of Problem (18): the
LARS algorithms [19] and the pathwise coordinate descent [23]. In this book chapter,
the LARS algorithm is exploited because of its straight-forward implementation [19].

The performance of RLS (or LAR) models depends on the quality of the hyperpa-
rameters tuning procedure. As highlighted while presenting this approach, the para-
meters α∗, α̂∗

, and α̌
∗ (or w) result from an optimisation procedure which requires

the a priori setting of the tuples of hyperparameters (λ, γ ) (or λ). The phase in which
the problem of selecting the best value of the hyperparameter is addressed is called
model selection phase [1]. The most effective model selection approaches consist in
performing an exhaustive hyperparameters grid search: the optimisation problem for
RLS (or LAR) is solved several times for different values of γ and λ, and the best
pair of hyperparameters is chosen according to some criteria.

For the optimal choice of the hyperparameters γ and λ, in this book chapter the
authors exploit the Bootstrap technique (BOO) [1]. This technique represents an
improvement of the well–known k–Fold Cross Validation (KCV) [44] where the
original dataset is split into k independent subsets (namely, the folds), each one
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consisting of n/k samples: (k − 1) parts are used, in turn, as a training set, and the
remaining fold is exploited as a validation set. The procedure is iterated k times.

The standard Bootstrap [1] method is a pure resampling technique: at each
j-th step, a training set D j

TR, with the same cardinality of the original one, is built
by sampling the patterns in Dn with replacement. The remaining data D j

VL, which
consists, on average, of approximately 36.8% of the original dataset, are used as
validation set. The procedure is then repeated several times NB ∈ [1, (2n−1

n

)] in order
to obtain statistically sound results [1].

According to the Bootstrap technique, at each j-th step the available dataset Dn

is split in two sets:

• A training Set: D j
TR

• A validation Set: D j
VL

In order to select the best pair of hyperparameters (λ∗, γ ∗) (or λ∗) among all the
available ones G = {(λ1, γ1), (λ2, γ2), · · · } (or G = {λ1, λ2, · · · }) for the algorithm
for RLS (or LAR) the following optimisation procedure is required:

• for eachD j
TR and for each tuple (λi , γi ) (or λi ) with i ∈ {1, 2, · · · } the optimisation

problem of Eq.15 (or Eq.18) is solved and the solution hij (x) is found

• using the validation set D j
VL for searching the (λ∗, γ ∗) (or λ∗) ∈ G

(λ∗, γ ∗)
or λ∗ = arg min

{(λ1, γ1), · · · , (λi , γi ), · · · }
or {λ1, · · · , λi , · · · }

1

NB

NB
∑

j=1

1

|D j
VL|

∑

(x,y)∈D j
VL

[h(x) − y]2 .

(19)

Once the best tuple is found, the final model is trained on the whole setDn by running
the learning procedure with the best values of the hyperparameters [1].

Another learning algorithm tested for building the BBM is the Random Forest
(RF) [5]. Random Forests grows many regression trees. To classify a new object
from an input vector each of the trees of the forest is applied to the vector. Each tree
gives an output and the forest chooses the mode of the votes (over all the trees in
the forest). Each single tree is grown by following this procedure: (I) n samples are
sampled (with replacement) from the original Dn , (II) d ′ � d features are chosen
randomly out of the d and the best split on these d ′ is used to split the node, (III) each
tree is grown to the largest possible extent, without any pruning. In the original paper
[5] it was shown that the forest error rate depends on two elements: the correlation
between any couples of trees in the forest (increasing the correlation increases the
forest error rate) and the strength of each individual tree in the forest (reducing
the error rate of each tree decreases the forest error rate). Reducing d ′ reduces both
the correlation and the strength. Increasing it increases both. Somewhere in between
is an optimal range of d ′ - usually quite wide so this is not usually considered as
an hyperparameter. Note that, since we used a bootstrap procedure by sampling n
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sampleswith replacement from the originalDn , we can use the error on the remaining
part of the data (this is called out-of-bag error) to chose the best d ′.

5.3 Gray Box Models

GBMs are a combination of a WBMs and BBMs. This requires to modify the BBMs
as defined in the previous section in a way to include the mechanistic knowledge of
the system. Two approaches are tested and compared in this book chapter:

• a Naive approach (N-GBM) where the output of theWBM is used as a new feature
that the BBM can use for training the model.

• an Advanced approach (A-GBM) where the regularisation process is changed in
order to include some a-priori information [1].

In the N-GBMcase, theWBMcan be seen as a function of the input x. TheWBM,
that we call here hWBM(x), allows the creation of a new dataset:

DWBM,X
n =

{([

x1
hWBM(x1)

]

, y1

)

, · · · ,

([

xn
hWBM(xn)

]

, yn

)}

Based on this new dataset a BBM can be generated hBBM
(

[

xT |hWBM(x)
]T

)

.

According to this approach, every run of the GBM requires an initial run of the
WBM in order to compute its output hWBM(x), which allows evaluating the model

hBBM
(

[

xT |hWBM(x)
]T

)

. This is the simplest approach for including new informa-

tion into the learning process. Note that with this approach any of the previously cited
BBMs (e.g. RLS, LAR or RM) can be used for building the corresponding N-GBM.

In the A-GBM case the WBM part of the model is assumed to be included in the
w vector:

hWBM(x) = wT
WBMφ(x), (20)

According to [1], the regularisation process of Eq. (9) is modified to:

w∗: min
w

1

n

n
∑

i=1

[

wTφ(x) − yi
]2 + λ‖w − wWBM‖22. (21)

It is possible to prove that by exploiting the kernel trick the solution to this problem
can be rewritten as:

h∗(x) = hWBM(x) +
n

∑

i=1

α∗
i K (xi , x). (22)
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where

α∗ : min
α

1

n

n
∑

i=1

⎡

⎣

n
∑

j=1

α j K (x j , xi ) + hWBM(xi ) − yi

⎤

⎦

2

+ λ

n
∑

i=1

n
∑

j=1

αiα j K (x j , xi ),

(23)

The solution to this problem can be computed by solving the following linear system:

(K + nλI )α∗ = y − hWBM, (24)

where hWBM = [hWBM(x1), · · · , hWBM(xn)]T .Note that the solutiondoes not depend
on the form of hWBM(x) so that any WBM can be used as hWBM(x).

Another possible way of achieving the same solution of the problem of Eq. (24)
is to create a new dataset:

DWBM,Y
n = {(x1, y1−hWBM(x1)), · · · , (xn, yn−hWBM(xn))}

where the target is no longer the true label y but the true label minus the hint given
by the a priori information included in hWBM(x). This means finding a BBM that
minimises the error of the WBM prediction.

It should be noted that the A-GBM is more theoretically justified in the regulari-
sation context while the N-GBM is more intuitive since all the available knowledge
is given as input to the BBM learning process. From a probabilistic point of view, the
A-GMB changes the P(y|x) while the N-GBM modifies the whole joint probability
P(y, x), hence deeply influencing the nature of the problem.

The (λ, γ ) for RLS, the λ for LAR and d ′ for RF of the N-GBM and A-GBM
are tuned with the BOO as described for the BBM, since both N-GBM and A-GBM
basically require to build a BBM over a modified training set.

5.4 Model Validation

The WBM was validated using the data described in Sect. 3 versus propeller shaft
power, shaft torque, and total fuel consumption. The results of the validation are
presented in Table6. The results show that the WBM does not show sufficient accu-
racy when compared with operational measurements. The inability of the model to
take into account the influence of the sea state (i.e. wind and waves) on the required
propulsion power is considered to be the largest source of error for this model.

The BBMs built according to the RLS, LAR and RF methods were validated
versus the same dataset as for the WBM validation procedure. However, in the case
of the BBMs the Dn was divided in two sets Lnl and Tnt respectively for learning
and test. The two sets were defined so that Dn = Lnl ∪ Tnt and Lnl ∩ Tnt = � in
order to maintain the independence of the two sets.
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Table 6 Indexes of performance of the WBM in predicting the shaft power, shaft torque, and fuel
consumption

Shaft power

MAE (KW) MAPE (%) MSE
(

KW2
)

NMSE REP (%) PPMCC

7.69e+02 17.85 1.00e+06 1.13 23.59 0.65

Shaft torque

MAE (Nm) MAPE (%) MSE
(

N2m2
)

NMSE REP (%) PPMCC

6.54e+01 18.13 6.92e+03 0.94 22.01 0.22

Fuel consumption

MAE
( g
KWh

)

MAPE (%) MSE
(

g2

KW2h2

)

NMSE REP (%) PPMCC

5.14e-02 20.95 3.94e-03 1.98 25.40 0.63
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Fig. 8 Shaft Power, Shaft Torque, and Fuel ConsumptionMAPEof theBBM,N-GBMandA-GBM
for RLS and different nl
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The process of splitting the full dataset in a learning set and test set is repeated
30 times in order to obtain statistical relevant results. We always underline in bold
the best results which are statistically significant [25]. The results are reported for
different sizes of Lnl with nl ∈ {10, 20, 50, 100, 200, 500, 1000, 2000, 5000}. The
optimisation procedure is repeated for different values of both hyperparameters (γ
andλ), where their values are taken based on a 60 points equally spaced in logarithmic
scale in the range [10−6, 103] and thebest set of hyperparameters is selected according
to the BOO (Sect. 5.2). The same has been done for d ′ in RF.

Also in the case of the GBM, analogously to the procedure adopted for the BBM,
the original datasetDn is divided in two setsLnl and Tnt and λ, γ and d ′ are chosen
according to the BOO procedure.

The entire set of results is not reported here because of space constraints but it
can be retrieved in the technical report available at http://www.smartlab.ws/TR.pdf

From the results it is possible to note that the WBM, as expected, has the lowest
performance in terms of prediction accuracy. On the other hand, the GBMs out-
perform the BBMs by a smaller percentage. The MAPE of the BBM, N-GBM and
A-GBM for different values of nl are reported in Figs. 8, 9, and 10.
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Fig. 10 Shaft Power, Shaft Torque, and Fuel Consumption MAPE of the BBM, N-GBM and
A-GBM for RF and different nl

From the results of Figs. 8, 9, and 10 it is possible to note how the WBM, even if
not so accurate, can help the GBM in obtaining higher accuracy, with respect to the
BBM, by using almost half of the data given a required accuracy. This is a critical
issue in real word applications where the collection of labeled data can be expensive
or at least requires a long period of in-service operational time of the vessel [11].

6 Feature Selection

Once a model is built and has been confirmed to be a sufficiently accurate represen-
tation of the real system of interest, it can be interesting to investigate how the model
M is affected by the different features that have been used in the model identification
phase.

In data analytics this procedure is called feature selection or feature ranking [7, 22,
30, 36, 79]. This process allows detecting if the importance of those features, that are
known to be relevant from a theoretical perspective, is appropriately described byM.
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The failure of the statistical model to properly account for the relevant features might
indicate poor quality in the measurements. Feature selection therefore represents an
important step of model verification, since the proposed model M should generate
results consistently with the available knowledge of the physical system under exam.
This is particularly important in the case of BBM (and, to a more limited extent, for
GBM), since they do not make use of any mechanistic knowledge of the system and
might therefore lead to non-physical results (e.g.mass or energy unbalances). Feature
selection also allows checking the statistical robustness of the employed methods.

In this book chapter, three different methods for feature ranking are applied:

• Brute Force Method (BFM), which searches for the optimal solution. This is the
most accurate method but also the most computationally expensive (see Sect. 6.1)
[22, 27].

• Regularisation Based Method (RBM) which works by building the BBM which
automatically discarding the features that do not significantly contribute to the
model output (for example by building an ad-hoc regularisers [16, 22, 53, 55, 66,
81, 82]). In this book chapter, the Lasso Regularisation technique was used (see
Sect. 6.2).

• RandomForest basedmethod (RFM)uses a combination ofDecisionTreemethods
together with the permutation test [28] in order to perform the selection and the
ranking of the features [22, 43, 70].

6.1 Brute Force Method

According to the Brute Force method (BFM) for feature selection, the k most impor-
tant features of the model can be identified as follows:

• a first version of the modelM including all the available features is built. The full
model is tested against a test set ̂LTest;

• for a given k, a set of new models is built for all possible configurations including
feature k. For every possible configuration, which are

(d
k

)

, a newmodelM j is built

where j ∈
{

1, · · · ,
(d
k

)

}

together with its error on the test set ̂L j
Test;

• the smaller is the difference between ̂L j
Test and ̂LTest, the greater is the importance

of that set of features.

Given its high computational demands, this approach is not feasible for d > 15 ÷
20. A solution for reducing the required computational time is to adopt a greedy
procedure:

• a first version of the modelM including all the available features is built. The full
model is tested against a test set ̂LTest;

• given a feature j1, the modelM is built which only includes that feature. The error
against the test set (̂L j1

Test) can now be calculated;
• the same procedure is performed for each feature j1 ∈ {1, · · · , d};
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• the smaller is the difference between ̂L j1
Test and ̂LTest the grater is the importance

of the features j1

j∗1 = arg min
j1∈∈{1,··· ,d}

̂LTest − ̂L j1
Test (25)

• this procedure is repeated by adding to j∗1 all the other features one at the time for
finding the second most important feature j∗2 ∈ {1, · · · , d} \ j∗1 . This operation is
repeated until the required size (k) of the ranking is achieved.

Greedy methods are more time efficient compared to brute force methods, but do not
ensure the full correctness of the result.

In this book chapter, several different models were proposed and are here tested
for feature ranking. These models are: BBM, N-GBM and A-GBM with RLS, LAR
and RF for a total of nine possibilities. It should be noted that for the N-GBM there
is another feature which is the WBM (see Table3).

6.2 Regularisation Based Method

The brute force method is a quite powerful approach but it requires a significant
computational effort. The Lasso Regression can be used for ranking the importance
of the features with lower computational demand.

However, the results of the Lasso Regression method are strongly influenced by
the training dataset and by the choice of the hyperparameters used in the learning
phase [53, 81, 82]. For this reason given the best value λ∗ of the hyperparameter
selected with the BOO procedure another bootstrap procedure is applied in order to
improve the reliability of the feature selection method: n samples are extracted from
Dn , the model is built with LAR and λ∗ and the features are selected. The bootstrap
is repeated several times and features are ranked based on how many times each
feature is selected as important by the LAR method [53].

In this work, the LAR method for feature selection was used in three different
kind of models (BBM, N-GBM and A-GBM). Similarly to the case of Brute Force
Methods, in theN-GBMcase theWBMrepresents an additional feature (see Table3).

6.3 Random Forest Based Method

In addition to its use for regression models, the Random Forest (RF) method can also
be used to perform a very stable Feature Selection procedure. The procedure can be
described as follows: in every tree grown in the forest the error on the out-of-bagmust
be kept. Then a random permutation of the values of variable j must be performed
in the samples of the out-of-bag and the error on the out-of-bag must be kept again.
Subtract the error on the untouched out-of-bag data with the error over the permuted
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out-of-bag samples. The average of this value over all the trees in the forest is the
raw importance score for variable j . This approach is inspired by the permutation
test [28] which is quite used in literature, is computationally inexpensive in the case
of Random Forest, and has shown to be quite effective in real wold applications
[17, 77]. The results for the RF feature selection method are reported for all the
models (BBM, N-BBM and A-GBM).

6.4 Results

In Table7 all the results of the feature selectionmethod are reported. Authors decided
to provide just the seven most informative features not to compromise the readability
of the tables. From the tables it is possible to draw the following considerations:

• all methods identify the same variables as the most relevant for the model, thus
confirming the validity of the modelling procedure. This also allows to trust the
reliability of the information contained historical data.

• the BF methods are the most stable, closely followed by the RF methods.
• the WBM is always among the seven most important features for GBMs. This
suggests that the N-GBM is able to take into account the information generated by
the WBM and use it appropriately, confirming the results of the previous section
which underlined the improved performance of GBMs compared to BBMs.

From a physical point of view the results of the feature selection identify the propeller
pitch (both setpoint and feedback) and the ship speed (both GPS and LOG) as the
most important variables for the prediction, which is what to be expected from this
type of ship propulsion system. Propeller speed is not among the most important
features, as it is normally kept constant during ship operations and therefore has
very limited impact from a modelling perspective. The ship draft (fore and aft)
are normally selected as important variables (5th-6th), which also reflects physical
expectations from the system as the draft influences both ship resistance and, to a
minor extent, propeller performance. As expected the shaft generator power, for this
propulsion plants configuration, plays an important role for the prediction. In addition
to this, some variables that could be expected to contribute significantly to the overall
performance are missing. In particular, wind speed and direction are generally used
for estimating the impact of the sea state, but are not included among the five most
relevant features by any feature selection method. This suggests that either the sea
state has a less significant impact on the ship’s fuel consumption compared to what
originally expected, or thatwind speed and direction are not appropriate predictors for
modelling this type of effects, contrarily to what often assumed in relevant literature.
One possible additional explanation to the absence of wind speed and direction from
the important variables is that the influence of the sea state is already accounted for
by the propeller pitch ratio, which is expected to vary as a consequence of both ship
speed and ship added resistance. As matter of fact in order to keep constant speed
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profile, the on board automation system should be designed to change the pitch
settings and the fuel consumption rate to take into account time domain variation of
boundary conditions such aswind and sea state conditions. Under this assumption the
relevant information about added resistance and wind intensity are already included
in the propeller pitch ratio.

7 Using Machine Learning for Operational Energy
Savings: Trim Optimisation

Of all the models proposed in the previous part of this book chapter, the N-GBM
based on RF features the best accuracy properties and best physical plausibility and
is therefore used for the trim optimisation problem. In order to meet the requirements
expressed in Sect. 4.3 the following is considered:

• Variables that are influenced by the trim, such as propeller power and torque, were
excluded from the model (see Table3).

• For each pair of ship speed and displacement, the trim is only allowed to vary in
the range observed from the available dataset, extended by δ%. This allows, for
every pair, to limit the extrapolation and therefore to ensure additional reliability
of the optimisation results.

In Table8 the Fuel Consumption percentage reduction with the trim Optimisation
technique is reported for different values of δ. As expected, the optimisation proce-
dure always leads to a reduction in fuel consumption. The improvement that can be
achieved via trim optimisation increases when δ is increased, although this tendency
seems to stabilise for δ > 5%.

According to the results of this model, improvements exceeding 2% in fuel con-
sumption can be achieved by applying the model for trim optimisation to the selected
vessel. It should be noted that trim optimisation can be performed at near to zero
cost on board, since it does not require the installation of any additional equipment.
Future work in this area will include testing trim optimisation system here proposed
on a real vessel, in order to check the validity of the model and the performance of
the optimisation tool.

Table 8 Fuel consumption
percentage reduction with the
trim optimisation technique

δ(%) % reduction

0 0.52 ± 0.12

1 1.45 ± 0.32

2 1.72 ± 0.51

5 2.22 ± 0.67

10 2.30 ± 0.64
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8 Summary

This chapter focused on the utilisation of methods of Machine Learning for making
ship operations more sustainable. Shipping is today facing large challenges in terms
of its impact on the climate, and the reduction of CO2 emissions that are expected to
be achieved in the future will require a significant effort.

The achievement of such goals will require, among others, to improve today’s
ability to accuratelymodel and predict the influence of environmental and operational
variables on ship performance, and in particular on the fuel consumption of the ship.
In this chapter, alongside with the white-box models commonly used today in this
industry, black and gray box models were introduced as modelling approaches that
can improve the accuracy of the prediction bymaking use of extensive measured data
from ship operations. The regularised least squares, Lasso Regression and Random
forest methods for the construction of black box models were proposed. In addition,
two different types of gray, “hybrid” modelling approaches combining elements
of white and black box models were also presented: the naive, and the advanced
approach. Finally, feature selection methods were introduced, that can be used for
testing the physical consistency of black and gray box models.

The book chapter was concluded with the application of the proposed methods to
a case study, a chemical tanker, with the aim of testing their ability of predicting fuel
consumption and of optimising the trim of the vessel. The results of this application
case confirmed the superiority of statistical methods over mechanistic models in
their ability of accurately predict the performance of the vessel, and highlighted
that gray box models, although improving the performance of black box models
only marginally, show an increased predictive ability with small sizes of the training
dataset. The application of a naive-gray boxmodel to the problemof trimoptimisation
allowed identifying the possibility of decreasing fuel consumption by up to 2.3%
without the need of installing further equipment on board.
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FuzzyCovering: A Spatial Decision Support
System for Solving Fuzzy Covering Location
Problems

Virgilio C. Guzmán, David A. Pelta and José Luis Verdegay

Abstract This chapter presents a spatial decision support system called FuzzyCov-
ering, which is designed to support the decision-making process related to facility
location problems. Different components that facilitate modeling, the solution and
results display, specifically about covering location problems are integrated in Fuzzy-
Covering. FuzzyCovering allows the study of various scenarios of facilities location
and provides a range of solutions that allow the users to make the best decisions.
To treat the uncertainty inherent to some underlying parameters of the real location
problems, FuzzyCovering integrates a fuzzy approach in which the problem con-
straints can be imprecisely defined. A detailed description of the architecture and
functionality of the system is presented, and a simulated practical case of a maxi-
mal covering location problem with fuzzy constraints is shown to demonstrate the
benefits of FuzzyCovering.

1 Introduction

Spatial Decision Support Systems (SDSS) have become useful tools in decision-
making processes in which spatial data are involved. A SDSS is an information
system that integrates technologies of Geographical Information Systems (GIS) and
Decision Support Systems (DSS), whose main purpose is to support the decision
maker in spatial dimension problems [21]. Densham [9] points out that a SDSS
provides a framework in which a database management system with a set of ana-
lytical models, graphical visualizers and tabular report representation capacity are
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mainly integrated. A SDSS is usually aimed at solving problems of a specific appli-
cation domain. In a general sense, by means of a graphical interface, a SDSS allows
the interaction of its integrated optimization models with the decision maker, and
provides a set of alternatives (solutions) feasible to the problem under study.

This chapter presents a spatial decision support system, which we have called
FuzzyCovering. FuzzyCovering is specifically aimed at supporting decision-makers
to solve complex covering location problems. By using FuzzyCovering it is possible
to study different scenarios with the aim of finding the best solutions for facilities
location.

Different real world situations can be modeled by means of a covering location
problem (CLP). For instance, somemodels have been proposed to determine the best
locations for police stations [6], ambulance location [3], fire stations [22], facility
location ofmedical services for large-scale emergencies generated by natural orman-
made disasters [12]. In a general context, all these models are focused on finding the
best locations for a certain number of facilities, taking into account that the distance or
travel time between demand points which require services and the facilities offering
such services does not exceed an established threshold.

The set covering location problem (SCLP), introduced by Toregas [19], and the
maximal covering location problem (MCLP) proposed by Church [5] are the most
commonly used models. The SCLP tries to find a minimum number of facilities
that cover all demand points (full coverage); whereas MCLP tries to maximize the
demand covered with a fixed number of facilities known a priori, without the need
to cover all points (partial coverage).

Both SCLP and MCLP can be precisely defined in FuzzyCovering. However, due
to the need to treat the uncertainty associated in some of the elements of these types
of problems, FuzzyCovering also contains fuzzy models that allows to consider and
address this uncertainty. On the other hand, since the distance or time of service is
one of the most important elements in location problems, the models implemented
in FuzzyCovering consider this item as an imprecise value (probably linguistically
established). This distance is modeled by fuzzy constraints. The resulting fuzzy
problem is converted into a crisp set of problems that can be solved by conventional
optimization techniques, from whose solutions can build a solution to the starting
problem. In this sense, FuzzyCovering providesmetaheuristic methods to solve these
models.

Like any SDSS, FuzzyCovering provides a interactive and easy-to-use graphical
interface for the decision maker. Specifically, this interface allows the configuration
of scenarios and solution visualization for a given location problem. Furthermore,
due to the modular way in which FuzzyCovering was implemented, it is possible
and easy to include extensions or other location models, as well as other solution
methods.

Consequently, this chapter is organized as follows. Section2 describes the cov-
ering location problems, specifically focusing on the MCLP. Furthermore, a fuzzy
extension of this problem is described in detail. The architecture and functionality of
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FuzzyCovering is described in Sect. 3. Section4 shows the results obtained of a sim-
ulated practical case solved in FuzzyCovering. Finally, our conclusions are presented
in Sect. 5.

2 The Covering Location Problem

The need to find the best locations for service facilities is essential to improve the
quality of these services required in different contexts of our society. This situation
has generated the emergence of numerous proposals aimed at resolving the various
existing facility location problems. In the context of the emergency services, the
need arises to optimally locate service units that respond efficiently to incidents
generated among the population. In this direction, some models have been proposed
to determine the best locations of ambulances [3], police stations [6], fire stations
[22], location of hospitals, among others. Also, there have been other works oriented
to model large-scale emergency services, which are caused by natural or man-made
disasters (see, for example, [12, 15]). Other important application domains are the
location of telecommunication antennas [14], the transport of passengers [11], postal
services [23] and in distribution system design [16], etc.

Among the location problems there are the covering location problems (CLP). As
its name suggests, the coverage is the most important aspect in this type of problem,
which can be defined as the distance or critical time (travel time or response time)
within which a demand point is considered covered. In this sense, it is clear to assume
that the main purpose of a CLP is to try to locate one or more service facilities,
taking into account that the distance or critical time from a facility to a demand
point is less than a established threshold. Under this coverage criterion, we should
consider that establishing a minimum distance value, could significantly improve the
quality of service offered. However, this situation would obviously force to locate a
large number of facilities, which could lead to an expensive and difficult solution to
implement in a real environment. On the other hand, obviously, considering a large
distance value, it reduces the number of facilities, however, in this case, the quality
of service can be deteriorated. Given this reality, and considering the type of location
problem that is being addressed, the distance value and the number of facilities to
locate must be compensated.

In a discrete spatial representation of the CLP, it can be assumed that the facilities
can be located on the same demand points, therefore, some or all of the demand
points can be considered as potential locations for facilities.

The set covering location problem (SCLP), formulated by Toregas [19] was the
first problem proposed within the category of covering location problems. In this
problem the amount of demand generated at the demand points is not considered
and its aim is to find the minimum number of facilities needed to ensure to cover
all demand points within a pre-defined distance. In practice, this requirement of
full coverage could lead to undesirable situations. On the one hand, the number of
required facilities could be very high. On the other hand, since the problem does
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Fig. 1 A solution of the
MCLP with two facilities,
six potential facility
locations, and twenty five
demand points

not distinguish points of higher and lower demand, it could locate a facility to cover
lower demand points.

In some cases, if the points of greater demand are considered the most important,
it seems clear to prefer covering these points and leave uncovered those with lower
demand. Under these considerations, Church and Revelle [5] posed the Maximal
Covering Location Problem (MCLP). In this problem, a set of demand points and a
set of facilities to be located are considered. Each demand point has an associated
value, which represent its level of importance (demand generated at the point). The
objective of this problem is to find the best locations for a fixed number of facilities
known a priori that maximizes the total demand coverage. Since it is considered
the demand generated at the points, the points with greater demand will be always
covered, and some points can be uncovered. Figure1 shows a solution for a MCLP
with two facilities, which cover twenty five of a total of 30 demand points. The size
of the point indicates its demand. Here, there are six potential facility locations, two
demand points are covered by the two facilities, and there are points uncovered.

In this chapter we will focus specifically on the MCLP, so we present its
formulation below.

Sets

i, I index and set of the demand points.

j, J index and set of potential locations for the facilities.

Ni = { j ∈ J |di j � S} the set of potential facility locations that can cover the point
i within the time or distance S, di j is the distance between the point i and the
potential location for the facility j .

Input parameters

p the number of facilities to be located.

S the maximum allowed time or distance to respond to a request.
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wi value that represent the demand associated to point i .

Decision variables

x j 1 if a facility is located at the point j , 0 otherwise.

yi represent the coverage of point i , 1 if point is covered (∃ j |x j = 1 ∧ j ∈ Ni ), 0
otherwise.

Mathematical model

max Z =
∑

i∈I
wi yi (1)

subject to
∑

j∈Ni

x j � yi ∀i ∈ I (2)

∑

j∈J

x j = p (3)

x j = {0, 1} ∀ j ∈ J (4)

yi = {0, 1} ∀i ∈ I (5)

The objective function (1)maximizes the covered demand by the set of established
facilities. Constraint (2) guarantees that one or more facilities will be located within
the distance or travel time pre-defined S from the demand point i . Constraint (3)
estates that the number of facilities to be located be p. Finally, the constraint (4) and
(5) indicate binary restriction on the decision variables xi and yi .

2.1 Uncertainty in MCLP

In most of the works that have addressed aMCLP, it has been considered an approach
inwhich all the parameters of the problem are knownwith certainty. However, we can
find many real scenarios in which these problems present imprecision or uncertainty
in some of these parameters. This situation requires consideration of such uncertainty
in themodeling of the problem.C.Guzmán et al. [10] describe someof the parameters
of theMCLP inwhich theremay exist uncertainty. In this sense, an assumption that is
often made in a MCLP is to define the distance as precise or exact value and assume
that all demand points that are within such distance from the facilities are fully
covered, while those points that are beyond that distance are uncovered. Under this
assumption, we can say, for instance, that the demand points which are at a distance
of 3.0 kms. from the nearest facility, are covered, while those demand points that
are at a distance of 3.01 are not covered. In this regard, it is noteworthy that in real
applications, this rigidity in the distance may lead to an unrealistic and inappropriate
modeling of the problem. Therefore considering the uncertainty in the formulation



54 V.C. Guzmán et al.

of the problem is a crucial element in the MCLP. In this line, Berman et al. [2],
Karasakal and Karasakal [13] extend the MCLP in which they assumed a gradually
decreasing coverage depending of the distance.

In general, considering and modeling uncertainty in covering location problems
allows to obtain models more adjusted to the characteristics of the real problems. In
this context, we can point the relevance and acceptance of the fuzzy approach as an
appropriate technique to solve these types of problems. Under this approach, fuzzy
sets have been commonly used to represent the different elements of the problemwith
the presence of linguistic uncertainty, that is, non-probabilistic one. Batanovic et al.
[1] present a MCLP applied to networks in which the demand values are described
by linguistic terms and represented by triangular fuzzy numbers. Takaĉi et al. [18]
proposed a fuzzy maximal covering location model in which the travel time from a
facility to demand points is modeled by fuzzy sets. Davari et al. [7] formulate a large-
scale MCLP with fuzzy coverage radius whose value is represented by a triangular
fuzzy number. Shavandi and Mahlooji [17] present a fuzzy approach based on the
Queuing Theory in which the demand, server capacity, average number of customers
at the queue, and service times of server are considered as triangular fuzzy numbers.
For further details, the interested readers may refer to C. Guzmán et al. [10] where a
review of recent literature on the fuzzy approach applied to the MCLP is presented.

2.2 A Fuzzy Extension of the MCLP

Therefore, as it seems clear that the distance is a matter of degree, in this chapter,
a fuzzy extension of MCLP is presented. In this extension, we relax the distance
value S, thus allowing to obtain solutions beyond this value, specifically to a value
S + τ , where τ represents a value of tolerance permitted by the decision maker.
Since the distance is the most important element in the MCLP, any changes made
to it, directly affects the solution of the problem. In this regard, by relaxing the
value of distance, solutions with different coverage values can be obtained. Figure2
graphically represents this idea. The dashed line represents the border generated by
the pre-defined distance S, while the solid line shows border generated by S + τ .

In the range [S,S + τ ], there is a set of solutions with different distance values
and, therefore, with different coverages. Considering all demand points of same
importance, we can see in Fig. 2 that with a distance S only 6 demand points can
be covered, and with S + τ , up to 13 demand points can be covered, thereby, with
distances in this range, we can find other coverage values.With this idea, it is provides
a wide range of solutions, which significantly facilitate the decision-making process.

In order to model this situation, we have used a fuzzy approach, where it is
assumed that the decision maker allows some violations in the accomplishment of
the distance constraint. In this sense, we consider the following fuzzy constraint used
to construct the Ni set:

Ni : { j |di j � f S} (6)
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Fig. 2 Schematic
representation of a MCLP
with fuzzy border

where � f stands for the constraint (6) could be slightly violated. It should be noted
that although di j and S do not appear directly in the formulation of the problem,
they are included in the definition of the set Ni . Thus, the membership function that
represents the satisfaction degree of the constraint (6), is the following piece-wise
linear function:

μ(di j ) =

⎧
⎪⎨

⎪⎩

1 if di j � S,

1 − di j−S
τ

if S < di j � S + τ ,

0 if di j > S + τ

(7)

where τ ∈ R is the maximum tolerance allowed by the decision maker.
There are several approaches proposed to transform fuzzy models into classical

ones, i.e. crisp models, see, for example, [4, 8, 24]. In this chapter, the parametric
approach posed by Verdegay [20] is used to solve our fuzzy extension of the MCLP.
Basically, this approach employs two phases. The first phase transforms the fuzzy
problem into several crisp problems by using α-cuts, where the parameter α-cut
represents the satisfaction degree of the decision maker. As a consequence, for each
α-cut considered, a classical MCLP (α-MCLP) is obtained. In the second phase, all
these problems are solved by using conventional well known techniques. The results
obtained for the different α values generate a set of solutions, which are integrated
by the Representation Theorem for fuzzy sets. Thus, we can say that the solution
provided by the parametric approach is a solution of our fuzzy MCLP extension.
Figure3 shows the steps involved in this approach.

Following this approach, the Eq. (6) is transformed into the following constraint:

Ni : { j |di j � S + τ (1 − α)}

where α ∈ [0, 1] is the degree of relaxation in the distance and τ is the tolerance
level allowed by the decision maker.
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Fig. 3 Parametric approach
applied to the fuzzy MCLP

3 FuzzyCovering: A Spatial Decision Support System

TheSDSSproposed herein,whichwehave namedFuzzyCovering is directed towards
covering location problems. Specifically, FuzzyCovering integrates the two covering
location problems more commonly used, SCLP and MCLP. These problems can be
precisely defined inFuzzyCovering.However, because of the need to treat uncertainty
associated with these types of problems, FuzzyCovering contains fuzzy models (for
both MCLP and SCLP), in which the constraints of the problem can be imprecisely
defined. This model with fuzzy constraints described above, treats the distance or
response time as imprecise values, which allows solving location problems closest
to reality. On the other hand, FuzzyCovering includes some metaheuristics aimed to
solve its incorporated location models.

In addition, like any SDSS, FuzzyCovering provides a interactive and easy-to-use
graphical interface, which allows, among other things, the configuration of scenarios
and cartographic display of solutions for a specific facility location problem.

In this section, the architecture and functionality of FuzzyCovering is described
with more detail. In addition, it also describes the workflow to be followed in Fuzzy-
Covering for setting up and solving a problem.

3.1 Architecture and Description

FuzzyCovering architecture (see Fig. 4) is based on the architecture scheme proposed
by Densham [9] for a SDSS. However, considering the rapid advance of technology
and, on the other hand, the formulation of new extensions or location models, we
have considered a scalable architecture of FuzzyCovering. In this sense, we have
made amodular design basically consisting of a three-layer system. This architecture



FuzzyCovering: A Spatial Decision Support System … 57

Fig. 4 FuzzyCovering architecture

facilitates the integration of other location models and resolution methods. Each of
these layers are detailed below.

• Graphical interface layer provides the graphical components needed to analyze
various scenarios for a given location problem. Besides these components, this
layer contains components designed for a simultaneous display of both the results
obtained by mathematical models, which can be displayed in graphs or tables as
well as a cartographic representation of the solution.

• Models management layer manages the facility location models as well as reso-
lution methods implemented in FuzzyCovering. Also this layer contains the com-
ponents that integrate the results obtained by the resolution methods, and other
components that perform the report generation process.

• Data management layer provides all functionality necessary for spatial data
manipulation. FuzzyCovering uses unfolding for a simplified access to geographic
mapproviders such asOpenStreetMap,GoogleMaps,Bing, amongothers.Unfold-
ing is a library that allows to create interactive maps and customized geovisualiza-
ciones for a specific application domain. It is noteworthy that the modular design
of FuzzyCovering allows to relatively simply change this library for any other.
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3.2 FuzzyCovering Environment

As mentioned above, FuzzyCovering provides a graphical interface that allows the
decision maker to perform all the tasks associated with the process of modeling and
solving a covering location problem. This functionality is included in the screens
related to the problem definition, model and metaheuristic settings, and solutions
display.

Thus, this process consists of four steps: (i) configure the problem, (ii) select
and configure the appropriate model employed to properly represent the different
variables of the problem to be solved, (iii) select and configure the solution method
to solve the model previously chosen, and (iv) select a graphical display to analyze
and interact with the obtained solutions. Figure5 shows a general outline of this
process.

Problem Definition

The first step to set up a scenario involves obtaining the set of demand points to
consider in the problem. FuzzyCovering allows reading demand points from a CSV
orXMLfile. Each demandpointmust consist of three attributes: an identifier, location
(x, y), and a numeric value that represents the demand. The identifier uniquely
determines the demand point. The location (x, y) may be a geographical location if
we are working with maps or a coordinate in the Euclidean plane if we are analyzing
other types of scenarios. The demand value represents the importance of the demand
point. It is noteworthy that this last parameter is only needed for MCLP because

Fig. 5 Workflow to solve a location problem in FuzzyCovering



FuzzyCovering: A Spatial Decision Support System … 59

Fig. 6 Screenshot for obtaining demand points contained in a text file (CSV)

demand is considered in the nature of the problem, whereas for the SCLP is not
necessary. When a file is selected, FuzzyCovering displays the contents of this file,
and creates a set of objects representing the demand points of the problem. These
objects are persistently stored in a XML-format file, which can be used in other
instances of FuzzyCovering in order to define new scenarios based on the same data.

Figure6 shows the screenshot that allows obtaining the demand points of the
problem from a (CSV) text file. In this screen, the user must activate the option
Geographical demand points if the demand points are geographic coordinates. With
this action, FuzzyCovering will treat the value of x as latitude, and value of y as
longitude.

Model Configuration

To generate a model, it is necessary to have previously configured a problem, on
which the model will be applied. Figure7 illustrates the screenshot used for entering
parameters of a MCLP with fuzzy constraints. This screen consists of two parts.
On top, the basic parameters of the model are introduced. These parameters are the
problem to be solved; the pre-defined distance value between facilities and demand
points; the distance measure, which can be geographic type, if we are working with
geographical locations, or Euclidean type if we are working with other distance val-
ues; and the number of facilities to be located. The parameters required for the fuzzy
constraint are introduced into the bottom of the screen. Such parameters are the per-
centage of tolerance permitted to violate the fuzzy constraint, and the corresponding
values for each α ∈ [0.0, 0.1, . . . , 1.0].
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Fig. 7 Screenshot for entering the parameters of the fuzzy MCLP

Fig. 8 Screenshot for configuring and executing a metaheuristic

Configuration and Execution of the Resolution Method

Asmentioned previously, FuzzyCovering has metaheuristics methods aimed to solve
the location models contained in its Models management layer. Specifically, in this
version there are three metaheuristics implemented: a Local Search (LS), an Iterated
Local Search (ILS) and Genetic Algorithm (GA). All models can be solved with
any of these metaheuristics. In general, a metaheuristic receives the model to be
resolved as input parameters, and the stopping criterion corresponding to the chosen
metaheuristic. For example, the number of iterations for methods based on local
search or the number of generations reached by genetic algorithm, in addition to
other specific parameters of the chosen metaheuristic.

Figure8 shows the screenshot corresponding to the configuration and execution
of iterated local search. Besides the parameters mentioned above, for the particular
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Fig. 9 Screenshot showing the different solutions found for a specific scenario of a covering location
problem

case of ILS, one must set up the parameters required for the perturbation procedure
used by this method to escape from local optima. The number of runs is also entered
on this screen. Once the configuration of the metaheuristic is done, it can be run
through the Run option. This action generates a solution for each set value of α.

Solution Visualizer

Running a metaheuristic in FuzzyCovering automatically generates different solu-
tions to the problemunder study, asmanyasα-cuts havebeendefined.These solutions
can be observed in the screenshot shown in Fig. 9. In this case, the solutions for a
MCLP with fuzzy constraints are presented. In this screen, the solutions are orga-
nized in tabular form, where each row corresponds to a crisp solution obtained for a
problem with a specific α value. For each solution, five different values are shown:
a sequential value that uniquely identifies a solution; an α value associated to each
problem, and its corresponding distance value (S for the first solution, S + τ for the
last one, and a value in this range for other solutions); the value and percentage of
coverage achieved.

In addition, Fuzzy Covering allows the decision maker to visualize each of these
solutions graphically, on a geographic map if demand points are geographical loca-
tions or on spider map, otherwise. Figure10 shows a solution with 5 facilities located
on a Geographical map. On the map, the facilities are represented by square, the
demand points are indicated by black dots, and arcs that connect the facilities with
demand points symbolize the coverage obtained.
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Fig. 10 Solution shown on a geographical map generated by FuzzyCovering

4 A Simulated Practical Case

In order to show the advantages offeredbyFuzzyCovering to solve a covering location
problem, in this section, a simulated practical case is presented. Specifically, in this
study, a MCLP with fuzzy constraints applied to random data is modeled and solved.

In this scenario, we assume an area of dimension 30 × 30 units in which 200
demand points were located. The coordinates for each point were randomly selected.
Firstly, a x-coordinate value was chosen by following a uniform distribution [0, 30]
and then a y-coordinate value was also chosen on a uniform distribution of [0, 30].
The demand assigned to each point is a value that also follows a uniform distribution
in the range [1, 50]. Thus, points whose demand is 1, are of lesser importance, while
points with demand = 50 are of greater importance. The number of facilities to
locate is 5 and the distance pre-defined standard is 6 units. We also consider that
all demand points are potential locations to locate facilities, and assume that the
installation cost is the same for all the facilities, therefore, it is not considered in the
model. In addition, all facilities to be located are homogeneous, namely, it is assumed
that they have the same available service capacity. The Euclidean distance was used
to calculate the distance between facilities and demand points.

In the fuzzy sense, we consider that the tolerance level in the distance constraint is
up to 50% more about the pre-defined distance standard, that is, the decision maker
allows violations of the distance up to a value 9 units, with respect to the value 6.
This scenario was solved for each value of α ∈ [0.0, 0.1, . . . , 1.0] where for each
α, 30 runs of the ILS (Method integrated in FuzzyCovering) were independently
carried out with 10,000 evaluations of the objective function. All these parameters
were entered in FuzzyCovering through the screens described above. Then demand
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Table 1 Coverage percentages obtained (maximum, minimum, average, and standard deviation)
for different α-cut

α-cut Coverage (percentage)

Max. Min. Avg. Std.

1.0 68.78 59.78 65.17 2.20

0.9 72.38 66.26 70.05 1.71

0.8 78.63 71.04 74.59 1.85

0.7 79.21 68.39 74.97 2.44

0.6 82.19 75.40 80.18 1.96

0.5 89.88 75.11 83.82 3.35

0.4 90.40 80.97 86.47 2.31

0.3 94.35 84.53 89.39 2.85

0.2 95.78 79.38 90.93 4.38

0.1 99.01 90.65 95.97 2.26

0.0 99.15 91.13 96.02 2.21

Fig. 11 Maximum percentage of coverage achieved for each α-cut

points used in this scenario were obtained from a (CSV) text file, which was also
generated by FuzzyCovering.

Table1 shows the maximum, minimum, average and standard deviation coverage
percentages obtained by FuzzyCovering for each value of α-cut. The values shown
in bold are the percentages of coverage obtained for both the starting problem (α =
1.0) and the problem with maximum tolerance value allowed by the decision maker
(α = 0.0). In general, we see an increase of coverage when the problem becomes
more relaxed, which is obvious, since the distance value increases. These results
provide a range of solutions with different percentages of coverage and with various
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Fig. 12 Best solutions found by FuzzyCovering for a fuzzy MCLP with 5 facilities

degrees of tolerance in the distance, which help the decision maker to make the best
decisions about the value of coverage to be achieved.

FuzzyCovering provides a CSV or XML file containing all these results. In addi-
tion, FuzzyCovering provides solution graphs that facilitate the decision maker to
analyze the percentages, especially the maximum coverage for different values of α
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(see Fig. 11). In this type of graph, it can be observed the increased coverage in terms
of α-cut.

As mentioned above, FuzzyCovering allows to graphically show the solutions
found. In this analysis, since random data were used, the solutions were shown in a
spider map (see Fig. 12). The solutions visualized are for α = 1.0 (Fig. 12a) and for
α = 0.0 (Fig. 12b). The percentage of maximum coverage reached for each value of
α is shown. The demand points are represented with black dots, the squares indicate
the facilities locations, and the line segments that connect the demand points with
the facilities represent the coverage. When the constraint is relaxed (α = 0.0 vs
α = 1.0), the coverage percentage is increased. This increase is not only due to
the use of a greater distance coverage, but also to the relocation of the facilities. It
should also be noted that when α = 0.0, there is a greater amount of demand points
covered by more than one facility. This side effect is appropriate in real applications
where it is important to locate backup facilities that respond to customers when the
main facilities are not available. Using these kind of plots, FuzzyCovering greatly
facilitates the analysis for these type of situations.

5 Conclusions

FuzzyCovering is a spatial decision support system designed to assist decision-
making process related to facility location problems. Specifically, FuzzyCovering is
focused on modeling and solving covering location problems in an interactive way.
Because of the need to address the uncertainty associated in some of the parameters
of these problems, FuzzyCovering integrates fuzzy models in which the constraints
of the problem can be defined imprecisely.

Considering the usefulness and relevance of facility location problems in the
current social and technological context, and the inherent complexity to determine
a suitable location for the facilities of a specific practical problem, FuzzyCovering
facilitates the analysis of various scenarios of the problem under study, and provides
a wide range of solutions that help the decision maker to make the best decisions.

The modular architecture of FuzzyCovering allows to extend its functionality by
including of other location models and solution algorithms. In this sense, we can
say that FuzzyCovering is a flexible and adaptable tool to the needs of the decision
maker.
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A Fuzzy Location Problem Based Upon
Georeferenced Data

Airam Expósito-Márquez, Christopher Expósito-Izquierdo, Belén
Melián-Batista and J. Marcos Moreno-Vega

Abstract Locating theory seeks to exploit geographic information in order to iden-
tify the best suited areas to place new facilities. This chapter tackles an optimization
problem aimed at finding suitable locations for a new infrastructure in Spain by
considering sustainability criteria and from a fuzzy perspective. In order to solve
this problem, open georeferenced data provided through a Geographic Information
System are used. Several fuzzy membership functions are proposed to represent the
level of possible membership to the desired locations defined by the problem crite-
ria. The resulting locations are appropriately combined under different choices of
a given decision maker. In addition, the approach can be easily adapted to tackle
similar location problems.

Keywords Fuzzy optimization · Location theory · Geographic information system

1 Introduction

Location theory studies how to discover the best sites out of a finite set of eligible
candidates to establish a given number of new facilities (e.g., fire stations, schools,
delivery centres, hospitals, factories, etc.). Its wide range of practical applications
and its interdisciplinary have encouraged the interest of the scientific community
in this field over the last decades. This fact is today evidenced by the large body
of literature. Providing an exhaustive analysis of location theory is out of the scope
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of this chapter, however, the interested reader is referred to the books [7, 8] and
the works [12, 21] to obtain exhaustive reviews of location theory in heterogeneous
application fields. As done in the present chapter, most of these applications have
been addressed as multi-objective optimization problems.

In general terms, the suitability of a given site when locating a new facility is
subject to one or several conflicting goals [11] derived from the individual interests
of the involved stakeholders (e.g., business leaders, politicians, potential customers,
financial investors, etc.). This way, the models are intrinsically stated as optimiza-
tion problems in which a given objective function is minimized or maximized in
the presence of constraints to satisfy. These constraints represent conditions for the
underlying variables. This is the case of, for instance, forbidden areas to place some
kinds of infrastructures due to their high ecological value, ensuring at least an agreed
quality of service whenmeeting the demand of customers in telecommunication con-
texts, or having nearby supply networks to fulfil transport, electric, or information
requirements. The current literature brings together a large number of practical appli-
cations in which different criteria and constraints are considered. Byway of example,
[18] addresses a location-routing problem that seeks to minimize the facility open-
ing costs. Reference [1] overviews the main objectives considered in health-care
contexts, such as average travel times to reach hospitals or patient satisfaction. Ref-
erence [10] combines selecting suitable locations for new firm facilities and setting
of product prices to maximize the market share in competitive environments.

Society today requires considering environmental, social, and economic aspects in
location decisions [20]. At the same time, government policies promote the appear-
ance of new sustainability development initiatives. These facts have given rise to
that sustainability criteria in location theory has consolidated as an active research
direction over the last years [5]. These criteria are especially relevant when placing
dangerous (e.g., refineries, nuclear power plants, etc.) or unpopular facilities (e.g.,
cemeteries, factories, etc.) near living and natural areas [24]. The corporate sector is
also concerned by this new global scenario. In this regard, it has undergone a funda-
mental change away from neoclassical approaches based upon commercial criteria in
keeping with applicable legal principles and towards emerging business approaches
in which sustainability criteria are seen as highlighted opportunities to strengthen
the corporate image, reduce costs, and increase benefits [6].

In spite of the fact that, as previously indicated, location decisions are addressed
as optimization problems, the criteria and constraints are usually subject to some
degree of uncertainty and vagueness. The reason is usually found in the way the
decision makers express their preferences. Specifically, in most of the cases, the
expert knowledge given by a decisionmaker in spatial problems is expressed through
imprecise terms, such asmaybe, not too far, or similar quality [3]. In real-life contexts
of location decisions, the potential sites to place a given facilitywill not usually verify
a given constraint strictly. For example, this is the case of selecting a suitable site to
place a new electrical generator aimed at serving a given population. In some cases,
some people could think that a few hundred of meters are enough to avoid possible
noise, whereas other people could think that at least several kilometres are required.
Fuzzy logic [23] emerges in these environments as a more useful alternative than
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classic Boolean logic due to its closeness to human reasoning and its aptitude to deal
with non-linearities and uncertainties.

This chapter presents an illustrative case study to locate new infrastructures in
Spain in a competitive environment by considering several fuzzy criteria. The impact
of several fuzzy membership functions to satisfy imprecise expert semantic descrip-
tions is assessed. As described in Sect. 3, the solution of the proposed location prob-
lem is based upon open georeferenced data provided by a Geographic Information
System [14].

The remainder of the present chapter is organized as follows. Section2 introduces
an optimization problem based upon fuzzy criteria. Later, Sect. 3 describes a solving
approach to find suitable sites that satisfy the statement of the proposed problem.
Finally, Sect. 4 presents the main concluding remarks and indicates several lines for
further research.

2 Problem Description

In the present chapter, an illustrativemulti-objective optimization problem belonging
to the field of location theory is proposed. The main goal is to assess the applicabil-
ity of different fuzzy membership functions to satisfy several imprecise criteria in
practical environments. As described in Sect. 3, this is carried out through the usage
of open georeferenced data provided by a Geographic Information System (GIS).

Without loss of generality, the optimization problem under analysis seeks to deter-
mine the best suited sites to place a given number of newmalls in themainland Spain.
It should be noted that alternative contexts can be also tackled in the same vein. In
this case and as analysed in the introduction of this chapter, the locations of the malls
are subject to several fuzzy sustainability criteria. Specifically, their locations must
simultaneously satisfy social, economic, and transportation criteria. That is, (i) the
locations of the new malls in a competitive environment have to be firstly as far
as possible from the pre-existing malls. In order to increase the market share in an
environment in which competition already exists, (ii) the locations of the new malls
have to be also close to the main population centres to count on the largest set of
potential customers. This fact is based upon considering that, from a game theoretic
standpoint, customers prefer to buy in the closest facilities [13]. Lastly, the locations
must be well communicated with the population with the aim of easing its access. In
order to address this issue, the locations have to be close to (iii) the main motorways
and (iv) railways.

It is worth mentioning that, as stated by the definition of the optimization problem
here presented, each point on themap under analysis could be considered as a feasible
location for a new requested mall. This means that the feasible solution space of the
optimization problem is composed of all the points provided by the GIS. This set of
points is hereafter denoted asL . From a general point of view, each point i ∈ L is
sufficiently defined in this context by its geographic coordinates on the map, denoted
as (xi , yi ). In practice, those points located on, for instance, the sea, regions with
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high ecological value, and so forth are intuitively discarded, and therefore should
be removed from the feasible solution set through explicit constraints. Furthermore,
the set of locations in which the new malls can be placed is denoted as L ′ ⊆ L .
In this case, the set of pre-existing malls is denoted asM . Their characteristics and
locations are open georeferenced data. The number of malls to place, denoted as
k > 0, is selected by the decision maker (i.e., |L ′| = k). It should be noted that it
can be easily included into each corresponding mathematical model as a constraint.
However, this issue is out of the scope of this study. In real cases, the number of
potential locations to place the malls is much greater than k (i.e., |L | � k).

According to the previous description, the proposed multi-objective optimization
problem, P , on a rectangular map with width W and height H can be defined as
finding that subset of locations L ′ which minimizes at the same time the distance
to the population centres, motorways, and railways, and maximizes the distance to
the pre-existing malls. This can be formally stated as follows:

P : min
i∈L ′ (

− f1(i), f2(i), f3(i), f4(i)) (1)

subject to
1 ≤ xi ≤ W (2)

1 ≤ yi ≤ H (3)

In this case, f1(·), f2(·), f3(·), and f4(·) are scalar functions defined as follows:

f1(i) =
∑

j∈M
di j (4)

f2(i) =
∑

j∈C
di j (5)

f3(i) =
∑

i∈R
di j (6)

f4(i) =
∑

i∈T
di j (7)

whereM ⊆ L , C ⊆ L ,R ⊆ L , and T ⊆ L are the sets of points that compose
the pre-existing malls, population centres, motorways, and railways, respectively.
Additionally, di j represents the distance between the points i ∈ L and j ∈ L on
the map. This way, Eq. (4) represents the sum of distances between the selected
locations and the pre-existingmalls. Similarly, Eq. (5) represents the sumof distances
towards the population centres and Eq. (6) represents the sum of distances towards
the motorways. Lastly, Eq. (7) represents the sum of distances towards the railways.
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As discussed in the following, several fuzzy membership functions are applied to
represent the possibility of a given site of being suite for placing a new mall on the
basis of the aforementioned criteria.

Due to the fact that the criteria imposed by the problem are imprecise in practice,
the set of points on the map is here handle as fuzzy. The fuzzy sets are used in
multi-objective optimization problems with the aim of standardizing the existing
criteria. This is done by assigning to each point provided by the GIS a degree of
membership for each criterion. A fuzzy set is denoted as (L̃ , μL̃ ), where L̃ is the set
of points provided by the GIS from a fuzzy perspective and μL is a function with
the form μL : L → [0..1]. μL̃(i) quantifies the strength of membership of the point
i ∈ L in the fuzzy set L̃ . Here, a value μL(·) = 1 represents a full membership in
the set, μL̃(·) = 0 indicates not membership to the set, whereas intermediate values
(i.e., 0 < μL̃(·) < 1) represent partial membership to the set. Other related concepts
arisen in the field are linguistic variable and linguistic label. The former represents
a variable whose values are provided by means of sentences in a given language,
whereas the latter represents a fuzzy value from the domain under analysis.

Given a continuous map provided by a GIS, the proposed scenario can be stated
as a multi-objective optimization problem that seeks to determine locations satisfy-
ing the imposed criteria. For each criterion, the points are designated by a particular
fuzzy membership function, which indicates the degree in which they satisfy the
relevant criterion. Lastly, these degrees of membership are appropriately combined.
The literature covers many combination alternatives in GIS-based geospatial analy-
sis. Some representative examples can be found in the works [9, 22, 25]. However,
the points under the different fuzzy membership functions are in this chapter com-
bined by using the weighted linear combination [4] with weights α1, α2, α3, and α4

associated with the individual functions f1(·), f2(·), f3(·), and f4(·), respectively.
The values of the weights are appropriately set by the decision maker on the basis of
his preferences.

3 Practical Experience

The present section is devoted to describe the practical experience carried out to
solve the multi-objective optimization problem introduced in Sect. 2. With this goal
in mind, the technologies used in the experience are firstly described. Afterwards, a
short introduction to fuzzy logic and the proposed solution approach are presented.

3.1 Geographic Information Systems

In general terms, Geographic Information Systems (GISs) are computer-based sys-
tems composed of a set of tools aimed at integrating, storing, handling, and analysing
large quantities of spatially referenced data [17]. These systems also enable to
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visualize and extract patterns, relationships, and trends in the data [22]. Typically,
information in a GIS is vertically organized and portrayed by means of visual sym-
bols as data layers, which allows the user to overlay data according to his par-
ticular requirements. Some excellent examples of GIS are GRASS1 [19], QGIS,2

and gvSIG.3 However, due to its versatility, powerful tools, and functional features,
ArcGIS4 is undoubtedly the most outstanding software on the market.

The relevance of GISs in optimization problems belonging to the field of location
theory arises from the fact that this information technology aids to facilitate problem
understanding and decision-making process. In this regard, the main applications of
GISs involve selecting a suitable site to place a new facility [16] and designing a
corridor across a given landscape [15].

3.2 OpenStreetMap

One of the main inconveniences faced by a decision maker when dealing with a
location problem is the availability of georeferenced data. Fortunately, nowadays,
many free data sources are ready to be exploited by a GIS. For instance, Natural
Earth Data,5 supported by the North American Cartographic Information Society,
provides public-domain data sets related to physical and cultural aspects of the coun-
tries. The Socioeconomic Data and Applications Center6 of the NASA contains a
wide variety of socioeconomic data related to agriculture, conservation, poverty, etc.
Lastly, the Environmental Data Explore7 of the United Nations Environment Pro-
gramme provides data sets with more than 500 different variables, such as forests,
climate, disasters, etc.

The case study addressed in this chapter is based upon georeferenced data taken
from the OpenStreetMap project.8 Broadly speaking, OpenStreetMap (OSM) is a
collaborative project aimed at creating a free-editable map of the world. Due to its
wide variety of information, it constitutes a great source of data to support case studies
associated with location issues in which georeferenced data are massively exploited.
The real power of OSM is the possibility to effectively access the data behind its map
rendering. OSM is a database project, whose main purpose is to create an exhaustive
database of every street, city, road, building, etc. on the planet, and not being only
a map display project. For this, OSM differs from other well-known tools, such as

1https://grass.osgeo.org/.
2http://www.qgis.org/en/site/.
3http://www.gvsig.com/en/home.
4https://www.arcgis.com/.
5http://www.naturalearthdata.com/.
6http://sedac.ciesin.columbia.edu/.
7http://geodata.grid.unep.ch/.
8https://www.openstreetmap.org/

https://grass.osgeo.org/.
http://www.qgis.org/en/site/.
http://www.gvsig.com/en/home.
https://www.arcgis.com/.
http://www.naturalearthdata.com/.
http://sedac.ciesin.columbia.edu/.
http://geodata.grid.unep.ch/.
https://www.openstreetmap.org/
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Google Maps or Bing Maps, among others. Reference [2] provides a detailed review
of OSM in Geographical Information Science.

Georeferenced data can be downloaded from the OSM project in a variety of
ways. Typically, data are available in XML-formatted .osm files. The full datasets
are available from the download area in the website of OSM. This option is possible
whenever relatively small areas to download are selected. In order to download huge
amounts of georeferenced data (e.g., an entire continent, countries, or metropolitan
centres), complementary tools such as Osmosis, osmconvert, and osmfilter should
be used. In addition to these tools, there are different data repositories that contain
specific areas aimed at easing the downloading of data maps. These repositories are
frequently updated by the community.

3.3 Fuzzy Logic

One of the key concepts arisen in logic is that of crisp set. In general terms, a crisp set
is a conventional set in which the degree of membership of their elements is binary.
Thismeans that an element is either amember of the set or not,which indicates that the
boundaries of crisp sets are sharp. But frequently, one have to deal with environments
in which imprecise and/or imperfect information appears. In these situations, crisp
sets are not adequate due to the fact that they are not able to represent elements that
are partially included in the set.

The human being possesses great skills to communicate his experience using
fuzzy linguistic rules. Linguistic terms as near, far, high, low, etc. These could be
followed without problem by a human, which is able to interpret these instructions
quickly. But hardly representable in a language that can be understood by a com-
puter. Conventional logic is not suitable for processing such rules. Generally, expert
knowledge has often vague and imprecise characteristics. In a non-deterministic
world sometimes it is not possible to completely set all the environment variables or
how to determine the variables is not known. Even knowing all the variables, it may
be difficult to obtain specific data associated for study. In addition, this information
may be incomplete, and even be wrong.

According to the previous discussion, let consider in the following the case of
modelling the concept of proximity. One may intuitively start by organizing the
different distances into classes. For example, a starting point could be considering
the three following classes: close, midway, and far. The boundaries of these classes
could be [0–20], [20–60], and [60, ∞) m, respectively. If the distance between two
points is of 19.95 m, it would be classified in the close class. Furthermore, if the
distance between two points is of 20.05 m, it would be classified in the midway
class. It should be here noted that, with a difference of only 0.1 m between two dis-
tances, they are placed in two separate classes. Consequently, given the inflexibility
of the proposed classifications, the full relationships between the distances cannot
be precisely captured. The left part of Fig. 1 illustrates this example.



74 A. Expósito-Márquez et al.

Close Midway Far

Distance

M
em

be
rs
hi
p

de
gr
ee

In

Out

Close Midway Far

10 20 30 40 50 60 70 10 20 30 40 50 60 70

Distance

M
em

be
rs
hi
p

de
gr
ee

In

Out

Fig. 1 Illustrative comparison between crisp sets and fuzzy sets

In order to represent more accurately the concept of proximity than in the case
of crisp sets, more classes can be added. However, no matter how many classes are
handled, there is still a generalization of the concept. It should be noted that there are
some concepts that cannot be therefore easily classified into strictly defined classes.
The imprecision in nature can be modelled through fuzzy logic models, where the
classes are defined as fuzzy sets. For each fuzzy set, there is a membership function
associated with its elements, indicating the extent to which each element is part of
the fuzzy set. This way, a degree of membership is associated with the elements of
the concepts under study.

The right part of Fig. 1 depicts the degree of membership in different fuzzy sets
when measuring distance between points. As done in the previous example, in this
case, there are three fuzzy sets that represent the following classes: close, midway,
and far. As can be seen, the degree of membership of each distance can be partial.
This is the case of 15 m, which is partially included into the sets representing close
and midway distances.

3.4 Solution Approach

The optimization problem introduced in Sect. 2 is here addressed in the context of
Spain, specifically in the Iberian Peninsula and the Balearic Islands. Data about
Canary Islands have been not used in this experience due to their low quantity and
poor quality. For this purpose, open georeferenced data available in the OSM project
have been used. However, due to the large volume of data considered in the proposed
approach, data could not be directly downloaded from the website of OSM. Instead,
the repository called Geofabrik9 has been used for this aim. This server contains
daily extracts of the OSM project that can be downloaded directly by the user. The
geographic information used in this practical experience is illustrated in Fig. 2.

9http://download.geofabrik.de/.

http://download.geofabrik.de/.
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Fig. 2 Basemap provided by the OpenStreetMap project with the georeferenced information about
the Iberian Peninsula and the Balearic Islands

The open georeferenced data downloaded from the repository Geofabrik are
divided into four basic data layers to be handled by a GIS. These include infor-
mation regarding places, points, roads, and railways, respectively. The first layer
contains different types of places such as towns, villages, suburbs, and other interest
areas. The second layer has useful information about relevant points to be exploited
by logistic applications. For example, swimming pools, schools, insurance agencies,
agricultural centres, animals, hotels, banks, bars, restaurants, casinos, hospitals, phar-
macies, parking areas, schools, universities, and many others points. The third layer
contains data about different types of roads, such as cycleways, paths, foot-ways,
lanes, motorways, pedestrian paths, residential roads, and many other ones. Lastly,
the last layer contains information about themain railway lines. The information pro-
vided by the data layers can be seen in Fig. 3. The places and points are respectively
represented as red and green dots in the subfigures displayed at the top. Furthermore,
the roads and railways are represented as blue and orange lines in the subfigures
displayed at the bottom.

The multi-objective optimization problem introduced in Sect. 2 describes the
requirements to locate the requested malls. By way of reminder, these are locat-
ing the new malls as far as possible from other pre-existing ones while the locations
of the malls have to be also as close as possible to the urban centres, main motor-
ways, and railways (Eq.1). In short, the locations of the new malls should be found
away from competition and close to potential customers and infrastructures in order
to facilitate their accessibility. However, the data provided by OSM involve a great
amount of information that is irrelevant for the case study under analysis. Conse-
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Fig. 3 Data layers downloaded from the Geofabrik repository related to places, points, roads, and
railways, respectively

quently, a preliminary filtering process is firstly carried out to remove unwanted
information from the original data layers. It is worth mentioning that it is essential to
filter the data contained in the original data layers to get information regarding urban
centres, main motorways, and pre-existing malls. Also, the information contained in
the data layer about railways is in this case entirely used to address the optimization
problem, in such a way that no filtering process is required.

With the goal of filtering the available information in the original data layers
and selecting only relevant features from them, selection queries have been used.
Particularly, selection queries by attributes, which allow to obtain subsets of data
whose elements satisfy a given criterion. In the case of the point layer, the information
has been filtered according to the type of point, by setting the attribute type to “mall”.
So, a new data layer has been generatedwith the information of the pre-existingmalls
in OSM exclusively. Also, to get a layer with information about urban centres, the
same process on the places layer has been repeated but by setting the attribute type
to “city”, being city the largest urban centres in Spain recorded by OSM. Finally, in
order to filter information about the main motorways, the selection query has been
applied by setting the attribute type of the road layer to “motorway”. The data layers
containing the filtered information are represented in Fig. 4.

Once the available information inOSMabout the pre-existingmalls, cities, motor-
ways, and railways has been gathered in different data layers, the four optimization
criteria defined by the problem are tackled (Eq. 1). In this case, four scalar mem-
bership functions associated with the distance have been defined. These functions
indicate the degree of suitability of each point on themapwhen fulfilling the imposed
criteria on the basis of the distance to the pre-existing malls, cities, motorways, and
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Fig. 4 Filtered data layers related to the pre-existingmalls, cities, motorways, and railways, respec-
tively

Fig. 5 Calculation of
Euclidean distance in raster
layers

Euclidean
distance

c1

c2

railways, respectively. With this goal in mind, new data layers containing informa-
tion about the Euclidean distance between each pair of points on the map have been
firstly generated. To do this, the subsequent step has been to apply an algorithmic
procedure to compute the Euclidean distance from each point on the map to the
location of the interest elements, namely, pre-existing malls, cities, motorways, and
railways. It should be here pointed out that the data layers in the GIS contain raster
information. This means that they are made up of regular squared cells, where each
one represents a single visual value. In this case, the algorithmic procedure used by
the GIS calculates the Euclidean distance from the center of the cells to the center of
its surrounding cells. This process is illustrated in Fig. 5. In this example, for each
cell, the distance to each remaining cell is obtained by calculating the hypotenuse of
the underlying triangle in which c1 and c2 are its cathetus.
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Fig. 6 Data layers containing information related to distances to pre-existing malls, cities, motor-
ways, and railways

The output of the algorithmic procedure used by the GIS is presented by means
of a new data layer for each criterion of the optimization problem. This layer con-
tains the Euclidean distance from every cell towards its nearest element of interest
(i.e., pre-existing malls, cities, motorways, and railways). This way, a suitability data
layer is obtained for each type of element of interest in which a coloured ramp is
used to represent the gradual distance between the relevant elements for the opti-
mization problem and the remaining points. The resulting data layers reported by the
algorithmic procedure when solving the proposed optimization problem at hand are
displayed in Fig. 6. In this case, colours close to yellow are assigned to the lowest
values of distance, whereas colours close to violet are assigned to the highest values
of distance.

Given the highlighted role of the information display when distinguishing the
most promising areas to locate a new mall on the map, a colour ramp composed of
32 colours is used in each data layer to represent the Euclidean distance from each
point to its nearest elements of interest in the optimization problem. The colours in
the ramp are distributed over the values contained in the cells of the data layers. The
distribution of the colours encourages to prevail cells with high values in terms of
distance. These cells are those of most interest to locate new malls. So, most colours
are assigned to cells with high values. This encourages to determine which areas are
considered as promising to locate a new mall in a graphical fashion. With the aim
of illustrating this, the setting on the map display associated with the data layer of
motorways is shown in Fig. 7. Specifically, the different shades of yellow delimiting
the closest points to areas in which there is a motorway can be easily appreciated.
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Fig. 7 Colour ramp associated with the Euclidean distances towards motorways

The subsequent step of the proposed solution approach involves to address the
imprecise and/or imperfect nature of the information associated with the existing
distances from the potential locations of the new malls and the relevant elements
imposed by the definition of the optimization problem at hand. In this case, this has
been carried out from a fuzzy perspective by using several fuzzy membership func-
tions. A fuzzy membership function has been here defined for each data layer with
the Euclidean distances reported by the GIS. This way, a certain individual degree of
suitability can be easily defined for each point on the map under each optimization
criterion. Lastly, the individual degrees of suitability should be thereafter combined
to determine the most interesting areas to locate the requested malls.

Without loss of generality and in order to provide an illustrative example of
applicability of fuzzy membership functions to data layers in GIS-based applica-
tions, different fuzzy membership functions have been considered to be applied to
the available data layers. Specifically, Gaussian functions are applied to the points
contained in the data layers associated with the motorways, railways, and cities.
Broadly speaking, a Gaussian function is a characteristic symmetric bell-shaped
curve that is controlled by three parameters: the height of the peak of its curve,
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Fig. 8 Fuzzy membership functions used in the solution approach

which takes values from 0 to 1 with the aim of indicating the degree of membership
of the elements, the position of the center of the peak, and the width of the bell, that
is, the standard deviation of the population. In the proposed solution approach, the
center of the peaks of the Gaussian functions are set to zero, which indicates that
those points exactly located on the relevant elements of the problem has the highest
degree of suitability and, as the Euclidean distance increases, this suitability pro-
gressively decreases. Also, the width of the bells are set to 0,1. Furthermore, in the
case of pre-existing malls, a linear fuzzy membership function is applied. This way,
as the Euclidean distance increases, the degree of suitability of the points increases
linearly in the range [0..1]. This intuitively allows to represent that those points found
at the furthest possible distance from the pre-existing malls are the most suitable for
locating newmalls under the competitiveness criterion. Figure8 shows graphical rep-
resentations of Gaussian and linear functions. In the case of the Gaussian function,
the longer the distance, the lesser the membership. However, the longer the distance,
the higher the membership when using the linear function.

The information related to the computed Euclidean distances that is contained in
the data layers is used to generate new layers by applying the aforementioned fuzzy
membership functions. The new data layers provide a graphical representation of the
individual degrees of suitability associated with the existing points when satisfying
the imposed optimization criteria. These data layers are illustrated in Fig. 9. As can be
checked, shades of red represent the lowest degrees of suitability of the points under
the different optimization criteria in the problem at hand. This way, those points
close to the pre-existing malls and those located far from the cities, motorways, and
railways are considered as inappropriate for placing the new malls. Simultaneously,
shades of blue indicate the most suitable locations under the corresponding opti-
mization criteria, whereas intermediate shades in the colour ramp represent medium
degrees of suitability of the points.

As pointed out by the description of the optimization problem, the suitability
of a given point on the map provided by the GIS depends directly on the existing
Euclidean distance towards its nearest elements of interest. Unfortunately, the previ-
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Fig. 9 Data layers containing information regarding the individual degrees of suitability of the
points under the criteria related to pre-existing malls, cities, motorways, and railways

ous data layers only contain the individual suitability of the points under the specific
optimization criteria. At this point, the locations of the requested malls could be
appropriately found according to the competitiveness, accessibility, and transporta-
tion criteria. However, in order to identify the best suited sites to place the malls from
the multi-criteria perspective imposed by the optimization problem at hand, a new
data layer must be generated. This data layer should contain combined information
of the points on the map under the individual criteria.

According to the previous discussion, a weighted linear combination of the source
data layers has been here applied. The result is a new data layer in which the individ-
ual suitability of the points on the map provided by the GIS under the optimization
criteria are adequately merged. Specifically, the weighted linear combination allows
to combine data belonging to multiple sets based upon the set theory analysis. In
this case, it determines the degree of membership of the existing points to multiple
fuzzy sets, which are defined by the different criteria of the optimization problem.
The resulting degree of membership associated with a point on the map is an increas-
ing linear combination function whose value depends on the multiple optimization
criteria considered in the problem. Those points with a zero degree of membership
indicate they are completely inappropriate to place new malls, whereas those points
with a degree of membership equals to one represent those points in which new
malls must be safely placed. Lastly, it is worth mentioning that alternative combina-
tion procedures can be transparently used in the proposed solution approach.
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Fig. 10 Resulting data layer of the weighted linear combination of the individual layers with the
fuzzy criteria

In the optimization problem addressed in this chapter, the source data layers are
linearly combined in such a way that all the optimization criteria have the same
impact on the resulting data layer. This means that α1 = α2 = α3 = α4 = 1 (see
Sect. 2). A graphical representation of the resulting data layer is reported in Fig. 10.
As can be checked, this resulting data layer allows to identify the best suited sites to
place a new mall under the different optimization criteria imposed by the problem.
With this goal in mind, a colour ramp ranging fromwhite to blue is used. Particularly,
the shades of white indicate the best suited sites to place new malls on the map. At
the same time, the blue areas indicate the worst suited sites. Intermediate sites are
highlighted by using complementary colours.

The great amount of visual information and the dimensions of themap enable only
a cursory analysis in the decision-making process when identifying the best suited
sites to place the malls requested by the statement of the optimization problem. With
the aim of examining a reduced study region of concern on the map, a zoom to the
extend of the data layer in the display is carried out. Figure11 shows a reduced study
region of the original map that can be used to find the locations of malls. It should be
pointed out that alternative study regions can be similarly selected by the decision
maker. On the study region of concern, the decision maker can identify sites on the
map that are highlighted by using shades of white. These sites are highly influenced
by the proximity of transportation infrastructures, such as motorways and railways.
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Fig. 11 Study region on the map containing information of the weighted linear combination of the
individual layers with fuzzy criteria

Also, they are influenced by the main cities existing on the map. These are Toledo,
Cáceres, Mérida, and Plasencia, situated on the corners of the map. Furthermore,
those sites on the study region that are located either close to the pre-existing malls
or far from the population centres and the main transportation infrastructures are
inappropriate to place newmalls. These sites are those with the lowest value reported
by the weighted linear combination of fuzzy optimization criteria and are highlighted
by using shades of colours such as red, green, or yellow. In the study case at hand, the
large red-border area that comprises theCabañerosNational Park and its surroundings
are clearly inappropriate to place new malls.

Another relevant aspect to be considered by the decision maker when placing
new mall is the negative influence derived from the closeness to competition, the
pre-existing malls. In this case, they are especially located at the north-west of the
National Park previously mentioned. Specifically, there is a mall without nearby
motorways or railways infrastructures. The area with low degree of membership to
the combined is here highlighted by using shades of blue. Moreover, on the basis
of the description of the proposed optimization problem, the decision maker must
take into account only the degree of suitability of the points considered on the map
provided by the GIS. For this purpose, it is easy to dismiss inappropriate areas to
locate a mall at a first glance. Nevertheless, with the aim of identifying the most
promising areas, proximity to urban centres and accessibility criteria are considered.
As a consequence, according to the optimization criteria, the most suitable area to
place a new mall is that highlighted in blue in Fig. 12.
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Fig. 12 Most suitable areas to place new malls in the selected study region

4 Conclusions and Further Research

A wide range of practical optimization problems is encompassed by the location
theory. This research field especially covers those contexts in which the best suited
sites to place new facilitiesmust be appropriately selected on the basis of the particular
requirements of the applications under analysis. Some representative examples arise
in heterogeneous areas, such as locating new hospitals, fire stations, delivery centres,
factories, and so forth. In this regard, sustainability criteria have taken an increasingly
highlighted role over the last years. Particularly, environmental, social, and economic
aspects in decision-makingprocesses aremore andmore demandedby current society
and supported by governmental measures.

In this chapter, an illustrative fuzzy multi-objective optimization problem that
seeks to determine the best sites to place a given number of new malls in Spain is
introduced. The criteria in the problem at hand involve to place the newmalls as far as
possible from the pre-existing ones and close to the main population centres, motor-
ways, and railways. The problem is here studied in a practical environment by using
open georeferenced data extracted from the OpenStreetMap project and handled by
a Geographic Information System, in short GIS. GISs are powerful computer-based
tools to make decisions whenever geospatial information is available. These tools
allow the user to store, display, and analyse the existing information. Additionally,
they allow to extract relevant patterns and trends.

In order to tackle the proposed optimization problem, several fuzzy membership
functions are individually analysed. The rationale behind their use is to model the
imprecise nature of the criteria in practical environments. This way, each point pro-
vided by the GIS receives a certain degree of membership for each criterion, which
indicates the degree in which they satisfy the relevant criterion. Lastly, the different
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fuzzy membership functions are in this chapter combined by using a weighted linear
combination that, as discussed, allows the decision maker to select the most suitable
sites to place the new malls.

Finally, it is worth mentioning that several promising lines for further research
are still open to be considered. In spite of the fact that a location problem has been
addressed in this chapter, similar optimization problems belonging to other research
fields can be solved from a similar fuzzy approach and by exploiting the function-
alities of GISs and availability of open georeferenced data. Also, considering other
fuzzy membership functions to model particular requirement of decision makers is
not still sufficiently explored.
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Subfields in Viticulture of Local Reflectance
and Interactance Spectroscopy Combined
with Soft Computing and Multivariate
Analysis
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Abstract Spectroscopic techniques have shown great potential due to their quick
response, cost-effective, non-destructive and non-invasive nature, and environmental
friendliness. These characteristics make this technology very attractive for sustain-
able industry and research activities, being viticulture industry no exception. Spec-
troscopic techniques are an appealing alternative for ripeness assessment and harvest
date determination as well as for plant variety and clone determination. Numerous
recent works have clearly demonstrated that it is highly advantageous to process the
high dimensionality spectroscopic data with soft computing or multivariate analy-
sis techniques such as Partial Least Squares, Neural Networks or Support Vector
Machines. In this review, focus will be given to two emergent subfields in viticulture
where the combination of spectroscopy and soft computing is fundamental: (1) The
difficult measurement of enological parameters, namely sugar content, pH and antho-
cyanin content, in samples containing a small number of grape berries, with the aim
of assessing grapes’ ripeness; (2) The multiclass problem of identifying plant vari-
eties and clones. The results of the various works in these subfields will be presented.
The present article starts with a brief description of the spectroscopy principles and
continues by making an overview of the scientific literature considering the number
of berries per sample and the total number of samples in the various works. The
use of different varieties, vintages and harvest locations in the same model will also
be addressed. Special attention is given to the validation methods employed and to
algorithm comparison. Some suggestions are presented in order to facilitate future
comparison of published results.
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1 Introduction

The continuous improvement of spectroscopic instruments has allowed the existence
of small portable equipments that are very attractive for local field measurements,
instead of remote, in various areas of application, such as agriculture and food quality
assessment [24, 33, 34]. In recent years, the integration of spectroscopic techniques
with soft computing and multivariate analysis algorithms has emerged as a promis-
ing method for non-destructive analysis. The cost effectiveness and environmental
friendliness of this method makes it sustainable. The spectroscopic techniques mea-
sure the intensity of light from various wavelengths that come from a sample. This
is called a spectrum and it varies depending on the chemical compounds present in
the sample. The reason is that different compounds absorb and reflect light differ-
ently. Each spectrum may contain the measurement of hundreds of different wave-
lengths. The use of soft computing and multivariate analysis algorithms is necessary
because of the large dimensionality (number of wavelength) of each spectrum and
because each sample contains various chemical compounds whose spectra overlap.
The advantages of using spectroscopy combined with soft computing and multivari-
ate analysis algorithms over other conventional techniques can be summarized in the
following points: (1) It is non-invasive and non-destructive; (2) It is chemical-free
which reduces costs and makes measurements environmentally friendly and sustain-
able; (3) It allows the simultaneous analysis of several different chemical compounds
present in a sample based on a single spectral analysis; (4) The equipment portabil-
ity permits the creation of small and movable laboratories; (5) Once the models to
extract the relevant information are built and validated, it is a fast and simple way of
making an analysis.

This chapter will focus on the application of multivariate analysis and soft com-
puting combined with non-destructive local spectroscopy to two viticulture subfields
of increasing importance: (1) The measurement of enological parameters in samples
composed of a small number of whole berries; and, (2) The identification of differ-
ent varieties or clones of grapevine. Recent reviews did not address these matters
in detail [8, 37], contrarily to what is intended with the present work. The enologi-
cal parameter determination involves solving regression problems where the models
output is continuous, and the variety or clone identification is a typical classification
problem.

The determination of enological parameters in grapes is important for ripeness
determination and harvest date definition. Nowadays, this is done using destructive
wet chemistrymethods.Most of the publishedworks on enological parameter predic-
tion by non-destructive spectroscopic analysis employ samples with a large number
of grape berries which is easier to analyse than a small number of berries [12]. The
use of whole berries instead of homogenates seems to make the problem even harder
[5], but it has the advantage of making the technique non-destructive. Using a small
quantity of whole berries can be interesting in terms of the selection of the best
berries for producing high quality wines [29–31, 35]. The present review will focus
on three enological parameters, sugar content, pH and anthocyanin content.
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The identification of grapevine varieties and clones using non-destructive spectro-
scopic analysis is still in its childhood. Conventionally, it is done by ampelography
[13] that separates the varieties or clones based on the plant characteristics, but this
requires highly trained experts. The alternative is the use of costly and time con-
suming DNA analysis methods. The importance of identifying varieties and clones
comes from the necessity to ensure truthness-to-type in plant nurseries, to ensure that
certain varieties are not planted in certain apellation areas, and ultimately because
grape price is variety dependent [21]. Proper clone identification can bring com-
petitive advantages to growers because certain clones are more adaptable to certain
regions than others and because some have been selected to produce more. A fast
and simple clone and variety identification method is also useful for plant diversity
conservation that is essential for sustainable development.

In the two subfields of the present review the soft computing algorithms used
were discriminant analysis, neural networks isolated or associated in committees
and support vector machines (SVM). This review analyses also multivariate analysis
algorithms such as partial least squares (PLS) andmultiple linear regression (MLR) in
order to obtain a complete overviewof theworks published in the two subfields. Some
comparisons between the performance of discriminant analysis, neural networks,
SVM and PLS for the same problems will be presented.

2 Technology and Methods

2.1 Spectroscopy

Spectroscopy analyses the interaction between matter and electromagnetic radiation
at various wavelengths. In this interaction, the radiation coming from the sample
may have the same wavelength as the incident radiation, or it may change. For the
works analysed in the present review only the former case is relevant, which excludes
fluorescence. The radiation interacting with the sample may be totally or partially
absorbed or reflected by the sample; the extent to which these phenomena happen is
determined by the chemical compounds that form the sample, up to the depth that
the radiation penetrates. The measurement of the intensity of radiation emitted by
a sample as a function of the wavelength is called a spectrum. Since each chemi-
cal compound has a specific spectrum, by measuring the spectrum of a sample it
is possible to know the chemical compounds that are present in the sample. How-
ever, this is difficult to do because each sample contains many chemical compounds
whose spectra overlap to form a single spectrum. This is why it is necessary to use
sophisticated soft computing and multivariate analysis algorithms to determine if a
certain chemical compound contributed to a spectrum and in which quantity. Two
good references on technology fundamentals are Sun [34] and Gowen et al. [18].



90 A. Fernandes et al.

2.1.1 Signal Acquisition Modes

The present review will describe works whose spectroscopic measurements were
done in reflectance, transmittance or interactance mode, with the last two being
closely related [32]. These modes depend on how the sample is illuminated and
how the electromagnetic radiation coming from the sample is captured. Reflectance,
transmittance and interactance measure the percentage of electromagnetic radiation
originating in the sample relative to the amount of incident radiation. In reflectance
mode the electromagnetic radiation coming from the sample is mainly that reflected
at the surface but also some that penetrated the sample and was still sent back to
the receiver. In transmittance mode the electromagnetic radiation must cross the
whole sample to emerge at 180◦ from the position where it penetrated in the sample.
Interactance mode, can be seen as a generalization of transmittance where the angle
between the electromagnetic radiation emitter and receiver, with the sample at the
vertex of the angle,maybe different from180◦. In both transmittance and interactance
the receiver does not get the light reflected from the sample surface. Transmittance
and interactance are usually harder to use than reflectance because the intensity
of the signal originating in the sample is significantly lower for transmittance and
interactance and also because there must usually be some form of contact with
the sample in order to prevent any surface reflected electromagnetic radiation from
reaching the receiver. In reflectance mode it is possible to do imaging without any
contact with the samples.

2.1.2 Equipment

A fundamental characteristic of a spectrometer is the wavelength range that it mea-
sures [34]. For the present review, the two most important wavelength ranges are the
visible from the 390nmup to 770nmand the near-infrared between 770 and 2500nm.
Below the visible region there is the near-ultraviolet region between 200 and 390nm
and beyond the near-infrared there is the mid-infrared between 2500 and 25000nm.
The wavelength range for each application is chosen so that it includes absorption
bands of the chemical compounds that must be measured. It is also important to con-
sider the number of wavelength bands measured on the whole equipment wavelength
range since it is related with the spectral resolution of the equipment. Usually, the
larger the number of bands is the better the spectral resolution is. Depending on the
number of these bands, a few tens or hundreds, the equipment is called multispectral
or hyperspectral, respectively. This review mentions various works that use equip-
ments operating simultaneously in the visible and infrared between 400 and 1000nm
and present good results. This range is in-fact quite popular even though, the near
infrared wavelength larger than 1000nm contains important absorption bands. One
possible reason for the popularity of the range between 400 and 1000nm, besides
the good results obtained, might be the tendency for the spectrometers operating at
larger wavelengths to be more expensive.
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It is important to distinguish between spectrometers with or without imaging
capability. The former are able to resolve spatially the spectral information. These
spectrometers usually get the spatial information for a line over a sample, so that each
image produced has spectral information on one axis and spatial information on the
other. To get the complete image of a sample it is usually necessary a mirror scanner
or positioning table to gather information line by line. Imaging spectrometers also
tend to be more expensive than those without imaging capability. Fourier transform
infrared spectroscopy was not considered for this review.

2.2 Sampling Issues

In any work using soft computing or multivariate analysis the used dataset must
be representative. This means that it should contain samples that represent all the
characteristics that are possible to find. Since for validation purposes the dataset
is usually split into subsets, it is good to have enough data so that each subset is
itself representative of the whole. In practice, it is usually hard to know if a dataset is
representative or not, so one of themost important strategies to obtain a representative
set is by gathering large number of samples using a data collection process that is not
biased. In practice, the difficulty and cost of collecting a large number of samples
usually makes the datasets small.

In the subfields that are the focus of the present review sample variability may
originate from various factors: (1) The variety or clone used, which can be hundreds
of different ones; (2) The samples being collected in different location; and, (3) The
year in which the samples were harvested. In each scientific work published it is
very difficult to gather samples that comprehensively cover all possible sources of
variability, consequently, the published scientific works usually narrow their scope
regarding these topics by limiting the different varieties or clones, vintages and places
where samples are collected. The information discussed in the following sections
is summarised in Tables1 and 2 that divide the works into enological parameter
determination and variety or clone identification. Each row of the tables contains
the information relative to one work. The columns contain informations such as
the vintages used, the locations where the samples were collected, the number of
varieties or clones employed in models, the total number of samples available and
how theywere divided per variety. These tables alsomention the caseswheremultiple
vintages, sample collection locations or varieties were employed simultaneously in
a single model.

2.2.1 Varieties

The soft computing or multivariate analysis models for enological parameter deter-
mination were frequently created for single varieties [10, 12, 16, 17, 23]. However,
there are some works that used different varieties in the same model [2, 4, 14, 26].
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Larrain et al. [26] used the largest number of different varieties, four, in a single
model. When creating a model with different varieties the results are some sort of
average of the models from individual varieties (as can be seen in Larrain et al. [26]),
therefore, the values in terms of squared correlation coefficients (R2) or root mean
squared error (RMSE) may not be the best, but the model becomes more robust and
has a more widespread application than the models using individual varieties.

For identification of varieties or clones, the largest number of different varieties,
twenty, was used by Gutiérrez et al. [19]. For clones, a total of eight different clones,
four for two different varieties, were separated in Melo-Pinto et al. [27]. The same
four Cabernet Sauvignon clones were identified in the work of Fernandes et al.
[11]. It is expected that the increase in number of different clones and varieties will
bring a tendency for classification efficiency reduction.Nevertheless, testing different
algorithms to find the most suitable for a certain problem as well as the increase in
number samples might help to contradict this tendency.

2.2.2 Different Vintages

Even though the generalisation between vintages could be an important factor for
the success of the models, in the present review, the samples employed were usually
from the same vintage. Nevertheless, there were two exceptions. Gutiérrez et al. [19]
has built a model for variety identification using 2012 and 2015 data and Gomes
et al. [17] has built a model for sugar content prediction whose training was done
with 2012 samples and the test employed 2013 samples.

2.2.3 Different Locations

Gathering samples frommultiple locations also helps to increase the models’ robust-
ness, however, it is not yet a standard procedure. In addition, even though it might
be stated in some works that samples were collected at different locations it is not
always clear if the samples of a certain variety but from different locations were used
in the same model. Arana et al. [2] seems to use samples of Cabernet Sauvignon
harvested in two different locations to build a model for sugar content prediction.
In two works it is clear that a single model employs samples of the same variety
but from different locations: Gutiérrez et al. [19] created a model to separate six
varieties collected in three different locations; Diago et al. [9] created a model that
separates three varieties and whose samples of each one of two varieties came from
two different locations.

2.2.4 Number of Samples

The total number of samples employed in the various works reviewed in the present
chapter was highly variable. In enological parameter determination, for a single
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model, it may vary between 46 samples in Fernandes et al. [10] for anthocyanin
determination and, 1753 in Larrain et al. [26] for sugar content determination. Larrain
et al. [26] has also built models with 1633 and 693 samples for pH and anthocyanin
determination, respectively. The works of Cao et al. [4] and Arana et al. [2] used
approximately 430 samples, which can be considered an average number of samples.

When looking at the number of samples per variety the most common is to find
between 100 and 300 [2, 4, 12, 16, 17, 23, 26] but the number can go down to 46 in
Fernandes et al. [10] or up to 740 in Larrain et al. [26]. The number of samples should
be analysed taking into consideration the validation method employed because of
the way in which the patterns are split. For example, a model built in Larrain et al.
[26] employed a total of 135 samples, but the use of hold-out validation method left
34 samples for validation, while the leave-one-out method in Fernandes et al. [10]
allowed the use of all the 46 samples available for validation. A discussion on which
validation method is more correct is beyond the purpose of the example.

For variety or clone identification the most important is the number of samples
per variety or clone since each class should contain a number of samples that allowed
creating a representative set. Cao et al. [4] used between 115 and 197 samples per
variety, Arana et al. [2] used 144 and Diago et al. [9] 100. Various works such as
Melo-Pinto et al. [27], Gutiérrez et al. [19], Gutiérrez et al. [21], Gutiérrez et al. [20],
Fernandes et al. [11] employed 20 or 25 samples per variety or clone.

2.3 Validation Methods

The validation of all models is fundamental to make sure that they generalise well,
i.e., that they are capable of providing accurate results for samples not used in the
models training. This verification is particularly important when the models are built
using a number of samples that is not several times, as rule of thumb 10 times [22],
larger than the number of adjustable variables of the model, which is a situation that
frequently happens with hyperspectral data. Due to the relevance of assessing proper
generalization the present review will only analyse works that used validation. In the
scientific works of this review two validation methods stand out: (1) Hold out; and
(2) n-fold cross-validation. Tables1 and 2 summarise the validation methods and the
sample split for validation of the various works under review.

2.3.1 Hold-Out

In hold-out the samples are divided into a set for training, one for validation and,
sometimes, another for test. The training set is used to create the model, the vali-
dation set to choose or adjust any parameters and the test set to analyse the model
generalisation once all parameters are fixed. Frequently, the hold-out does not use
a test set and so the generalisation is assessed in the validation set. Yang et al.,
Cao et al., Larrain et al. and Herrera et al. [4, 23, 26, 39] used hold-out without
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test set. The percentage of samples for training was 75% in Larrain et al. [26] and
Herrera et al. [23] and 67% in Yang et al. [39] and Cao et al. [4] with the remnant
samples being used for validation. A variation of the hold-out method is the repeated
or Monte-Carlo hold-out where the training, validation and test procedures are exe-
cuted multiple times with the samples being randomly assigned to the various sets in
each time. The final R2 or RMSE for validation or test are the average of the values
from these parameters obtained in the multiple executions. Melo-Pinto et al. [27],
Fernandes et al. [11] andDiago et al. [9] used repeated hold-out with just training and
validation sets, but Diago et al. [9] also employed repeated hold-out with test set. In
these three works the sample split differs. Melo-Pinto et al. [27] used approximately
a 50% split for training and validation, Fernandes et al. [11] a 80/20% split and
Diago et al. [9] a 28/72% split, respectively.

2.3.2 N-Fold Cross-Validation

In n-fold cross-validation the samples are divided into n folds and n-1 are used for
training and one for validation. The training/validation process is repeated n times
with a different fold being left out each time for validation. Fernandes et al. [10],
Geraudie et al. [14] and Arana et al. [2] used leave-one-out, a situation in which the
folds contained only one sample, and Gutiérrez et al. [19] employed 5-fold cross-
validation. In Fernandes et al. [12], Gomes et al. [17], Gomes et al. [16] andGutiérrez
et al. [20] besides the n-fold cross-validation there was also a test set. The first three
articles used 7-folds but Gomes et al. [17] also validated one model with 3-folds. In
Fernandes et al. [12] and Gomes et al. [16] the percentage of samples for test was
12.5%while in Gomes et al. [17] it was 20 or 29% depending on themodel. Gutierrez
et al. [20] used 5-folds and the percentage of patterns left for test was 20%.

2.4 Algorithms

In the subfields of the present review the algorithms are essential to extract informa-
tion from the high dimensionality data. The most used algorithm was Partial Least
Squares (PLS), closely followed by neural networks and Support Vector Machines
(SVM). PLS has its origin in the chemometrics community and has provided very
good results due to being able to cope with a number of samples smaller than the
number of variables which is normally prone to overfitting and also due to the abil-
ity to handle highly correlated variables. Neural networks and SVM have known
successful and widespread application inside the machine learning community. Dis-
criminant analysis was also used in the subfields reviewed but to less extent and
Adaptive boosting of neural networks (Adaboost) and Multiple Linear Regression
(MLR) were each used in only one article.
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2.4.1 Brief Algorithm Description

PLS [38] creates new variables, called components, that correspond to the projection
of the independent (X) and dependent (Y) variables into new directions that maxi-
mize the covariance between X and Y. It can do dimensionality reduction because
only a few of these components are enough to explain most of the data variance. The
best number of components is usually chosen to be that providing the smallest val-
idation error. Besides dimensionality reduction, PLS calculates also the regression
coefficients that transform the independent into the dependent variables. PLS is able
to cope with a number of input variables larger than the number of measurements.
The input variables can also be correlated.

Neural networks [22] are biologically inspired mathematical processors. They are
composed of neurons connected by weights. The output of a neuron corresponds to
adding the multiplication of its inputs by its weights and passing this result through
a function called the activation function. The multilayer perceptron, which is the
most widely used type of neural network, has an input and an output layer and at
least one hidden layer. The hidden layer allows to create nonlinear functions if the
neurons have nonlinear activation functions. Training is done by iteratively changing
the weights in order to minimise the difference between the neural network output
neurons outcome and a desired value provided by an expert for each input sample.

SVM [7] for classification find a hyperplane that maximizes the distance to the
training points of any group of samples. In linearly separable problems this hyper-
plane is generated by a linear combination of some samples that are called the sup-
port vectors. When the problem is not linearly separable kernel functions are used
to transform the input samples into a feature space where separation is easier. The
transformed samples are afterwards combined. Obtaining the weights for the linear
combination of the kernel transformed samples involves solving a quadratic opti-
mization problem that minimises the weights norm which is relevant to have good
generalization. This optimisation includes also a regularization parameter C that
imposes a tradeoff between the flatness of the model and the number of wrongly
classified samples. A parameter nuwas introduced in SVM formulation because it is
easier to interpret than C. nu is an upper bound on the fraction of misclassified sam-
ples. With LSSVM the quadratic optimization problem is transformed into a linear
system of equations.

Discriminant analysis [1] finds linear, orthogonal, combinations of the input vari-
ables that best separate groups of samples.

Adaboost [22] is a method to create a committee of classification or regression
models. These models are trained in sequence so that the training of the new model
gives more emphasis to the samples that had larger error on the older model. With
Adaboost it has been reported that, in experiments, the generalization error may
continue to decrease as new models are added even when the training error has
reached zero.

MLR [28] is an extension of the common least squares regression to multiple
input and output variables. Contrarily to PLS, MLR may not work well when the
input variables are correlated or when there are more variables than samples.
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2.4.2 Algorithm Performance Comparison

Even though the two subfields do not yet have a large number of publications it was
possible to find various algorithm comparisons. In Fernandes et al. [10] it was men-
tioned that neural networks were used instead of PLS because the former provided
better results than the latter for models that determine anthocyanin content in grapes.
The R2 for a single neural network and PLS were 0.36 and 0.25, respectively. When
associating four neural networks as an Adaboost, a type of committe machine, it
was possible to raise the R2 to 0.65. The mean absolute percentage error (MAPE)
with one neural network was 18.6% while with the four from the Adaboost it came
down to 13.4%. In Gomes et al. [16], neural networks were compared to PLS for
sugar content determination in grapes, and no major difference was found in the
performance of the two algorithms both in terms of R2 and RMSE. The R2 values
were 0.929 and 0.924 for PLS and neural networks, respectively, while the RMSE
was 0.939◦ and 0.955◦ Brix in the same order. In Melo–Pinto et al. [27], sixteen
classifiers were built, eight using neural networks and eight using PLS. The leaves to
separate belonged to eight different clones and, each classifier identified the leaves
from a specific clone. The classification efficiencies varied between 78.3 and 100%
for neural networks and between 90.8 and 100% for PLS, with a clear advantage
for PLS. For Gutiérrez et al. [19] the PLS, neural networks and SVM were com-
pared in the creation of variety classifiers. When analysing the differences between
algorithms, the neural networks and SVM produced significantly better results than
PLS. When comparing SVM and neural networks the difference was not statistically
significant. In Yang et al. [39] linear discriminant analysis (LDA), SVM and neural
networks were compared in the separation of grape seed varieties. In this work LDA
was capable of 100% classification efficiency for the four varieties analysed, while
for SVM and neural networks the classification efficiency was still 100% in two
varieties but dropped down to 90% for the remaining two varieties.

In the present case, as in any other field of application, it is necessary to test
various algorithms in order to find the one with the best performance.

3 Enological Parameter Determination in Samples
with a Small Number of Grape Berries

The evaluation of the grapesmaturation based on the evolution of enological parame-
ters over time is one of the most important aspects to decide the optimal moment for
harvest. During this process, the level of anthocyanins (phenolic compounds respon-
sible for the grapes pigmentation) and sugars increase, while the acidity diminishes
[3]. Themodels created using soft computing or multivariate analysis algorithms that
allow to assess the grapes ripeness correspond to functions that transform a certain
spectrum into a desired chemical attribute of the grape samples, in the present case,
sugar content, pH or anthocyanin content. The models were created in a supervised
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way, meaning that the training algorithms receive, for each spectrum, the desired
chemical attribute value measured by conventional methods. These are called regres-
sion problems since the models output is continuous. The spectra were collected in
reflectance or interactance modes.

3.1 Number of Berries per Sample

The present revision focus is on the use of a small number of whole berries per
sample. Using a small quantity of berries can be interesting in terms of the selection
of the best berries for producing high quality wines [29–31, 35]. The analysis of a
samples with a small number of whole berries can be automated in the near future
using destemmers capable of extracting berries one-by-one from the bunches [15]
and placing them over a conveyor belt that passes underneath a spectrometer [12].
Another interesting use of individual berries is the study of variations inside a grape
bunch [6].

Arana et al., Cao et al., Fernandes et al., Larrain et al., Herrera et al. [2, 4, 10,
23, 26] used whole single berries in their works. This allowed reaching R2 values of
0.93, 0.8 and 0.68 for sugar content, pH and anthocyanin content, respectively, and
RMSE of 0.96◦ Brix, 0.09 and 0.18 mg.g−1 in the same order. The R2 and RMSE
for each enological parameter are not from the same models. Cao et al. [4] reached
an R2of 0.96 for pH but the samples do not assume all the values between ∼2.5 and
∼4.5. Geraudie et al. [14] used between two and four whole berries and Fernandes
et al. and Gomes et al. in two works [12, 16, 17] used 6 whole berries. In these
four works the best R2 values were 0.96, 0.73 and 0.95 for sugar content, pH and
anthocyanin content, respectively, with corresponding RMSE values of 0.924◦ Brix,
0.18 and 14 mg.L−1.

3.2 Difficulties of Using a Small Number of Whole
Berries per Sample

Most of the published works on enological parameters predictions do it for a large
number of grape berries, usually 50 or more. This is an easier problem than using
a small number of berries since the sample variability diminishes with the increase
of the number of berries due to the averaging out of the variations of the individual
berries. The use of whole berries is also more difficult than using homogenates, also
because in the latter case there is an averaging out of the berries variations. In fact,
Cozzolino et al. [6] has shown the existence of a large variation in the spectra of
individual berries and, suggests that this problem can be tackled by scanning the
berries in several positions.
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3.3 Articles Using Reflectance Mode

This section describes in detail the works that use reflectance mode for enological
parameter determination in samples with a small number of grape berries. Table3
summarizes the information for the various works. Each row of the table contains the
results for a different work. The columns show the R2 and RMSEP for thee enolog-
ical parameters, sugar content, pH and anthocyanin content, and also the varieties,
the wavelength range and mode of the spectroscopic measurement as well as the
soft computing algorithm employed. The table contains the results for works using
reflectance and interactance modes.

Arana et al. [2] developed a prediction model for sugar content using PLS regres-
sion. The authorsmade the spectroscopicmeasurements using a laboratory spectrom-
eter operating at 800–2500nm that was not portable. In spite of the non-portability
of the equipment, that is an important characteristic of the works reviewed, this work
was still included with the purpose of the overview being as complete as possible.
The R2 values obtained for sugar content were 0.70 and 0.58 for varieties Chardon-
nay and Viura, respectively, and the RMSE was 1.27 and 1.89◦ Brix. The model
combining the two varieties presented a R2 of 0.43 and RMSE of 2.16. The number
of samples used was 288 for Chardonnay and 144 for Viura.

Cao et al. [4] used Least Squares Support Vector Machine method (LSSVM) to
create a model from spectra collected with a portable spectrometer. The wavelengths
for model creation were selected by genetic algorithm and corresponded to 418, 525,
556, 633 and 643nm for sugar content and 446, 489, 504 and 561nm for pH. For
sugar content the R2 was 0.82 and the RMSE 0.96◦ Brix, while for pH the R2 and
RMSE were 0.96 and 0.13, respectively. The models were created for a total of 439
samples of the varieties Manaizi, Mulage and Heiti, with 197, 127 and 115 samples
per variety, in this order. The models created used the three varieties simultaneously.

In 2011, Fernandes et al. [10] tested the performance of committee machines
of neural networks in the determination of anthocyanin content. A portable hyper-
spectral camera operating in the range 380-1028nm was used. The results presented
were 0.65 for R2 and 88 mg.L−1 for RMSE. The work employed 46 samples of the
Cabernet Sauvignon variety.

Fernandes et al. [12] also employed a portable hyperspectral camera in the range
380-1028nm. Neural networks were used to create models for sugar content, pH
and anthocyanin content. The results revealed R2 values of 0.92, 0.73 and 0.95,
and RMSE values of 0.95◦ Brix, 0.18 and 14 mg.L−1 for sugar content, pH and
anthocyanin content, respectively. A total of 240 samples of the Touriga Franca
variety were used.

Gomes et al. [17] used an equipment and wavelength range similar to that of Fer-
nandes et al. [10, 12]. The variety employed was also Touriga Franca as in Fernandes
et al. [12]. This work used samples collected in 2013 to evaluate neural networkmod-
els for sugar content prediction created with 2012 or 2013 samples. This work was
one of very few works that created models with grapes from one vintage and tested
the models with grapes from another vintage. The test with 2013 samples for the
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neural network created with samples from 2012 presented R2 values of 0.91 and
RMSE of 1.17◦ Brix. For a model trained and validated with 2013 samples the R2

value was 0.96 and the RMSE was 1.03◦ Brix. The work involved 240 samples from
2012 and 84 from 2013.

Gomes et al. [16] used the same equipment, wavelength range and variety of
Gomes et al. [17]. The models for sugar content were created with 240 samples
using PLS and neural networks. The results in terms of R2 were 0.929 and 0.924 for
PLS and neural network, respectively, and the RMSE was 0.939◦ Brix and 0.955◦
Brix.

3.4 Articles Using Interactance Mode

This section describes in detail the works that use interactance mode for enologi-
cal parameter determination in samples with a small number of grape berries. The
information is summarized in Table3.

Herrera et al. [23] developed PLS models for sugar content determination. Two
different wavelength ranges were employed, from 650 to 1100nm and from 750 to
1100nm. The equipment used was a portable spectrometer. The R2 obtained varied
between 0.74 and 0.94 with the RMSE ranging between 1.06 and 1.35◦ Brix. The
models were created for the following individual varieties: Cabernet sauvignon,
Chardonnay and Carménére, with the total number of samples per variety ranging
from 150 and 300. This article provided an interesting comparison of model results
depending on the wavelength range used, the signal acquisition modes and the signal
preprocessing.

Larrain et al. [26] used a portable spectrometer operating between 640 and
1300nm and built PLS based models for sugar content, pH and anthocyanin. The
results for sugar content prediction in models for individual varieties ranged between
0.87 and 0.93 for R2 and between 1.1 and 1.2◦ Brix for RMSE. For pH, the results
in terms of R2 were between 0.56 and 0.80 and, in terms of RMSE were between
0.088 and 0.16. For anthocyanin content, the R2 ranged between 0.4 and 0.68 and
the RMSE between 0.18 and 0.32 mg.g−1. This work presented also models for red
varieties with R2 values of 0.91, 0.74 and 0.62 andRMSEof 1.24◦ Brix, 0.15 and 0.30
mg.g−1 for sugar content, pH and anthocyanin content, respectively. The varieties
used were Cabernet Sauvignon, Carménère, Merlot, Pinot Noir and Chardonnay,
with the number of samples per variety varying between 144 and 740 for sugar con-
tent, between 135 and 685 for pH and between 135 and 218 for anthocyanin. In red
varieties models the number of samples was 1753, 1633 and 693 for sugar content,
pH and anthocyanin content determination, in this order.

Geraudi et al. [14] used multiple linear regression to create models from spectra
acquired with a portable spectrometer operating between 400 and 1000nm. The
models were produced for sugar and anthocyanin content measurement. For sugar
content the R2, depending on the variety, varied between 0.78 and 0.93 while the
RMSE assumed values between 0.92 and 1.63. The varieties in question were Shiraz,
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Cabernet (as named in the article), Pinot Noir, Pinot Meunier and Chardonnay. Two
models were built with a set of red varieties, the R2 obtained were 0.92 or 0.95 and
the RMSE were 1.2 or 1.12◦ Brix. Two other models were also built for the white
varieties, with R2 values of 0.78 or 0.84 and RMSE values of 1.63 or 1.2◦ Brix. For
anthocyanin, a model was created for the Shiraz variety with R2 and RMSE values
of 0.83 and 0.08 mg.g−1, respectively. The number of samples was not clearly stated,
however, it was mentioned that the samples for model creation were collected at a
rate of three per day for each variety during two months.

From the various works concerning the creation of models for enological parame-
ter measurement, including those in reflectance, transmittance or interactance mode,
only Larrain et al. [26] and Geraudie et al. [14] have actually done measurements
in the field with the grape berries in the vinetree. The grapes were harvested in all
the remaining works. However, for Geraudie, the samples used in the model creation
also seem to have been harvested.

4 Identification of Grapevine Varieties and Clones

The classifiers reported in this section were built in supervised way, meaning that it
is necessary to know to which variety or clone the samples belong to in order to train
the classifiers. These classifiers solve multiclass classification problems. Usually, in
classification problems, only two classes need to be separated, while in the present
subfield of application, the number of classes can be as many as the number of
varieties or clones that must be identified. The encoding of the various labels into
the training algorithms or the methods to separate the classes can be various but they
were not always clearly described in the articles. In this subfield it was possible to find
the two following labelling methods for the output of the classifier: (1) Sequential
numbering of the classes (1, 2, 3) based on a priori information about the sorting of
the average spectra from each class [9]; (2) Use of dummy variables composed of a
sequence of zeros and ones, with each class being characterised by having the value
one at a specific position of the sequence and zeros everywhere else. The different
classes have ones at different positions of the sequence [11]. In Melo–Pinto et al.
[27] it was used the one-versus-all approach, in which, there was a classifier that
separated two classes by saying if a sample was from a certain clone or not. This
has two disadvantages: (1) It requires a classifier per class, contrarily to the Diago
et al. [9] and Fernandes et al. [11] approaches; and (2) The sets become unbalanced,
since the class of the variety or clone to be identified will normally have a number
of samples smaller than that of the remaining varieties or clones put together to
constitute the other class. Table4 compiles information relative to the various works.
Each row of the table contains the results for a different work. The columns show the
correct classification percentage of the samples from the different varieties or clones,
the varieties or clones separated, and also the wavelength range and soft computing
algorithm employed. All works in the table were done in reflectance mode.
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4.1 The Articles

Lacar et al. [25] employed a portable spectrometer to measure the spectra of leaves
in the range 400–900nm. They used ANOVA to understand if there were significant
differences between the varieties Cabernet Sauvignon, Merlot, Semillon and Shiraz.
With 120 samples per variety it was possible to conclude that there were statisti-
cally significant differences between mean values of different varieties at certain
wavelengths. However, it was not presented the efficiency in identifying the differ-
ent samples. The work presented the wavelengths 520, 550, 580, 615, 650, 720 and
755nm as those with the greatest potential for variety identification.

Arana et al. [2] developed a classification model based on canonical discriminant
analysis. The spectroscopic measurements were made using a laboratory spectrom-
eter operating at 800–2500nm that was not portable. As previously, in spite of the
non-portability of the equipment, this work was still included for completeness of
the present overview. The identification was based on the weight and sugar content
of berries or in the spectra of the berries. The latter provided better results in the
identification of two varieties, with a correct classification percentage of 95.8% for
Viura and 98.6% for Chardonnay. The number of samples per variety was 144.

Cao et al. [4] used LSSVM to classify whole grape berry spectra collected with
a portable spectrometer. The wavelengths employed in variety identification were
selected by genetic algorithms and corresponded to 636, 649, 693 and 732nm. The
varieties identified were Manaizi, Mulage and Heiti with correct classification per-
centages of 93.9, 97.6 and 100%, respectively. The total number of samples per
variety was 197, 127 and 115, respectively.

Yang et al. [39] used a portable spectrometer to obtain spectra for classification of
grape seed varieties. The system operated between 200 and 1100nm. The algorithms
used to create the classifiers were linear discriminant analysis, SVM and neural
networks. The first algorithm was the best of the three providing 100% classification
efficiency for the four varieties analysed thatwereRosarioBianco,Red globe,Muscat
Kyoho and Fujiminori. Various spectra preprocessing methods such as Savitzky-
Golay smoothing, multiplicative scatter correction, baseline offset correction, first
and second order de-trending, first and second order derivatives and standard normal
variate were tested but only the last was useful to improve the results. The total
number of samples used was 120 with 30 per variety.

Diago et al. [9] used portable hyperspectral imaging of grapevine leaf discs in the
wavelength region between 380–1028nm to identify three varieties. The algorithm
used for identification was PLS. The number of samples per variety was 100, with
each variety containing samples from four different clones. The percentage of correct
leaf classification was 92.6, 95.3 and 92.7% for Tempranillo, Grenache and Cabernet
Sauvignon, respectively.

Gutiérrez et al. [19] have built PLS, SVM and neural network classifiers for the
identification of varieties. The leaf measurements were done in the field, without
removing the leaf from the vinetree, using a portable spectrometer that operated in
the range 1600–2400nm. The classifiers were built for leaves of 5 or 20 different
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varieties from the same location, or for leaves of 6 varieties from three different
locations. For classification with data from the same location there were 20 leaves
available per variety, while for the classification with data from multiple locations
there were 24 leaves available per variety. The article concluded that when increasing
from 5 to 20 the number of varieties identified the classification ability of PLS
degrades considerably with respect to SVMor neural networks. The best results were
obtained by neural networks with a classification percentage for 20 varieties ranging
between 50 and 100% depending on the varieties. This percentage was 87.25%
when considering all the varieties together. For 6 varieties, with the samples coming
from multiple locations, the percentage of correctly classified samples with a neural
network varied between 62.5 and 91.7% for the different varieties. With the varieties
together, the correct classification percentage was 77.08%. The 20 varieties used
were Cabernet Franc, Cabernet Sauvignon, Caladoc, Carménère, Godello, Malvasia,
Marselan, Pedro Ximénez, Pinot Noir, Touriga Nacional, Verdejo, Viognier, White
Grenache, White Tempranillo, Viura, Grenache, Treixadura, Tempranillo, Syrah,
Albariño, with the last six being used to create the classifier with samples from
multiple locations. The article also presented a study about the best type of spectrum
preprocessing, concluding that it was the second order derivative and Savitsky-Golay
filter and sometimes standard normal variate with detrending.

Gutiérrez et al. [21] andGutiérrez et al. [20] used the same spectrometer operating
in the same range as Gutiérrez et al. [19]. Leaf spectra were also acquired in the
field. Both works employed SVM, but of different types, to identify ten different
varieties, five red and five white: Cabernet Sauvignon, Caladoc, Carmenere, White
Grenache, Pedro Ximenez, Pinot Noir, Tempranillo, Treixadura, Viognier and Viura.
InGutiérrez et al. [21] theC-SVMallowed to obtain correct classification percentages
between 89.5 and 100% for the different varieties. With the varieties together this
percentage was 95%. In Gutiérrez et al. [20] the nu-SVM reached slightly less good
results with the classification efficiencies varying between 75 and 100% for the
different varieties resulting in an overall value of correct classification of 92.5%. In
both Gutiérrez et al. [21] and Gutiérrez et al. [20] the total number of samples used
was 200 with 20 per variety.

Melo–Pinto et al. [27] is a Portuguese patent on the identification of clones using
spectroscopy combined with multivariate analysis or artificial intelligence methods.
The experimental results section shows 16 classifiers built with PLS or neural net-
works to identify 8 clones, RJ24, RJ26, RJ43, RJ75 from Tempranillo variety and
CS 15, CS 169, CS 685 and CS R5 from Cabernet Sauvignon. The data was acquired
using a portable hyperspectral camera operating between the 380 and 1020nm. Each
classifier identified only one clone against all others from a certain variety, being
therefore a two class classifier. With PLS, the percentage of leaf discs correctly
classified as belonging to a clone varied between 90.8 and 100% while for neural
networks it varied between 78.3 and 100%. The percentage of leaf discs correctly
classified as not belonging to the desired clone varied between 97.8 and 100% for PLS
and between 96.4 and 100% for neural networks. The number of samples available
per clone was 25.
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Fernandes et al. [11] created a PLS classifier to identify leaf discs from different
clones. PLS input was spectra in the range 634 to 759nm acquired by portable
hyperspectral imaging. The work presented a comparison of the impact of using
various types of spectrumpreprocessingmethods in classifier efficiency, with the best
method being a second derivative. The best classifier created was able to separate
a total of 100 leaves into four clones of Cabernet Sauvignon, namely, CS 15, CS
169, CS 685 and CS R5 with correct classification percentage of 98.2, 99.2, 100 and
97.8%, respectively. The number of samples available per clone was 25.

The spectra for the studies in this section were collected in reflectance mode,
and only Gutiérrez et al. [19–21] in three different works collected the data with the
samples in the vinetree. Lacar et al. [25] did the measurements in the field but after
removing the samples from the vinetree.

5 Suggestion for Information Summary

In order to facilitate the comparison between article results information about the
critical aspects should be included.

For regression problems:

(1) Squared correlation coefficient; (2) Root mean and median squared error; (3)
Mean and median absolute percentage error; (4) Mean absolute error;

For classification problems:

(5) Correct percentage of classification per variety or clone;

In general:

(6) Spectrometer portability; (7) Spectrometer imaging capability or absence of it;
(8) Spectrometer wavelength range; (9) Varieties employed; (10) Vintages harvested;
(11) Number of different locations where the samples were collected, (12) Total
number of samples; (13) Number of berries per sample; (14) Validation method;
(15) Split of samples between training, validation and test sets; (16) The algorithms
used formodel creation; and, finally, (17) The placewhere the spectral measurements
were done, in the field or in the laboratory and under which conditions.

Parameters in points 1–5 are relevant to have a more accurate characterisation
of the results. By having more parameters to compare it is possible to get a better
understanding on how two works compare to each other. Points 6–8 and 17 charac-
terise the technology employed. With more sophisticated equipment or under less
demanding experimental conditions it is reasonable to expect better results. Points
9–12 characterise the diversity of the samples employed to build a model. Increasing
the number of varieties, vintages, locations or samples in each model should lead to
more robust models. Point 13, the number of berries per sample, has impact on the
results because the smaller it is the larger the sample variability is. Points 14 and 15
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characterise the validation method and are fundamental to understand the reliability
of the created model. Point 16 allows to know which algorithm should be used when
creating new models.

6 Final Comments

The authors acknowledge that gathering large number of samples is costly and
the resulting models may exhibit a bad performance leading to possible waste of
resources. It is the authors’ opinion that, in face of the good results obtained so
far, an increase in the number of samples has a limited risk and might even help
to improve results due to the datasets becoming more representative. Nevertheless,
there is always the risk that increasing the number of samples might increase sample
variability to a point that model results become worse. But it would also be funda-
mental to have this information. The expansion of the models validity by including
for each model data from more varieties, vintages and locations should also be a pri-
ority. If this is not done there is a risk that the subfields of the present review might
be considered of limited interest and, consequently, might tend to die out. Creating
models capable of handling data collected under field conditions, which is yet rare,
can also increase the interest in these subfields.

Regarding validation methods it was sometimes hard to understand what has been
done due to the use of the same designation for different meanings. Consequently,
training set should be reserved for the samples used to train the models, validation
set for the samples that were used to select parameters and test set for model general-
isation evaluation. This generalisation evaluation implies that all model parameters
have been previously defined. Even though this is standard designation, in practice,
it was common to find people designating validation results as test, disregarding the
fact that the samples were employed in parameter choice. In addition, it was not
always straightforward to understand if the calibration set was the training set alone
or the training and validation sets.

The validation set results from hold-out or k-fold cross-validation are widely
used and accepted to assess the generalization of the created models. However, these
results might still be biased, which is why it would be interesting to use, in the
future, more test sets containing a large enough number of samples for these sets to
be representative of all possible samples. Alternatively, it should be considered the
use of nested n-fold cross-validation [36] that allows to use all available data as a
test set.

The current review on enological parameter determination in samples with a
small number of grape berries used only squared correlation coefficient and root
mean squared error for analysis since these were the standard parameters reported.
However, the values of these parameters might be influenced by outliers. A more
robust comparison between works could have been done if the value distribution
within sample points for parameters such as the error, absolute error and absolute
percentage error had been provided separately for training, validation and testing
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sets. A simple way to show these parameters distribution is by using boxplots with
whiskers where at least the 5, 25, 50, 75, and 95th percentiles are visible. Providing
the values for percentiles in tables would also facilitate comparisons.

The authors would like to finish this chapter by saying that making overviews of
other people’s work is always very hard and apologising for any wrong information
that the chapter might contain. In addition, we would like to ask readers to send us
an email reporting new articles in the review subfields and any mistakes that might
be found.
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Consumer Segmentation Through
Multi-instance Clustering Time-Series
Energy Data from Smart Meters

Alejandro Gómez-Boix, Leticia Arco and Ann Nowé

Abstract With the rollout of smart metering infrastructure at large scale, demand-
response programs may now be tailored based on consumption and production
patterns mined from sensed data. In previous works, groups of similar energy con-
sumption profiles were obtained. But, discovering typical consumption profiles is
not enough, it is also important to reveal various preferences, behaviors and charac-
teristics of individual consumers. However, the current approaches cannot determine
clusters of similar consumer or prosumer households. To tackle this issue, we propose
tomodel the consumer clustering problem as amulti-instance clustering problem and
we apply a multi-instance clustering algorithm to solve it. We model a consumer as
a bag and each bag consists of instances, where each instance will represent a day
or a month of consumption. Internal indices were used for evaluating our clustering
process. The obtained results are general applicable, and will be useful in a general
business analytics context.

1 Introduction

On the way towards a low-carbon future, electricity networks are considered as
enablers and one of the critical areas to be studied under the Strategic Energy
Technologies Plan. The first European Electricity Grid Initiative (EEGI) Roadmap
2010–2018 was approved by the European Commission and the Member States
alongside the creation of EEGI in June 2010 [22]. The EEGI Roadmap defines the
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research, development and demonstration challenges that both European transmis-
sion and distribution system operators should address in the next years with the aim
to face the requirements linked to the evolution of power systems and to respond to
different external factors. For this reason, smart-grid projects are receiving a lot of
attention [11, 25, 27, 36]. New perspectives emerge for energy management. A large
amount of smart-meters and sensors are being deployed and they results in a new
data deluge we will have to face. With the rollout of smart metering infrastructure at
scale, demand-response programs may now be tailored based on users’ consumption
and production patterns as mined from sensed data.

In [5], a general methodology and a specific two-level clustering approach were
introduced for obtaining groups of similar energy consumption profiles. Thus, char-
acteristic load and production profiles per time period can be determined by the user
(a time period could be a week, a month or a year). This research was conducted as
part of the SCANERGY project [36] which took into account the changing role of
dwellings, neighborhoods and cities, concerning the electricity consumption, pro-
duction, distribution and storage. Discovering consumption profiles is not enough,
it is also important reveal various preferences, behaviors and characteristics of indi-
vidual consumers. Nevertheless, this approach cannot determine clusters of similar
consumer or prosumer1 households. To tackle this issue, in this chapter wewill model
the consumer clustering problem as a multi-instance clustering problem and we will
apply a multi-instance clustering algorithm to solve it. We will model a consumer as
a bag and each bag consists of some instances, where each instance will represent a
day or a month of consumption. Thus, we will discover groups of energy consumers
according to the similarity of their daily and monthly consumption.

In next section, we describe the problem to be solved in more detail. In Sect. 3 we
will survey previous work in multi-instance objects. In Sect. 4 we introduce a gen-
eral approach for applying multi-instance clustering algorithms based on distances
between bags. Section5 contains the results of our approach on smart meter data and
Sect. 6 concludes with a summary and directions for further works.

2 Cluster Analyses of Smart Meter Data

Smart meter data are time series; which makes the analysis quite complex. For
that reason, cluster analysis of consumption data has been explored in some papers
[6, 8, 23, 26, 33, 34, 41, 50], not so much the clustering of production data. From
now on we will refer to consumption data clustering approaches; however, all pro-
posals are applicable to production data clustering as well. While some authors have
been working on grouping consumers considering the similarity among time series
models, such as ARMA and ARIMA [10]; others have been focusing on grouping

1It is called prosumer to those consumers who have installed solar panels and therefore, also they
produce energy that can consume or put on the power grid; thus they produced and consumed, hence
the name prosumer.
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consumers considering the time series as feature vectors. In literature four approaches
are proposed to cope with the feature vector definition:

1. Consider features as interval consumption measurements (e.g., each 15min)
[13, 24].

2. Only use global features (e.g., mean and standard deviation of an overall day) for
characterizing each consumer [33, 45].

3. Extend the time series data by additional global features or other externalmeasures
[6].

4. Create local patterns for characterizing the time series [16, 34].

The first one follows a raw-data-based approach, the last two follow a feature-based
approach and the third one considers an extension of the raw data including other
features.

The definition of a distance measure between time series is necessary in all four
approaches [28], deciding on the appropriate distance measure depends on the clus-
tering objective, which can be similarity in time, similarity in shape or similarity in
change [54]. In this research we are interested in time series clustering where the
main clustering objective is similarity in time, because we need to cluster together
consumers with similar energy consumption series, which vary in a similar way at
each time interval. For this reason, in the first approach it is necessary to define
a distance measure based on the specific characteristics of time series data. Sec-
ondly, the arithmetic means of the single time segments are the starting point for the
formation of global consumer behavior, but global features only do not properly rep-
resent the customers’ behavior. Thus, the second approach is not enough to segment
the customers, and make groups of households with similar consumption patterns
and determine on the fly the cluster membership of a given load curve. In the third
approach, the dimensionality of the time series is increased and it could be difficult
to manage different kind of features, global and local in the same clustering process.
Finally, the last approach could be useful for detecting clusters with similar load
profiles, but it could be depending on the homogeneity of the data from the global
feature point of view.

Aswepointedout, the above approaches have someadvantages anddisadvantages.
Thus, some authors prefer to develop hybrid approaches for time series clustering
in order to solve the above disadvantages [1, 32, 35, 37, 42, 54]. There are several
reasons for developing hybrid time series clustering models [32]. For instance, we
might obtain very different clustering results for the same time series dataset when
different time granules are considered. For time series clustering, dimensionality
reduction methods are often applied to reduce data dimension before clustering.
Consequently, the information of subsequence may be overlooked. Therefore this
might result in different clustering results after considering the subsequence infor-
mation. Some conventional clusteringmethods require prior information and domain
knowledge; others do not require prior information but are to computationally expen-
sive to be applied on very large data sets. The combination of clustering methods
can mitigate the disadvantages of some and enhance the benefits of others. For some
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applications, the clustering objective might not be that apparent. The selection of
the time series representation and the similarity measure depends on the clustering
objective. Thus, different clustering approaches are required.

Some hybrid clustering methods are proposed in the area of clustering analysis
of smart metering data [2, 23, 45, 46]. Most of them apply Self-Organizing Maps
(SOM) [29] in the first level and k-means [38] or hierarchical clustering algorithms
[46] in the second level. SOM is used to obtain a reduction of the dimension of the
initial dataset and k-means is used to group theweight vectors of the units of SOMand
the final clusters are obtained [23, 45, 46]. Another approach applies k-means first
and uses spectral clustering to segment a collection into classes of similar statistical
properties [2]. These hybrid approaches only exploit the combination of clustering
methods in order to mitigate the disadvantages of ones and enhance the benefits of
other. However, they do not exploit other important reasons for developing hybrid
time series clustering models.

A two-level clustering methodology for smart metering data was proposed in
[5]. The proposed methodology was used through the application of the two-level
clustering approach to Belgian energy consumption and production data. Daily con-
sumption and production profiles were obtained, considering global features such as
total daily consumption or production, and local features such as hourly consumption
or production, respectively. Whereas, prototypical consumption and production pro-
files were discovered considering global features such as total yearly consumption
or production, and local features such as daily consumption or production, respec-
tively. Thus, the proposed methodology allows obtaining different clustering results
using different time granules. Moreover it allows considering different clustering
objectives. In the first level, only some general statistics about the data are required;
while in the second level, the main objective is similarity in time for identifying the
consumption or production profiles. The approach also allows for dimensionality
reduction via feature extraction in the first level; doing so the clustering algorithm
becomes more efficient. It extracts a set of measures from the original time series;
as such it is possible to obtain good results using the Euclidean distance, whereas
this measure cannot handle the original time series directly. It uses a finite set of
statistical measures to capture the global and local nature of the time series; thus,
the computational efficiency of the clustering algorithms can be improved and use of
more advanced clustering algorithms becomes possible. Finally, it allows obtaining
clusters with homogeneous consumption or production levels in the first level, and
clusters with the same profile in the second level. Nevertheless, this approach cannot
reveal various preferences, behaviors and characteristics of individual consumers
considering their daily consumption profiles.

To the best of our knowledge, all approaches obtained are still in a research phase,
especially when it comes to clustering methods for obtaining groups of consumers
considering the consumption profile; because of if we represent a consumer consid-
ering a large consumption series, the dimensionality will be high and it will influence
the distance measure results between consumer, and consequently, the quality of the
applied clustering method. For that reason, in this paper, we propose to apply the
multi-instance clustering techniques for solving this problem.
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3 Multi-instance Clustering Approaches

In modern data mining applications, the complexity of analyzed data objects is
increasing rapidly. Molecules are analyzed more precisely and with respect to all
of their possible spatial conformations [17]. Earth observation satellites are able to
take images with higher resolutions and in a variety of spectra which was not possi-
ble some years before. Data mining started to analyze complete websites instead of
single documents [31]. All of these application domains are examples for which the
complexity demands a richer object representation than single feature vectors. Thus,
for these application domains, an object is often described as a set of feature vectors
or a multi-instance (MI) object. For example, a molecule can be represented by a set
of feature vectors where each vector describes one spatial conformation or a website
can be analyzed as a set of word vectors corresponding to its HTMLdocuments.With
the rollout of smart metering infrastructure at scale, it is necessary to discover the
users’ consumption and production patterns. Thus, consumers should be analyzed
more precisely and with respect to all of their daily or monthly consumption profiles.
For that reason, a consumer (or prosumer) can be represented by a set of feature
vectors where each vector describes a consumption profile for a specific period.

As a result the research community started to develop techniques for multi-
instance learning that where capable to analyze multi-instance objects. In [17] was
proposed the notion of multi-instance learning, where the training set is composed
of many bags each containing many instances. There are many multi-instance learn-
ing algorithm for supervised classification and prediction problems [9, 14, 17, 52,
56]. Unsupervised multi-instance learning may help the solution of the consumer
clustering considering their energy consumption profiles. However, unsupervised
multi-instance learning algorithmswhere bags arewithout labels have not been exten-
sively studied and consumer clustering has not been treated with the multi-instances
clustering approach.

Note that at the first glance, multi-instance clustering may be regarded as merely
a simple extension of traditional clustering task where the objects to be clustered
are now sets of instances instead of single instances. However, the task of clustering
multi-instance bags has its own characteristics. Specifically, in order to cluster objects
described by sets of instances, the most intuitive strategy is to let the instances
contained in one set contribute equally to the clustering process. While for multi-
instance clustering, this kind of strategy may not be appropriate since the instances
comprising the bag usually exhibit different functionalities.

Therefore, although inmulti-instance clustering the labels of the bags aremissing,
the bags should not be regarded as simple collections of independent instances while
the idiosyncrasies and relationships of the instances in the bags should be carefully
investigated.

The first multi-instance clustering algorithm is named BAMIC (BAg-level Multi-
InstanceClustering) [55]. Concretely, BAMIC tries to partition the unlabeled training
bags into k disjoint groups of bags, where several forms of Hausdorff metric [3] is
utilized to measure distances between bags with which the popular k-Medoids algo-
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rithm is adapted to fulfill the clustering task. Experimental results show that BAMIC
could effectively reveal the inherent structure of the multi-instance data set. In [55],
the authors regard bags as atomic data item and use some distance metric to measure
the distances between bags. Then, they adapt the k-medoids algorithm to cluster
bags. Their method is efficient in some applications. In [53], the authors solve the
multi-instance clustering problem in a different way. They formulate a novel Max-
imum Margin Multiple Instance Clustering (M3IC) problem based on Maximum
Margin Clustering (MMC) [51]. The new formulation aims at finding desired hyper-
planes that maximize the margin differences on at least one instance per bag in an
unsupervised way. But the formulation of M3IC is a nonconvex optimization prob-
lem, and they could not solve it directly. Therefore, the original M3IC problem was
relaxed and a newmethod namedM3IC-MBMwas proposed, which is a combination
of Constrained Concave-Convex Procedure (CCCP) and Cutting Plane methods, to
solve the relaxed optimization task.

BAMIC uses a distance measure for comparing bags. A problem of this approach
is that the selection of a meaningful distance measure has an important impact of
the resulting clustering. For that reason, other multi-instance clustering approach
has been proposed in [30]. In [30] the authors introduced an algorithm for clustering
multi-instance objects that optimizes probability distributions to describe the data set.
Part of this work is based on expectation maximization (EM) clustering for ordinary
feature vectors using Gaussians. This approach models instances as members of
concepts in some underlying feature space. Each concept is modeled by a statistical
process in this feature space. A multi-instance object is considered as the result of
selecting several times a concept and generating an instance with the corresponding
process. Clusters of multi-instance objects are described as multinomial distributions
over the concepts. In other words, different clusters are described by having different
probabilities for the underlying concepts. The proposed method is formalized in
three steps. In the first step a mixture model describing concepts in the instance
space is derived. The second step finds a good initialization for the target distribution
by subsuming each multi-instance object by a so-called confidence summary vector
and afterwards clustering these vectors using the k-means method. In the final step, a
final EM clustering step optimizing the distribution for each cluster of multi-instance
objects is employed.

Although, as claimed by [44], defining distances between bags in an unsupervised
way may not reflect their actual content differences, and the calculation of the dis-
tances between bags is quite time consuming, since it always needs to calculate all the
pairwise distances between instances in different bags, this approach has interesting
properties for clustering consumers considering their consumption profiles. As our
objective is clustering consumers by similarity in time [54]; it is good to compare
bags by comparing their instances. The distance measures used by BAMIC compare
bags by considering their individual consumptions, thus contributing to cluster with
respect to similarity in time.
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4 Multi-instance Clustering Approach for Smart
Metering Data

We introduce a general approach for applying multi-instance clustering algorithms
based on distances between bags, in order to grouping consumers from smart meter-
ing data. The general schema of the proposed methodology is shown in Fig. 1. Gen-
eral schema of the proposed methodology. The proposed approach consists of the
following stages:

• Stage 1: Data gathering. Read time series; e.g., the time intervals of interest for
data representation are typical 1min, 15min or 1h in the context of smart metering
applications [15].

Determine bag size

BAMIC multi-instance clustering algorithm

Minimal Hausdorff 
distance 

Maximal Hausdorff 
distance 

Average Hausdorff 
distance 

Data Cleaning

Data Gathering

Data Stratifying

Day Month
Week 

Time period

Data representation

Distance measure

Fig. 1 General schema of the proposed methodology
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• Stage 2: Data stratifying. Segment the data, which separates the raw data sets
in-to more homogeneous subsets, in order to sustain scalability; e.g., data can be
stratified using a split between weekend and weekdays, or between summer and
winter months when we are working with smart metering data [13, 24].

• Stage 3: Data cleaning. Detect and remove errors and inconsistencies from data
in order to improve the data quality. In the smart metering domain some strategies
can discard data sets showing more than one hour of recording gaps [24]; check
for inconsistencies in the data and remove outliers [23]; detect missing values and
replace them using regression techniques [23]; remove special days (e.g., public
holidays) [13]; remove non-continuous data [39].

• Stage 4: Determine bag size. The size of the bags and instances depends on the
time period that we need to consider and the granularity to take in to account in
the cluster analysis. For instance, it is possible to define bags which include the
energy consumption data of a summer month where each instance represents a
whole week of this month.

• Stage 5: Data representation. Represent data considering the time period and
the bag granularity. We suggest using raw-data-based representation because our
clustering objective is similarity in time. For example, each bag might represent
a consumption month and each instance represents the daily consumption in this
month. For this example, each bag will have 30 instances and each instance will
be represented by 96 features (if we consider 15min interval consumption during
a day). It is useful to apply dimensionality reduction and normalization methods
over data representation.

• Stage 6: Determine distance measure. It is necessary to specify the distance
metric to be used to calculate distances between bags, which could take the form
of maximal, minimal or average Hausdorff distance considering the approaches
proposed in [55]. Our approach does not impose any restriction about the distance
metric to be applied. The selection of the distance metric depends on the cluster-
ing objective, which can be: similarity in time, in shape or in change [54]. The
objective of this paper is clustering taking into account similarity in time, due to
it is necessary to cluster consumers with similar consumption profiles. However,
it is possible to apply other distances for comparing bags.

• Stage 7: Apply multi-instance clustering. We suggest applying BAMIC algo-
rithm because it is an algorithm based on distances between bags; for that reason,
it is more appropriate to compare the time series that make up the bags.

If we follow this approach, it is possible to obtain clusters of consumers with sim-
ilar consumption profiles. This approach is applicable to grouping prosumer either
considering consumption or production profiles.
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5 A Case of Study on Belgian Data

In Belgium the authority on energy policy is shared between the federal and the
regional administrations. The responsible authority for the smart metering roll-out
in Flanders is the regional energy regulator, VREG, while there are two Distribution
System Operators (DSO): Eandis and Infrax [21, 47].

There are few studies on profile identification and consumer segmentation in
Belgium [4, 5, 20]. The oldest study [20] was based on consumption data containing
hourly consumption values from substations within the Belgian grid. The typical
daily profile for each consumer is first identified, and, after that, the k-means algo-
rithm is applied for capturing the different profiles. A large dataset of over 1300 load
profiles of residential customers forms the basis for modeling in the study accom-
plished in [4]. Each load profile is a sequence of measured data, with a resolution
of 15min, over duration of one year. A multiway spectral clustering without the use
of pre-modeling steps was used to detect consumer profiles. And, as we mention
before, in [5], a general methodology and a specific two-level clustering approach
were introduced for obtaining groups of similar energy consumption profiles. But,
discovering consumption profiles is not enough to reveal preferences, behaviors and
characteristics of individual consumers.

In the research presented in this paper, we use real-life data, provided by Eandis.2

Houses in Belgium are connected to the electricity grid of the DSO and they are
organized in neighborhoods of different sizes. All houses in a given neighborhood
are connected via the low-voltage grid to one substation of the DSO. The dataset is
comprised of aggregated 15min intervals of electricity consumption and production
of 2928 homes from 44 substations in Belgium.

Our objective is to apply our multi-instance clustering approach for detecting
clusters of consumers considering their behaviors in order to contribute to future
decision making problems in this field.

5.1 Consumer Data

The structure of a consumer data is illustrated in Fig. 2. Each row represents a con-
sumption day of one consumer, respectively, and each numbered column represents
a 15min consumption or production interval, respectively. Each consumer has 365
consumption days, consumptions could be selected by an interval of several days,
and it can be a trimester, a month or a week. Consumption values are no negative
real values, including zero, which indicates that there is no consumption.

The consumption’s behavior changes depending on weekends or weekdays. Fur-
thermore, the consumption changes depending of the season of the year, it brings

2http://www.eandis.be.

http://www.eandis.be
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Id Da y Month Yea r 1                2 3 … 96
3186808 1 11 2013 0.02 5 0.00 8 0.01 5 … 0.01 4
3186808 2 11 2013 0.00 7 0.01 9 0.02 3 … 0.01 2
3186808 3 11 2013 0.00 7 0.02 2 0.02 3 … 0.00 9
3186808 4 11 2013 0.01 0.01 4 0.01 1 … 0.01 4
3186808 5 11 2013 0.01 0.00 7 0.01 4 … 0.02 1
3186808 6 11 2013 0.02 0.00 8 0.01 5 … 0.02 3
3186808 7 11 2013 0.00 8 0.01 5 0.01 6 … 0.03 4
3186808 8 11 2013 0.02 0.01 7 0.01 2 … 0.01
3186808 9 11 2013 0.01 4 0.01 9 0.01 9 … 0.01 4
3186808 10 11 2013 0.01 3 0.00 6 0.01 4 … 0.01 4
3186808 11 11 2013 0.00 4 0.01 4 0.00 9 … 0.00 9
3186808 12 11 2013 0.01 0.02 1 0.01 6 … 0.01 5

Fig. 2 Example of consumer data from a specific substation

Fig. 3 Daily consumption of a house for two months: January (a) and July (b)

about that the consumption of the same house behaves differently in winter than in
summer. Figure3 shows the daily consumption of a particular house for two months
of different seasons: January and July, respectively. Since there is a lot of variability
over the different days it is not possible to identify an overall consumer profile. Thus,
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we are interested in the detection of consumption profiles, these profiles coincidewith
the consumer’s profiles.

5.2 Experimental Results

We applied the multi-instance clustering approach to the dataset with the electricity
consumption of 2928 homes from 44 substations in Belgium, considering the period
between November 1st of 2013 and October 31st of 2014.

Discovering clusters of houses according to their behavior is the main objective,
taking into account all consumptions of a house. Besides, we want to discover the
most typical consumers considering their monthly consumption behavior; for this
purpose, an experiment was designed.

Fig. 4 Performance clustering comparison among forms of Hausdorff metric based on Ball-Hall
index, a January and b July
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5.2.1 House’s Consumption Profiles

We prepared two datasets by selecting daily consumption of 400 houses, for the
period of a month: one dataset with the consumption in January and another with the
consumption in July. Thus, our datasets are composed by sets of houses, and each
house consists of a set of consumption days. Daily consumption consists of time
series with 96 energy consumption intervals.

BAMIC clustering algorithm was applied to both datasets. Three distance func-
tions were used for comparing bags [55]: minimal Hausdorff distance, maximal
Hausdorff distance and average Hausdorff distance. The number of clusters was
fixed at intervals of five clusters, from five to 60 clusters.

For the evaluation of clustering solutions, we will use the usual clustering validity
indices. There are two kinds of validity indices: external indices and internal indices.

Fig. 5 Performance clustering comparison among forms of Hausdorff metric based on Calinski-
Harabasz index, a January and b July
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An external index is a measure of agreement between two partitions where the first
partition is the a priori known clustering structure, and the second results from the
clustering procedure [18]. Internal indices are used to measure the goodness of a
clustering structure without external information [49]. For internal indices, we eval-
uate the results using quantities and features inherent in the data set. The optimal
number of clusters is usually determined based on an internal validity index. The
internal indices used for evaluate our clustering process are shown below:

• Ball-Hall index: The mean dispersion of a cluster is the mean of the squared
distances of the points of the cluster with respect to their barycenter. The Ball-Hall
index [7] is the mean, through all the clusters, of their mean dispersion. The largest
difference between levels is used to indicate the optimal solution [40].

• Calinski-Harabasz index: The measures of between-cluster isolation and within-
cluster coherence; its maximum value determines the optimal number of clusters
[12].

Fig. 6 Performance clustering comparison among forms of Hausdorff metric based on Dunn index,
a January and b July
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• Dunn index: A measure that maximizes the inter-cluster distances while minimiz-
ing the intra-cluster distances; its large values indicate the presence of compact
and well-separated clusters, so the number of clusters that maximizes the index is
taken as the optimal number of clusters [19].

• PBM index: The PBM index (acronym constituted of the initials of the names of
its authors, Pakhira, Bandyopadhyay andMaulik) is calculated using the distances
between the points and their barycenters and the distances between the barycenters
themselves. Its maximum value determines the optimal number of clusters [43].

• Silhouette index: The Silhouette coefficient combines both cohesion and separa-
tion. An overall measure of the goodness of a clustering can be obtained by com-
puting the average Silhouette coefficient of all points. The coefficient assumes the
best results when it is close to one [48].

Fig. 7 Performance clustering comparison among forms of Hausdorff metric based on PBM index,
a January and b July
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Fig. 8 Performance clustering comparison among forms of Hausdorff metric based on Silhouette
index, a January and b July

Hereinafter, the graphics used to compare the internal indices that evaluate our clus-
tering show the values of BAMIC algorithm with the three forms of Hausdorff met-
ric: minimal Hausdorff distance (“Min”), maximal Hausdorff distance (“Max”) and
average Hausdorff distance (“Avg”). The x-axis contains the number of clusters and
y-axis contains the analyzed validity index.

Figure4 shows the results for the Ball-Hall index. Our objective is to maximize
the value of Ball-Hall index. Both in January and in July, the best values are obtained
for maximal Hausdorff distance function, as the best value for the number of clusters
k is the one corresponding to the greatest difference between two successive slopes,
it is achieved if k = 15, but for our purpose, the stability is more important and this
is reached from k = 30 onwards.

Figure5 shows the results of the Calinski-Harabasz index, maximum values deter-
mine the optimal number of clusters. In January the average Hausdorff distance
function has the best performance up to 25 clusters. In July, the maximal Hausdorff
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Fig. 9 Performance clustering comparison between multi-instance and classical clustering
approaches based on Silhouette index, a January and b July

distance function has the best performance. In both cases from 30 clusters on, all
three distance functions have a very similar behavior.

Figure6 shows the results for the Dunn index, maximum values determine the
presence of compact and well-separated clusters. In January the behavior is not clear,
the best results are for average Hausdorff distance function from 40 to 50 clusters.

In July, the maximal Hausdorff distance function has the best performance, the
best values are reached from k = 35 onwards.

Figure7 shows the results for the PBM index, maximum values determine the
optimal number of clusters. In both cases the maximal Hausdorff distance function
has the best performance up to 15 clusters, but from 20 clusters on, all three distance
functions have a very similar behavior.

Figures8 and 6 shows the results for the Silhouette index, maximum values deter-
mine the optimal number of clusters. In both months, January and July, average
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Hausdorff distance function obtains best results. In both cases best results are from
45 to 55 clusters.

Best values were obtained for the maximal and average Hausdorff distances,
average Hausdorff distance obtained best results for the Calinski-Harabasz and Dunn
indices in January, andSilhouette index in bothmonths.Although the optimal number
of clusters could not be determined exactly, Ball-Hall and Calisnki-Harabanz indices
achieve stability in the interval from 30 clusters onwards; similarly PBM index
achieves stability from 20 clusters on. The number of clusters with Dunn index is
not clear, in the month of January best results are obtained from 40 to 50 clusters,
in the month of July best results are obtained for 35 clusters onward. On the other
hand, Silhouette index shows stability, in both cases from 45 to 55 clusters. So in
this latter case we cannot draw conclusions on the optimal number of clusters.

In order to compare the proposed multi-instance approach with the classical clus-
tering approach, another experiment was made. In this experiment a consumer was
represented as a single consumption time series. The series is composed by all the
individual consumptions, resulting in 2976 consumptions, for a month period. K-
means algorithmwas used for discovering the consumer clusters. Formost of validity
indices, Hausdorff distance metrics have the best results. Figure9 illustrates that the
proposed multi-instance approach obtains best results with respect to the classical
clustering approach, comparing them taking into account the Silhouette index.

6 Conclusions and Future Work

The proposed approach based on multi-instance clustering was applied on real-life
data of Belgian energy consumption. Clusters of daily consumption profiles were
obtained, considering a one month period of consumption data.Months of January
and July were selected, due to the variability of consumption behaviors in different
seasons of the year.

The proposed approach has the following advantages: It allows obtaining different
clustering results using different distance functions to compare sets of elements.
Moreover, it allows considering different clustering objectives. Five internal validity
indices were used to measure the quality of clustering results and to evaluate our
clustering solutions, in most cases, maximal Hausdorff distance metric obtained best
results, the optimal number of clusters it is not determined correctness, due to it
depends on measured property by internal index applied and the desired granularity
of clustering. For instance, Calinski-Harabasz and PBM indices reach best results
from five to 15 clusters, however Ball-Hall index reaches best results at 30 clusters
and Dunn index, from 40 to 50 clusters. On the other hand, Silhouette index shows
stability, in both months from 45 to 55 clusters. Because the decision about the
numbers of clusters to obtain depends on the objective of clustering; an analysis of
what measures the validity index is required.

One may choose a validity index to estimate an optimal number of clusters, where
the optimal clustering solution is found from a series of clustering solutions under
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different number of clusters. However, finding the best clustering solution for a
clustering task depends on not only a validity index but also the appropriate clustering
procedure. The clustering method applied has as objective similarity in time, for this
reason in further works, it required performing studies having as objective similarity
in change or similarity in shape. On the other hand, the proposed methodology
uses three different distance functions for comparing bags, these measures cannot
reflect differences of bags with respect to their own content, making necessary to
find distance functions for bag comparison that reflect structural differences.
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Abstract The problem of ranking a set of technology packages that are best suited
for growing crops, is developed with a multicriteria group decisionmodel. The group
decision model is based on ELECTRE GD, a group decision method for multicrite-
ria ranking problems, strongly based on ELECTRE III, developed to work on those
cases where there is great divergence among the decision-makers. We use a practical
case study to show our approach, where a group of decision-makers evaluates among
the available technology packages to an agricultural company, in order to select the
most appropriate alternative. The proposed model generates an agreed collective
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1 Introduction

Crop management is a very important activity for improving profitability of growers,
particularly for those that have only one cropping season per year, and it has lately
gather a lot of attention from the research community [1]. One aspect often over-
looked on these models, is the need for qualifying technology packages, to achieve
the goals of agricultural companies in terms of economic, productivity and the envi-
ronmental criteria.

Given the rapid development of technology, it is harder for farmers to select among
the different alternatives of technology packages, in particular when there is more
than one decision-maker (DM) evaluating the alternatives.

According to [14], group decision-making is understood as the reduction of dif-
ferent individual preferences in a given set for a single collective preference. Group
decision problems involve different DMs. They may diverge in their perception of
the problem and have different interests, but all are responsible for the well-being
of the organization and share responsibility for the decision implemented. When a
situation of decision-making involves multiple actors, each with different values,
the final decision is generally the result of an interaction between these individual
preferences, in this case some group decision-making approach can be useful [16].
Nevertheless, this process is not conflict-free, and there may be some differences
among the DMs, caused by a large number of factors, such as different ethical or ide-
ological beliefs, different specific objectives or different roles within the organization
[21, 28].

A previous work presents similar issues [26], since it describes an approach used
with multicriteria decision support for aggregating group preferences. Under this
method, DMs may exchange opinions and relevant information, but a group consen-
sus is only needed to define a potential set of alternatives. Then, eachmember defines
his/her own criterion, the appropriate evaluations, parameters (weights, thresholds,
etc.) and a multicriteria method is used to obtain their personal ranking. Thereafter,
each criterion of the decision-maker is considered separately, and the information
contained in his/her individual preference is aggregated into a final collective order,
using this self-samemulticriteria decision approach or another one. A similar process
can be found in [25].

This chapter presents a multicriteria group decision model for ranking technol-
ogy packages based on the outranking methods ELECTRE III [28] and ELECTRE
GD [21]. The model is based on individual solutions generated by decision-makers
with ELECTRE III and a global solution generated with ELECTRE GD represent-
ing every decision-maker. This model is appropriate for those cases where there is
great divergence among the DMs. However, most group aiding approaches based on
Multicriteria Decision Analysis (MCDA) lacks adequate support in parameter rede-
finition in the feedback step of the agreement group stage. Usually, in this stage, the
DM is asked to provide their own different values for weights or other inter-criteria
parameters using tools that are not in the group context, e.g., sensibility analysis
only generates results related to the individual preferences, since it was not designed
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for a group context, making the results obtained from this, or similar approaches for
parameter recommendations, inappropriate in the context of group preference.

The feedback process is an important step in the multicriteria group decision
makingmethodology, since it uses a procedure based on the aggregation of individual
results for supporting DMs to reach a collective result, and usually the DMs must
face the situation where the individual results are divergent. This situation is a typical
situation of conflict because there is a level of disagreement of the DMs with the
collective solution.

If DMs cannot negotiate among themselves, then the conflicts may be solved
individually, i.e., DMs should consider being flexible in the definition of some pref-
erences or, as appropriate, redefine some of their parameters again. In this chapter, we
illustrate this scenario with a practical application on prioritizing technology pack-
ages in order to identify which of them have to be selected. A group of DMs from an
agricultural company was supported to reach a consensus solution, modelling it as
an instance of the group-ranking problem using a multicriteria group decision aiding
methodology based on the outranking approach. In this context, DMs with different
interests generated their own ranking of technology packages. Later, a collective
ranking of technology packages was generated using ELECTRE GD. Naturally, dis-
agreements were found between the individual rankings and the collective solution.

Due the complexity of the task, a group decision aiding procedure was used to
support the DMs to prioritize technology packages regarding the collective and indi-
vidual prioritization. Operationally, the feedback process was based on an indirect
procedure called preference disaggregation analysis (PDA) [13] for a group decision
aid approach applied to ranking of a set of technology packages. The approach uses
a model for inferring inter-criteria parameters, where the DMs generate individual
rankings that exhibit less disagreementwith the collective solution [4]. For solving the
problem of ranking technology packages, the DMs, with the support of a facilitator-
analyst, used a web-based group decision support system named SADGAGE1 [18].
The system is based on a multicriteria group decision aiding agreement model and
has implemented themethods ELECTRE III and ELECTREGD. Themodel includes
a process for reaching agreement. In this process, the feedback mechanism gener-
ates advice on how the DMs should change their preferences to reach a ranking of
alternatives with a high degree of agreement. This advice is based on an inferring
inter-criteria parameter tool, which identifies particular inter-criteria parameters that
contribute more to the agreement level.

2 Agricultural Technological Packages

Since the green revolution of the 1960s farmers have significantly increased the
amount of food available for human consumption, such increment, has not only
been based in an increment in the land dedicated to agriculture, but mainly from the

1The system SADGAGE is hosted at http://mcdss.udo.mx/sadgage.

http://mcdss.udo.mx/sadgage
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development of new technology packages. However, such rate of improvement has
slowed down in recent years, which is troubling, given that growers need to double
crop production over the next 35years, just to ensure that there is enough safe and
nutritious food to feed a rapidly crowding planet [11].

Agricultural technologies are often presented as a package of interrelated tech-
nologies for example, high yielding seeds, fertilizer, herbicides, and chemicals. Tech-
nologies in fact consist of sub-components that are available individually or jointly
as a package [2]. Accordingly, one major focus in the literature in recent years has
been the investigation of the decision-making process characterizing choice of the
optimal combinations of the components of a technological package over time [9],
but empirical evidence suggest that for the most part, farmers choose to adopt inputs
sequentially, adopting initially only a part of the package and subsequently adding
components over time [17]. Previous studies showed that farmers adopt pieces of the
package at first disregarding the advantage of the interaction between components
of technological packages [5].

Incremental adoption of technology packages is reasonable, in terms of the uncer-
tain outcome of the new technology. One example shown by authors is the increase of
yield by adopting a new seed, may be further improved by applying appropriate lev-
els of fertilizer and irrigation or modifying plant density [17]. The divisibility of the
technology package can create a particular adoption dynamic. In the case described
in [2], they develop a Bayesian model of adoption dynamics that demonstrates how
uncertainty with a technological package with known risk can lead to a sequential
adoption pattern in which farmers adopt a single component first.

It seems there is evidence that farmers prefer to have sequential adoption of tech-
nologies, even when there is a high interaction between the individual components,
due to the risk in terms of investment and the learning curve required by some of the
technologies [5]. Adoption studies of technologies for farmers have considered single
innovations in isolation ignoring the process of adoption among a set of components
of technological package [8], but new developments such as Genetic Modified seed
varieties often work in tandemwith herbicides that improve yields considerably [30].

An appropriate model to select the most suitable technological package given
their particular benefits, both in terms of yield, but more importantly in their
return on investment (given the often high cost of new technological improve-
ments) is an important problem that needs to be tackled, to have better decisions and
quicker adoption of those technologies that will improve farmers competitiveness
profitability [9].

3 Multicriteria Methods

Relevant approaches inmulticriteria decision analysis areAnalyticHierarchyProcess
(AHP) and Attribute (MAUT). AHP was developed by [29] and has been used in
complex decision-making problems when the evaluation criteria can be hierarchized
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in subcriteria. The decision-making process in AHP include four stages; hierarchical
structure of the problem, data input, estimating relative importance of evaluation cri-
teria, evaluation of alternatives by combining the relative importance. The strengths
of AHP are that intuitive appeal to the decision-makers, decomposes a decision prob-
lem into its constituent parts and builds hierarchies of criteria, capture both subjective
and objective evaluation measures.

On the other hand, MAUT is a multicriteria decision-making approach that con-
sists in multiplying the score of each alternative and for a criterion, by the weight
assigned to that criterion. The values found are added, the selected alternative is the
ones that gets highest value from this summation [24]. The strength of MAUT is that
it accounts for uncertainty. Some illustrative examples about AHP and MAUT can
be found in [24].

Considering the importance of multicriteria methods in dealing with human real-
ity, several approaches have been proposed. All of them replace the search for the
optimal solution, to favor solutions with the greatest commitment. They are used to
support decision making by individuals and organizations. In this chapter, the mul-
ticriteria methods used are ELECTRE III and ELECTRE GD. The first is needed
to generate individual solutions (valued outranking relation and ranking of alter-
natives). The second uses individual solution as input to generate global solution
(collective ranking). Both methods are based in outranking relations, for individual
and collective solutions, respectively. The shared strengths in these methods have,
are the flexibility to express preferences, since transitivity is not required, and that it
can handle the incomparability between alternatives.

3.1 ELECTRE III

The ELECTRE III method is based on a pair-wise comparison of the alternatives,
leading to valued preference degrees (see Roy 1996, [28]). We briefly show the
essence of the ELECTRE III method. Let A = {a1, a2, ..., am} be the set of decision
alternatives or potential actions, and assume that there exist defined criteria gk, k =
1, 2, ..., r . For each pair of alternatives (ai , a j ) ∈ Ax A, there are a concordance index
C(ai , a j ) and a discordance index dk(ai , a j ). In the concordance index, we have, in
a manner of speaking, a measure of the extent to which we are in harmony with the
assertion that ai is at least as good as a j , whilst in the discordance index we take
in account the discordance associated with this assertion. The model building phase
combines these two measures to produce a measure of the degree of outranking, that
is, a credibility index σ(ai , a j ) (0 ≤ σ(ai , a j ) ≤ 1) which assesses the strength of
the assertion that “ai is at least as good as a j , ai Sa j .” The credibility degree for each
pair (ai , a j ) ∈ Ax A is defined as follows:

σ(ai , a j ) =
⎧
⎨

⎩

C(ai , a j ), i f K (ai , a j ) = φ

C(ai , a j )• ∏

k∈K (ai ,a j )

1−dk (ai ,a j )

1−C(ai ,a j )
K (ai , a j ) �= φ (1)
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where K (ai , a j )is the set of criteria such that dk(ai , a j ) > C(ai , a j ).
This formula assumes that if the strength of the concordance exceeds that of the

discordance, then the concordance value should not be modified. Otherwise, we are
forced to question the assertion that ai Sa j and modify C(ai , a j ) according to the
above equation. If the discordance is 1 for any (ai , a j ) ∈ Ax A and any criterion
k, then we have no confidence that ai Sa j ; therefore, σ(ai , a j ) = 0. Therefore, we
have constructed a valued outranking relation Sσ

Adefined on Ax A; this means that
we associate with each ordered pair (ai , a j ) ∈ Ax A a real number σ(ai , a j ) (0 ≤
σ(ai , a j ) ≤ 1) that reflects the degree of strength of the arguments favouring the
crisp outranking ai Sa j .

A second phase, the exploitation of Sσ
A is carried out using the distillation method

to obtain a ranking of the alternatives. As an outranking method, the ELECTRE
III method may suffer from a pair-wise rank reversal effect [23]. The distillation
method does not have a mechanism or way to detect and minimize this kind of
irregularity. Our approach for exploitation a valued outranking relation Sσ

A is to use
a multi-objective evolutionary algorithm-based heuristic method [20].

3.2 ELECTRE GD

It is a method strongly based on the ELECTRE III multicriteria outranking method-
ology to assist a group of DMs with different value systems to achieve a consensus
on a set of possible alternatives. The preference aggregation procedure starts with N
individual rankings and N corresponding valued preference functions, and uses the
natural heuristic providedbyELECTREmethodology for obtaining a valuedoutrank-
ing relation representing the collective preference. The heuristic used in ELECTRE
GD [21] is based on majority rules combined with concessions to significant minori-
ties. Figure1 shows a group decision process integrating individual result to reach a
collective solution.

The ELECTRE GD method uses as inputs the fuzzy outranking relation and
rankings from every DM. The method integrates the solution from individuals and
generates a collective preferential model. The obtainedmodel, is presented as a fuzzy
outranking relation between alternatives that can be exploited for obtaining a ranking
of alternatives. Another well-known method is GDSS PROMETHEE developed by
[22] for group decision-making in outranking approach.

4 Multicriteria Group Decision Model

This section presents a group decision model, based on the ELECTREmethodology,
targeting cases in which a great divergence occurs between the decision-makers. The
procedure presented in Fig. 1 illustrates the case for using the model presented in this
section. Because reaching a collective solution is an iterative procedure where the
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Fig. 1 ELECTRE GD method for reaching collective solution

DM needs to generate again the individual solution in successive iterations. In this
situation, the DM needs to be supported in some stages of the process. For example,
a particular stage is when DM is back at stage 1 at Fig. 1, to change parameters of the
method (ELECTRE III or PROMETHEE) to generate again the individual solution.
Because set inter-criteria parameters is not an easy task for DMs, the model proposed
generates parameters in a group context without requiring more effort to the DM.
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4.1 Description of the Model

In the model proposed in this chapter, each DM determines his/her parameters;
at the same time, they should determine the criteria and evaluate the alternatives
in a collective way. Each DM is responsible for the establishment of weights and
thresholds according to his/her own value judgment.

Group multicriteria decision analysis (GMCDA) processes usually require a
facilitator-analyst to formulate the problem initially; moreover, successful group
decision aiding requires appropriate coordination processes for incorporating diverse
individual views into an aggregated final decision. A coordination mode refers to a
series of procedures and aggregation methods, which incorporate the group and
individual member activities and facilitate them to reach agreement of a high quality
group decision [3]. In such an environment, each participant can sometimes work
individually and/or collaborate with the rest of the group at other times.

The coordination methods are associated to the degree to which the individual
activities are coupled. On the one hand, if the group is loosely coupled, i.e. there
is great divergence among the decision-makers; the members may use the parallel
coordination mode. In this type of coordination, individuals work in parallel without
interacting with others during most of the group decision-aiding process. On the
other hand, if the group is tightly coupled, in which members have to interact with
others to get consensus in the middle stages during the entire process. In an extreme
case, the members work in sequential coordination mode [3]. This paper describes a
consensus reaching process for loosely coupled groups using a parallel coordination
mode.

Alternative coordination modes are described by [27]. The parallel, pooled, con-
current, sequential and reciprocal are other coordinationmethods. The authors gener-
ated a comparison called contingency relation between coordination modes in terms
of synchronization needs, modularity and flexibility. Regarding the need of interac-
tion between the DMs, parallel coordination requires the lowest synchronization and
reciprocal requires the highest. In this sense, we are working with the most flexible
method.

4.1.1 Parallel Coordination Mode

Parallel coordination means everyone in a group works independently through most
steps during the decision aiding process. The procedure and respective aggregation
methods are described systematically as follows:

I. Preliminary stage: structuring the decision problem
The preliminary stage is a phase of knowledge acquisition and problem struc-

turing. A facilitator has first to be appointed. On one hand, the facilitator has to be
familiar with the ELECTRE methodology and, on the other hand, he or she needs to
have a reasonable knowledge of the actual group decision problem and its context.
The following steps can be considered as potentially occurring:
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Step 1. First contact of facilitator and DMs. Each DM is encouraged to express his
own preferences in order to enrich the understanding of the facilitator with
respect to the decision process.

Step 2. Problem description. The DMs meet. The facilitator comments on the avail-
able infrastructure and gives an overall description of the problem. A group
consensus is needed to define the decision problem.

Step 3. Define the possible evaluation criteria. Each DM works alone and defines
his own consistent family of criteria.

Step 4. Alternative generation. The DM work alone during this step.
Step 5. Choose a stable set of alternatives. A group consensus is needed to define

the stable set of alternatives.
Step 6. Comments on the alternatives. This step ends the preliminary stage and the

next evaluation stages can start.

II. Individual evaluation stage

Step 7. The proposed alternatives are evaluated by each criterion.
Step 8. Define weights and thresholds of the criteria.
Step 9. The individual ELECTRE analysis. ELECTRE-III is applied to construct

a valued outranking relation and subsequently a multiobjective evolution-
ary algorithm (MOEA) [20] is applied to exploit it and derive a ranking in
decreasing order of preferences.

During the stage II, each DM works individually, with the possible assistance of
the facilitator. At the end of this stage, everybody has a good personal view of the
decision problem. Everybody has idea on how to decide. More precisely, each DM
has a ranking of the alternatives in decreasing order of preference.

III. Group evaluation stage

The purpose is now to focus on group decision support in order to take into account
the specific points from the perspective of the different DMs.

Step 10. Global evaluation. At the end of the individual evaluation stage, the
facilitator collects the rankings and valued preference relations coming from the
DMs and with this information the ELECTRE-GD is applied to construct a valued
outranking relation and again the MOEA procedure is applied to exploit it. As a
result, it recommends a complete ranking of the alternatives from the best to the
worst ones.

At the end of the step 10, a global evaluation is obtained for the group. The
ELECTRE-GD_MOEA methodology proposes a best compromise. If the group
agrees with the result of the global analysis, the best compromise can be adopted and
the session can be closed. On the other hand, if for some reason some DMs do not
agree on this compromise, the conflicts have to be tackled. This process is repeated
until individuals’ preferences become sufficiently similar. Normally, a consensus
model is necessary to address these conflicts.
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4.1.2 The Multiobjective Evolutionary Algorithm for Deriving Final
Ranking

The exploitation process deals with the outranking relation in order to clarify the
decision through a partial or total preordering reflecting some of the irreducible indif-
ferences and incomparabilities [10]. The individual and collective fuzzy outranking
relations were generated by the ELECTRE III and ELECTRE GD, respectively.
The MOEA implemented for exploiting those fuzzy outranking relation used in our
process was proposed by [20]. ThisMOEA optimizes f, u, λ objective functions. f
is the number of incomparabilities between pairs of actions into the individual in the
sense of the crisp relation Sλ

A. u is the number of preferences between actions into the
individual which are not “well-ordered” in the sense of Sλ

A. λ(0 ≤ λ ≤ 1) is related
with the credibility level of a crisp outranking relation. The result of this MOEA is
a consistent ranking with the preferential model (fuzzy outranking relation).

5 Consensus Model Based on Consensus Measures

When the consensus model is based on consensus measures, the goal of achieving
a consensus on the ranking of alternatives can be viewed as a dynamic process in
which a facilitator, via an exchange of information and rational arguments, attempts
to persuade individuals to adapt their preferences. This dynamic procedure is iterative
and interactive and in each round a degree of the existing consensus and the proximity
of individual orders to the collective temporary order are measured. The facilitator
uses the degree of consensus to control the process. This process is repeated until the
group becomes closer to a maximum consensus or a predefined number of round has
been completed. A collective order is qualified as a consensus only when the group
agreement level with respect to this order reaches a certain pre-established threshold
(consensus threshold). The use of consensus threshold is a common practice in-
group decision-making process. Even when the way to set up the threshold value
is not clear, we can use some background information. In [7] the 0.75, 0.80 and
0.85 values are used for consensus threshold. In [12, 15] used 0.85 for the same
threshold. However, the value can be related with the ability of the group to reach
a consensus. It implies that in groups with divergent thinking a high threshold is
difficult to reach, so lower threshold should be defined. In groups with convergent
thinking a higher threshold should be defined in order to reach better consensus. In
this case, a consensus threshold between 0.75 and 0.85 can be an appropriate value
as a goal to be reached by the group.
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Fig. 2 Diagram of the group multicriteria decision aiding consensus process based in [18]

5.1 Consensus Measures

In each round of the consensus process, we calculate two consensus parameters, a
consensus measure and a proximity measure. The first parameter guides the consen-
sus process, and the second parameter supports the group discussion phase of the
consensus process.A consensus thresholdα is fixed in advance (α ∈ [0, 1], α > 0.5).
When the consensusmeasure reaches this threshold, the consensus process is finished
and the solution is obtained. If that scenario does not occur, then the preferences of
some decision-makers should be modified in a group discussion session in which
the facilitator uses a proximity measure to propose a feedback process. In Fig. 2, we
present the consensus model used in this group multicriteria ranking problem, it is
described in further detail in the following subsections.
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5.1.1 Consensus and Proximity Measures

The consensus model contemplates the position-weighted measurewPd,G
A [19]. This

index measures the agreement level between an individual opinion and a collective
opinion when both are expressed by rankings of a set of alternatives. It constitutes
a weighted version of the Kendall’s ranks correlation index. The index accounts for
the position weights of the alternatives in an individual order to quantify the agree-
ment level of the individual order with respect to a collective temporary order. The
definition of the position-weighted version of the Kendall distance (K p̄) is presented
as follows:

K p̄(O
k, OG) =

m−1∑

i=1

∑

j>i
max

{
p̄i(O

k), p̄j(O
k)

}
K̄i,j(O

k, OG) (2)

where p̄i (Ok) (or p̄ j (Ok)) is the position weight of the alternative ai (or the alterna-
tive a j ) in the individual order Ok . K̄i,j(O

k, OG) is the Kendall’s ranks correlation
index.

The index wPd,G
A operates with the equivalent representation of a ranking as a list

of ranks Od = [od(1), ..., od(m)] showing the position of alternative j in the ranking
[6], converting the difference of the ranking into numerical data, and representing an
ordered vector of alternatives from best to worst.

Each consensus parameter requires the use of wPd,G
A to obtain the level of agree-

ment between the individual solution of DM d, Od = [od(1), ..., od(m)], and the
collective solution OG = [oG(1), ..., oG(m)]. Practical applications of this proxim-
ity index can be found in [4, 18, 19].

We define consensus indicators by comparing the positions’ weighted rank of
alternatives in two preferences vectors, using the following procedure:

1. To use a multicriteria ranking method to obtain individual rankings Rd for each
DM; then, to use amulticriteria group rankingmethod to obtain collective ranking
of alternatives RG .

2. To calculate ordered vector of alternatives {Od; d = 1, 2, ..., n} (from individual
rankingsRd) and collective ordered solution OG (from the collective rankingRG),
where n is the number of DMs in the group.

3. To calculate the proximity measure of the d-th individual solution of the decision-
maker to the collective temporary solution, wPd,G

A .
4. To calculate the consensus measure CA of all of the DMs using the following

expression:

CA =
n∑

d=1

wPd,G
A

n

where n is the number of DMs in the group. CA, is calculated by aggregating the
above consensus degrees for each DM.
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5.2 Consensus Control Mechanism

We use the consensus measure (CA) as a control parameter: When CA exceeds a
minimum satisfaction threshold value α ∈ [0, 1], the consensus-reaching process
stops and the temporal collective preference ordered vector is the final consensus
solution. This is the end of the decision process. Otherwise, the feedback mechanism
is activated. Additionally, a parameter to control the maximum number of consensus
rounds,maxIter, is used (independently of the current CA value) to avoid stagnation.

5.3 Feedback Mechanism

A feedback mechanism is applied when the consensus level is not satisfactory and
it is finished when a satisfactory consensus level is reached. In the first case, the
consensus measure CA has not reached the consensus level required, then, some
appropriate decision-makers’ rankings should be modified.

The feedback mechanism consists of two sub-modules: Identification of the pref-
erences (numerical values) that need to be modified and generation of advice. For
the first one, we use a two-step process to identify first the DMs and then, the alter-
natives values or particular intercriteria parameter values that contribute less to the
consensus level.

The procedure for generating an agreed collective solution is focused in the feed-
back process stage, proposing new alternative values or inter-criteria parameters for
helping eachDM to generate new individual solutions regarding individual and group
preferences [4]. The rules of this feedback process are as follow:

“If proximity of the d-th individual solution of the decision-maker to the collective
temporary solution wPd,G

A is less than a predefined threshold ρ ∈ [0, 1] then the DM
should change his or her preferences, where theDM freely decides whether to change
his/her preferences, and then a new preferential model and ranking are generated
based on the DM changing his/her preferences. It will be carried out as follows”:

Step 1. Identification of decision-makers: Identify members d whose proximity
measure wPd,G

A is less than predetermined threshold ρ; then, these members should
change their preferences.

Step 2.
Step 2.a. Identification of alternatives: The set of alternatives that the above DMs

should consider to change their evaluations on a particular criterion k is the one that
reduces pairwise disagreements between the d-th order and the collective temporary
order, which is provided by the solution of amultiobjective optimization problem [4].

Step 2.b. Identification of intercriteria parameters:
The set of intercriteria parameters that one DM should consider to change his or

her determination on a particular criterion k is the one that reduces pairwise disagree-
ments between the d-th order and the collective temporary order to increase the value
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of proximity measure wPd,G
A , which is provided by the solution of a multiobjective

optimization problem [4].

6 A Practical Application

In this section, we explain a real instance of a group multicriteria ranking problem
with aims of ranking a set of technology packages regarding that it is an important
factor that have a crucial role in crop management. We follow the parallel coordina-
tion mode for solving this problem.

I. Preliminary stage-structuring the decision problem
Step 2. Problem description.
As mentioned before, we are applying the group decision methodology to a prac-

tical case study in a small agricultural company that deals with the selection of a
technology package, which is a major tactical decision implemented every season.
The selection of the right technology package could reduce unnecessary costs and/or
increase crop yields, thus improving the profitability of the company.

However, there are usually differences among the DMs over their preferred tech-
nologies, given that the technology package should consider many aspects, such as
finances, land, labor, biological requirements, the goals of the DMs and those of the
company.

In order to develop a decision that could be supported by all the DMs, we par-
ticipated as a consulting team and developed an instance of a group multi-criteria
ranking problem for a set of technology packages for cropmanagement.We followed
the parallel coordination mode for solving this problem.

Based on a technical study the company suggests eight technology packages as
decision alternatives. The company cannot establishwhich technology package is the
most profitable option; however, they can identify possible consequences for each
one of the technology packages.

Four of the enterprise’s top managers were asked to participate as DMs in a
multicriteria group decision aiding process tomake a ranking of technology packages
proposed, in order to select one of them based on this order.

It is at this stage that the true expectations and objectives regarding the corn crop
are determined. Executives from the company define formally the required decision
criteria to be used in ranking technology packages. First, the group of DMs represent-
ing the company is presented: Director of the supplier company (DM1), represen-
tative of the financial department (DM2), representative of production department
DM3 and representative of operational (logistic) department (DM4). DM1 is repre-
senting the supplier company; DM2, DM3 andDM4 are representing the agricultural
company. However, DM2 represents financial interest and DM3 and DM4 represent
interests related with the production and operation activities in the agricultural com-
pany. They expressed their points of view in meetings and listed the factors they
perceived important to consider in the ranking process.
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In order to make an adequate evaluation of the alternatives, taking in account the
point of view of every DM, the decision process was supported by the multicriteria
group decision support system (MCGDSS) SADGAGE, which has implemented the
consensus model proposed in this chapter. The described problem was treated using
SADGAGE and the consensus threshold was defined as α = 0.80, based on previous
practical applications by [4, 7, 12]. This threshold regards to theminimum consensus
level approved by the group members, and, ρ = 0.82, the minimum proximity level
to the temporary collaborative solution approved by the group members.

Step 3. Define the possible evaluation criteria.
After being designated by their organization and in possession of the scope of the

project, the DMs hold a meeting with the facilitator-analyst in order to identify the
criteria to be used in the selection process. We now show, the criteria definition for
technology package for corn production. The consultants propose two main evalu-
ation dimensions for packages of corn production. Six criteria are described in the
following analytical way.

Cost of rent (C1): The package includes land for rent, because the agricultural
company requires to rent land for planting the crops. This criterion is the cost for
using the land and is measured in Mexican pesos in the northwest area, which are
considered relatively good farmlands in the country.

Crop yields (C2): It is relatedwith the type of seed and someelements of the ground
preparation and planting maintenance. The crop yield is measured in quantity of tons
per hectare harvested.

Success probability (C3): Each type of seed presents differences characteristics
related to environments elements like weather resistance and plague types. The sup-
plier presents a probability to harvests expected crop and obtains the expected benefit
with the planned package. The measuring scale is 0–100.

Return on investment (C4): It is the package return on investment, which farms
can obtain when the crop is sold. It is a common practice when the crop is gathered
the farmers obtain around 100%ormore of the investment in a technological package
for corn production. For this criterion the seed cost is in consideration of the return
on investment.

Preparation and maintenance (C5): This is an indicator composed by five types
of activities in the land. This criterion concerns ground preparation, fertilizing, weed
control, plague control and irrigation. This criterion is measured in Mexican pesos.

Harvest cost (C6): It is the process of harvesting the crop and it included as a part
of the investment.

Steps 4 and 5 regarding the generation of alternatives and choosing a stable set of
alternatives, respectively. However, the consulting firm proposes to the agricultural
company a set of eight technology packages as decision alternatives based in supplier
information and products. The eight alternatives suggested by the firm and endorsed
by the group of DMs are coded in the following form:
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A: Technology package 1 E: Technology package 5
B: Technology package 2 F: Technology package 6
C: Technology package 3 G: Technology package 7
D: Technology package 4 H: Technology package 8

This multicriteria decision process is well structured, because the activity is a
typical situation of selecting a technology package, and the seed suppliers supported
this process with all the technical information about the corn varieties based on the
characteristics of the land and the requirements of the company.

The decision process is structured based on the agenda showed in Sect. 4.1.1.
We can see it as an interactive and iterative procedure. The realization of the steps
listed at Sect. 4.1.1 can be seen as a first iteration, if the consensus is not reached.
A second iteration must follow with the DMs who result in a low proximity level
compared to the group of temporary solutions. Thenwe have to encourage thoseDMs
to modify their data and/or inter-criteria parameters to reach better proximity level
and then achieve a consensus for the final solution. In this example, we are going to
see that the group does not achieve consensus at the first iteration, hence some DMs
must to modify their data or parameters to proceed with the second iteration, which
constitutes a feedback mechanism.

II. Individual evaluation stage
Step 6. The proposed alternatives are evaluated by each criterion. At this point, the

DMs have carried out the preliminary stage. For step 6, the DM has the information
given by the consulting firm, the seed suppliers and the own information generated
by the company. The information is regarded to each technology package for each
criterion, so the performance of alternatives is showed in the Table1.

The performances of the alternatives are expressed numerically. The measure-
ments for criteria C1, C5 and C6 are in Mexican pesos. Criterion C2 is measured
in tonnes harvested per hectare. Criterion C3 as a probability value, is measured in
0–100 scale. Criterion C4 is the return on investment; the values are in the range
100–120%.

Steps 7 and 8. Define weights and thresholds of the criteria. The decision of DMs
assign weights of relative importance to each criterion. Table2 presents the selection

Table 1 Performance of the alternatives

C1 C2 C3 C4 C5 C6

A 9,500 11.89 65.25 119.07 12,248.03 2,161.49

B 4,500 6.10 95.15 100.73 7,989.43 1,737.35

C 6,500 9.00 78.48 109.90 9,938.79 2,007.95

D 7,000 10.20 75.74 113.94 10,501.56 2,060.87

E 5,000 6.82 92.37 102.10 9,173.64 1,752.72

F 7,500 10.84 73.04 115.75 10,887.03 2,116.94

G 6,000 7.70 89.28 105.56 9,300.12 1,930.59

H 8,500 11.14 69.84 117.73 11,359.21 2,150.92



A Multicriteria Group Decision Model … 153

Table 2 Parameters: weights, indifference and preference thresholds in iteration 1

DM1 DM2 DM3 DM4

Dir w q p Dir w q p Dir w q p Dir w q p

C1 Min 0.16 300 500 Min 0.17 400 600 Min 0.2 200 500 Min 0.19 300 500

C2 Max 0.2 0.5 1 Max 0.22 0.5 1 Max 0.17 0.4 0.9 Max 0.17 0.6 1.1

C3 Max 0.18 5 15 Max 0.13 5 15 Max 0.19 5 10 Max 0.19 6 12

C4 Max 0.22 1 2 Max 0.19 2 3 Max 0.18 1 2 Max 0.18 1.7 2.8

C5 Min 0.16 1200 2200 Min 0.17 1500 2000 Min 0.2 1000 2000 Min 0.19 1500 2500

C6 Min 0.08 600 1000 Min 0.12 200 400 Min 0.06 500 950 Min 0.08 1000 2000

Table 3 Individuals rankings

Position DM1 DM2 DM3 DM4

1 H A G H

2 A H H G

3 D F B E

4 F D A D

5 C C F A

6 G G E F

7 E B D B

8 B E C C

λ 0.580 0.590 0.649 0.610

λ: Credibility index used in the generation of individual ranking

criteria, preference directions of the criteria, weights and thresholds regarding every
criterion selected by the DMs.

First Iteration

Step 9. The individual ELECTRE analysis. According to the additional informa-
tion pointed out before, for each DMwe applied ELECTRE III to construct a valued
outranking relation. Afterwards, we used the evolutionary algorithm presented in
[20] to exploit the outranking relation and derive a final ranking of the alternatives
in a decreasing order of preferences. Those methods are embedded in SADGAGE
system. Table3 shows the individual rankings resulted from the exploitation of the
valued preference relations. DM1 and DM2 present similar ranking between them.
Alternatives A and H are showed in first two positions, alternatives D and F appear
in following positions. DM3 and DM4 present rankings less similar to those of DM1
and DM2, because it seems just G and H are consistent, they appear in the first two
positions of the ranking, the rest of the positions for the alternatives, present more
difference.

III. Group evaluation stage.
Step 10. Global evaluation. The activities developed at this point by the DMs

permitted to construct the credibility matrix and the individual ranking for every
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Table 4 Individuals and group ranking in iteration 1

Position DM1 DM2 DM3 DM4 Collective

1 H A G H H

2 A H H G D

3 D F B E A

4 F D A D G

5 C C F A F

6 G G E F B

7 E B D B C

8 B E C C E

λ 0.580 0.590 0.649 0.610

Dis 5 6 7 8

Proximity 0.821 0.825 0.802 0.735

Consensus level (CA) 0. 796

Dis (disagreements): the number of differences between two rankings viewed in pairwise format

DM. Those outcomes are used as the input data to the ELECTRE-GD method. This
method integrates the individual rankings and generates a group ranking, represent-
ing the collective preference in the form of valued preference relation. Afterward,
the resultant preference relation is exploited by the MOEA to derive a collective
temporary ranking as showed in the Table4.

First Stage in the Consensus Reaching Process

At the end of the step formodelling group preferences, a comparison of the individual
rankings with the collective temporary ranking is carried out. We can realize that the
individual solutions are different from collective solution. This information can be
asserted with the data showed in Table4. Here, we have the proximity level of each
DMs from the collective solution. We realize the DM3 and DM4 have a proximity
level less than ρ = 0.82, a minimum predefined threshold we arbitrarily established,
to indicate the individual solution is close to the collective solution. However, the
consensus index is less than α = 0.8, which is the predefined threshold for the consen-
sus index. Thus the current index value (0.796), indicates the consensus level has not
been reached and the DMs share significant differences in their individual solutions.
In this situation, the facilitator should interact with the DMs in a second iterative
process of feedback. The interaction procedure aims to modify their individual pref-
erence, in order to obtain a better consensus solution where the similarities of the
individual solutions are significantly similar to the collective solution. It means that
some DMs must change their preferences by going through a modifying parameters
stage.

Second Iteration - Feedback Process

To improve the consensus level, a greater similarity value is required for some DMs.
For our technological package selection problem, the DMs with low proximity level
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(ρ = 0.82) were required to interact in a preference modifying procedure, to obtain
a new solution, which does not have major differences that make it harder to accept.
In Table4, DM1 and DM2 present 0.821 and 0.825 proximity levels, higher than
required. DM3 and DM4 present 0.802 and 0.735 proximity levels, lower than
required. Then, DM3 and DM4 were involved to interact in a preference modifying
procedure.

For the feedback stage of the consensus process the DM3 and DM4 are the k
members with wPk,G

A < ρ in iteration 1. To support this stage we use an inferring
parametermodel developed by [4] that use as input a set of similar preference between
individual and group solutions. The model concerns number of parameters’ changes
( f 1), number of disagreements ( f 2) and agrees remain for the first ranking ( f 3);
those objectives are evaluated in the new parameters proposal. Regarding the feed-
back stage of the consensus process, where the DM3 and DM4 need to change their
individual preference (inter-criteria parameters), the output of the inferring parame-
ter tool is shown in Tables5 and 6, respectively. The new parameters suggested for
the DM3 and DM4 implies some changes in the weight, indifference and preference
thresholds.

In Tables5 and 6, columns 2, 3 and 4 present the evaluation of the f 1, f 2, f 3,
respectively. Column 5 is the epsilon value used for the new proposal of parameters.
The epsilon value is used to specify the neighborhood in which the parameter may
vary.Column6presents the proposedparameters and column7 the rankinggenerated.
The last column is the proximity index that new ranking presents with the collective
ranking of iteration 1.

In iteration 2, the new inter-criteria parameters suggested by the inferring model
at Tables5 and 6 are shown to DM3 and DM4, respectively to support the modifying
parameters stage.DM3 supported proposals 2 and 6 (see Table5) because alternatives
G, H and A remain in the higher positions of the ranking. The rest of proposals can
obtain acceptable proximity levels, however the alternative G is shown in lower
positions of the ranking. Then, other proposal cannot be supported by the DM3
because G is one of the most preferred. In iteration 2, DM3 selected proposal 2 by
the inferring model because it does not involve large changes in the most preferred
alternatives from the top positions of the ranking.

The DM4 supported more proposals 2 and 7 (see Table6) because the alternative
H remains in the first position and G remains in high ranking positions. The rest of
the proposals show H in higher positions and G in very low positions. In iteration 2,
DM4 selected proposal 2 from the inferring model because it does not involve large
changes in the top ranking positions, and presents H in the first position, G and D
in high positions. Those three alternatives appear in four first position of previous
ranking (iteration 1). For DM4, proposal 2 does not involve a large deviation from
the preferred alternatives in the top ranking positions.

Second Iteration and Consensus Collective Solution

The proposal selected by DM3 and DM4 were used to generate new preference
models and rankings for the DM3 and DM4, DM1 and DM2 remain in their previous
ranking (see Table7). With the rankings shown in Table7, a new collective ranking
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Table 5 Inter-criteria parameters proposals for improving the DM3’ agreement

No. f1 f2 f3 ε Proposal Ranking Proximity

1 7 8/28 −12/18 0.50 w1 = 0.108, w2 =
0.172, q2 = 0.297,
q3 = 7.5, w4 =
0.27, q4 = 0.597,
q5 = 1180

H�A�F�G�D�C�B�E 0.887

*2 6 9/28 −12/18 0.50 w1 = 0.108, w2 =
0.172, q2 =
0.297056, q3 = 7.5,
w4 = 0.27, q4 =
0.597751

H�G�A�F�D�B�E�C 0.873

3 9 6/28 −13/18 0.75 w1 = 0.076, w2 =
0.244, q2 =
0.245584, q3 =
8.75, p3 = 17.5, w4
= 0.31, q4 = 1.75,
w5 = 0.08, w6 =
0.1

H�A�F�D�G�C�B�E 0.892

4 7 8/28 −12/18 0.75 w1=0.077, w2 =
0.205, q2 = 0.245,
q3 = 4.25, p3 =
11.5, w4 = 0.268,
q4 = 1.75

H�A�F�D�G�C�B�E 0.892

5 7 8/28 −12/18 0.75 w1=0.077, w2 =
0.205, q2 = 0.245,
q3 = 4.25, p3 =
13.5, w4 = 0.268,
q4 = 1.75

H�A�F�D�G�C�B�E 0.892

6 6 5/28 −14/18 1.00 w1 = 0.112, w2 =
0.258, p2 = 1.8, w4
= 0.36, w5 = 0.02,
q5 = 1242.42

H�A�G�F�D�C�B�E 0.888

7 5 6/28 −14/18 1.00 w1 = 0.112, w2 =
0.258, w4 = 0.36,
w5 = 0.02, q5 =
691.421

H�A�F�G�D�C�E�B 0.810

8 3 10/28 −14/18 1.00 w4 = 0.36, w5 =
0.02, q5 = 691.421

H�F�A�G�D�B�C�E 0.916

*: proposal selected by the DM3

is generated (see column 6). With the new temporal solution, the proximity level for
DM1 reduces to 0.825 and DM2 increases to 0.911. The individual solutions from
DM3 and DM4 reflect an improved proximity level: 0.881 and 0.807, respectively.
The number of disagreement for every DM was reduced to 4, 3, 4 and 7 for DM1,
DM2, DM3 and DM4, respectively. This new proximity between rankings generates
a better consensus level(CA = 0.856) greater than the required (CA > α). In this
particular application, the procedure finished with the consensus level obtained by
iteration 2.
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Table 6 Inter-criteria parameters proposals for improving the DM4’ agreement

No. f1 f2 f3 ε Proposal Ranking Proximity

1 7 8/28 −15/21 0.50 w1 = 0.192, q2 =
0.645, w3 = 0.153,
w4 = 0.266, p4 =
3.265, w5 = 0.177,
w6 = 0.042

A�H�D�F�C�G�B�E 0.871

*2 7 10/28 −16/21 0.50 w1 = 0.192, q2 =
0.645, w3 = 0.216,
w4 = 0.266, p4 =
3.265, w5 = 0.114,
w6 = 0.042,

H�A�G�D�F�E�B�C 0.835

3 9 6/28 −15/21 0.75 w1 = 0.074, w2 =
0.282, q2 =
0.600261, p2 =
0.925, w3 = 0.192,
w4 = 0.301, q4 =
0.425, p4 = 1.7, w5
= 0.0708

A�H�F�G�D�C�E�B 0.807

4 7 8/28 −15/21 0.75 w1 = 0.146, q2 =
0.600261, p2 =
0.629, q3 = 4, q4 =
1.425, p4 = 2.775,
w5 = 0.234

A�D�G�H�B�E�F�C 0.767

5 6 9/28 −14/21 0.75 w1 = 0.146, q2 =
0.600261, p2 =
0.629018, q4 =
2.425, p4 =
2.77532, w5 =
0.234

G�H�A�D�F�E�B�C 0.808

6 7 8/28 −15/21 1.00 w1 = 0.192, q2 =
0.645, w3 = 0.153,
w4 = 0.266, p4 =
2.265, w5 = 0.177,
w6 = 0.042

A�H�F�G�D�C�B�E 0.871

7 7 10/28 −16/21 1.00 w1 = 0.192, q2 =
0.645, w3 = 0.216,
w4 = 0.266, p4 =
3.265, w5 = 0.114,
w6 = 0.042

H�A�F�G�D�E�B�C 0.808

*: proposal selected by the DM4

The second collective ranking is now the temporary group solution. The interactive
process we proposed, generated a new ranking. Table8, shows an evaluation of the
proximity of the individual ranking with the collective ranking and the value of the
consensus index reached until now.

The proximity index shows the similarity between individual and collective solu-
tion for everyDM.The proximity index takes in account the number of disagreements
(rank reversals) between rankings. In iteration 1, the DM1, DM2, DM3 and DM4
present 5, 6, 7 and 8 disagreements with collective ranking, respectively. As the col-
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Table 7 Individuals and group ranking in iteration 2

Position DM1 DM2 *DM3 *DM4 +Collective

1 H A H H H

2 A H G A A

3 D F A G F

4 F D F D D

5 C C D F G

6 G G E E B

7 E B B B C

8 B E C C E

λ 0.579 0.589 0.560 0.559

Dis 4 3 4 5

Proximity 0.825 0.911 0.881 0.807

Consensus level (CA) 0.856

Dis (disagreements): the number of differences between two rankings viewed in pairwise format
* DM with new ranking
+ New collective ranking

Table 8 Proximity level of
the DMs’ individual rankings
compared with the collective
temporary solution

Proximity

DM2 0.911

DM3 0.881

DM1 0.825

DM4 0.807

Consensus index 0.856

lective ranking was changed for the iteration 2, the proximity index was updated for
every DM. If the proximity index improves it implies disagreements were decreased
and/or rank reversals present are from on the lower part of the ranking. Since the
position-weighted version of the Kendall distance used for computing the proximity
index, takes penalizes less those rank reversal occurred in bottom position compared
with rank reversal occurred in top positions. In iteration 2, the DM1, DM2, DM3
and DM4 present 4, 3, 4 and 5 disagreements with collective ranking, respectively.
It shows a reduction in disagreements between individual solutions and the related
collective solution. The new collective solution, in correspondence with the iteration
1, presents higher consensus. In this case the DM can see their individual preferences
are reflected better in the last collective solution than in previous collective solutions.

Here we can objectively see a significant improvement in the individual solutions.
In addition, we can see that the predefined threshold value of 0.8 for the consensus
index was crossed (it reached the value of 0.856).

With this interactive and iterative process, we have shown a procedure, which
guides the facilitator objectively in a consensus process, and a discussion process
with a consensus measures and a proximity measure, respectively. This practical
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application illustrates that the multicriteria group decision process can be guided by
those two measures.

Results Analysis

The developed procedure, together with the proposed model, support the DMs to
obtain a collective solution (iteration 2), which reflect their individual preference
better than the first collective solution. In the first collective solution in Table4,
the DM3 and DM4 presented more disagreement with the collective solution than
with the final solution. In this situation, the collective solution did not reflect their
individual preferences, or at least not as much as for DM1 and DM2. The collective
solution in iteration 1 (Table4) presents alternatives H, D, A and G in the high
ranking positions. That solution representedDM1 andDM2 individual ranking.DM3
and DM4 presented lower proximity levels because in their individual ranking top
positions were occupied by H and G. However, the next alternatives like B and E
were in low level of collective ranking. However, in iteration 2 (Table7) the new
individual results for DM3 and DM4 improve the alternatives A and F, retaining the
preferred alternatives H andG in high level ranking positions. This solution improves
the proximity level of DM1, DM2, DM3 and DM4, increasing the consensus level
of the collective solution (0.856). In different situation, the proximity level obtained
for each DM in iterations can be reduced for some DMs and increment for other.
The goal is get equilibrium in the agreement context, and this has been reflected
in the consensus level. The results must include a collective solution reflecting the
preference of every DM.

7 Conclusions

Given the complexity of crop management, which has been increasing over the
years in medium-sized agricultural companies, a growing emphasis has been given
to the development of new forms for selecting technology packages, with the aim of
adapting to the environmental changes, preventing attack by pest and diseases, and
minimizing conflicts between the different actors involved. Additionally and habit-
ually, the goals of the agricultural company are generally centered on maximizing
the harvest at the least possible cost. Therefore, this chapter has presented a proposal
for a multicriteria group decision model for ranking technology packages, by means
of using an outranking approach based on ELECTRE methodology. The chapter
presents a practical case and it is used as a reference to the numerical application.
It is important to point out that the objectives of this study were achieved since
the model presented can be used for problems where there is divergence about the
preferences of the DMs. However, the model can be applied in different context for
group decision-making problem when reaching consensus is required. In this sense,
the model has been applied in problems of commercial location, location projects for
water supply, franchise business decisions, but could also be applied to any related
group decision-making problems.
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In general, decisions related to the selection of technology packages involve a
group of people, of an agricultural organization, in order to represent the interest of
the company. Some studies found in the literature about technology packages do not
tackle the question of group decision-making and consider decision-making only as
if a single person were responsible for this decision, which does not correspond to
a real situation. Thus the model developed, in the context applied, indicates the best
technology package according to the different evaluation criteria.

Derived from the application of the proposed model some further research direc-
tion could arose about systematized procedure without further interaction (the min-
imum interaction) with DM and linguistic assessment for performance alternatives.
Those research and the actual proposal can be applied for sustainable problems,
agricultural process as technological packages and agrifood products.
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Fuzzy Degree of Geographic Appropriateness
for Social Impact Investing

Vicente Liern and Blanca Pérez-Gladish

Abstract Impact investing is an investment practice that is characterized by the
explicit intentionality of attaining a social impact and the requisite of report and
measure this impact in a transparent way. The investment decision making process
has twomain stages. In the first stage, filters are applied regarding four critical issues:
target geography, impact theme, asset class and target return category. In this phase,
the set of possible investment alternatives are determined based on their appropriate-
ness for impact investment in terms of those four essential aspects. In a second stage,
efficient portfolios are obtained taking into account financial criteria (maximizing
expected return, minimizing risk) and trying to maximize the social impact of the
portfolio of investments. In this chapter, we will focus on the establishment of the
target geography for the impact investment proposing a fuzzy indicator of the appro-
priateness of a geographic area in terms of impact investment. This indicator will be
based on Soft Computing techniques which are an attractive tool given the imprecise,
ambiguous and uncertain nature of data related to social impact investment.

1 Introduction

The Global Impact Investing Network (GIIN) defines Impact Investments as invest-
ments made into companies, organizations, and funds with the intention to generate
social and environmental impact alongside a financial return [2, 3, 7]. In the last
years, there has been an important growth of impact investing. Impact investing pro-
vides capital in key sectors such as sustainable agriculture, clean technology, micro-
finance, housing, healthcare, and education, among other. Governments therefore,
play a key role in supporting impact investment by facilitating as much as possible
investments in their countries. In this context, the easy of doing business in a country
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is the first question a potential investor will look at. What defines an impact investor?
The impact investor has the explicit and prior goal of positively influencing society
through his investments. However, these investors also aim at obtaining a financial
return. Nevertheless, they are more flexible than socially responsible investors are
and target financial returns that range from belowmarket to risk-adjustedmarket rate.
They invest across all asset classes including cash equivalents, fixed income, venture
capital and private equity. Among investors interested in impact investment, we can
find financial institutions, pension funds, private foundations, insurance companies,
development finance institutions, specialized financial institutions, large-scale fam-
ily offices, fund managers and individual investors. These investors prefer to invest
mainly directly into companies rather than making indirect investments [7].

In this work, we are mainly concerned about one of the main challenges to the
growth of impact investing: the inadequate impactmeasurement practice.As reported
by GIIN and J.P. Morgan in their last survey, 98% of respondents feel that standard-
ized impact metrics are at least somewhat important to the development of the indus-
try. The use of metrics aligned with such standards is also very important as 80% of
respondents reported using metrics that align with some international standards.

Strategies in impact investing generally initially focus on three critical aspects:
geography, industry sector and social impact. In this chapter, we will focus on the
geographic appropriateness of impact investments proposing a fuzzy aggregate mea-
sure of the adequateness of a geographic area for impact investment in terms of the
ease of doing business. We are interested in determining the universe of investments,
opportunity set, for the impact investment portfolio selection problem. Time and
resources constraint an investor. Knowing how to identify regions, economies and
industries that are investable and poised for success is critical for being an effective
investor. Weighting both, social and financial mission viability early on in the invest-
ment decision making process is critical for selecting the right investments for due
diligence.

The measurement of the appropriateness degree of a geographic area (in terms
of impact investment) is a priority objective of researchers on Social Responsi-
bility. We will proposed a fuzzy measure based on Soft Computing techniques
which are an attractive tool given the imprecise, ambiguous and uncertain
nature of data related to social impact investment.

2 Geographic Appropriateness for Impact Investing

The starting point for impact investing is sourcing and screening. Sourcing and
screening consists of selecting potential investments. The methods employed and the
decisions made at this stage lead to a variety of paths that often have an influential
role for decisions at later stages of the investment process. Sourcing strategies usually
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focus on four critical aspects: geography, industry sector or impact theme, asset class
and target return class [1].

In this work, we will focus on the attainment of a global indicator of geographical
appropriateness for impact investing. We will take into account two different groups
of indicators. On the one hand, we will measure how ease is to do business in
the target geography for impact investing. On the other hand, we will measure the
human development level of the target geography as for an impact investor, the
developmental need is a priority and should be reflected in the analysis [1]. We will
workwith 189 countries {Ci}189i=1. The initial list of countries is displayed in alphabetic
order.

In this paper, in order to measure the ease of doing business we will use the Doing
Business database from the World Bank Group (http://www.doingbusiness.org/).
Doing Business provides ten quantitative sets of indicators on regulation for doing
business in 189 countries referred to the following topics: dealing with construction
permits, getting electricity, registering property, getting credit, protecting minority
investors, paying taxes, trading across borders, enforcing contracts and resolving
insolvency. The choice of these sets of indicators has been done based on eco-
nomic research and firm-level data from theWorld Bank Enterprise Surveys. Table1
displays a description of the topics.

Table 1 Description of country composite indicators of ease of doing business

Indicators Description

I1 Starting a business Procedures, time, cost and paid-in minimum capital to start
a limited liability company

I2 Dealing with
construction permits

Procedures, time and cost to complete all formalities to
build a warehouse and the quality control and safety
mechanisms in the construction permitting system

I3 Getting electricity Procedures, time and cost to get connected to the electrical
grid, the reliability of the electricity supply and the cost of
electricity consumption

I4 Registering property Procedures, time and cost to transfer a property and the
quality of the land administration system

I5 Getting credit Movable collateral laws and credit information systems

I6 Protecting minority
investors

Minority shareholders rights in related-party transactions
and in corporate governance

I7 Paying taxes Payments, time and total tax rate for a firm to comply with
all tax regulations

I8 Trading across borders Time and cost to export the product of comparative
advantage and import auto parts

I9 Enforcing contracts Time and cost to resolve a commercial dispute and the
quality of judicial processes

I10 Resolving insolvency Time, cost, outcome and recovery rate for a commercial
insolvency and the strength of the legal framework for
insolvency

Source http://www.doingbusiness.org
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Table 2 Overall country ranking based on distance to frontier scores (DTF)

Rank Country DTF overall HDI

1 C149 = Singapore 87.34

2 C121 = New Zealand 86.75

3 C45 = Denmark 84.26

4 C88 = Korea, Rep. 83.91

5 C72 = Hong Kong SAR, China 82.87

6 C179 = United Kingdom 82.18

7 C180 = United States 82.15

8 C125 = Norway 81.53

9 C163 = Sweden 81.40

10 C57 = Finland 80.95

Source http://www.doingbusiness.org

Doing Business provides an aggregate measure for each data set which is called
distance to frontier score (DTF)measuring the distance of each country to the frontier,
which represents the best performance observed on each of the indicators across all
countries in the Doing Business sample since 2005 or the third year in which data
were collected for the indicator. The distance to frontier (ranging from 0 to 100,
where 0 indicates the worst performance and 100 the frontier) is calculated for each
indicator and then averaged across all indicators to compute the aggregate distance
to frontier score. Doing Business weights all indicators equally. Table2 displays the
ranking of the top ten countries based on the overall distance to frontier score.

As acknowledge by Doing Business, the distance to frontier scores vary, often
substantially, across indicators, indicating that strong performance by one country in
one topic can coexist with weak performance in another (http://www.doingbusiness.
org).

Let us consider for example the case of Singapore. It ranks first with respect to the
DTF overall score but it performs badly when we consider trading across borders.
Another interesting example is United States, performing quite well in DTF overall
terms but very badly with respect to most of the individual indicators (exceptions are
dealing with construction permits and resolving insolvency).

The level of human development will be measure using the Human Development
Index (HDI), a statistic created by the United Nations Development Programme
(UNDP). This index is a summary measure of average achievement in key dimen-
sions of human development: a long and healthy life, being knowledgeable and have a
decent standard of living. The health dimension, Ihealth, is assessed by life expectancy
at birth; the education dimension, Ieducation, is measured by calculating the arithmetic
mean of the mean of years of schooling for adults aged 25 years and more and
expected years of schooling for children of school entering age (United Nations cal-
culates the arithmetic mean of the two indicators). The standard of living dimension,
income dimension, Iincome, is measured by gross national income per capita. TheHDI
uses the logarithm of income, to reflect the diminishing importance of income with

http://www.doingbusiness.org
http://www.doingbusiness.org
http://www.doingbusiness.org


Fuzzy Degree of Geographic Appropriateness for Social Impact Investing 167

Table 3 Description of indicators for the human development index

Indicators Description

I11 Life expectancy at birth (years)

I12 Years of schooling for children of school
entering age (years)

I13 Gross national income (GNI) per capita. The
HDI uses the logarithm of income, to reflect the
diminishing importance of income with
increasing GNI. The estimation of GNI per
capita is done in 2011 purchasing power parity
(2011 PPP $)

Source http://hdr.undp.org/en/content/human-development-index-hdi

increasing GNI, Gross National Income.Minimum andmaximum values (goalspots)
are set by United Nations in order to transform the indicators expressed in different
units into dimension indexes, DI, taking values between zero and one.

Ihealth = actual value − min value

max value − min value
.

The justification for setting these values is mainly based on historical evidence.
The minimum value set for the health dimension is 20, as historical evidence shows
that no country in the 20th century had a life expectancy of less than 20 years. The
maximum value is set at 85 years [11, 13, 14]. For the education dimension, the min-
imum is set at 0 for both, expected and mean years of schooling, and the maximum is
set at 18 and 15, respectively as societies can subsist without formal education, justi-
fying the education minimum of 0 years. The maximum for mean years of schooling,
15, is the projected maximum of this indicator for 2025. The maximum for expected
years of schooling, 18, is equivalent to achieving a masters degree in most countries.
The lowminimum value for gross national income (GNI) per capita, $100, is justified
by the considerable amount of unmeasured subsistence and nonmarket production in
economies close to theminimum,which is not captured in the official data. Themaxi-
mum is set at $75,000 per capita. Kahneman andDeaton [9] have shown that there is a
virtually no gain in human development and well-being from annual income beyond
$75,000. Assuming an annual growth rate of 5%, only three countries are projected
to exceed the $75,000 ceiling in the next four years. Table3 shows a description of the
four indicators used for the calculation of the three dimension indices. The scores for
the three HDI dimension indices are finally aggregated into a composite index using
geometric mean (http://hdr.undp.org/en/content/human-development-index-hdi).

HDI = (Ihealth · Ieducation · Iincome)
1/3.

Table4 displays an example of the ranking provided by the UNDP based on the
HDI. Notice that not all the countries provide data about human development. We



168 V. Liern and B. Pérez-Gladish

Table 4 2015 United Nations’ Country Ranking based on the HDI

Rank Country Overall HDI

1 C125 = Norway 0.944

2 C8 = Australia 0.935

3 C164 = Switzerland 0.930

4 C45 = Denmark 0.923

5 C120 = Netherlands 0.922

6 C62 = Germany 0.916

7 C79 = Ireland 0.916

8 C179 = United Kingdom 0.915

9 C121 = New Zealand 0.913

10 C31 = Canada 0.913

Source http://www.hdr.undp.org.

have handled the list of 189 countries from the World Bank and we have assigned a
zero score when a human development indicator was not available for the country.

In the next section, we will present an aggregating method to obtain an overall
fuzzy measure of the appropriateness of a geographic area in terms of impact invest-
ing, taking into account the variability and different nature of the scores in each topic
for both, the ease to do business and the human development level.

3 Induced Ordered Weighted Averaging Operators

Ordered Weighed Average (OWA) operators are aggregation operators that provide
a parameterized family of mean type aggregation operators that includes the mini-
mum, the maximum, and the average [16]. In what follows, we will give some basic
definitions.

Definition 1 Avectorw = (w1, · · · ,wn) is called aweightingvector if the following
two conditions are verified:

wd ∈ [0, 1], 1 ≤ d ≤ n, and
n∑

d=1

wd = 1.

In order to measure the similarity of other weighting vectors with the extreme
weighting vectors we will introduce the concept of orness as follows:

Definition 2 The level of orness associated with the operator OWAw is defined as

α = 1

n − 1

n∑

d=1

(n − d)wd ∈ [0, 1].
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The level of orness measures the degree to which the aggregation behaves as the
maximum operator or the minimum operator. Thus, degree 1 means that the operator
is the maximum; degree 0 means that the operator is the minimum and in between
we find all the other possibilities.

Definition 3 Given a weighting vector w, the OWA operator OWAw is defined to
aggregate a list of values {a1, a2, · · · , an} according to the following expression:

OWAw(a1, · · · , an) =
n∑

d=1

wdaσ(d),

where aσ(d) is the d-th largest element in the collection {a1, a2, · · · , an}, i.e., aσ(1) ≥
· · · ≥ aσ(n).

The ordering of the arguments can be induced by another variable called the order-
inducing variable [18]. When this happens, we have a different class of operators
named IOWA operators. IOWA operators have been widely used in the literature due
to their suitable properties (see [10, 12, 17, 18]).

Definition 4 Given a weighting vector w = (w1,w2, · · · ,wn) and a vector of order-
inducing variables z = (z1, z2, · · · , zn), the IOWA operator IOWAw,z is defined to
aggregate the second arguments of a list of 2-tuples {(z1, a1), · · · , (zn, an)} according
to the following expression:

IOWAw,z (< z1, a1 >, · · · ,< zn, an >) =
n∑

d=1

wdaη(d),

where zd = z(ad), and the arguments (zd, ad) are rearranged in a way such that
zη(d) ≥ zη(d+1), 1 ≤ d ≤ n − 1, i.e., (zη(d), aη(d)) is the 2-tuple with zη(d) being the
highest value in the set {z1, z2, · · · , zn}. If q of the zη(d) are tied, i.e. zη(d) = zη(d+1) =
· · · = zη(d+q−1), then

aη(d) = 1

q

η(d+q−1)∑

k=η(d)

ak, and aη(d) = aη(d+1) = · · · = aη(d+q−1).

In next section, we will obtain overall geographic appropriateness scores, based
on a set of indicators related to the ease of doing business, using an IOWA operator.
The order-inducing variable is chosen to quantify a certain property of the scores in
each dimension. In our case, we are highly concerned about the variability of the
scores within each indicator. Therefore, our induced variable will be the variance
of the scores obtained by the geographic areas in each indicator. We will follow the
procedure described in León et al. [10]. First, we will calculate an m × n matrix,
M, with the scores of each geographic area, m, in each indicator, n. Then we will
rearrange the columns inM according to the order-inducing variable. Third, we will
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determine the objective aggregation weights and finally, we will calculate the overall
appropriateness for each geographic.

In order to calculate the weights we will use the method proposed by Wang and
Parkan [15] in which they solve the so-called minimax disparity problem (see [10]):

Min. δ

s.t.
1

n − 1

n−1∑

k=1

(n − k)wk = α

w1 + w2 + . . . + wn = 1,
wk − wk+1 − δ ≤ 0, 1 ≤ k ≤ n − 1,
wk − wk+1 + δ ≥ 0, 1 ≤ k ≤ n − 1,
wk ≥ 0, 1 ≤ k ≤ n − 1.

(1)

where α ∈ [0, 1] is the orness degree specified by the assets’ manager. The overall
score for each geographic area is the result of applying the IOWA operator to each
element in a row with the obtained objective aggregation weights.

4 Country Ranking Based on a Fuzzy Appropriateness
Measure

Let us apply the procedure previously described to the attainment of a fuzzy over-
all indicator of country appropriateness in terms of impact investing. Our sample
is composed of 189 geographic areas (in this case, countries) evaluated in the 14
indicators for impact investing, 10 related to the ease to do business in the country
and 4 related to the country level of human development (see Tables1 and 4).

Several ways exist to determine the risk aversion of investors with regards to
the accomplishment of selected criteria [7]. Risk aversion will depend on the type of
investor. In this work wewill use the degree of orness as an approach to risk aversion.

4.1 Country Ranking Based on the Ease to Do Business

We will first rank countries based on a fuzzy indicator of the ease to do business in
the country (EDBi). Let us summarize the information in a matrix A = [aij] where
by rows we have the countries (1 ≤ i ≤ 189) and by columns the indicators for the
ease to do business in each country (1 ≤ j ≤ 10).

First step consists of the rearranging of columns according to the order-inducing
variable, in our case, the variance of the scores in each indicator.

Table5 displays the scores (from 0 to 100) of some of the countries in each indica-
tor rearranged from higher to lower variability among countries.We can observe how
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Table 5 Rearranging of ease to do business indicators based on their variance

Country I8 I10 I5 I3 I4 I7 I1 I2 I9 I6

C1 28.9 23.6 45 45.82 27.5 74.14 93.54 22.94 35.11 10

C2 91.14 62.94 65 43.75 58.84 64.47 90.13 64.04 57.37 70

C3 24.15 47.67 10 57.48 43.83 45.03 74.07 62.95 55.49 33.33

C4 19.27 0 5 42.49 40.8 60.4 57.15 66.6 26.26 56.67

C5 62.01 35.06 25 83.47 57.41 54.51 83.33 68.22 73.18 56.67

C6 53 45.1 50 69.95 56.3 44.99 72.59 48.57 67.65 60

C7 81.75 48.14 65 65.44 87.27 82.51 97.77 70.32 68.6 60

C8 70.82 81.6 90 82.32 74.32 82.44 96.47 86.56 79.72 56.67

C9 100 78.84 60 87.68 80.8 76.52 83.42 74.79 78.24 63.33

C10 69.59 44.59 40 63 82.54 83.77 95.54 61.58 67.51 58.33

Table 6 Aggregating weights for different orness levels

Weights α = 0 α = 0.25 α = 0.5 α = 0.75 α = 1

w1 0 0.050 0.100 0.229 1.00

w2 0 0.050 0.100 0.199 0.00

w3 0 0.050 0.100 0.200 0.00

w4 0 0.050 0.100 0.140 0.00

w5 0 0.050 0.100 0.110 0.00

w6 0 0.050 0.100 0.080 0.00

w7 0 0.050 0.100 0.051 0.00

w8 0 0.050 0.100 0.021 0.00

w9 0 0.050 0.100 0.000 0.00

w10 1 0.550 0.100 0.000 0.00

the indicator related to trading across borders has more than three times variability
than protecting minority investors.

Once dimensions have been rearranged according to the order-inducing variable,
the variance, we obtain the aggregationweights for the ten indicators and for different
orness levels, α ∈ [0, 1] (see Table6).

The overall ease to do business scores,EDBi, are obtained aggregating for each
country Ci the weighted scores of the ease to do business indicators.

In this work, for the construction of EDBi we apply the IOWA operator to each
element in a row (obtained scores of the country in each topic or indicator) with the
aggregation weights obtained in the previous step (see Table7 which shows data for
the ten first countries).
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Table 7 IOWA overall ease to do business scores

Country α = 0 α = 0.25 α = 0.5 α = 0.75 α = 1

C1 1.00 2.533 4.066 4.091 2.890

C2 7.00 6.838 6.677 7.007 9.114

C3 3.33 3.937 4.540 3.857 2.415

C4 5.67 4.707 3.746 2.498 1.927

C5 5.67 5.828 5.989 5.420 6.201

C6 6.00 5.841 5.682 5.540 5.300

C7 6.00 6.634 7.268 7.310 8.175

C8 5.67 6.838 8.010 8.346 7.082

C9 6.33 7.085 7.836 8.369 10.00

C10 5.83 6.249 6.665 6.356 6.959

Table 8 Ranks of the countries based on IOWA for different orness levels

Rank α = 0 α = 0.25 α = 0.5 α = 0.75 α = 1

1 C72 C149 C149 C180 C9

2 C121 C121 C121 C45 C16

3 C149 C72 C45 C121 C42

4 C103 C179 C88 C57 C44

5 C179 C103 C72 C88 C45

6 C31 C88 C179 C149 C58

7 C151 C31 C180 C62 C73

8 C75 C125 C125 C179 C81

9 C80 C163 C163 C163 C99

10 C88 C45 C57 C31 C120

The resulting rankings for the ten first positions and for different orness levels are
displayed in Table8.

Notice that for an orness level of 0.5 equal importance is given to all the indicators
and therefore, the obtained ranking using IOWA is the same than the ranking provided
by the World Bank. For other orness levels different importance is given to the
different indicators depending on their variability, which can be interpreted as a
measure of risk.
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Table 9 Rearranging of human development normalized indicators based on their variance

Country I13 I11 I12

C1 0.444 0.622 0.365

C2 0.695 0.889 0.637

C3 0.736 0.843 0.642

C4 0.638 0.497 0.474

C5 0.801 0.863 0.695

Table 10 Aggregating weights for different orness levels

Weights α = 0 α = 0.25 α = 0.5 α = 0.75 α = 1

w11 0 0.167 0.33 0.5 1

w12 0 0.167 0.33 0.5 0

w13 0 0.667 0.33 0 0

4.2 Country Ranking Based on Their Human Development
Level

We will now rank countries based on a fuzzy indicator of their human development
level, HDLi. Let us summarize the information in a matrix B = [bik] where by rows
we have the countries (1 ≤ i ≤ 189) and by columns the indicators for the level of
human development in each country (1 ≤ k ≤ 3).

As for the ease to do business case, the first step consists of the rearranging of
columns according to the order-inducing variable, in our case, the variance of the
scores in each indicator (see Table9 for an example).

Table9 shows indicators rearranged from higher to lower variability among coun-
tries. As we can observe, the indicator with the highest variability (risk) is the indi-
cator for the income dimension, measuring the standard of living in the countries.
Then, we have the health dimension measured by years of life expectancy at birth
and finally the education index which takes into account expected and mean years of
schooling. Once dimensions have been rearranged according to the order-inducing
variable we obtain the aggregation weights for different orness levels, α ∈ [0, 1],
(see Table10).

The overall human development scores, HDLi, are obtained aggregating for
each country Ci the weighted scores of the human development indicators.

In this work, we calculate the indicatorHDLi applying the IOWA operator to each
element in a row using the aggregation weights obtained in the previous step (see
Table11 for an example). The resulting rankings for the ten first positions and for
different orness levels are displayed in Table12.
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Table 11 IOWA overall human development scores

Country α = 0 α = 0.25 α = 0.5 α = 0.75 α = 1

C1 0.12 0.14 0.16 0.18 0.15

C2 0.21 0.23 0.25 0.26 0.23

C3 0.21 0.23 0.25 0.26 0.25

C4 0.16 0.17 0.18 0.19 0.21

C5 0.23 0.25 0.26 0.28 0.27

Table 12 Ranking of the countries based on human development level using IOWA

Rank α = 0 α = 0.25 α = 0.5 α = 0.75 α = 1

1 C8 C8 C8 C149 C137

2 C121 C121 C125 C137 C90

3 C45 C45 C164 C72 C149

4 C79 C125 C45 C164 C24

5 C125 C79 C121 C125 C125

6 C120 C120 C120 C99 C177

7 C62 C62 C79 C24 C99

8 C179 C179 C149 C163 C164

9 C178 C164 C62 C8 C72

10 C74 C178 C179 C120 C179

4.3 Country Ranking Based on Their Appropriateness
for Impact Investing

Once overall scores have been obtained for the ease to do business and for the human
development level next step consists of the ranking of the countries based on their
appropriateness in terms of impact investing.

For each country Ci, we define the degree of impact investing appropriate-
ness, ADi, as an aggregation of the appropriateness degree in terms of ease to
do business EDBi and the appropriateness degree in terms of human develop-
ment HDLi.

In this work, for a given level of orness α ∈ [0, 1], the ADi(α) is calculated as an
aggregation of the appropriateness degree in terms of ease to do business EDBi(α)

and the appropriateness degree in terms of human development HDLi(α).
As it is well known, aggregation of both appropriateness degrees can be done

through several methods. In this work we will use the TOPSIS, Technique for
Order Preference by Similarity to Ideal Solution, [8]. The standard TOPSIS method
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attempts to choose alternatives that simultaneously have the shortest distance from
the positive ideal solution and the farther distance from the negative ideal solution.
The positive ideal solution maximizes the benefit criteria and minimizes the cost cri-
teria, whereas the negative ideal solution maximizes the cost criteria and minimizes
the benefit criteria. TOPSIS makes full use of the attribute information, provides
a cardinal ranking of alternatives, and does not require the attribute preferences to
be independent [5, 19]. To apply this technique attribute values must be numeric,
monotonically increasing or decreasing, and have commensurable units [4]. The
stepwise procedure proposed by Hwang and Yoon [8] is:

Step 1. Determine the decision matrix D = [Dij]n×m, where the number of criteria
is n and the number of alternatives is m.
Step 2. Construct the normalized decision matrix. Criteria are expressed in different
scaling and therefore a normalizing procedure is necessary in order to facilitate
comparison (see Sect. 3 and [8]).
Step 3. Determine the weighted normalized decision matrix. It is well known that
the weights of the criteria in decision making problems do not have the same mean
and not all of them have the same importance. The weighted normalized value vij is
calculated as:

vij = wj rij, 1 ≤ i ≤ m, 1 ≤ j ≤ n.

where wj is the weight associated to each criterion.
Step 4. Determine the positive ideal (PIS) and the negative ideal (NIS) solutions.
The positive ideal value set A+ and the negative ideal value set A− are determined
as follows:

A+ = {v+
1 , · · · , v+

n } = {
maxi vij, j ∈ J (or mini vij, j ∈ J ′)

}

A− = {v−
1 , · · · , v−

n } = {
mini vij, j ∈ J (or maxi vij, j ∈ J ′)

}

where J is associated with the criteria that indicate profits or benefits and J ′ is
associated with the criteria that indicate costs or losses.
Step 5. Calculate the separation measures. Calculation of the separation of each
alternative with respect to the PIS and NIS, respectively:

d+
i =

⎧
⎨

⎩

n∑

j=1

(
vij − v+

j

)2

⎫
⎬

⎭

1/2

, d−
i =

⎧
⎨

⎩

n∑

j=1

(
vij − v−

j

)2

⎫
⎬

⎭

1/2

, 1 ≤ i ≤ m.

Step 6. Calculate the relative proximity to the ideal solution. Calculation of the
relative proximity of each alternative to the PIS and NIS using the proximity index.

Ri = d−
i

d+
i + d−

i

, 1 ≤ i ≤ m.
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Table 13 Ranking of the countries based on country appropriateness degree

Orness level Ranking

α = 0 C186 � C142 � C136 � C189 � C107 � C89 � C53 � C123 � C26 � C33 · · ·
α = 0.25 C186 � C189 � C107 � C142 � C136 � C89 � C185 � C188 � C123 � C148 · · ·
α = 0.5 C189 � C186 � C142 � C89 � C185 � C136 � C107 � C188 � C187 � C175 · · ·
α = 0.75 C189 � C186 � C185 � C188 � C142 � C89 � C187 � C136 � C107 � C175 · · ·
α = 1 C188 � C189 � C185 � C136 � C186 � C89 � C142 � C32 � C102 � C123 · · ·

The value Ri lies between 0 and 1. If Ri = 1, then Ai = A+
i , and if Ri = 0, then

Ai = A−
i . The closer the Ri value is to 1 the higher the priority of the i-th alternative

is.
Step 7. Rank the preference order. Rank the best alternatives according to Ri in
descending order.

In our case the alternatives are the countries, j = 1, · · · , 189, and two criteria, i,
are the appropriateness degree in terms of ease to do business and the appropriateness
of the country in terms of human development level. The objectives for an impact
investor are to maximize the ease to do business and to minimize the human devel-
opment level (as less developed countries are target geographical areas for social
impact investing). The positive ideal country in terms of appropriateness for impact
investing is defined as the one with the maximum degree of appropriateness in terms
of ease to do business and the one with minimum human development level. Both
optima are obtained from the country scores in both dimensions. The negative ideal
country is defined as the country with minimum appropriateness for easy to do busi-
ness and maximum human development level. For the sake of simplicity, we will
consider equal weights for both objectives and we will obtain different rankings for
the different orness levels using data from Tables7 and 11. The obtained country
rankings for the ten first positions are displayed in Table13.

It is interesting to observe how the ranking of the countries completely changes
when both, the ease to do business and the human level development are taken into
account. For any investor, the more the ease to do business the more attractive the
country is to invest in. However, for an impact investor, the more appropriate geo-
graphical areas are those presenting a low human development level. Thus, countries
with bad positions in the ranking based on human development indicators rank in
good positions when both aspects, ease to do business and human development are
considered.

5 Conclusions

Impact investorsmade investment decisions in a two–stages process. Impact investors
firstly target geography, impact theme, asset class and return category. This implies
the establishment of several filters to the universe of investments in order to obtain
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the decision impact investment set. In a second step, efficient investment portfo-
lios are obtained taking into account financial criteria (maximizing expected return,
minimizing risk) and trying to maximize the social impact.

With the objective of assisting investors in the first stage of their investment
decision making problem, we have defined the degree of the appropriateness of a
country in terms of impact investment. This degree of country appropriateness for
impact investing is based on the appropriateness degree of the countries with respect
to the ease to do business and to the level of human development. The construction of
the country appropriateness degree is based on Soft Computing techniques which are
an attractive tool given the imprecise, ambiguous and uncertain nature of data related
to social impact investment. Aggregation of the two considered dimensions, ease to
do business and human development level, has been done through TOPSIS. Once the
ideal and anti-ideal countries have been defined with regards to their appropriateness
for impact investing we are able to obtain a ranking of the countries which shows
their suitability in terms of thirteen indicators related to the ease to do business and
human development.
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A New Approach for Information
Dissemination in VANETs Based
on Covering Location and Metaheuristics
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Abstract Vehicular Ad-Hoc Networks (VANETs) have attracted a high interest in
recent years due to the huge number of innovative applications that they can enable.
Some of these applications can have a high impact on reducing Greenhouse Gas
emissions produced by vehicles, especially those related to traffic management and
driver assistance. Many of these services require disseminating information from a
central server to a set of vehicles located in a particular region. This task presents
important challenges in VANETs, especially when it is made at big scale. In this
work, we present a new approach for information dissemination in VANETs where
the structure of the communications is configured using a model based on Covering
Location Problems that it is optimized by means of a Genetic Algorithm. The results
obtained over a realistic scenario show that the new approach can provide good
solutions for very demanding response times and that obtains competitive results
with respect to reference algorithms proposed in literature.
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1 Introduction

Vehicular Ad-Hoc Networks (VANETs) are communication networks in which the
nodes are vehicles [12]. They have aroused the interest of the scientific community,
automobile industry and institutions due to the huge number of innovative applica-
tions that they can enable [19]. Some of the most important application areas are:
security (warnings about emergency break, collision at intersection, line shift, etc.);
leisure and entertainment (multimedia content download, nearby points of interest
etc.); traffic management (virtual traffic lights, limited access zones, electronic toll,
etc.); and driver assistance (remote diagnosis; efficient and eco-driving; etc.). The
two last application areas can have a big impact on the reduction of Greenhouse
Gas emissions produced by vehicles as shown by some recent works [7, 11, 17]. The
communications that take placewithinVANETs can be classified in Infrastructure-to-
Infrastructure (I2I), Infrastructure-to-Vehicle (I2V), Vehicle-to-Infrastructure (V2I)
and Vehicle-to-Vehicle (V2V) depending on which agent is the transmitter and the
receptor. Many of the services previously mentioned require a central server that
gathers all the information, generating a necessity of collecting and disseminating
data from/to vehicles, respectively [8].

In this work, we focus on information dissemination from a central server to
vehicles [18]. This task presents important challenges in VANETs, especially when
it is made at big scale [8]. The main reasons are the diverse network topologies,
the high speed of vehicles, the unequal density of them, the lack of infrastructure in
roads, as well as the availability of communication technologies and their different
penetration degrees. One of the approaches proposed to address the information
dissemination in VANETs is the use of Virtual Infrastructures (VIs) [8]. The node
of the VIs can be static (as Road Side Units (RSUs) [12]) or dynamic (vehicles).
They receive information from a central server through I2I or I2V communications,
to then disseminate it to nearby vehicles by using I2V and V2V communications,
respectively.

The proper selection of the vehicles that act as VI plays a pivotal role in this
type of approaches. It can avoid the necessity of fix infrastructure (as RSUs), reduce
the network overload, or influence in the quality of the communications [8]. This
selection depends on the specific service to be implemented and the requirements
established by the corresponding standard [19]: messaging type, latency, message
period, area range, priority or available communication technologies. Although some
of the services have as target a reduced set of vehicles (e.g. emergency break or
collision alert), many of them require disseminating information to the maximum
number of vehicles that are located in a specific geographic area. In this last case,
the objective of the VI selection method must be to identify the minimum number
of nodes that are able to disseminate the information to the maximum number of
vehicles while fulfilling the standard requirements [8].

In this book chapter, we propose to address this selection process as a Covering
Location Problem (CLP) [9]. Roughly, the objective of these optimization problems
consists on, given a set of demand nodes and a set of potential location for facilities,
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to determine the location and minimum number of facilities needed to cover all
demand. In the case that concern us here, the demand nodes correspond to vehicles
that must receive the information, whereas the potential facility locations, to those
vehicles equipped with V2I communications that can, therefore, act as VI.

Basing on the communication architecture for VANETs proposed in [8] and called
NAVI (Neighbor-Aware Virtual Infrastructure), we present here a new approach for
information dissemination in VANETs where the process for selecting the VI is
modeled as a CLP and where the underlying optimization problem is solved using
a generational Genetic Algorithm (GA) with elitism [15]. To assess the validity
of the proposal, we use a real scenario consisting of 45 vehicles moving in the
downtown area of the city of Malaga in Spain. On one hand, the experimentation
done aim to evaluate the performance of the proposal for differentmaximum response
times which corresponds to the maximum time permitted to find a VI configuration.
This factor is quite relevant due to the high demanding latency time (time elapsed
between sending and receiving the message) imposed by some of the services. On
the other hand, the objective of the experimentation is to test the competitiveness of
our proposal by comparing it with a reference algorithm.

The next part of the chapter is structured as follows. Section2 give some back-
ground information about information dissemination in VANETs and CLPs. The
presented approach is described in Sect. 3 where we first introduce NAVI’s com-
munication architecture to then describe proposed model for VI selection based on
CLPs and the GA designed to solve the underlying optimization problem. Section4
is devoted to detail the experimental framework used to test our proposal. Con-
cretely, it presents the testing scenario, the reference algorithm used to assess the
competitiveness of our proposal, the performance measures and the implementation
details. After that, in Sect. 5 we study the results obtained in both the analysis of the
maximum response time and the comparison with the reference approach. Finally,
we discuss the main conclusion of the work as well as the future research lines in
the last section.

2 Related Work

2.1 Information Dissemination in VANETs

Due to the interest of deploying cooperative services and applications for vehicles,
information dissemination in VANETs has been extensively researched [18]. The
first aim of a VANET is to be an infrastructure-less self-organizing traffic infor-
mation system. Therefore, the vast majority of proposed methods for information
dissemination are based on a decentralized architecture where the organization of
the network is managed by vehicles creating dynamic clusters enabled by short-
range communication technologies. Each cluster is formed by a group of vehicles,
also called cluster members (CM), and a Cluster Head (CH) which controls and



182 A.D. Masegosa et al.

executes the dissemination process, that is, it distributes information received from
a central server to CMs, and performs inter-cluster communication. Vehicles create
and maintain clusters based on different metrics (e.g. position, direction, speed, link
quality) by periodically exchanging of status information [13]. However, when the
density of the network is high, vehicles have to exchange a high number of messages
to organize the network, and therefore they create additional traffic data and consume
a high quantity of resources only for network management.

Other solutions try to reduce this overhead deploying infrastructure nodes at pref-
erential locations, commonly intersections. The main problems of these approaches
are the lack of flexibility and the predefined dissemination coverage [18]. Few works
in the literature propose to use vehicles as mobile infrastructure. Camara et al. [3]
present the virtual RSU (vRSU) concept where nodes receive and cache messages
from other vRSU or access points which are located in areas with no coverage from
conventional RSUs.

The majority of previously proposed methods use single-technology for informa-
tion dissemination inside the VANET, namely short range communication technolo-
gies as IEEE 802.11p, similar to commonWiFi networks. Recently, as an alternative
to the IEEE 802.11p basedVANET, the usage of cellular technologies has been inves-
tigated. The standardization of broadcast/multicast services by the Third Generation
Partnership Project (3GPP) incited the research of using cellular technologies for
message dissemination in VANETs [1]. However, the high cost of Long-Term Evo-
lution (LTE) communication (commercially known as 4G network) between vehicles
and base stations, the overload of base station by broadcast messages when there is
high density of vehicles and the high number of hand-offs in the base station because
of the high mobility of vehicles make not feasible a pure LTE based architecture for
VANETs.

Recently, heterogeneous architectures have been proposed to exploit both thewide
range low latency communications of cellular technologies and the low cost of IEEE
802.11p. Some works use the heterogeneous architecture to improve the efficiency
of clustering [8, 20]. In [20], Remy et al. use a heterogeneous centralized architec-
ture to reduce the clustering overhead. An interesting proposal can be found in [8]
where D’Orey et al. present a method, named Neighbor-Aware Virtual Infrastructure
(NAVI), for information dissemination using mobile infrastructure selected from a
central entity called GeoServer. Concretely, the dissemination process is supported
by a Virtual Infrastructure (VI) that represents a subset of vehicles that, through the
use of LTE and IEEE 802.11p technologies, transmit the information from the central
entity to those vehicles that must receive the data. In this way, NAVI allows ensur-
ing an appropriate uplink performance, alleviating the use of fixed infrastructure,
exploiting the advantages of individual technologies and being flexible enough to
consider the different penetration rates of these technologies. This is the architecture
we used in this study and we will describe it more in detail in Sect. 3.1.

As we explained in the introduction, the selection of the vehicles used as VI has
a very high influence in the performance of this VANET architecture and it can be
modeled as a CLP [9]. Concretely, the objective of this model would consists on
maximizing the covering (vehicles that receive the message) while minimizing the



A New Approach for Information Dissemination … 183

number of vehicles used as VI. In the next section we define CLPs formally and
review some literature about them.

2.2 Covering Locations Problems

CLPs aims at locating one or more facilities, considering that the distance or travel
time from any demand point to its closest facility is reasonable [9]. A demand node
is considered covered if at least one facility is located at a distance or travel time
lower than or equal to a predefined threshold. This predefined threshold is known as
the coverage radius, and it established how close a facility must be from a node to
provide it a good quality service. For example, in some applications as emergency
services, the coverage radius usually corresponds with the maximum time allowed
for ambulances, fire trucks, etc. to travel for the base to the place of the incident
[6, 23]; whereas in telecommunications, it corresponds to the maximum distance
from a terminal to an antenna at which the quality of the signal received is good
enough [14].

In the next part of this section, we describe and formulate the two most important
covering location problems: the Set Covering Location Problem and the Maximum
Covering Location Problem.

2.2.1 The Set Covering Location Problem (SCLP)

The objective of the SCLP consists on minimizing the number of facilities required
to give full coverage to all demand nodes [21]. In this way, each demand node
must have assigned a facility at a distance or time lower than the coverage radius,
and all demand nodes have the same importance. The SCLP is formulated as follows:

J - set of potential locations for the facilities.

I - set of demand nodes.

S - the covering radius.

Ni - { j ∈ J |di j � S}, the set of potential facility locations that can cover the node
i , that is, those located at a distance or time lower or equal to S, where di j is the
distance between the node i and the facility potential location j .

x j - boolean variable whose value is 1 if a facility is located in the node j , 0
otherwise.
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Minimi ze : Z =
∑

j∈J

x j (1)

Subject to:

∑

j∈Ni

x j � 1 ∀i ∈ I (2)

x j = {0, 1} ∀ j ∈ J (3)

The objective function given in Eq. (1) minimizes the number of facilities required
to cover all demand. Equation (2) ensures that each demand node i is covered by at
least one facility, and finally, Eq. (3) enforces the binary restriction on the decision
variable.

2.2.2 The Maximal Covering Location Problem (MCLP)

Unlike SCLP, in the MCLP the number of facilities to be located is established pre-
viously at a value p and each node can have a different importance that is established
by its weight [4]. These weights are usually known as the amount of demand located
at the demand node (e.g. the number of mobile phones or incidents in a certain area).
The objective of the MCLP consists on finding the location of the p facilities that
maximizes the amount of demand covered. The mathematical formulation of the
MCLP is as follows:

I - set of the demand nodes.

J - set of potential locations for the facilities.

S - the covering radius.

Ni - { j ∈ J |di j � S}, the set of potential facility locations that can cover the node
i , that is, those located at a distance or time lower or equal to S, where di j is the
distance between the node i and the facility potential location j .

x j - boolean variablewhose value is 1 if a facility is located in the node j , 0 otherwise.

yi - represent the coverage of node i . Its value is 1 if node i is covered (∃ j ∈ J |x j =
1 ∧ j ∈ Ni ), and 0 otherwise.

ai - amount of demand associated to node i .
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p - the number of facilities to be located.

Maximize Z =
∑

i∈I
ai yi (4)

Subject to: ∑

j∈Ni

x j � yi ∀i ∈ I (5)

∑

j∈J

x j = p (6)

x j = {0, 1} ∀ j ∈ J (7)

yi = {0, 1} ∀i ∈ I (8)

Equation (4) corresponds to the objective function which maximizes the demand
covered by the facilities. Equation (5) establishes that a demand node is covered only
when at least one facility is located at a distance or time lower or equal to the coverage
radius S from it. Equation (6) ensures that the number of facilities that are located is
p. Finally, Eqs. (7) and (8) restrict variables xi and yi to binary values.

3 Description of the New Approach for Information
Dissemination in VANETs

This section is devoted to describe the new approach for information dissemination
that we present in this chapter. As mentioned above, this new approach is based on
the network architecture proposed for NAVI and it models the selection of the VI as
a CLP [8]. To facilitate the understanding of the proposal, we first introduce NAVI’s
network architecture; then, we give the formal description of the CLP-based model
for selecting the vehicles used as VI; and finally, the GA developed to solve the
optimization problem is shown.

3.1 NAVI’s Network Architecture

The architecture of NAVI was designed for an efficient collection and dissemination
of information in vehicular networks through the selection of mobile infrastructure
nodes (vehicles) in a scenariowithmultiple technologies [8]. Figure1 shows a scheme
of the general architecture of the system. The system comprises of a heterogeneous
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Fig. 1 Scheme of the general architecture of NAVI

network architecture consisting on short-range communication networks, as IEEE
802.11p, and long-range communication networks, as LTE. Vehicles can be cat-
egorized into three main classes in terms of network equipment: (i) short-range
communication only, (ii) long-range communication only and (iii) short and long-
range communication. Vehicles with short-range communication systems exchange
periodic, single-hop broadcast Cooperative Awareness Messages (CAMs) contain-
ing static and dynamic vehicle information (e.g. position, speed or heading). The
model considers ubiquitous availability of a long-range communication technology
(e.g. UMTS, LTE) and that the resources in these networks are scarce, although a
simple extension could accommodate partial deployment scenarios.

The working of the system can be divided in three main stages: (a) data collection,
(b) virtual infrastructure selection and (c) data dissemination strategy execution. In
this section we give a short overview of these three phases. The interested reader is
referred to [8] for more details.
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3.1.1 Data Collection

The periodic broadcast single-hop CAMs are used to establish when two vehicles
can communicate between them. Concretely, if a vehicle A receives a CAMmessage
from another vehicle B, it means that they can transfer information among them. In
this case, we establish that B is a neighbour of A. Each vehicle has it own Neigh-
bourhood Table (NT) with an entry for each neighbour, that is, for each vehicle from
which it receives a CAM message. The entries in the NT are deleted when a certain
timeout period is reached. The NTs are aggregated and transmitted periodically to
the Geoserver by a subset of nodes in the Region of Interest (ROI) that can be estab-
lished centrally by the GeoServer or distributed. The aggregated NTs are then used
for the next phase, the VI selection.

3.1.2 Virtual Infrastructure Selection

Every certain time interval, whose length t is previously defined, the VI is updated
from the information provided by the NTs. The selection of the VI is made centrally
by Geoserver. This can use other data sources, as coverage information from network
operators, apart from the NTs. The Geoserver launches this process each time it
receives a dissemination request from the service provider.

3.1.3 Data Dissemination Strategy Execution

The vehicles selected in the previous step are in charge of performing the corre-
sponding action: broadcast, relaying, and store-and-forward. These vehicles can also
request to other nodes the propagation of this information to other vehicles. The VI
nodes can also adapt the instructions of the Geoserver in case of an alteration of local
conditions, and they can also be used for transferring information back to the server.

3.2 Virtual Infrastructure Selection Modeling

In this section, we describe the model proposed for the VI selection process. The
objective of this process is the efficient transfer of information from a central entity
to the vehicles by means of the proper configuration of the VI. Concretely, it aims to
balance the amount of data transferred through long-range communication (e.g. stan-
dard LTE) and short-range communication networks (e.g. standard IEEE 802.11p)
in such a way that minimizes the use of long-range networks while maximizing the
coverage area. As explained in [8], although data offloading to short-rage communi-
cation networks increases the overhead in short-range networks, it results in gains in
the use of cellular networks which usually have a pay-per-use system, as the common
data plans offered by mobile operators.
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The formulation used to model this optimization process is based on CLPs. The
model can be divided into three main components: vehicles, scenario and network
systems. Vehicles have access to network infrastructure resources and move in a
given scenario I that it is partitioned inm zones i ∈ I . The properties of the scenario
impact vehicle mobility and the communication reliability between vehicles, but we
assume that during the period between the creation of the NTs and the dissemination
of information they remain unaltered. Taking into account that the length of this
period is usually lower than 100ms, this assumption can be considered as realistic.
The vehicles located in the scenario at the instant in which a dissemination request
is received by the GeoServer it is represented by the set J . During the observation
period, additional vehicles may join or leave the scenario depending on demand or
routes, but as mentioned before, given the short length of the period, these changes
are irrelevant. The objective of the underlying optimization process is to find themin-
imum subset V ⊆ J that maximizes the number of zones covered in the scenario I .
More formally, the model is defined as follows:

I - set of zones to cover in the region. Each zone i ∈ I has at least one vehicle located
in it.

J - set of vehicles that must be covered.

J V I - subset of vehicles from J (J V I ⊆ J ) that can be potentially used as VI, that
is, those equipped with short and long range communication capabilities.

CAMjk - boolean variable whose value is 1 if vehicle j ∈ J has received a CAM
message from vehicle k ∈ J .

NVj - {k ∈ J V I |CAMjk = 1}, the set of neighbours of vehicle j ∈ J .

ZVj - zone i ∈ I in which vehicle j ∈ J is located.

Vi - { j ∈ J |ZVj = i}, the set of vehicles located in zone i .

Ni - { j ∈ J V I |( j ∈ Vi ) ∨ (∃k ∈ Vi s.t. j ∈ NVk)}, the set of vehicles that, poten-
tially, can cover zone i , that is, those vehicle from J V I that can communicate with
at least one vehicle located in i .

x j - boolean variable whose value is 1 if vehicle j ∈ J V I is selected as VI, 0 other-
wise.

yi - represent the coverage of node i . Its value is 1 if node i is covered and 0 otherwise.
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p - maximum number of vehicles that can be used as VI.

Maximize Z = (1 − F1) · F2 (9)

where:

F1 = 1

|J V I |
∑

j∈J V I

x j (10)

F2 = 1

|I |
∑

i∈I
yi + 1

|I ||J | (−1 +
∑

i∈I
yi |Vi |) (11)

Subject to: ∑

j∈Ni

x j � yi ∀i ∈ I (12)

∑

j∈J V I

x j ≤ p (13)

x j = {0, 1} ∀ j ∈ J (14)

yi = {0, 1} ∀i ∈ I (15)

Equation (9) corresponds to the objective function which combines the two objec-
tives, maximizing the zones covered while minimizing the number of vehicles used
as VI. Equation (10) defines the proportion of vehicles considered as VI. In Eq. (11),
the first term of the expression corresponds to the ratio of zones covered, whereas the
second one to the proportion of vehicles covered divided by |I |. Note that the values
of this second term ranges in the interval [0, 1

|I | ]. In this way, a solution it is consid-
ered better if it covers more zones or at the same number of zones, if it covers more
vehicles. The constraint formulated in Eq. (12) establishes that a zone i is covered
only when at least one vehicle in the VI has as neighbour one of the vehicles located
at i . Equation (13) ensures that the number of vehicles used as virtual infrastructure
is at most p. Finally, Eqs. (14) and (15) restrict variables xi and yi to binary values.

To avoid dealing with feasible and unfeasible solutions arising during the search,
we used the next penalization scheme:

Z(x) =
⎧
⎨

⎩

(1 − F1(x)) · F2(x) if p′ ≤ p

(1 − F1(x)) · F2(x) − c(p′ − p) otherwise
(16)

where p′ = ∑
j∈J V I x j and c is a parameter that establish the magnitude of the

penalization.
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1 Initialize P = {ind1, . . . , indPsize } randomly;
2 indbest ← best individual in P;
3 while Not Stopping Condition do
4 Pnew ← {indbest };
5 for (i=1 to (Psize − 1)) do
6 /* Selection step */
7 ind1 ← Tournament_Selection(P);
8 ind2 ← Tournament_Selection(P);
9 /* Crossover step */

10 ind ′ = uniform_crossover(ind1, ind2);
11 /* Mutation step */
12 ind ′′ ← mutate(ind ′);
13 Pnew ← Pnew ∪ {ind ′′};
14 end
15 P ← Pnew;
16 indbest ← best individual in P;
17 end
18 return indbest

Algorithm 1: Binary generational Genetic Algorithm pseudo-code

3.3 Description of the Solver

In this subsection we will describe the method designed to solve the optimization
problemdescribed above.Wedecided to use a binaryGA [16] to solve it because of its
good performance in CLPs [2, 10]. To be more specific, we have used a generational
GA with elitism. Each individual ind corresponds to a solution and it is encoded
as: ind = (x1, . . . , x|J V I |). The fitness of an individual ind is given by g(ind) =
Z(x1, . . . , x|J V I |). The pseudo-code of the method can be seen in Algorithm 1.

As we can see in the pseudo-code, the algorithm first initializes the population
randomly, stores the best individual in indbest and then, it enters into the main loop.
Within the main loop, the method starts creating a new population with only indbest ,
in order to keep elitism. After that, it begins with the three main steps of the evolution
process: selection, crossover and mutation. The selection operator used is the tourna-
ment,where the best of s individuals randomly selected from thepopulation is chosen.
The uniform crossover is applied to the two individuals picked with the tournament
selection.Given two individuals ind1 = (x11 , . . . , x

1
|J V I |) and ind2 = (x21 , . . . , x

2
|J V I |),

the resulting individual ind ′ = (x ′
1, . . . , x

′
|J V I |) from the uniform crossover is calcu-

lated in the next way:

x ′
j =

⎧
⎨

⎩

x1j i f U (0, 1) ≤ CR

x2j otherwise
(17)
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where U(0, 1) is a real random number uniformly distributed in the interval [0, 1].
Regarding the mutation step, the new individual ind ′′ is obtained by means of the
next expression:

x ′′
j =

⎧
⎨

⎩

B(0, 1) if U (0, 1) ≤ MR

x ′
j otherwise

(18)

where B(0, 1) is a random binary value uniformly distributed. The mutated solution
is added to the new population, and the loop starts again. Once the new population
reaches Psize individuals, it replaces the old population. The last step of the main
loop consists on updating the best individual found so far.

4 Experimental Framework

This part of the chapter is devoted to describe the experimental framework used in
this study. Concretely, in Sect. 4.1 we give the details of the realistic simulation sce-
nario employed in experimentation. Then, Sect. 4.2 we describe the method taken
as reference in order to compare it versus our proposal. After that, we list the per-
formance measures used in the experimentation and finally, Sect. 4.4 points out the
details of the implementations carried out.

4.1 VANET Simulation Scenario

The simulation scenario used in this study is the same employed in [8]. The VANET
simulation was done using GPS traces publicly available in NS-2 format,1 which
was taken as input in the network simulation platform. The tool SUMO (Simulation
of Urban MObility) was then used to generate the mobility traces using realistic
input data, including road network, vehicles routes or traffic lights among others.
The location of the simulation scenario is a rectangular area of 600m × 700m in
the downtown of the city of Malaga, Spain. The simulation period is 180s and the
maximum vehicle velocity is 50km/h. Table1 contains the details of the simulation
parameters used in the experimentation. For more information about the simulation
scenario, the interested reader is referred to [22]. Finally, wewant to highlight that we
have considered three different maximum transmission powers for the short-range
network (IEEE802.11p) (16, 21 and 23dBm) andfive differentmaximumVI sizes (2,
4, 6, 8 and 10 nodes). The transmission power controls the communication range of
the vehicles and therefore the neighbourhood awareness levels: a higher transmission
power implies a higher communication range that, in turn, entails a higher number

1http://neo.lcc.uma.es/staff/jamal/vanet/?q=node/11.

http://neo.lcc.uma.es/staff/jamal/vanet/?q=node/11
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Table 1 Main simulation parameters

Type Parameter Value

Neighbor information CAM frequency 1 Hz

Neighbor table timeout 5 s

Server update Frequency 1 Hz

Dissemination request Frequency 1 Hz

Dissemination area 0.44 km2

Scenario Type Urban (Malaga, Spain)

Number of vehicles 45

Simulation duration 180 s

Vehicle speed 10–50 km/h

Vehicle density 113veh/km2

Maximum VI size [2, 4, 6, 8, 10] nodes

802.11p Network Bit rate 6 Mbps

Bandwidth 10 Mhz

Frequency band 5.9 GHz

Maximum Tx power [16, 21, 23] dBm

LTE Network eNodeB Tx power 30 dBm

UE Tx power 10 dBm

Propagation model Friis Tx Eq

of neighbours per vehicle. In the CLP models, the transmission power can be seen
as the coverage radius of the facilities. Regarding the maximum VI size, it limits
the resource consumption in terms of LTE connections and it is represented by the
parameter p in the model described in Sect. 3.2.

4.2 Reference Algorithm

The method used to compared our approach for VI selection is the one proposed in
the original paper of NAVI architecture [8]. In that paper, they applied a Min-Max
formulation to model the optimization problem and an ad-hoc greedy algorithm as
solver. As in our proposal, the objective consists on maximizing the number of zones
covered while minimizing the number of vehicles selected as VI, using at most p
vehicles. In this section we will give a brief description of the approach for the sake
of the simplicity. The interested reader is referred to the original work for further
details.

The pseudocode of the greedy algorithm is given in Algorithm 2.We use the same
notation employed in Sect. 3.2. The method starts computing the zones covered by
each vehicle j ∈ J V I and it store it in SC = {SC1, · · · , SC|J V I |}, and it selects as
VI the vehicle that covers most zones. As mentioned before, the zones covered by a
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1 /* SC j contains the zones covered by j, that is, its zone and
those where it is neighbour of at least one vehicle placed
on it */

2 for j in J do
3 SC j ← {ZVj } ∪ (

⋃
k| j∈NVk ZVk);

4 end
5 LV I ← J V I ;
6 j ← vehicle with highest |SC | value in LV I ;
7 J ′ ← LV I − { j};
8 /* ZC stores the zones covered so far */
9 ZC ← SC j ;

10 /* V I keeps the vehicles selected as VI */
11 V I ← { j};
12 while |V I | < p or ZC = I do
13 for k in LV I do
14 /* Dk indicates the number of zones covered by vehicle k

that are not already covered */
15 Dk ← |ZC ∪ SCk | − |ZC |;
16 end
17 j ← vehicle with highest |D| value in LV I ;
18 LV I ← LV I − { j};
19 ZC ← ZC ∪ SC j ;
20 V I ← V I ∪ { j};
21 end
22 return V I

Algorithm 2: NAVI’s algorithm for VI selection

vehicle correspond to its zone and those where it is neighbour of at least one vehicle
placed on it. After this, the algorithm enters into the main loop. Within the main
loop, the method computes a dissimilarity index for each vehicle that has not been
chosen as VI so far. This index basically measures the number of zones covered by
the vehicle that are not already covered by the vehicles selected as VI. Once the index
is calculated, the algorithm adds the vehicle with the highest dissimilarity value as
VI and it starts the process again. The main loop finishes when the size of the VI is
lower or equal to p (the maximum size allowed for the VI) or when the VI selected
cover all zones in the region.

4.3 Performance Measures

The metrics used to compare the performance of the algorithms are given below:

• Coverered Area: percentage of zones from covered, which corresponds with those
regions that has at least one vehicle that would receive the dissemination message.

• VI size: number of nodes selected as VI. In this way, we measure the resource
consumption of the solution.
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4.4 Implementation Details

To finish with the description of the experimental framework, we give here the details
of the implementation done and the parameter settings.

Regarding the parameter setting for theGAused as solver, the tournament sizewas
set to 5; the crossover rateCR was fixed to 0.5 in order to combine approximately the
same amount of genes from each solution; and the mutation rate MR was established
to 0.015. In the objective function, the penalization coefficient c was set to 0.2 after
some preliminary experimentations.

As for the simulation scenario, the region of interest was divided into 100 rec-
tangular zones, all of them with the same width and height. The number of vehicles
to be covered was 45, and we suppose that all of them are equipped with both short
and long range communication capabilities, that is, all of them can be used as VI.
The positions of the vehicles were sampled every second. Given that the simulation
time for the data was 180s, in this way, we have a total of 180 instances of the
problem. Taking into account that we considered three different transmission pow-
ers and five different maximum VI size, this experimentation counts with a total of
180 × 3 × 5 = 2700 instance configurations. For each of these instance configura-
tions, our proposal was run 10 times and the mean covered area and VI size were
registered.

The implementation of the proposal was done in Java 8, and the experiments
were run on a computer withWindows 10 Enterprise Operative System, 32GB RAM
and CPU Intel Xeon E5-2650 v3 2.30GHz. The results of the NAVI method were
provided by its authors.

5 Result Analysis

The experimentation done in this work has the following objectives:
- Analyze the performance of our proposal under different Maximum Response

Times. One of the most important issues in the service supported by VANETs is
the maximum time permitted to provide a VI configuration, which we will call the
Maximum Response Time (MRT). The MRT depends mainly on the environment
being addressed. For example, in a city, where the velocity of the vehicles is low,
the MRT time is less demanding since a VI configuration will be valid for a longer
time. However, in a highway where the position of the vehicles changes quickly, it
is important to have a shorter MRT. This factor represents a big challenge for the
method the MRTs are usually given in terms of some dozens of milliseconds.

-Compare the performance of our proposal versus a reference algorithm. In order
to assess the competitiveness of our proposal, we will compare it against the original
method proposed for the NAVI architecture that we described in Sect. 4.2.

The next part of this section is devoted to analyze the results obtained in the
experimentation done for each of these objectives.
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5.1 Analysis of the Performance Under Different Maximum
Response Times

As mentioned before, the first objective of the experimentation was to analyse the
performance of our proposal for different MRTs. The MRT can be seen as the time
given to theGAdescribed in Sect. 3.3 to find a solution for the configuration of theVI.
To this end, we considered three different MRT values: 30, 60 and 90ms. Figures2
and 3 show boxplots with information about the distribution of the results obtained
over the 180 instances with eachMRT. The Y axis represents the covered area and VI
size, respectively, theXaxis the fiveMaximumVISizes (MVISs) and the three panels
the Maximum Transmission Powers (MTxPs) considered. Each series corresponds
to a MRT value. In the boxes, the central horizontal line indicates the median, the
hinges of the boxes the first and third quartiles, and the whiskers the value 1.5 · IQR,
where IQR is the interquartile range. The dots refer to outlier values. The graphics
were generated using R programming language and the ggplot2 package.2

Starting with covered area, we can see in Fig. 2 that, as expected, for a fixed
MTxP, a higher MVIS implies a better covering, and viceversa, for a fixed MVIS,
a higher MTxP also entails a better covering. A similar rule can be established for
the complexity of the problem which is negatively correlated with MTxP andMVIS.
This last fact is observed in both the average and dispersion of the performance
distribution. For a determined MRT, the median and the interquartile range increases
and decreases, respectively, for higher values of MTxP and MVIS. Comparing the
MRTs among them, we can see that 30, 60 and 90ms provide a similar performance
with small differences among them, being 10ms the one that obtains theworst results,
as expected. In any case, these differences are small, reaching only 4% points in the
worst case (MTxP = 16dBM, MVIS = 6). This shows that the performance of our
proposal is robust under different MRTs in terms of covered area.

However, when we consider the VI size (see Fig. 3), we do observe important dif-
ferences. These differences are bigger for lower MTxPs and higher MVISs. Again,
a MRT value of 10ms obtains the worst results, whereas values of 30, 60 and 90ms
provide similar performances, especially for 21 and 23dBm. The difference between
the median performance of this two groups of MRTs are high for 16dBm, reaching
even two vehicles, but they are progressively reduced as the power increases. How-
ever, although for higher transmission powers the average performance is similar,
if we look at the worst cases, represented by the outliers, strong difference appear
between the 10ms and the rest. This indicates that the algorithm has a lower robust-
ness in terms of VI size when the MRT is very low, but for medium and high MRTs
its robustness is also good.

2http://ggplot2.org/.

http://ggplot2.org/
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Fig. 2 Boxplot with information about the distribution of the results obtained over the 180 instances
with each MRT. The Y axis represents the covered area, the X axis the five maximum VI sizes and
the three panels the transmission powers considered. Each series corresponds to a MRT value. In
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Fig. 3 Boxplot with information about the distribution of the results obtained over the 180 instances
with each MRT. The Y axis represents the VI size, the X axis the five maximum VI sizes and the
three panels the transmission powers considered. Each series corresponds to a MRT value. In the
boxes, the central horizontal line indicates the median, the hinges of the boxes the first and third
quartiles, and the whiskers the value 1.5 · I QR, where IQR is the interquartile range. The dots refer
to outlier values
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Fig. 5 Boxplot with information about the distribution of the results obtained over the 180 instances
with eachMRT. TheY axis represents theVI size, theX axis the fivemaximumVI sizes and the three
panels the transmission powers considered. The series corresponds to the three methods compared:
NAVI (red), GA10 (green) and GA30 (blue). In the boxes, the central horizontal line indicates the
median, the hinges of the boxes the first and third quartiles, and the whiskers the value 1.5 · I QR,
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5.2 Comparison Versus the Reference Algorithm

In this Section, we compare our approach versus the original method proposed to
select the VI in the NAVI architecture, described in Sect. 4.2. Concretely, we have
considered two versions of our method that corresponds to the lowest MRT values,
10ms (GA10) and 30ms (GA30). The results obtained are displayed in Figs. 4 and
5. The information showed in the panels and axis is the same described in the previ-
ous section. The only difference is the series that in these cases corresponds to the
methods. The red, green and blue series represent the NAVI original algorithm, and
the proposed GA method with a MSR of 10 and 30ms, respectively.

Figure4 shows how the two versions of the algorithm presented in this work
clearly outperforms NAVI’s original method when the percentage of covered zones
is considered. Furthermore, the difference in performance are higher as the difficulty
of the instances increases (lower transmission power and MVISs), reaching more
than 20% points for MVIS = 2 and MTxP = 16dBm. This proves that our method
is competitive and robust in terms of the area covered by the solutions provided.

If we compare the methods in terms of the VI size (Fig. 5), the results are dis-
tinct. In this case, GA30 also outperforms NAVI’s method in the majority of the
cases. When the MTxP allows covering all the area without reaching the MVIS, the
difference between the median VI size of these two algorithms is nearly 1 vehicle,
which is an important improvement in terms of resource consumption. If we take
into account GA10 and NAVI’s method, the former presents a similar or better aver-
age performance, excepting the scenario where MTxP is 16dBm and MVIS is 2.
However, looking at the distributions of the VI sizes obtained, GA10 shows a worse
performance in low MTxPs (16 and 21dBm). We can observe that GA10’s distrib-
ution has longer and shorter right and left tales, respectively. This indicates that it
has higher probability of providing worse solution than the median (especially in
terms of outliers) and a lower probability of obtaining better solutions better than
the average. For 23dBm, GA10 improves NAVI’s method taking into account the VI
size distributions, although it tends to provide worse solutions.

6 Discussions and Future Work

In this work, we have presented a new approach for information dissemination in
VANETs based on the hybrid architecture proposed by D’Orey et al. in [8]. The
proposed approach focused on the selection of theVI, modelling it as a CLP that aims
at maximizing the covering while minimizing the number of facilities, represented
in this case by the area covered and the number of vehicles used as VI, respectively.
To solve the underlying optimization problem, we designed a generational Genetic
Algorithm with elitism.

The method presented here was tested on a real scenario consisting of 45 vehicles
moving on a rectangular area of 600m× 700m in the downtownof the city ofMalaga,
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Spain. Furthermore, we considered three different maximum transmission powers
for the 802.11p network and five different maximum VI sizes. The performance of
the solutions was measured in terms of covered area and number of vehicles used
as VI (VI size). The objective of the experimentation done over this real scenario
was two-fold: on one hand, analyze the performance of the proposal under different
MRTs, and on the other hand, assess the competitiveness of our method comparing
it with the NAVI’s original algorithm for selecting the VI.

The results obtained in the experimentation showed that:

• The difficulty of the problem increases as the transmission power decreases. How-
ever, the maximumVI size has a different influence in the hardness of the instance
depending on the performance measure considered. Increasing the maximum VI
size leads to harder and easier instances, when we consider the covered area and
the VI size, respectively.

• TheMRT has a stronger influence in performance in terms of VI size than in terms
of covered area, especially when the worst case is considered. In our opinion, this
is due to the initialization method used. Since we initialize the solutions using a
uniform random binary distribution, the individuals of the first generation have
in average half of the vehicles set as VI, which would probably provide a good
covered area but a very bad VI size. A short MRT sometimes may not be enough
to find individuals that keep a good covering with a much lower VI size.

• Our proposal withMRT= 10ms outperforms the covered area obtained byNAVI’s
algorithm but it provided worse results in terms of VI size for low transmission
powers.

• When theMSR is set to 30ms, the presented approach outperformsNAVI’s original
one in the two measures considered here.

From this study, several lines of research arise. In first place, we plan to work
on the GA in order to improve its performance by incorporating more information
about the problem. Concretely, wewant to design ad-hoc initialization, crossover and
mutation operators that take into account the specific features of the instance being
solved as the transmission power or the maximum VI size. We also intend to address
this problem using a proper multi-objective approach that optimizes simultaneously
the covered area and the VI size instead aggregating both. In this way, we will obtain
a pareto-front instead of a single solution. Finally, the approach presented here solves
each instance of the problem from scratch. However, given that the positions of the
vehicles changes in a smoothway, using information frompreviousVI configurations
could be useful to find good solutions for the current instance faster. For this reason,
we think that it will be interesting to use models and methods from the field of
Dynamic Optimization Problems [5].
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Product Matching to Determine the Energy
Efficiency of Used Cars Available at Internet
Marketplaces

Mario Rivas-Sánchez, Maria P. Guerrero-Lebrero,
Elisa Guerrero, Guillermo Bárcena-Gonzalez, Jaime Martel
and Pedro L. Galindo

Abstract The growth of the Internet has fuelled the availability of e-commerce
marketplaces and search engines must face with a huge amount of ambiguity and
inconsistencies in the data. Product matching aims at disambiguating descriptions
of products belonging to different websites in order to be able to recognize identical
products and to merge the content from those identical items. In this work first we
evaluate some similarity measures for string matching and then, we apply a complete
product matching methodology to the retail market of used cars. We use a reference
or master list of items and information about a wide variety of used cars offers. The
resulting linkage allows energy efficiency assignment of the model identified.

1 Introduction

Trade of used cars conducted electronically has grown extraordinarily, and an impor-
tant concern of these e-commercemarketplaces is access to a unified cataloguewhere
prices and energy efficiency of similar appliance models can be easily compared. In
Spain Coches.net [25] is one of the most popular websites for selling and buying new
and used cars. This marketplace accounts each month with more than 5.4 million
unique visitors, 11.6 million visits and 190 million page views. While it provides
information regarding each car’s condition, energy efficiency and supposed history,
the “official” information about each car model is held by the Ministry of Industry,
Energy and Tourism Agency in the IDAE (Instituto para la Diversificación y Ahorro
de la Energía) dataset [24], where users and dealers can access to.
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Fig. 1 Two screenshots from IDAE dataset, a searching for a car specifying brand and model and
b detailed information about the first entry encountered in the dataset that matches the search

Multiple sources of products means that listed values may differ. Each pricing
or energy efficiency guide receives data from different sources and makes different
judgments about that data. Figures1 and 2 show this ambiguous situation, IDAE
web is in charge of maintaining the “objective” information about every car model,
while marketplaces show a list of cars for sale, doing their best to highlight the main
features of their products.

The identification and matching of different items as the same product is essential
to obtain accurate and reliable results. This is the task of Product Matching, iden-
tifying, matching and merging records that correspond to the same product from
several data sources [1, 4, 22, 23], allowing the development of tools for product
monitoring, product comparison and pricing analysis.

In thisworkweevaluate some similaritymeasures for stringmatching anddescribe
the complete procedure to obtain a product linkage between the offers in the retail
market of used cars and the IDAE dataset in order to determine the real efficiency
index of these cars.
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Fig. 2 Screenshot from coches.net dataset, information about a specific car for sale

2 Product Matching Process

The matching process is comprised of four main stages: pre-processing, index-
ing, matching and supervision. Figure3 shows the flowchart corresponding to this
process. Preprocessing allows obtaining consistent data to indexing [7], that groups
data into blocks in order to reduce the number of comparisons made in the matching
stage, where the similarity between two records is evaluated, applying a linkage pro-
cedure [14]. If thematching is good the product is automatically linked, otherwise the
matching process requires manual supervision, the last step of the complete process.
Next subsections describe these stages in more detail.

2.1 Preprocessing

The preprocessing stage is essential to ensuring cleansing and normalization of data
generated from different sources, allowing the unification of the descriptions and the
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Fig. 3 Matching process
flowchart with the four main
steps: preprocessing,
indexing, matching and
supervision

generation of structured information [12]. There are a number of text features in this
context (punctuation, lower and uppercase, special characters, etc.) that can make
difficult to process automatically [3, 7], thus several tasks must be carried out:

1. Convert text in lowercase
2. Remove all accented characters
3. Remove all punctuation marks
4. Replace multiple whitespace with a single space

2.2 Indexing

Product matching is based on the comparison between records. This second stage
allows reducing the potential number of comparisons between records in the dataset
and creates a set of candidate records.

In the event that only two different sources are used, potentially each record from
one dataset needs to be comparedwith all records in the other dataset, then the number
of comparisons required are m x n, where m and n are the number of products that
belong to first and second sources, respectively.

Indexation aims at decreasing the number of comparisons [15]. The general
approach is to create one or several blocks or clusters, according to the so-called
blocking keys that results in similar records being successfully grouped into the
same blocks. Comparisons are made among the members of the same block,
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therefore the smaller size the better. In this way search space reduction and matching
efficiency increase can be possible.

The reduction ratio provides information about howmany candidates record pairs
were generated by an indexing technique compared to all possible record pairs. A
high reduction ratio means that an indexing technique has removed a significant
number of record pairs from the full comparison space. Equation1 describes this
ratio, where, nM is the total number of matched records, nN is the total number of non-
matched records, with nM + nN = m x n = T , where T is the number of total records
[4].

SM is the total number of matched records in the block, SN is the total num-
ber of non-matched records in the block, and N is the number of records in block
(N = SM+SN).

rr = 1 − (SM + SN )

(nM + nN )
(1)

2.3 Matching

The matching is based on the application of some approximate string similarity mea-
sure that maps a pair of strings to a real number. From character-based approaches,
through token-based or the use of hybrid methods, there exists a wide variety of
metrics that can be used to obtain some idea of how similar or different two attribute
values are [20, 21].

These metrics are normalised, ranging from 0 meaning that both strings are com-
pletely different, to 1 indicating exact coincidence, in-between values indicating
intermediate similarity or dissimilarity. The problem to solve is situated in a really
specific context therefore, disambiguating descriptions of products are not relevant
in this work because databases only contain information on cars.

In this work different approaches have been considered, although themost popular
character-level measure is based on edit-distance functions11 that count the number
of edit operations to convert one string into another, other alternatives based on token-
based calculations (TFIDF) and some hybrid approaches (Monge–Elkan) combining
the advantages of character-based and token-based distance functions have been
broadly used for product matching. Among of all them we have selected Monge–
Elkan, TFIDF and 5-shingles to be compared, using as secondary similarity function
Jaro metric.

In [5] a comparison of string distance metrics was presented, they investigated
different approaches, including edit-distance metrics, fast heuristic string compara-
tors, token-based distance metrics, and hybrid methods. They combined some of
these metrics to improve their performance. Based on this work, here we consider
the combination of some of thesemetrics, in particular the combined schemes TFIDF
and Monge–Elkan and TFIDF, Monge–Elkan and 5-shingles together.
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2.3.1 Jaro Metric

Jaro metric [9, 10] is based on the number c of the common characters between two
strings, A and B, and the number of transpositions, Eq. (2) describes this metric:

simJaro =
{
ifc = 0 0

otherwise 1
3

(
c

|A| + c
|B| + c−t

c

) (2)

where t is half the number of transpositions, |A| and |B| denotes number of characters
in strings A and B respectively, and if c = 0 then simJaro = 0 by definition.

If ai is a character belonging to string A, it is said that is common with B when
there is a character bj in B, such as bj = ai when considering a sliding window
of size max(|A|, |B|)/2. Jaro metric is particularly suitable for short strings where
typographical errors can be expected.

2.3.2 Monge–Elkan

TheMonge–Elkan method [16] constitutes a simple but effective method to measure
the similarity between two text strings, A and B, containing several tokens (|A| and
|B| respectively), and using an internal similarity function, sim’. Its calculation is
given by Eq. (3):

sim(A,B) = 1

|A|
|A|∑
i=1

max(sim′(Ai,Bj))
|B|
j=1 (3)

TheMonge–Elkanmethod preserves the properties of the internal character-based
measure (e.g. ability to deal with misspellings, typos, OCR errors) and deals suc-
cessfully with missing or disordered tokens [11].

2.3.3 Q-Shingles

Instead of single tokens, this metric uses subsequences of tokens, so-called shingles
of length q, that are obtained by sliding a window of length q [4, 5]. Then the
similarity between two shingles is calculated as the number of items contained in
the intersection (common q-shingles) of the two sets divided by the number of items
contained in the union of the two sets (Eq. 4):

sim(A,B) = ccommon
cA + cB − ccommon

(4)

The choice of q affects the resemblance calculated, if q is very small permutations
of the same token can be more frequent, whereas a too large value of q could be
oversensitive to small alterations.
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2.3.4 TFIDF

Term frequency–inverse document frequency (TFIDF) is one of the most com-
monly used term weighting and term selection measurements in today’s information
retrieval systems [8, 17–19]. The number of times a term occurs in a document is
called term frequency (TF), while IDF stands for the inverse of the number of docu-
ments that contain (or are indexed by) the term in question [2]. TFIDF is defined as
the product of both statistics (Eq.5):

TFIDF = TF · 1

DF
(5)

As TF gives higher weights to terms that occur more frequently in a document and
DF to terms that occur less frequently, the TFIDF weight increases proportionally to
the number of times a word appears in the document, but it is offset by the frequency
of the word in the corpus, which helps to adjust for the fact that some words appear
more frequently in general.

The cosine similarity [3] between the vector of TFIDF tokens values, wi,t, is given
by Eq. (6)

simcos(Si, Sj) = 1

Wi · Wj

n∑
t=1

wi,t · wj,t (6)

where Si and Sj are two strings decomposed by token vectors T , wi,t denotes the
TFIDF value of each token t and wi can be calculated as follows (Eq.7):

Wi =
√√√√ n∑

t=1

w2
i,t (7)

This metric can be seen as a comparison between strings on a normalized space
because not only the magnitude of each word count (TFIDF) of each string is taken
into account, but the angle between the strings.

2.3.5 Classification

k−NN classifies a case to the class most common amongst its k nearest neighbours
calculated by the cosine similarity measurement.

The fuzzy k-NN classifier [13] generalizes the crisp k-NN classifier. Rather than
assigning a class label to an input pattern, the fuzzy k-NN algorithm assigns a mem-
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bership value as a function of the pattern’s distance from its k-nearest neighbours. If
these values are not high enough a supervision of the classification will be needed.
Equation8 is used in order to calculate the class membership of an input pattern x:

μωi(x) =
∑k

j=1 μωi(xj)d−2/(m−1)∑k
j=1 d

−2/(m−1)
j

(8)

where x1, x2, . . . , xk denote the k-nearest neighbour labelled reference patterns of x,
anddj = ||x − xj|| is the distancemeasurement betweenx and its jth nearest neighbour
xj. The pattern is assigned to the class given by Eq.9:

ω(x) = argmaxMi=1 (μwi(x)) (9)

The fuzzification parameter m determines how heavily the distance is weighted
when calculating the class membership. As m increases toward infinity, the term
dj

−2/(m−1) approaches 1 regardless of the distance. Consequently, the neighbours xj

are more evenly weighted. As m decreases toward 1, however, the closer neighbours
are weighted far more heavily than those further away. This has the effect of effec-
tively reducing the number of neighbours that contribute to the class membership
value of the input data point.

3 Results and Discussion

In this section we describe the results obtained in each stage of the process to obtain
a product linkage between the offers in the retail market of used cars and the IDAE
dataset.We evaluate the different string similaritymetrics and select themost suitable
to be applied in this particular case.

3.1 Preprocessing

Table1 shows some examples of this stage, first column shows the original input
and second column the output obtained after applying the preprocessing tasks to
cleanse the text and remove accented characters, punctuation marks and duplicate
whitespaces [6].
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Table 1 Example of the application of the preprocesing tasks

Preprocessing input Preprocessing output

Alfa Romeo GIULIETTA 1.4 TB M-Air
170CV TCT SPRINT

Alfa Romeo giulietta 1.4 tb mair 170cv tct
sprint

Honda CR-V 1.6 i-DTEC 120 4× 2: Comfort,
Elegance 15YM

Honda crv 1.6 idtec 120 4× 2 comfort
elegance 15ym

Citroën C-Elysée PureTech 82 Citroen celysee puretech 82

Ford Focus 2014 Sportbreak 1.0 Ecoboost
Auto-Start-Stop (125cv)”

Ford focus 2014 sportbreak 1.0 ecoboost
autostartstop 125cv

3.2 Indexing

We work with 20011 different products from IDAE dataset and with 7591 records
from coches.net, then a total amount of 151,903,501 comparisons would be needed
to match each product of coches.net to IDAE dataset.

From IDAE dataset we have the following attributes: car brand, car model, car
name, consumption, emissions, energy classification, segment car, fuel type, engine
size, transmission, tare weight, horsepower, size and seats. While from coches.net:
car brand, car model, car name, picture, price, city, fuel type, transmission, colour,
seats and horsepower.

Then the attributes considered to form the blocking keys are: car brand, car model,
fuel type, transmission and seats. These attributes have been selected according to
the following requirements:

1. They must reduce the number of candidates for the matching step.
2. They must be available in most of the products considered; otherwise the block

does not reduce the number of candidates.
3. They must be of high quality. In many situations if the quality of the block values

is low and data contain errors, the block assigned to the object could not contain
the real element to link.

This selection has led to get the products of the IDAE dataset clustered in 2804
blocks. Figure4 shows the size of the 50 biggest blocks. The first block, the biggest
one, contains 218 products.

The histogram in Fig. 5 shows the number of blocks (y axis) of every size (x axis),
for instance, there exists 609 blocks of size 1, 529 blocks containing 2 products, 295
with 3 elements, etc.

Figure6 shows groups of blocks in intervals of 5, meaning that the most common
blocks are those of size from 1 to 5 elements. In fact the average size is 7.13 elements
per block.

Therefore, in the worst case any element of the biggest block (218 elements) will
be matched, then the minimum Reduction Ratio value is given by using Eq.1 and
substituting N by 218 and nM and nN by 20011, the total number of elements in the
dataset:
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Fig. 4 Size (y axis) of the 50
biggest blocks (x axis). The
first block, the biggest one,
contains 218 products

Fig. 5 Histogram of the
number of blocks per size.
The horizontal axis is labeled
Number of elements in a
block, taking values from 1
to 218 items. The vertical
axis represents the number of
blocks of each size, and it is
numbered from 0 to 700

Fig. 6 Histogram of the
number of blocks per size
grouped in intervals of 5. In
this case block size are
clustered in groups of 5, then
first vertical bar represents
the number of blocks
(frequency) which contain
from 1 to 5 elements, second
bar the number of blocks
which contain from 6 to 10
elements, and so on
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rrmin = 1 − 218

20011
= 0.9896 (10)

While the best case occurs when the block just contains one element, giving the
maximum Reduction Ratio when N = 1 :

rrmax = 1 − 1

20011
= 0.9996 (11)

Finally the average Reduction Ratio is computed taking into account the averaged
number of elements in a block (N = 7.13 elements in this problem):

rr = 1 − 7.13

20011
= 0.9996 (12)

3.3 Metrics Assessment and Classification

After blocking IDAE dataset, each model description from coches.net must be
analysed in order to find the corresponding entry within the IDAE partitions.

k-NN decision rule could be used in order to link every car model from coches.net
to the corresponding entry in IDAE dataset. Since IDAE dataset entries are unique,
initially the size of a block corresponds to the number of classes per block, and
then k should be set up to 1 (initially there are no more than one sample per class).
A feedback process has been implemented in order to incorporate all the classified
models from coches.net into the dataset, in this way the number of examples per
class is successively increased for future experiments.

In order to test this preliminary fuzzy classifier with k = 1, 930 samples from
coches.net were manually labelled and used for validation purposes. Table2 shows
the error and success classification rates when using different string similarity met-
rics, in particular Monge–Elkan using Jaro as secondary metric, 5-shingles and
TFIDF, and the combined schemes TFIDF+Monge–Elkan and TFIDF+Monge–
Elkan + 5-shingles together.

As shown in Table2, if the metrics are considered alone, Monge–Elkan is the
worse, while TFIDF outperforms the others, providing a success rate of 88.19%.
The error rate of Monge–Elkan is the highest, 29%, however in conjunction with
TFIDF the classification results improve significantly providing a success rate of
88.71%, although slightly better than TFIDF alone. The incorporation of 5-shingles
to this combination does not provide better classification results; therefore it is not
worth taking into consideration 5-shingles for using in combined metrics.
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Table 2 Classification results obtained by the selected string similarity metrics

Metric Error rate (%)

Monge–Elkan 29.00

5-shingles 14.5

TFIDF 11.81

TFIDF + Monge–Elkan 11.29

TFIDF + Monge–Elkan+ 5-shingles 11.29

4 Conclusions and Future Work

We have presented a comparison of different string similarity measures as well as a
complete procedure to product matching applied to determine the efficiency energy
index of used cars for sale. Preprocessing tasks allows obtaining consistent data
that can be tokenized and indexed in different blocks, in this way the number of
comparisons is drastically reduced and simplifies the next step, the matching of
products. The combined approach of Monge–Elkan plus TFIDF provides the best
results for classification purposes. In contrast to crisp k-NN algorithm, which yields
only the best-matching class, the class membership values returned by the fuzzy
k-NN can provide much richer information about the ambiguity of the similarities
identified between the new data and the historical examples. The preliminary results
with k = 1 have yielded to a success rate of almost 89% even in this case the fuzzy
k-NN can be considered more nuanced than the crisp version. It is expected to obtain
higher success rates as the number of examples per class increases, and using higher
k values.

The geospatial information in coches.net and the energy efficiency indexes from
IDAE database can be used after the product matching process as a starting point
for further analysis about the energy efficiency in the Spanish used cars market. For
example, a study to identify Spanish provinces with the most polluting, or the most
energy efficient car fleet, can be used to optimize a renew car fleet strategy.
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Fault Diagnosis in a Steam Generator
Applying Fuzzy Clustering Techniques

Adrián Rodríguez Ramos, Rayner Domínguez García, José Luis
Verdegay Galdeano and Orestes Llanes Santiago

Abstract In this chapter the design of a fault diagnosis systemusing fuzzy clustering
techniques for aBKZ-340-14029Msteamgenerator in a thermoelectric power station
is presented. The application aims to study the advantages of these techniques in
the development of a fault diagnosis method with the characteristic to be robust to
external disturbances and sensitive to small magnitude faults. The wavelet transform
(WT) is used for isolating noise present in measurements. The fault diagnosis system
was designed for the water-steam circuit of the steam generator by its great incidence
in the correct operation of the generation blocks. The obtained results indicate the
feasibility of the proposal.

1 Introduction

Actually, is pressing to have a sustainable develop system to guarantee the protection
of the environment, the rational and efficient use of raw materials and energy and the
human safety. Catastrophical accidents produced by industrial faults as the happened
at Bhopal, India in December 3rd, 1984 [41]; at Chernobyl, Ukraine, in April 26th,
1986 [3, 32] or at Texas, USA, inMarch 23rd, 2005 [11], to only cite some examples,
should be avoided.

On the other hand, in the current industries, there is a marked need to improve the
efficiency in the processes in order to producewith higher quality and besides keeping
the environmental and industrial safety regulations [13, 14, 42]. Non planned stops
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and faults in equipments can have an unfavorable impact in the availability of the
systems, in the safety of operators and in the environment. In an industrial context,
the safety is associated to a set of specifications to be accomplish for reducing the
risk of accidents. With this in mind, it is indispensable that supervisory systems and
automatic control are incorporated in the industrial processes such that allow holding
a satisfactory operation, compensating the effects of disturbances and the changes
which happen in them. Furthermore, the faults need to be detected and isolated, being
these tasks associated to the fault diagnosis systems [15].Within the methods of fault
diagnosis there are the ones based on models [8, 27, 35, 42, 43, 45] and the ones
based in historical data of the process [1, 2, 6, 7, 10, 21, 26, 28, 36].

The first approach uses mathematical tools to obtain models that describe the
operation of the processes. Their basic principle is determined by the generation of
residues based on discrepancies between the measurable signals of the real process
and the values obtained from these models. This entails an elevated knowledge about
the characteristics of the process, their parameters and the zone of operation. The
above can be occasionally very difficult due to the complexity of some industrial
processes. On the other hand, the approach based in historic data is divided into
two groups. In one group are the methods, that use the Artificial Intelligence (AI)
tools and the other group that makes an statistical analysis of these data. Generally,
methods that use this approach do not need a mathematical model and they do not
require much prior knowledge of the process parameters [44]. These characteristics
constitute an advantage in complex systems, where relationships among variables
are nonlinear or unknown and where it is very difficult determining an analytical
model that describes efficiently the dynamics of the process.

The development of fault diagnosis methods, robust to external disturbances and
sensitive to incipient faults is considered as a current problem in the industries where
a fault would provoke magnus economic and human losses [23].

Making an analysis of the different techniques developed in the last years for
control and fault diagnosis tasks, it is significative the increment in the use of the fuzzy
logic techniques, specially the fuzzy clusteringmethods [4, 5, 16, 24, 30, 31, 34, 40].
Evaluating the characteristics of this technique, it was considered to be advantageous
for developing a robust fault diagnosis system regarding to external disturbances,
sensible to faults of small dimensions and easy to implement, for complex process
as is the case of the steam generators or boilers.

The objective of the present chapter is the design of a fault diagnosis system
for a boiler BKZ 340-140-29M, present in some Cuban industries, using the fuzzy
clustering techniques.

The structure of this chapter is the following: in Sect. 2, corresponding toMaterials
and methods a general description of the boiler BKZ 340 140-29M and the design
of the fault diagnosis system is presented. In Sect. 3 are presented the design of the
experiments and the analysis of results. Finally, the conclusions are presented.
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2 Materials and Methods

2.1 General Description of the Steam Generator
BKZ 340 140-29M

A steam generator or boiler is an equipment very used in some industries as for
example the chemical industry and the electricity generation industry. Among their
different types, are the watertube steam generators that allow high pressures in their
outlet and have a great generation capacity. A steam generator is an equipment that
transform the energy obtained by the combustion of a fuel in thermic energy and
transfers it to water to produce steam that is used in other equipment or systems. It is
amultivariable dynamic systemwith a big quantity of interactions among its variables
and parameters, that are affected by multiple disturbances. The steam generation is a
continuous processwhich variables can take different values in a certain range so they
need to be controlled for the safety and efficiency of the operation of the system.
Nowadays, there are a great variety of boilers, which can be classified according
to the type of fuel, shaft, supporting systems, heat transfer and disposal of fluids.
The steam generators type BKZ-340-140-29M show a single steam dome and they
are designed to work with a turbine type K-100-130-3600-2T3 to produce electric
energy, having a 340 ton/hour overheated-vapor capacity and each one consists of an
oven, a steam dome and four overheating stages. At the outlet of the last overheating
stage of the steam generator, the steam goes to the turbine and returns to the second
stages of the reheater. For more information see [39].

2.2 Statistical Analyses of Faults

For the steam generator BKZ-340-140-29M, three fundamental circuits are defined
that include all the necessary equipment for production, treatment and distribution
of steam, named: water-steam, air-gases and combustion.

After a statistical study of all faults that took place in the last three years in a
generator of this type used in a thermoelectric plant [39], it was determined the sub-
system that most affected the operation of the steam generator. It was the water-steam
sub-system, with the 67% of the total of interruptions. For this reason, it was decided
the implementation of a fault diagnosis system for this circuit. The economizer and
superheater were the most affected technological equipment. After a review of the
steam production process and taking into account the opinion of experts, it was
determined the faults to be diagnosed:

• F1: Pore in the reheater.
• F2: Pore in the economizer.
• F3: Fault in the opening of the reducing device.
• F4: Pore in the boiler.
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• F5: Secondary combustion.
• F6: Infiltrations in the oven.

2.3 Variable Symptoms

A study of which variables should be used to detect and isolate the faults was done.
For this, individual interviews to the process engineers of the plant were performed.
As final result of this analysis the variables selected were: variation of the pressure
in the oven (v1, mm H2O), variation of generation power (v2, MW), and variation in
the temperature of gases in the outlet (v3, C).

The variable v3 requires a more detailed explanation. As it is typical in the BKZ
340-140-29Mgenerators, on the outlet of the economizer two regenerative air heaters
(RAH) are located. The behavior of the temperature of the gases on the outlet of these
mechanisms is related to the state of the economizer. The appearing of pores in it
provokes a sudden variation in the behavior of the temperature of the gases in the
outlet. Incorporating the analysis of the temperature for both RAH in the design
of the fault diagnosis system will result in an increase of its complexity. However,
in order to diagnose the state of the economizer, it is only necessary to watch the
maximum value of the variation of the temperature in both RAH. For this reason
a pre-processing mechanism of the both values was made to use only the biggest
temperature variation as value of v3. In addition to the symptom variables (v1, v2,
v3), a fourth variable (v4) is monitored. This variable corresponds to the variation
of the oil flow used as a breaker of the diagnosis system. The diagnosis system was
designed to work when the generation system is in steady state. In the case that the
operation point of the generation system is changed, this variable (v4) will be not in
the adequate range and it provokes the disconnection of the diagnosis system. The
variation of this variable should be between 0.2kg/h, according to the opinion of the
experts.

2.4 Proposal of Design of the Diagnosis System

A trained classifier with techniques of fuzzy clustering supports the classification
sketch shown in Fig. 1. In the data pre-processing stage theWavelet Transform (WT)
is applied to isolate the noise in the measurements, allowing the enhancement of the
robustness of the diagnosis system. For the decomposition of the signal, the Discrete
Wavelet Transform (DWT) is applied using Multiresolution Analysis (MRA) with
five levels and the function Daubechies as wavelet mother. The parameters used for
the decomposition of the signal are used frequently in applications of de-noise in fault
diagnosis, achieving excellent results [18, 33, 46]. The classifier presents an off-line
learning stage and an online recognition stage. In the training stage the historical data
of the process are used to train (modeling the functional stages through the clusters) a
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Fig. 1 Diagnosis scheme based in fuzzy classifiers

fuzzy classifier. After the training, the classifier is used online (recognition) in order
to process every new sample taken from the process. The result is to offer information
in real-time to the operator of the system’s state.

The clustering methods group the data in different classes based on a measure
of similitude. In the processes, data correspond to the samples taken by means of a
SCADA system (Supervisory Control and Data Acquisition), and the classes can be
associated to operational states. In the case of statistical classifiers, each sample is
compared to the center of the class by means of a similitude measure to determine if
it belongs or not to a class and, in the case of the diffuse classifiers, the comparison
is made to determine the membership degree to each class.

The class of n data vectors X = [x1, x2, ..., xN ] where N corresponds to the num-
ber of samples, is divided into c groups or classes (using a method of clustering). The
fuzzy clustering allows getting the membership degrees matrixU = [μik]c×N where
μik represents the degree of fuzzy membership of the sample k to the ith class and
should fulfill the conditions shown in (1). From the analysis of the degree of fuzzy
membership for each sample k, it can be determined the class in which the sample
is located. In general, the higher membership degree determines the class that the
sample is assigned, as it is observed in (2).

M f c =
{
U ∈ R

cxN

∣∣∣∣∣μik ∈ [0, 1],∀i, k;
c∑

i=1

μik = 1,∀k; 0 <

N∑
k=1

μik < N ,∀i
}

(1)

Ci = {i : max {μik} ,∀i, k} (2)

For the fuzzy clustering, different methods have been proposed. Among them,
the most known are the ones based in distance. Within these methods, there are the
Fuzzy-C means (FCM) and Gustafson-Kessel means (GKM) algorithms that use
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optimization criteria, as it is appreciated in (3). This makes possible to group the
data according to the similitude among themselves.

J (X;U, v) =
c∑

i=1

N∑
k=1

(μik)
m (dik)

2 (3)

In these algorithms, the similitude is evaluated by means of the distance function
dik , according to the Eq. (4). This distance function is measured between the data and
the centers of classes v = v1, v2, ..., vc, being A∈ �n×n the norm induction matrix,
where n is the quantity of measured variables.

d2
ik = (xi − vk)

T A (xi − vk) (4)

The exponent m > 1 in (3), is an important factor that regulates the fuzziness of
the resulting partition. The measure of dissimilarity J is the square distance between
each data point and the clustering center vk . This distance is pondered by the potency
of the membership degree (μik)

m . The value of the cost function J is a measure
of the pondered total quadratic error in the inside of the group generated by the
representation of c clustering defined by the clustering center vk . Statistically, J can
be seen as a measure of the total variance of xi regarding vk .

Theminimization of the C-means functional J represents a nonlinear optimization
problem that can be solved using a varied collection of available methods. The most
popularmethod is Picard’s simple iteration throughfirst-rate conditions for stationary
J points, known as the fuzzy c means algorithm (FCM). The optimization problem
is then stated in the following way:

min {J (X;U, v)} =
c∑

i=1

N∑
k=1

(μik)
m (dik)

2 (5)

with:
c∑

i=1

μik = 1, μik ∈ [0, 1] ,∀i, k (6)

The stationary points of the objective function can be found by the addition of
limits to J by means of Lagrange multipliers, as is showed in (7).

J (X;U, v, λ) =
c∑

i=1

N∑
k=1

(μik))
m (dik)

2 +
N∑

k=1

λk

(
c∑

i=1

μik − 1

)
(7)

and by setting the gradients of J with respect to U , v and λ to zero. If d2
ik > 0, ∀i, k

and m > 1, then (U, v) ∈ M f c can minimize to J only if:
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μik = 1∑c
j=1

(
dik,A/d jk,A

)2/(m−1)
(8)

vi =
∑N

k=1 (μik)
m xk∑N

k=1 (μik)
m

(9)

In (9) should be noted that vi is the pondered media of the data elements that
belongs to a clustering, i.e., it is the center of the clustering c.

2.5 Off-Line Training

In this stage a historical data set that represent the different operation states of the
process (classes) for training the fuzzy classifier is used, where the center of each one
of classes v = v1, v2, ..., vN is determined. These clustering algorithms are iterative
procedures where N data are grouped in c classes. The user chooses the number
of c classes. The centers of the classes are initialized in a random form and they
are modified during this iterative process. In a similar way the membership degrees
matrixU is modified until it will be stabilized, that’s to say ‖Ut −Ut−1‖ < ε, where
ε is a tolerance limit. This training process is described in the Algorithm 1, where the
FCM and GKM algorithms are used. The only difference is that in the case of FCM,
the Euclidean distance is used allowing the data grouping in hyper-spheres, while
the GKM algorithm uses the Mahalanobis distance, allowing the data grouping in
hyper-ellipses.

Algorithm 1 Training (FCM and GKM)
Fixing: 1 < c < N , ε > 0, m > 1, number of iterations
Initialize: U (0) ∈ M f c
for l = 1 to l = I trmax do
Calculating the centers of the clusterings with (9)
Calculating the distances with (4)
Updating the partition matrix (8)
Verifying stopping criterion

end for
Optimal solution found: Ubest , vbesti

2.6 Online Recognition

In this stage, the distance between the on-line observations and the centers of every
class determined in the training stage according to Eq. (4) is calculated in every
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instant of time. Next, the fuzzy membership degree of the sample k raised to the i−th

class is obtained. Starting from the analysis of the fuzzy membership degree for each
sample k, it can be determined the class in which the sample is located, where the
major degree of membership determines the class that the sample is assigned. This
procedure is described in the Algorithm 2.

Algorithm 2 Recognition with FCM and GKM
for k = 1 to k = N do
Calculating the distances the observation k to class centers with (4)
Calculating the degree of membership of the k to the i−th with (8)
Determining to which class belongs the observation k with (2)

end for

2.7 Parameters of the Algorithm FCM and GKM

• Stopping criterion: The algorithms FCM and GKM stop the iterations when the
norm of difference of U in two successive iterations is minor than the parameter
ε. The usual election is ε = 0.001, although ε = 0.01 works well in the majority
of the cases, and this reduce the computation time. In the case that the algorithm
does not stop for this condition, it finishes for the number of iterations initially
established.

• Parameter m: The weighted exponent m regulates the fuzziness of the resulting
partition. It can be considered that for m → ∞, all patterns will have the same
membership degree μik to each cluster and for m → 1 one pattern will belong to
an only cluster.

Analysis of the parameter m
In most of the literature concerning to the fuzzy clustering methods based on dis-
tance, values between 1, 2 and 2 are used as m pondering exponent, achieving
excellent results. However, a lot of authors conclude that this parameter depends
on important way of the set of work data [4, 5, 30]. Considering this, a modification
of the Algorithm (1) is proposed in the training stage without necessity to fix the
parameter m.

In this stage, an optimization algorithm is applicable to estimate the parameter
m through optimizing a validity index. This will allow obtaining an improved U
partition matrix and therefore a better position of the centers of each one of the
classes that characterize the different operation states of the system, determined
during the off-line learning. Later, the estimated m value will be used during the
online recognition contributing to a better classification of the operation states.

The validity measures are indexes that permit to evaluate quantitatively the result
of a clustering method and comparing its behavior when its parameters vary. Some
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indexes evaluate the resultingU matrix, while others focus on the geometric resulting
structure.

In this case, it is used the partition coefficient (PC) [19, 25, 47] as it is shown in the
Eq. (10), which measures the degree of fuzziness of the partition U. It is considered
that if the partition U is less fuzzy, the clustering is better. Seen in a different way,
they allow measuring the degree of overlapping among the classes.

PC = 1

N

c∑
i=1

N∑
k=1

(μik)
2 (10)

In this case, the optimum comes up when PC is maximized. In this case, each
pattern belong to an only group. Minimum comes up when each pattern likewise
belongs to each group.

2.8 Optimization Algorithm

Inside the fault diagnosis field, metaheuristic algorithms have been widely used,
obtaining excellent results [9, 20, 22]. They can locate efficiently the neighborhoodof
the global optimum in themost of the occasions andwith an acceptable computational
time. There is a large number of metaheuristic algorithms, in their original and
improved versions. Some examples are Genetic Algorithm, Differential Evolution,
Particle Swarm Optimization and Ant Colony Optimization.

In this chapter, Differential Evolution is used due to its advantages for its simple
structure, higher speed and robustness [9]. These characteristics prove to be suitable
when a fault detection in real time is required.

Differential evolution (DE) was proposed in 1995 to solve optimization problems
[37, 38]. On its beginnings this algorithm was developed to improve Goldberg’s
Genetic Algorithms [12] and Simulated Annealing [17]. DE is an evolutionary algo-
rithm based in populations, that uses methods derived from Biology like inheritance,
mutation, natural selection and crossover.

The idea behind DE is generating a population of new feasible solutions based
on perturbed solutions belonging to the population of solutions obtained until that
time. This generation scheme is based on three operators: Mutation, Crossover and
Selection. The configuration of DE can be summarized using the following notation:

DE/X j/γ /λ (11)

where X j denotes the solution to be perturbed in the iteration j-sima, γ the number
of solution pairs of the population that will be used in the disturbance of X j and λ

indicates the distribution function that will be used during the crossover. In this case
has been considered the configuration DE/X j (best)/1/Bin, where X j (best) indicates
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the best individual of the Z population and Bin the Binomial Distribution function.
This mutation operator is expressed in the following way:

X
j+1 = X

j (best) + FS(X
j (α) − X

j (β)) (12)

whereX j+1,X j (best),X j (α),X j (β) ∈ R
n ,X j (α) andX j (β) are elements of the Z popu-

lation and FS is the escalation factor. For complementing the mutation operator, the
crossover operator is defined for each component Xn of the solution vector:

X
j+1
n =

{
X

j+1
n , if R < CR

X
j (best)
n , in other case

(13)

where 0 ≤ CR ≤ 1, is the crossover constant that is another control parameter in DE.
R is a random number that is generated by the distribution λ that in this case it is the
binomial distribution.

Finally, the selection operator results as follows:

X
j+1 = {

X
j+1, if F

(
X

j+1
) ≤ F

(
X

j (best)
)
X

j (best), in other case (14)

The control parameters in DE are the size of the population Z, the crossover
constant CR and the escalation factor FS . In [37] some simple rules are given for the
selection of the parameters in dependence of the type of application. In this case the
objective function F is the validity measure shown in (10), where the individuals of
the population Z are represented by the parameter m. The general diagram of these
new algorithms is the same and it is shown as follows:

Algorithm 3 Training (FCM-DE and GKM-DE)
Fixing: Z, FS , CR , number of iterations
Generating initial population of Z solutions.
Selecting better solution X

best .
for l = 1 to l = I trmax do
Applying Mutation according to (12)
Applying Crossover according to (13)
Applying Selection according to (14)
Updating X

best

Verifying Stopping criterion
end for
Found optimal solution: Xbest
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3 Design of Experiments and Analysis of Results

Avery important step in the design of diagnosis systems based in supervised learning
and classification tools, is verifying the quality of the performed task. The most used
criteria for this analysis are: Confusion Matrix (CM), the global classification error
and the Receiver Operating Characteristic (ROC).

The confusion matrix, also known as matrix of uniform cost, is an indicator that
allows visualizing the individual and relative errors of the classifier. In this chapter,
the confusion matrix shows how the diagnosis system confuses different operation
states, allowing to evaluate the probabilistic functions of every stage of fault. In the
rows of the confusion matrix the predicted states for the classifier are represented
and the real states in the columns. Each Ci j element of a matrix indicates the number
of times that the classifier confuses the state i with the j in a set of N experiments.

The results obtained from the application of the proposed methodology to fault
diagnosis in the water-steam sub-system of a steam generator BKZ-340-140-29M in
a thermoelectric power station is presented. In order to simplify the analysis of the
results, two sets of data belonging to the normal operation of the process and to the
occurrence of a pore in the overheater (fault 1) were used. In the training process
of the classifier 400 observations were used (200 for each class) and for the online
recognition other 800 samples were used (400 for each class). The data sets that are
shown in Figs. 2 and 3, were taken when the generation system was in steady state,
in other words, the variable v4 was in the adequate range.

The algorithms 1 and 2 were run 9 times for m = [1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8,
1.9 and 2] with ε = 0.001 and 100 iterations. The results shown in Figs. 4 and 5
where the WT was not applied in the data preprocessing, reflect that for algorithms

Fig. 2 Training data
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Fig. 3 Recognition data

Fig. 4 Classification with FCM without applying TW

FCM and GKM the best classification of the operation states are obtained for the
smaller value of m. The Figs. 6 and 7 show the results when the WT is applied.

For the implementation of the algorithms FCM-DE andGKM-DE, three strategies
of the differential evolution algorithm were considered, one with more inclination
toward diversification (DE1), the secondwithmore tendency to intensification (DE2)
and the other with similar capacity of diversification and intensification (DE3). The
parameters of bigger influence in the type of search (diversification and intensifi-
cation) are Z and CR [29, 37]. In DE1 the value of the parameter CR = 0.9, for
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Fig. 5 Classification with GKM without applying TW

Fig. 6 Classification with FCM applying TW

Fig. 7 Classification with GKM applying TW
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Table 1 Result of FCM-DE and GKM-DE

Strategy Mean m̂ Variance m̂

FCM GKM FCM GKM

DE1 1.0738 1.1172 0.0030 0.0078

DE2 1.0736 1.0907 0.0050 0.0012

DE3 1.0675 1.0464 0.0034 0.0011

Fig. 8 Classification with FCM-ED and GKM-ED without applying TW

DE2, CR = 0.1 and finally CR = 0.5 for strategy DE3. All strategies have the same
parameter FS = 0.1, also the same size of the population: Z = 10 is considered and
the space of search: m = [1;2].

During the training stage, each algorithm was run 10 times and the arithmetical
mean and the variance of the estimates were calculated. Results are shown in Table1.
In order to determine what DE’s strategy was better, the statistical Friedman’s test
was applied, and the result indicate that there are no significant differences in the
obtained results by the three strategies.

Later, the mean values of the estimates for parameterm are used during the online
recognition stage, obtaining the results shown in Fig. 8 without applying the WT in
the data pre-processing. The results obtained by the application of the Friedman’s
test indicate no significative difference among the results. However it is possible
to observe a light improvement with DE3, since m → 1 because each pattern will
belong to an only cluster and therefore less confusion will exist among the different
operation states.

When using the WT to isolate the present noise in the measurements, light
improvements are obtained as observed in Fig. 9.
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Fig. 9 Classification with FCM-ED and GKM-ED applying TW

3.1 Analyses of Robustness and Sensibility

As the obtained results demonstrate, the diagnosis diagram based in fuzzy clustering
methods allowed, in this real process, classifying the two operation states with high
percents where the data are corrupted with noise. This demonstrate the robustness
of the proposed diagnostic system.

As fault 1 is one of the fault generated by pores, in this case in the overheater,
it is possible to analyze the sensitivity of the diagnostic system taking into account
the expert criteria that this type of fault only is detectable by their, when the pore
already has a considerable size. Results indicate that in spite of the fact that this
fault becomes of small magnitude, the proposed diagnosis system allows classifying
correctly with over 80% of certainty this fault in the process.

4 Conclusions

The main result of this chapter is the feasibility to design a fault diagnosis system
based in techniques of fuzzy clustering for achieving robustness in the presence of
external disturbances and noise without losing sensibility to detect incipient or small-
magnitude faults.

It was demonstrated the influence of the parameter m in obtaining the U partition
matrix and therefore in the position of the centers of each one of the classes that
characterize the different operation states of the system. A modification of the algo-
rithms during the training stage was performed, estimating with the DE algorithm
the best value of m to be used in online recognition. Results evidence the feasibility
of the proposal. At last, WT demonstrated its capacity of isolating the noise from the
measurements for improving the robustness in fault diagnosis.
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An Updated Review on Watershed
Algorithms

R. Romero-Zaliz and J.F. Reinoso-Gordo

Abstract Watershed identification is one of the main areas of study in the field
of topography. It is critical in countless applications including sustainability and
flood risk evaluation. Beyond its original conception, the watershed algorithm has
proved to be a very useful and powerful tool in many different applications beside
topography, such as image segmentation. Although there are a few publications
reviewing the state-of-the-art of watershed algorithms, they are now outdated. In
this chapter we review the most important works done on watershed algorithms,
including the problem over-segmentation and parallel approaches. Open problems
and future work are also investigated.

1 Introduction

One of the main topics in the field of topography are watersheds [90]. Knowing the
right watersheds and their corresponding catchment basins is essential in countless
applications in areas such as Civil Engineering, Hydrology, Environmental Science,
Ecology, Limnology, Urban Planning, Agriculture and so on [2, 52, 66, 86]. For
instance, determining areas where a flood risk exists can help experts to make a
decision to forbid the urban construction in such areas [35]; studying the movement
of water within the hydrological cycle need the use of catchment basins as units [59];
analyzing water quality inside lakes or reservoirs depends on several factors included
at catchment basin scale [71]; determining territorial boundaries (e.g., such as in the
case of Hudson Bay basin) require the use of watersheds [80], etc.
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Fig. 1 Number of publications per year. Data obtained from Scopus c© and CiteseerX c© in October
13th, 2015

In the late ’60 and ’70s mathematicians and engineers started to work in the first
algorithmic solutions for determining catchment basin’s boundaries and watersheds
[38, 43, 72]. Later on, researchers implemented a standardized version which they
called thewatershed algorithm [22]. The watershed algorithm has proved to be a very
useful and powerful tool in many different application fields such as cartography [7,
32, 50, 65, 94], general image segmentation [61, 73, 87, 92, 97], video related issues
[17, 19, 34, 95, 98], etc. There are several publications on biological and/or medical
applications such as analysis of MRI images [3, 28, 46, 56, 77], cell images [4, 12,
14, 24, 85], ultrasound images [16, 33, 41, 45, 76], mammogram images [13, 23,
40, 79, 89], microscopy images [1, 6, 37, 42], among others.

Although there are a few publications reviewing the state-of-the-art of watershed
algorithms [43, 60] and applications [18, 29, 49, 75], they are now outdated. In the
last few years there has been an increasing number of publications in journals and
conferences (Figs. 1 and 2).

Nowadays, most of the research in watershed algorithms are specifically devoted
to image segmentation, but there are still some applications to real topographical
watersheds, as shown in the world map of Fig. 3.
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Fig. 3 Publications apply to topographic watersheds by country. The number of publications is
color-coded from white to green, where darker green represent a higher number of publications in
the given country

The rest of this survey is organized as follows. Section 2 introduces the basic
common definitions used in the reviewed papers. Section 3 shows the main algo-
rithms and strategies used for watershed determination. Section 4 is devoted to one
of the main problems in watershed algorithms: over-segmentation. Section 5 reviews
parallel approaches. Finally, Sect. 6 is reserved for conclusions and discussion.
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2 Definitions

Each reviewed paper in this work uses different notation and terminology. Thus,
we here propose a unified notation that will be used throughout this work in order
to be able to study and compare the main algorithms and strategies cited in the
bibliography.

Let us first consider a drop of water on a topographic surface. The water streams
down, reaches a minimum of height and stops there. The set of all points of the
surface, which the drops of water reaching this minimum can come from, can be
associated with each minimum. Such a set of points is a catchment basin of the
surface. The lines, which separate different catchment basins, are called watersheds
or watershed lines.

Definition 1 We consider a topographic surface represented by a grid structure
called Digital Elevation Model (DEM), composed of cells, analogous to a digital
image (I MG), composed of pixels. Every cell/pixel has a natural number as value
representing heights on DEM or intensity on I MG of size n × m.

DEM = {xi j ∈ R|i ∈ N, j ∈ N, i ∈ (0, . . . , n), j ∈ (0, . . . ,m)} (1)

I MG = {xi j ∈ N|i ∈ N, j ∈ N, i ∈ (0, . . . , n), j ∈ (0, . . . ,m)} (2)

For the sake of simplicity, from now on we will use the notation for topographic
surface instead of the image’s version in the rest of this manuscript.

Definition 2 Given a cell p defined as its position (i, j) in DEM , we define function
I as I (p) = xi j .

Definition 3 The set of neighborhood cells of p in the DEM is called NG(p) and
collect all cells adjacent (ad j) to p.

NG(p) = {p′ ∈ I |ad j (p, p′)} (3)

Definition 4 A path P of length l between two cells p and p′ in DEM is a (l + 1)-
tuple of adjacent cells (p0, p1, . . . , pl−1, pl) such that p0 = p, pl = p′.

Definition 5 Cells belonging to the same connected plateau CP must satisfy the
following condition

∀p, p′ ∈ CP, ∃P = (p0, p1, . . . , pl )|p0 = p ∧ pl = p′ ∧ ∀pi ∈ P, I (pi ) = I (p) = I (p′)
(4)

Definition 6 A minimum area M of DEM is a connected plateau of cells from which
it is impossible to reach a cell of lower altitude without having to climb (Fig. 4).

M = {p|∀p′ /∈ CP(p) ∧ I (p′) ≤ I (p) → ∀P = (p0, p1, . . . , pl )|p0 = p ∧ pl = p′,
∃i ∈ [1, l]|I (pi ) ≥ I (p0)} (5)
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Fig. 4 Connected plateau

Fig. 5 Geodesic distance

For a particular altitude h we denote the minimum area as Mh .

Definition 7 Th(I ) stands for the threshold of I at level h where h is the value taken
by I and h ∈ [hmin, hmax ].

Th(I ) = {p|I (p) ≤ h} (6)

Definition 8 The geodesic distance dA(p, p′) between two cells p and p′ in A is
the minimun of the length of the paths which join p and p′ and are totally included
in area A (Fig. 5).

dA(p, p
′) = min({length(P), P = (p, . . . , p′) which is totally included in A})

(7)

Definition 9 Let A and B be two sets of cells of a given DEM (Fig. 6), where B ⊂ A.
B is composed by k areas not adjacent: B1, B2, . . . , Bk (black areas in Fig. 6) but
connected through A. The geodesic influence zone I Z A(Bi ) of a component of B in
A is the locus of the cells of A whose geodesic distance to Bi is smaller than their
geodesic distance to any other component of B (blue color in Fig. 6 is the I Z A(B1)).

I Z A(Bi ) = {p ∈ A,∀ j ∈ [1, k] ∧ j �= i |dA(p, Bi ) < dA(p, Bj )} (8)

Definition 10 The cells of A which do not belong to any geodesic influence zone
constitute the skeleton by influence zones (SKIZ) of B inside A, denoted SK I ZA(B)
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Fig. 6 Geodesic influence
zone. A small example with
k = 3

SK I ZA(B) = A \ I Z A(B) with I Z A(B) =
⋃

i∈[1,k]
I Z A(Bi ) (9)

Definition 11 The set of catchment basins of DEM is equal to the set Xhmax com-
posed of not adjacent areas and obtained after the following recursion

{
Xh = Th(I ) , h = hmin

Xh+1 = Mh+1 ∪ I ZTh+1(I )(Xh) , h ∈ (hmin, hmax − 1] (10)

Definition 12 The watersheds are XC
hmax

, i.e. the complement set of Xhmax .

3 Algorithms

Naturally, the first algorithms for computing watersheds are found in the field of
topography. Lets recall that topographic surfaces are numerically handled through
DEMs, these are arrays of numbers that represent the spatial distribution of terrain
altitudes [90]. In image segmentation, its main application, the idea of the watershed
construction is quite simple: a gray scale image can be considered as a topographic
relief, the gray scale value of a pixel being the altitude at that particular point [69].
Using this analogy we can now review all papers regardless of its application.

There are a few reviews devoted to watershed algorithms in the bibliography.
The first one appeared in the early 90s, when Beucher and Meyer publish a book
chapter introducing what they have called the “watershed transformation” (basically
the flooding process explained below) along with the principles of morphological
segmentation and morphological tools [9]. This transformation was rapidly adopted
by many other researchers for their own particular applications [30, 96].

Later on in 2003, Najman and Couprie study the behavior of watershed algo-
rithms. Through the introduction of the concept of “pass value” they show that most
classical watershed algorithms do not allow the retrieval of some important topo-
logical features of the image [60]. An important consequence of this result is that it
is not possible to compute sound measures such as depth area or volume of basins
using most classical watershed algorithms.



An Updated Review on Watershed Algorithms 241

(a) t1

watershed  line

(b) t2

watershed lines

(c) t3

watershed lines

(d) t4

Fig. 7 Immersion-based watersheds

Finally and more than 5 years later, Körbes and Lotufo present a communication in
a symposium reviewing fifteen watershed algorithms in a comprehensive way [43].
Afterwards several novel algorithms were developed and thus needed an updated
review.

But let us first introduce the two main strategies for determining watersheds, we
will study each of them separately in the next subsections.

3.1 By Immersion

The first strategy that we will analyze is called immersion (also called flooding). It
was first developed for contour detection in images and introduced by Beucher and
Lantuejoul in 1979 [8].

Later, an algorithmic-based definition for the identification of watersheds by
immersion was introduced by Vincent and Soille in 1991 [90]. By analogy to the idea
of immersion, we can figure that we have pierced holes in each regional minimum
of our topographic surface. We then slowly immerse our surface into a lake. Starting
from the minima of lowest altitude, the water will progressively fill up the different
catchment basins. Now, at each position where the water coming from two different
minima would merge, we build a “dam”. At the end of this immersion procedure,
each minimum is completely surrounded by dams, which delimit its associated catch-
ment basin. The whole set of dams which has been built provides a division of the
surface in its different catchment basins. These dams correspond to the watersheds
of our surface [90] (Fig. 7). Vincent and Soille algorithm was developed for image
segmentation and involves two major steps: (1) sorting of pixels in increasing order
of gray value (the gray value of a pixel being the altitude at a particular point), and
(2) fast computation of geodesic influence zones by breadth-first scanning of each
threshold level using a first-in-first-out (FIFO) data structure (Algorithm 1).

Meijster and Roerdink propose in 1998 [51] an algorithm with two stages: (1)
transform a lower complete image using a FIFO-queue algorithm, and (2) calculate
the watershed using graph theory and removing the old FIFO-queue (Algorithm 4).

Lotufo and Falcao, in 2000, reviews the watershed in the graph framework of
a shortest-path forest problem using a lexicographic path cost formulation. This
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Algorithm 1 Vincent and Soille’s immersion watershed approach [90]
Require: Ii � Ii original image of size n × m
Ensure: Io � Io image of the labeled watersheds

1: MASK ← −2
2: WSHED ← 0
3: queue ← ∅
4: for all p ∈ Io do
5: Io(p) ← −1
6: end for
7: current_label ← 0
8: dist ← 0
9: Initialize each pixel of Id with 0 � Id work image of distances
10: Sort the pixels of Ii in the increasing order of their gray values
11: hmin ← min(Ii )
12: hmax ← max(Ii )

13: for h ← hmin to hmax do � geodesic SKIZ of level h − 1 inside level h
14: for all p such that (Ii (p) = h) do � pixels accessed through the sorted
15: Io(p) ← MASK array
16: if (∃p′ ∈ NG(p)|(Io(p′) > 0) or (Io(p′) = WSHED)) then
17: Id (p) ← 1
18: fifo_push(queue, p)
19: end if
20: end for
21: dist ← 1
22: fifo_push(queue, p0) � p0 is a fictitious pixel
23: repeat
24: p ← fifo_get(queue)
25: if (p = p0) then
26: if queue �= ∅ then
27: fifo_push(queue, p0)
28: dist ← dist + 1
29: p ← fifo_get(queue)
30: end if
31: end if

formulation reflects the behavior of the ordered queue-based watershed algorithm
[47].

In 2001, Chen and Shi [15] modify the original Vincent and Soille immersion-
based watershed algorithm to correct some issues: (1) incorrect labeling when a point
p is at the same distance from three or more adjacent catchment basins (i.e., it will
be labeled as catchment basin instead as watershed), (2) unnecessary computation
of geodesic distance between points which belong to the labeled, (3) memory con-
sumption, and (4) incapacity to obtain information about catchment basins during the
processing. The modified algorithm proposed introduces a third step call “gushing
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32: for all p′ ∈ NG(p) do � p′ belongs to an already labeled basin or to the
33: if ((0 < Id (p′) < dist) or (Io(p′) = WSHED)) then watershed
34: if (Io(p′) > 0) then
35: if ((Io(p) = MASK) or (Io = WSHED)) then
36: Io(p) ← Io(p′)
37: else if (Io(p) �= Io(p′)) then
38: Io(p) ← WSHED
39: end if
40: else if (Io(p) = MASK) then
41: Io(p) ← WSHED
42: end if
43: else if ((Io(p′) = MASK) and (Id (p′) = 0)) then
44: Id (p′) ← dist + 1
45: fifo_push(queue, p′)
46: end if
47: end for
48: until (queue = ∅)
49: for all p|(Ii (p) = h) do � checks if new minima have been discovered
50: Id (p) ← 0 � the distance associated with p is reset to 0
51: if (Io(p) = MASK) then
52: current_label ← current_label + 1
53: fifo_push(queue, p)
54: Io(p) ← current_label
55: while (queue �= ∅) do
56: p′ ← fifo_get(queue)
57: for all p′′ ∈ NG(p′) do
58: if (Io(p′′) = MASK) then
59: fifo_push(queue, p′′)
60: Io(p′′) ← current_label
61: end if
62: end for
63: end while
64: end if
65: end for
66: end for

step”, that together with the immersion step, produces a fast recognition of pixels of
labeled and gets the flood level of the catchment basin.

Later on, Rambabu et al. first, in 2003, propose a new algorithm based on hill
climbing simulation, that avoided multiple scanning of the original matrix by using
different queues to store pixels [69]. Then, in 2008, Rambabu and Chakrabarti gives
an updated and corrected version of this same algorithm [70].

In 2005, Shen and Chang [74] present a nearest-neighbor graph (NNG) based
watershed algorithm. The main idea behind this work is to transform the image into
a NNG and then partitioned by discovering the defined geographic features in the
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Algorithm 2 Meijster and Roerdink’s Lower_complete function
Require: Ii � Ii original image of size n × m
Ensure: Ilc � Ilc lower complete image

1: queue ← ∅
2: for all p ∈ Ii do
3: Ilc(p) ← 0
4: if ∃p′ ∈ NG(p)|(Ii (p′) < Ii (p)) then
5: fifo_push(queue, p)
6: Ilc ← −1
7: end if
8: end for
9: dist ← 1
10: fifo_push(queue, p0) � p0 is a fictitious pixel
11: while (queue �= ∅) do
12: p ← fifo_get(queue)
13: if (p = p0) then
14: if (queue �= ∅) then
15: fifo_push(queue, p0)
16: dist ← dist + 1
17: end if
18: else
19: Ilc ← dist
20: for all p′ ∈ NG(p)|((Ii (p′) = Ii (p)) and (Ilc(p′) = 0)) do
21: fifo_push(queue, p′)
22: Ilc(p′) ← −1 � to prevent from queuing twice
23: end for
24: end if
25: end while
26: for all p ∈ Ii |(Ilc(p) �= 0) do
27: Ilc ← dist × Ii (p) + Ilc(p) − 1
28: end for

first step. The initial population result is also transformed into the NNG again and
the recursively distilled by the proposed algorithm.

3.2 By Rainfall

The second strategy is called rainfall and has two main steps: (1) the weakest edges
are removed by “drowning” the image, creating a number of “lakes” grouping all the
pixels that lie below a certain threshold (this is useful to reduce the influence of noise,
and reduces the over-segmentation), and (2) the direction of a raindrop from each
pixel would flow if it would fall on the topographic activity surface. This steepest
descent neighbor and the pixel under consideration are then merged, finally enabling
the localization of the remaining edges and segments [21] (Fig. 8).
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Algorithm 3 Meijster and Roerdink’s Resolve function [51]
Require: p � p input pixel
Ensure: ce � ce canonical element (label assigned to a minimum) of p or

WSHED in case p lies on a watershed

1: Create array sln where sln[p, i] is a pointer to the i-th steepest lower neighbor of pixel p
2: WSHED ← −1
3: i ← 1
4: ce ← 1
5: while (i ≤ 4) and (ce �= WSHED)) do
6: if ((sln[p, i] �= p) and (sln[p, i] �= WSHED)) then
7: sln[p, i] ← Resolve(sln[p, i])
8: end if
9: if (i = 1) then
10: ce ← sln[p, 1]
11: else if (sln[p, i] �= ce) then
12: ce ← WSHED
13: for j ← 1 to 4 do
14: sln[p, i] ← WSHED
15: end for
16: end if
17: i ← i + 1
18: end while

Algorithm 4 Meijster and Roerdink’s immersion watershed approach [51]
Require: Ii � Ii original image of size n × m
Ensure: Io � Io image of the labeled watersheds

1: WSHED ← 0
2: Ilc ← Lower_complete(Ii ) � transform the image (Algorithm 2)
3: for all p ∈ Ilc do
4: Io(p) ← Resolve(p) � see Algorithm 3
5: end for

Mortensen and Barret in 1999 introduces an optimization variation for the rainfall-
based watershed algorithm using a tobogganing technique, which makes a much more
computationally efficient algorithm [57]. In this version, tobogganing over-segments
an image into small regions by sliding in the derivative terrain. The basic idea is that
given the gradient magnitude of an image, each pixel determines a slide direction by
finding the pixel in a neighborhood with the lowest gradient magnitude. Pixels that
“slide” to the same local minimum are grouped together, thus segmenting the image
into a collection of small regions.

A year later, Bieniek and Moga [11] propose an efficient algorithm based on con-
nected components that generates the same results as the original Meyer’s algorithm
[53] but with a simpler algorithmic construction and, hence, a lower complexity (it
can label all catchment basins by only scanning the image four times).
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(a) drowning threshold (b) steepest descent rain falling principle

Fig. 8 Rainfall-based watersheds

Later on, in 2007, Osma-Ruiz et al. implement a more efficient algorithm by
computation of shortest paths [63] (Algorithm 5). This algorithm produces the same
result as the previous works using only two scans (plus another to initialize the data
structures), thus decreasing the running time obtained in [11, 81].

One of the latest work in the area was developed by Świercz and Iwanowski in
2010 [82]. In their work, a mechanism called directional code is used to code descent
paths, where each visited pixel receives a temporary marking in the output label array.
The value of this temporary marking represents the position of pixel in the image.
A path can be therefore viewed as a series of pointers to pixels stored in the output
array.

3.3 Mixed Approaches

In 2005 Sun et al. modifies Bieniek and Moga’s work simulating raining to generate
the connected components using chain code instead of pixel address. Afterwards,
they simulate flooding to label catchment basins by tracing chain codes [81]. This
algorithm not only can label catchment basins by scanning the image only four times,
but also is more helpful to the following image processing.

Cousty et al. in 2009 introduces the first work that mathematically prove equiva-
lence to both immersion-based and rainfall-based watersheds [20]. For this purpose,
the authors propose a new definition of watershed, called watershed cut and give a
liner-time algorithm to compute the watershed cuts of an edge-weighted graph (pre-
processed image). The proposed algorithm does not require any sorting step or the
use of any sophisticated data structure such as a hierarchical queue or a representation
to maintain unions of disjoint sets.
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Algorithm 5 Osma-Ruiz’s rainfall watershed approach [63]
Require: Ii � Ii original image of size n × m
Ensure: Io � Io image of the labeled watersheds

1: UNVISITED ← −8 � Step 1: Initialization
2: PENDING ← −9
3: for all p ∈ Ii do
4: Io(p) ← UNVISITED
5: end for
6: qPending ← ∅
7: qEdge ← ∅
8: q Inner ← ∅
9: qDescending ← ∅

10: ncatch ← 1 � Step 2: Identifying regional minima and
11: for all p ∈ Ii do steepest descending paths
12: if (Io(p) = UNVISITED) then � if the point has not been
13: for all p′ ∈ NG(p) do analyzed yet, study it
14: if (Ii (p) = Ii (p′)) then � this is a plateau
15: if (qPending = ∅) then
16: Io(p) ← PENDING
17: queue_push(qPending, p)
18: end if
19: Io(p′) ← PENDING
20: queue_push(qPending, p′)
21: else if (Ii (p′) = min(Ii (NG(p))) then
22: min ← p′
23: end if
24: end for
25: if (qPending �= ∅) then � if p belongs to a plateau
26: while (qPending �= ∅) do make it lower-complete image
27: p′ ← queue_pop(qPending) if not, p is considered a minimum
28: min ← ∅ unless there is a lower neighbor
29: if (p �= p′) then � calculations already done for seed
30: for all p′′ ∈ NG(p′) do � put in the queue all the points
31: if (Ii (p′′) = Ii (p)) then in the plateau
32: if (Io(p′′) = UNVISITED) then
33: Io(p′′) ← PENDING
34: queue_push(qPending, p′′)
35: end if
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36: else if (Ii (p′′) = min(Ii (NG(p′)))) then min ← p′′
37: end if
38: end for
39: end if
40: if (min �= ∅) then � classify p′ as either an edge or inner point
41: min ← Io(p′)
42: queue_push(qEdge, p′)
43: else
44: queue_push(q Inner, p′)
45: end if
46: end while
47: if (qEdge �= ∅) then � if the plateau has no edge points,
48: if (q Inner �= ∅) then it is a minimum
49: while (qEdge �= ∅) do else, make it lower complete
50: p′ ← queue_pop(qEdge)
51: for all p′′ ∈ NG(p′) do
52: if ((Ii (p′′) = Ii (p)) and (Io(p′′) = PENDING)) then
53: Io(p′′) ← p′
54: queue_push(qEdge, p′′)
55: end if
56: end for
57: end while
58: end if
59: else
60: while (q Inner �= ∅) do
61: p′ ← queue_pop(q Inner )
62: Io(p′) ← ncatch
63: end while
64: ncatch ← ncatch + 1
65: end if
66: else
67: if (min = ∅) then
68: Io(p) ← ncatch
69: ncatch ← ncatch + 1
70: else
71: min ← Io(p)
72: end if
73: end if
74: end if
75: end for
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76: for all p ∈ Ii do � Step 3: Assignment of pixels to catchment basins
77: p′ ← p
78: while (Io(p′) ≤ 0) do � it is not a minimum
79: queue_push(qDescending, p′)
80: p′ ← p′

re f � p′
re f point pointed to by p′

81: end while
82: while (qDescending �= ∅) do
83: p′′ ← queue_pop(qDescending)
84: Io(p′′) ← Io(p′)
85: end while
86: end for

4 Over-Segmentation

Researcher noticed that it was hard to apply watershed transformations since they are
very sensitive to noise. One of the main drawbacks of the classical watershed algo-
rithm is a phenomenon known as over-segmentation. There are several approaches to
reduce the impact of this issue, which can be categorized into two approaches: pre-
processing and post-processing. Several pre-processing and post-processing methods
were reviewed by Bieniecki in 2004 applied to color images. Between the studied
pre-processing methods, the author analyze noise removal by using a median filter,
color morphology and other smoothing filters. Between the post-processing methods,
the author research merging basins by gradient watersheds on graphs, basin dynam-
ics, inclusionary and exclusionary cues, image component labeling and multi-scale
gradient analysis [10].

4.1 Pre-processing

The most efficient pre-processing techniques are based on markers. In a marker-
based algorithm, the gradient image is first modified by a marker image, which is a
binary image with the object interiors (markers) being set to 0 and the uncertainty
areas being set to 255 (Fig. 9). Each marker indicates the presence of an object [25].

In Moga and Gabbouj watershed transformation is augmented to perform with the
aid of a priori supplied image markers. In this method pixels are first clustered based
on spatial proximity and gray level homogeneity with the watershed transformation.
Boundary-based region merging is the effected to condense non-marked regions
into marked catchment basins The agglomeration strategy works with a weighted
neighborhood graph representation of the over-segmented image [55].

Some years later Gao et al. propose a marker-based algorithm using a disjoint
set data structure with a linear complexity [25]. Later on they present an updated
algorithm to extract the regional minima from the low frequency components in the
gradient map. The extracted minima constitute the binary marker image. Then the
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(a) gradient image (b) marker image (c) modified gradient image

Fig. 9 Modification process of the gradient image by the marker image

original gradient map is modified by suppressing its all-intrinsic minima around these
extracted markers. Thus, compared with traditional approaches, both the spurious
minima are more effectively removed and meanwhile the boundaries of objects are
more effectively protected [26].

In 2009, Zhu et al. apply a multi-scale alternating sequential filtering by recon-
struction to simplify the input image in order to remove local minima which are
caused by irregular gray disturbance and noise, and preserve important contour infor-
mation [99]. After this procedure is done, there still exists some local minima problem
which is reduced by a marker-extracted method that uses minima imposition to make
a marked image before watershed transformation. Markers are a set of components
marking flat regions of an image. The mark extraction can suppress all of is intrinsic
minima. Finally, the watershed algorithm is applied to the modified gradients by the
markers.

A stochastic version of the watershed algorithm is obtained by choosing randomly
in the image the seeds from which the watershed regions are grown. In the 2009’s
work Tolosa et al. explore two seed-generation processes to avoid over-segmentation.
The first is a non-uniform Poisson process, the density of which is optimized on the
basis of the opening granulometry. The second process positions the seed randomly
within disks centered on the maxima of a distance map [84].

Procházka et al. proposes in 2010 a smoothing procedure to reduce noise and over-
segmentation. This procedure first applies wavelet image de-noising, and afterwards
a smoothing phase. The main idea in this phase is to remove image elements smaller
than the size of structuring element and to fill gaps between pixels and smoothes
their outer edges [68].

Also in 2010, Moumoun et al. introduces a filtering step to eliminate insignificant
minima that take into account not only the depth of the pixel but also the change
in concavity [58]. This is done by defining a hierarchy between minima using a
generic graph. In this graph each region is represented by a node. The minimum
curvature of a region is associated with the corresponding node. The arcs express
the adjacencies relations between regions and two regions are called adjacent if they
have adjacent faces. The weight of each arc is defined by the depth measurement
already mentioned.
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4.2 Post-processing

Gies and Bernard propose in 2004 a merging phase of basin using statistical informa-
tion. With regions of an unspecified size, the merging criterion must follow statistical
rules accounting for the region size. The authors consider the regions as the outcome
of stochastic processes. The merging criterion is based on the knowledge of region
area and statistical regional measures, determining the statistical reliability of the
merging [27].

Patino publishes in 2005 an approach that characterizes each of the segmented
regions and then employs the composition of fuzzy relations to group together similar
regions. A fuzzy c-means algorithm along with fuzzy relations can group together
similar gray-level values, but only between adjacent regions [64].

Jianhua et al. propose a more complex strategy for basin merging in 2005. Their
method pre-segments the image by watersheds and then merges it by Immune Clonal
Algorithm (ICA). To implement the task, several operators are proposed such as the
DC operator, the Proportional Creation of the First generation operator, and fitness
function based on JND and average gray value [36].

Moumoun et al. also propose a post-processing technique based on region merging
by the depth of the watershed segmentation. This depth is defined by the difference
between the height of the saddle point and the minimum of adjacent regions [58].

4.3 Other Approaches

There are very few approach to reduce over-segmentation that do not use pre-
processing or post-processing. Swiercz and Iwanowsky propose in 2011 a “water-ball
method designed to counter over-segmentation during the actual calculation of water-
sheds. This proposal can be perceived as a composite method for object extraction,
combining several techniques and mechanisms to produce satisfactory macro-scale
results [83]. The “water-ball method uses two distinct mechanisms. The first one
consists of a “rolling ball” based on the simulation of a larger object rolling down the
slope (contrary to classic rainfall methods where a single drop of water is used). This
ball has the ability to cross small ridges and ignore small, insignificant local minima.
The second mechanism, weakening with edge enhancement, makes it possible to
eliminate low, insignificant interior boundaries.

5 Parallel Approaches

When watershed algorithms are applied in large images or big DEMs, serial versions
can take many hours to return the solution. therefore, researchers dedicated their effort
to implement parallelized versions, but do to the recursive nature of the watershed
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transformation, its parallelization is not a trivial task [54] and cannot suit real-time
operations in most cases [62].

5.1 Parallelization Using Distributed Memory

Most of the existing papers on parallel watershed algorithms are based on a divide-
and-conquer approach [54, 55, 67, 72, 93] with regular domain decomposition into
blocks of data. Each block is then processed by a different processor independently,
thus using distributed memory. Afterwards all blocks are merged together. In 2010
Šwiercz and Iwanowski [82] present an interesting approach to reduce the merging
process by pre-calculating the adjacent sections between the different blocks. Thus,
the merging process reduces to a bulk memory copy of each processed block.

5.2 Parallelization Using Shared Memory

There are a few publications that uses a shared memory approach where there is
a need of constant synchronization between the processors that process adjacent
blocks. In Wagner et al. [91] the authors propose a chromatic ordering that allows to
gain a correct segmentation without an examination of adjacent domains or a final
relabeling. Later, VanNeerbos et al. [88] parallelize topological watersheds in such
a way that border pixels between threads are not calculated at the same time. To do
this, each thread process its tile in different stages and synchronizing between all
threads is performed after each stage. Also in 2011 Mahmoudi et al. [48] introduce
an adapted parallelization strategy called split, distribute and merge strategy which
allows efficient parallelization of a large class of topological operators including,
mainly, smoothing, skeletonization, and watershed algorithms. To achieve a good
speedup they focus on task scheduling.

5.3 Parallelization Using Graphics Processor Units

There is a rising tendency in research in parallelization using Graphics Processor
Units (GPUs) and watershed algorithms are not an exception. Kauffmann and Piche
[39] describe a cellular automaton (CA) to perform the watershed transform in N-D
images. Due to the local nature of CA algorithms they show that they are designed
to run on massively parallel processors and therefore, be efficiently implemented on
low cost consumer GPUs. A few years later Körbes et al. review the advances in
watershed processing on GPU architecture [44] on two algorithms: one inspired by
the drop of water paradigm and depth-search approaches; and one based on cellular
automata to process a shortest-path forest with sum cost function. In 2012 Hucko
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and Srámek [31] present the first GPU watershed algorithm able to process data
larger than the available memory, as the whole data has to be present in the memory
of the device. In their manuscript they present two versions of a streamed multi-
pass algorithm for watershed computation on a GPU. As the slice-based streaming
approach is used both variants are capable of processing data exceeding the size of
the available graphics accelerator memory. Another interesting approach is shown
by Quedada-Barriuso et al. [5] where the watershed transform based on a cellular
automaton, especially when the synchronization rules are relaxed. In particular, they
compare a synchronous and an asynchronous implementation of the algorithm. One
of the main applications for watersheds are medical related issues, therefore Smistad
et al. recently published a comprehensive survey on medical image segmentation on
GPUs [78].

6 Conclusions

Recent advances in watershed algorithms focus on the use of different data struc-
tures to improve the efficiency of the proposed algorithms. Most of the work done has
been developed for image segmentation purposes, specially on medical and biolog-
ical images. Also, parallel approaches seem to be an area of constant development.
Curiously, many of the most interesting proposals were published in conferences
instead of in journals. This tendency seems to change in the latest years of research.

Although there are many different watershed algorithmic solutions, there are still
many problems to solve. Thus, there is an increasing amount of publications over the
last few years. That is, watershed algorithms are still an open problem and there are
more and more new fields starting to use and develop this kind of techniques from
different points of view.

Another open issue is the oversegmentation watershed algortihms produce.
Although there are several approches to minimize this problem, there is still no
perfect solution available yet. Oversegmentation can be an important issue when
determining countours on images that will be used for counting purposes (such as
blood cells).

Many applications that use watershed algorithms work with a small dataset or
datasets. For real-world applications in topography that includes large regions of
terrain, watershed algorithms became slow and inefficient. Sometimes they are not
capable to work since memory becomes a crucial issue. For this kind of big data
processes the only available solution is the partition of the dataset into smaller sets
and the posterior merge of each partial solution.

We believe there is still a lot of improvement to be developed in this field. For
instance, there is a lack of techniques for real-time and streaming applications. Also,
we could not retrieve many studies on real watersheds in many countries, thus indi-
cating that many catchment basins worldwide have not been studied yet.
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An Application Sample of Machine
Learning Tools, Such as SVM and ANN,
for Data Editing and Imputation

Esther-Lydia Silva-Ramírez, Manuel López-Coello
and Rafael Pino-Mejías

Abstract This chapter presents studies about the data imputation to estimate missing
values, and the Data Editing and Imputation process to identify and correct values
erroneously. Artificial Neural Networks and Support Vector Machines are trained as
Machine Learning techniques on real and simulated data sets obtaining a complete
data set what help to improve the quality of the variables that define the official
indicators of the eight Millennium Development Goals.

1 Introduction

United Nations Member States gathered together at the start of the new millennium
to shape a broad vision to combat poverty. In this year 2000, world leaders entered
into the landmark commitment to spare no effort to free our fellow men, women and
children from the abject and dehumanizing conditions of extreme poverty, which
was translated into a framework of eight goals that have enabled people across the
world to improve their lives and their future prospects. The Millennium Development
Goals (MDGs) reconfigured decision-making in developed countries and developing
countries equally, by putting people and their needs in a first plane. This framework,
with deadline of 2015, included goals, targets and indicators to monitor progress
on extreme poverty and hunger, education, gender equality, child survival, health,
environmental sustainability and global partnerships [57], are available at http://
mdgs.un.org.
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Experiences and evidence from the efforts to achieve the MDGs demonstrate that
they know what to do. But they recognize that it is necessary to integrate the economic,
social and environmental dimensions of sustainable development. Between the aims
of future a set of sustainable Development Goals are included. They aim to achieve
a more prosperous, sustainable and equitable world [60].

The General Assembly required a regular assessment of progress towards the
MDGs, which has led to mark or identify a series of statistical indicators as appropri-
ate for tracking the progress of the MDGs. Representatives of the international orga-
nizations, national statisticians experts and outside expert advisers work in preparing
these indicators. Progress towards the eight Millennium Development Goals is mea-
sured through 21 targets and 60 official indicators.1

All Millennium Development Goals are not particularly related to sustainable
development, but include many indicators that may be considered relevant to the
topic, not only on the goal 7 corresponding to sustainability, but in some other goals.

According to Schuschny and Soto [51], the strength or weakness of any of these
indicators lies in the quality of the variables that define it. Therefore, the selection of
each of the variables that compose the indicator should be documented by building
metadata with the characteristics of the variable, its relevance, its quality, its avail-
ability to the public domain, the frequency with which it is sampled, the sources
responsible of calculating it, the units of measure with which is expressed, etc. They
comment that the selection of indicators is limited by the shortage of statistical
information, which limits the possibility to draw comparisons between countries for
decision making. To establish a realistic comparability between countries it is nec-
essary to set scales and work with relative measures. To contribute to develop better
strategies and action plans, that allow direct the course of the countries on a path
of truly sustainable development, it is necessary to have complete, consistent and
comparable information. However, there are technical applicability problems due
to the absence of data or availability of inconsistent data or unreliable data. Data
cleaning is a fundamental task previous to decision-making, it is concerned with the
data quality.

Data sets usually contain errors in the form of incomplete or incorrect values.
Missing values are due to the lack of value, no data value is stored for a field in
an observation. While incorrect data are produced when the value is not accurately
recorded. A value for a field is not recorded correctly because of a transcription error
or a data acquisition system problem. Incomplete values and incorrect data can be
costly, they can lead to false conclusions. The data must be prepared and cleaned
in order to be useful for the knowledge extraction process. The treatment of non-
response errors and inconsistent values are fundamental steps of data cleaning, in
data knowledge discovery process, to improve the information quality.

To deal with the missing values problem is performed data imputation, defined
as the process to estimate incomplete data in a data set by appropriately computed

1The complete list of goals, targets and indicators is available at http://mdgs.un.org/unsd/mdg/
Resources/Static/Products/Progress2015/Statannex.pdf.
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values. In other words, data imputation is capable of filling in the gaps of the data
set with errors of non-response, producing a complete data set.

Whereas, data editing is the task of identification and correction of the values that
have been erroneously recorded in a data set. Data editing is defined by UN/ECE [59]
as The activity aimed at detecting and correcting errors (logical inconsistencies) in
data. As this definition shows, data editing deals with two basic forms of errors:
values out of range (for example, a negative age) and inconsistencies (for instance,
married and five years old). The study performed in this chapter considers all possible
errors, taking thus into account other categories of errors, such as values within range
but being non-true values.

Other sources [14] distinguish between the process of finding errors and, once
they erased, the process of estimating the missing values, using the terms data editing
and imputation respectively. In this work, the whole process of finding errors and
estimating values is considered as an only process called Data Editing and Imputation,
DEI, process.

The aim of this chapter is to study an automatic procedure to the missing value
imputation and to the DEI process of the values erroneously recorded in a data set
based on a machine learning approach. So, in this work two studies are carried out,
on the one hand the data imputation to estimate missing values, and the other hand
the DEI process to identify and correct values erroneously recorded. The chapter is
organized as follows. In Sect. 2 the overview of DEI process and data imputation in
this topic is shown. Section 3 introduce general aspects of machine learning based
models, both of the models used for the data editing and imputation process as well
as models used to evaluate the influence the predicted values in classification tasks.
In Sect. 4 a description of databases and perturbation process are shown. Later two
clearly differentiated blocks appear. The first block, Sect. 5, is devoted to missing data
imputation, in which statistical models are described. The different mechanisms that
generate missing values and missing data patterns are also explained. And a detailed
example of the application of machine learning techniques to the data imputation
problem is shown. Whereas the second part, Sect. 6, introduces the idea of data
edition, in which the errors identification and correction are carried out. An detailed
example of application is also proposed.

2 Data Cleansing Process Background

The dealing with missing values and data edition are nothing new, it is possible
to track the first studies several decades ago. In particular, the use of imputation
methods for missing values is a task with a well established background. The machine
learning based models include K-nearest neighbour, genetic algorithms, multilayer
perceptron, SOM, auto-associative neural network, fuzzy-neural network, support
vector machine, etc.

Artificial neural networks (ANNs from now onwards) were used in some early
studies [32, 38, 55, 56]. These works were provided by several official statistical
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institutions, as described in the methodological material used by the Statistical Com-
mittee of United Nations and the European Economic Committee [43]. The most of
these works on ANN-based DEI models adopt a different training process for each
single variable. In this way, a neural network is trained for each variable and, con-
sequently, each network provides the estimation of its associated variable. In other
articles [30, 42], the DEI process was performed on a single target variable, needing
only one network. In Laaksonen [31], Nordbotten [41] the experiments were con-
duced with data sets formed by either numeric or categorical variables, but not both.
In other related works such as [13, 63], MLP is trained only over complete or almost
complete data set.

Over the years other works have appeared in which these processes are performed
with other techniques. Kalteh and Hjorth [28] imputed missing values with SOM,
multilayer perceptron, multivariate nearest neighbours, the regularised expectation
maximization algorithm and multiple imputation in the context of a precipitation-
runoff process database. Kaya et al. [29] carried out a comparison of the neural
networks, the expectation maximization algorithm and the multiple imputation tech-
niques, while the application of genetic algorithms was proposed in Patil and Bichkar
[44]. Rahman and Islam [47] proposed two techniques for the imputation of both cat-
egorical and numerical missing values, using decision trees and forests. The missing
values were imputed using similarity and correlations, and they merged segments
to achieve a higher quality of imputation. García-Laencina et al. [19] presented a
Multi-Task Learning (MTL) based approach using multilayer perceptron to impute
missing values in classification problems. They combined classification and imputa-
tion in only one neural architecture, being classification the main task and imputation
the secondary task.

Recently, hybrid methods were proposed. Aydilek and Arslan [2] used a hybrid
neural network and weighted nearest neighbours to estimate missing values. The
estimation system involved an auto-associative model to predict the input data, cou-
pled with the k-nearest neighbours to approximate the missing data. Duma et al.
[12] proposed hybrid multi-layered artificial immune system and genetic algorithm.
Azim and Aggarwal [3] described a 2-stage hybrid model to fill missing values using
fuzzy c-means clustering and multilayer perceptrons. And Gautam and Ravi [21] pro-
posed two novel methods viz., counterpropagation auto-associative neural network
(CPAANN) and grey system theory hybridised with CPAANN.

Support vector machines (SVMs hereinafter called) were also used in DEI,
Feng et al. [15] presented a SVM-based algorithm to eliminate the inconsistent
examples. As in previously cited ANN articles, training was also performed with
consistent examples, ignoring the remaining records. Song et al. [54] proposed a
one-class SVM-based DEI model and a classification method that trained a model
on the previously cleaned data set (outliers removed in the training data). In other
works [33, 34], the authors conducted experiments to test the performance of SVM
classifiers on distorted data according to several perturbation schemas. The results
were analyzed to identify the perturbation mechanisms SVMs were less sensitive to.
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The present work performs an empirical study, perturbing both real and simulated
data sets, in which both Artificial Neural Networks and Support Vector Machines
are trained as ML techniques to data imputation and DEI process.

The selection of the models has been guided by the good results obtained with
ANN and SVM in the reviewed works on, for both theoretical and empiric evidences,
considering only the group that represents the approximate models, based on the
classification made in Luengo et al. [37]. According to Liu et al. [36], these two
methods (ANN and SVM) are both frequently used as intelligent algorithms, and
they may be used interchangeably in many practical cases. However, each of them
has advantages and shortcomings which lead to not being completely equivalent.
They recommend studying of the relationships and the differences between these
two methods to select appropriate algorithms for a certain specific problem.

MLP and SVM have been proposed already to be both imputation methods for
missing values and inconsistencies detectors in the literature, but the sole purpose of
this chapter is to show an example of machine learning based methods application
to carry out the data editing and imputation processes, obtaining a complete data set
what help to improve the quality of the variables that define the official indicators of
the eight Millennium Development Goals.

3 Machine Learning Based Models

In this study, two data mining techniques are tested for their applicability in missing
value imputation and DEI process: artificial neural networks and support vector
machines. The two methods are compared in terms of their predictive accuracy in
respective sections using other classifiers such as Naïve Bayes, k-NN and decision
trees. All these techniques are described briefly in this section.

3.1 Artificial Neural Networks

A three-layered perceptron is considered in this study: an input layer with p nodes
which receives values corresponding to explanatory variables, an output layer with q
outputs which provides approximations to q target variables, and a hidden layer with
H neurons. Each node of the input layer is connected to all neurons in the hidden layer,
and each hidden neuron is connected to all neurons in the output layer. Each individual
connection has an associated parameter called synaptic weight. Denoting by {vih, i =
0, 1, 2, . . . , p, h = 1, 2, . . . ,H} the synaptic weights for the connections between
the p-sized input and the hidden layer, {whj, h = 0, 1, 2, . . . ,H, j = 1, 2, . . . , q} the
synaptic weights for the connections between the hidden layer and the q-sized output
layer, the outputs of the neural network are:
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oj = w0j +
H∑

h=1

whjg

(
v0h +

p∑

i=1

vihxi

)
, j = 1, 2, . . . , q (1)

Hyperbolic tangent is considered as the activation function g(u) = (eu − e−u)/

(eu + e−u) in the hidden layer and identity function as the activation function in the
output layer.

The input layer in a MLP only accepts numeric values. However, data files often
contain quantitative variables and categorical variables, so an appropriate numerical
coding is needed, following a mechanism based on binary variables, as explained in
Sect. 4.

Therefore, the number pt of inputs to the MLP is usually larger than the number p
of variables in the data file. The number of outputs is equal to the number of inputs,
and thus the network size is (pt,H, pt). Given pt inputs, the set of the pt outputs must
be converted to the set of estimated values. For a particular variable Xj, k predictions
F1, . . . ,Fk will be available, one for each binary variable Ei. The value associated
to the maximum prediction defines the estimated value for Xj.

A learning algorithm is required to assign appropriate values to the synaptic
weights. However, there is no known procedure to ensure a global solution and
frequently one of the many possible local minima is obtained at the most. As shown
in Table 1, seven learning algorithms, representative of the main learning algorithms,
were considered.

3.2 Support Vector Machines

The SVMs have also been considered over the same data sets. Given a training set
of pairs (Xi, yi), i = 1, . . . , n, where n is the number of examples, Xi vectors in R

p,
p the number of attributes, and yi ∈ R, the SVM algorithm solves the optimization
problem below [61], with C > 0 (the penalty parameter of the error term), w the
gradient and 〈·〉 dot product:

Table 1 Learning algorithms Abbr. Algorithm

GD Gradient Descent

GDM Gradient Descent with Momentum

BA Gradient Descent with Adaptive Learning Rate

BE Resilient Backpropagation (RProp)

GC Conjugate Gradient Fletcher-Reeves Update

QN BFGS Quasi-Newton

LM Levenberg–Marquardt
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1

2
〈w · w〉 + C

(
n∑

i=1

(
ξ ∗
i + ξt

)
)

(2)

which is minimized subject to the constraints:

yi − 〈w · Xi〉 − b ≤ ε + ξ ∗
i , i = 1, . . . , n

〈w · Xi〉 + b − yi ≤ ε + ξi, i = 1, . . . , n
ξi, ξ

∗
i ≥ 0, i = 1, . . . , n

being ξi and ξ ∗
i slack variables which measure the error on each training point Xi

according to the loss function L, defined as:

L(yi, ŷi) =| yi − ŷi |ε=
{

0 if | yi − ŷi |≤ ε

| yi − ŷi | −ε otherwise

where yi is the target value and ŷi is the predicted value. The absolute loss function
can be made more robust by fixing some tolerance limit (or insensitivity zone ε > 0)
so that less than ε errors will not be punished. If | yi − ŷi | is less than ε the loss is
zero; otherwise, the loss increases linearly.

The slash variable ξi is non-zero if the point lies above ε. The slash variable ξ ∗
i

is non-zero if it is below ε. The algorithm finds the flattest function (minimizing the
norm of w) which passes within ε distance of the training examples.

The parameters C and ε control the evolution of the algorithm, so their choice
affects the performance. The user needs to carefully select them to obtain the best
performances. Hsu et al. [25] suggested to explore different parameter configurations.
Hence, seven different kernels and several parameter values were analyzed in the
present research, considering certain guidelines to narrow the range of values in
which the parameters can vary, as described in Sect. 5.4.1. Different kernel function
types were used [23], as shown in Table 2.

For each binary variable 0-1 a different SVM model is required. As in the MLP
case, the estimated value of a categorical variable is obtained from the largest pre-
dicted binary variable which provides the associated category as the prediction. In

Table 2 Kernel functions Abbr. Function

LIN Linear

SPL Splines

ANS ANOVA Splines

POL Polynomial

RBF Radial Basis Function

SIG Sigmoid

ERBF Exponential Radial Basis
Function
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general, this SVM regression procedure presents better results than the SVM classi-
fication model, which also requires some multiclass mechanisms like one-to-one or
one-against-all. Moreover, it is also necessary to mention that while a unique MLP is
trained to produce an estimated record, SVMs and other machine learning algorithms
require one model for each variable in the record to be estimated.

3.3 Other Classifiers Used to Evaluate Predicted Data Sets

A desirable characteristic for data imputation process and DEI method is to improve
the accuracy of classification results. In most of the analyzed literature on these
processes, scholars point out the convenience of editing and imputing values with
different algorithms, particularly for classification tasks. Some works as García-
Laencina et al. [18] evaluate the methods performance with classification algorithms
fitting in the predicted data set. Likewise, in the present work the predicted data sets
were analyzed with different classifiers to evaluate the influence of the predicted
values in classification tasks. A classification problem is defined for each one of the
data sets analyzed in this study. The number Cl of classes is shown in Table 4.

Three well-known classifiers, and different from used to impute, were selected
as a set of popular representative classifiers in the data mining community: Naïve
Bayes, K-Nearest Neighbour (k-NN from now onwards) and C4.5 Decision Tree.
These models are available in the WEKA System [62] used in the present study.
Table 3 contains the parameters configuration for each algorithm (k = 1 for k-NN
was the result of 10-fold cross validation in all the experiments). The parameter
values were chosen according to ad-hoc experiments.

A brief description of the classification methods is as follows:

Naïve Bayes The Naïve Bayes Classifier is a simple probabilistic classifier
based on applying Bayes’ theorem supposing the independence of the vari-
ables and considering a simple form for the density or probability function for
each component. Despite its simplicity and unrealistic assumption, the naïve
bayes classifier is surprisingly effective in practice, often competing with more
sophisticated classification methods.
The naïve bayes classification method uses all attributes and allows them to
make contributions to the decision, equally important and independent from
one another given the class [40]. Training is very easy and fast, involving the
estimation of the probability function of each categorical variable and com-
puting the posterior probability in the independence scenario. This posterior
probability function is used on test records.

k-Nearest Neighbour k-Nearest Neighbours is a simple algorithm that predicts
a target variable from all available cases. Given a record R to be classified, this
algorithm identifies its k-nearest cases in the training data set, andR is assigned
to the class most common among these k-nearest neighbours. The two main
decisions governing the algorithm are the distance measure between records
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Table 3 Parameters used by the classification methods

Method Acronym Parameters

Naive-Bayes NB –

k-Nearest Neighbour k-NN k = 1

Distance function = Euclidean

C4.5 C4.5 Prune = true

Confidence threshold = 0.05

Instances per leaf = 5

and the value of k. The euclidean distance between the variables was used,
previously codified with auxiliary 0-1 variables. Regarding the parameter k, the
range of integer values 1 to 15 was explored through a 10-fold cross-validation
mechanism, but k = 1 was selected in all data files.

C4.5 Decision tree learning is one of the most widely used methods applied
to classification problems. These methods are robust to noisy data. A decision
tree is a set of logical ”if-then” rules which drive each case to a final class
assignation (in classification problems). These rules can easily be plotted in
order to aid to the understanding of the model. Among the different existing
proposals, C4.5 algorithm [46] was selected: the tree is ”grown” by binary
recursive partitioning, choosing splits from the set of predictor variables. At
each node of the tree, C4.5 chooses the attribute of the data with the highest
normalized information gain to make a new split, and the process is repeated.
J48 was used, an open source Java implementation of the C4.5 algorithm in
the Weka data mining tool.

4 Data in Experiments

This section shows a description of the data sets used in this study and the perturbation
procedure applied on these data sets to perform the experiments.

The processes deal with a data set S, resulting from a data collection process,
where S is a nxp matrix, being p the variable measured for each of the n records.
However, it is assumed that certain S cells have been missed during the data collecting
process and a certain number of erroneously recorded values may be present; thus a
procedure to identify the true data matrix T , with all the values completely recorded,
would be useful. In this way, a data imputation model and a DEI tool is defined
by a set of rules and procedures aimed at obtaining an approximation T∗ to T ,
working on the available data set S. T∗ is supposed to be a corrected and improved
version of S, but the desired matrix T is not guaranteed to be achieved. In traditional
DEI models, the construction and management of edits usually involves subject-
matter experts, making the DEI process non-automatic, slow and time-consuming.
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An alternative is to reduce the set of records to be reviewed by the experts. For
example, a habitual DEI procedure can be run on a subset S1 of S, obtaining an
estimated version T∗1. Taking as inputs the records of S1 and defining the records
in T∗1 as targets, a supervised machine learning model can be trained. The resulting
model can be applied to S2 = S\S1, providing a correction T∗2.

A similar scenario would be defined by the availability of an assumed correct data
set T . So, a randomly perturbed version S is generated and a supervised ML model is
trained working with the pairs in (S, T ). In this case, the resulting model is useful to
estimate new records for the data set, for instance when new survey questionnaires
are received or when a panel study advances to the next time period. So, in this work,
the data set T was assumed to be complete and correct, setting artificially the missing
or erroneous values.

4.1 Description of the Data

Table 4 presents a brief description of the data sets used in this evaluation. These
data sets were extracted from the UCI-Repository [17]. They cover different fields
as social surveys, business or medicine and include different types of variables:
quantitative, ordinal categorical, nominal categorical and dichotomous variables.

Table 4 Data sets used in the experiments

Name n Cl pt pq pc

Glass 214 5 9 9 0

Iris 150 3 4 4 0

Pima 768 2 8 8 0

Yeast 1484 10 9 9 0

Abalone 4177 29 10 7 1

Cleveland 303 5 25 6 7

Contraceptive 1473 3 24 2 7

Flag 194 8 77 10 18

Heart 270 2 25 6 7

Zoo 101 7 31 1 15

Breast 683 2 89 0 9

Hayes-Roth 132 3 15 0 4

Lung-cancer 32 3 155 0 56

Lymphography 148 4 60 0 18

Mushroom 8124 2 93 0 21

Solar 1389 3 16 0 7

Soybean 47 4 95 0 35
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Table 4 contains the following columns for each database. Name: name of the data
set; n: number of records; Cl: number of classes for the classification problem; pt :
total number of inputs and outputs for the machine learning models once the binary
variables are coded; pq: number of quantitative variables; pc: number of categorical
variables; so, p = pq + pc.

The first group corresponds to databases with qualitative and quantitative vari-
ables, the second group represents databases with only quantitative variables and the
third group of databases contains only categorical variables.

ANN training requires several data preparation tasks [5, 50], and the same con-
siderations for ANN are also applied to SVMs [25]. In this way, a variable that
have the same value in all records is not informative, and hence it was ignored. The
quantitative variables were normalized, computing for the quantitative variable Xi

the following value for the record j:

§ij = xij − xi,min
xi,max − xi,min

And, as mentioned in Sect. 3.1, this work follows a mechanism based on binary
variables to code categorical variables, where given a qualitative variableXj and being
classes = {c1, . . . , ck} the finite set of possible values that can take, Xj is codified
with k binary variables 0-1, E1, . . . ,Ek , such that the ith variable takes the value 1 if
the variable value Xj is equal to the ith category and 0 otherwise, with i = 1, . . . , k:

Ei =
{

1 if Xj = ci
0 otherwise

.

4.2 Perturbation Procedure

A perturbation experiment over the data sets in Table 4 was performed. The idea of
generating errors in correct data sets to evaluate data imputation methods and DEI
techniques was already presented in other works such as the study by Fessant and
Midenet [16].

Each available data set T in Table 4 was assumed to be complete and correct,
setting artificially erroneous values in each one. Random errors of value change
and non-response were introduced, obtaining a perturbed version Td . So for each
original variable Xj, a perturbed variable Xd

j was defined, considering 0.05 as the
error probability. This error rate could be considered high, as in the case of a data
set with 10 variables, approximately the 40% of the perturbed data records would be
incorrect. Thus, the number of inconsistent values and number of missing values in
a record was restricted to not more than half of the variables, whereas the number of
records that may have errors is not limited. Using a realistic probability of missing
value was tried. Thus, several data sets obtained from surveys were analyzed and
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the majority of missing value rates was not greater than 5%. Nonetheless, some
preliminary studies with 1, 5 and 10% did not reveal differences between the models.

Since the quantitative variables were normalized, all variables values ranged from
0 to 1, therefore the non-response was reflected by assigning the value −1 to the
disturbed variable:

P[Yd = −1] = 0.05 ∧ P[Yd = Y ] = 0.95 (3)

For a qualitative variableXj, the non-response was reflected by assigning the value
0 to all the dummy variables used in the coding, making 0 the value of that variable.

For the non-monotone pattern, any variable in any observation was randomly set
to missing value. For the monotone pattern, a set of randomly generated variables
and records are set to missing value as it is more deeply described in Sect. 5.1. In
particular, the missing value mechanism was assumed to be missing completely at
random (MCAR).

In the DEI process, for a categorical variable Xj with K categories c1, c2, . . . , ck ,
its associated perturbed variable was defined as follows:

Xd
j =

{ p
U ∼ DU(c1, c2, . . . , cK − Xj) 0.05
Xj 0.95

(4)

DU denotes the discrete uniform distribution.

5 Dealing with Missing Data

In this section, the different mechanisms that generate missing values are shown
and the missing data patterns are described. Moreover, in Sect. 5.3, the three classi-
cal single imputation procedures (mean/mode imputation, regression and hot-deck),
implemented to compare the efficiency of the proposed methods, are explained and
the multiple imputation method, used in the proposed approach, is described. Ending
the section with a detailed example that shows a serie of experiments carried out with
the studied models.

5.1 Missing Data Patterns

Two types of missing data patterns are generally distinguished: monotone and non-
monotone. In monotone pattern, the lack of response is observed for the same records
and variables, as shown in Table 5, while in the non-monotone pattern, any variable
for any record can present a missing value, as represented in Table 6.
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Table 5 Monotone missing data pattern

Records Variables

X1 ... Xf Xf+1 · · · Xp

1
.
.
.

m

m + 1 ? ? ?
.
.
. ? ? ?

n ? ? ?

Table 6 Non-monotone missing data pattern

Records Variables

X1 ... Xf Xf+1 · · · Xp

1 ? ?
.
.
. ?

m ?

m + 1 ? ?
.
.
. ?

n ? ?

Table 7 illustrates the monotone missing data pattern in the experimental situation
of this study. From the set S, a p-sized variable X = (Xo,Xm) can be considered for
n records, where f variables Xo are completely observed, and p − f variables Xm are
missing in a set of m records. The set represented by the matrix Z4, the shaded cell
in Table 7, is missing, being the sets Z1, Z2 and Z3 completely observed. Hence, O
denotes the set with observed values, n − m records for the p variables, and M is
the set of p − f variables with incomplete data in m records. This pattern of missing
values suggests to fit some prediction model where Z1 provides the inputs and Z2

defines the set of outputs. Once the model has been trained, it is applied to Z3,
obtaining an imputed set Z4.

Let us denote:

X = (X1,X2, . . . ,Xp) as the nxp sample with p variables and n records
Xj = (X1j,X2j, . . . ,Xnj) j = 1, 2, . . . , p as the variable values jth for all the

records
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Table 7 Monotone missing
data pattern in an
experimental situation

Records Variables

Xo (f variables) Xm (p − f variables) Sets

n − m Z1 Z2 O

m Z3 Z4 M

Xi = (Xi1,Xi2, . . . ,Xip) j = 1, 2, . . . , n as the record values ith for all the
variables

xij as the value of the variable j for the record i
Xo
j as the set of records with observed values for the variable jth

Xm
j as the set of records with missing values for the variable jth

Xo
i as the variable values of the set Xo for the record ith

Xm
i as the variable values of the set Xm for the record ith.

5.2 Missing Data Mechanisms

Missing data can arise by different mechanisms. Little and Rubin [35] and Rubin
[48] define three types of missing data mechanisms:

• MCAR (missing completely at random). The probability that the value of a variable
Xj is observed or missing for any individual does not depend on any variable:

P[Xj = mis | X1 . . .Xp] = P[Xj = mis]

• MAR (missing at random). The probability that the value of a attribute Xj is
observed for any record does not depend on the variable itself, but depends on the
value of the other variables:

P[Xj = mis | X1 . . .Xp] =
= P[Xj = mis | X1 . . .Xj−1Xj+1 . . .Xp]

• NMAR (not missing at random). The probability that the value of a feature Xj is
observed for any instance depends on the value of that variable itself, being this
value unknown.

P[Xj = mis | X1 . . .Xp] =
= P[Xj = mis | Xj]

In most studies the response mechanism is not specified, so it is assumed that data
are missing completely at random (MCAR).



An Application Sample of Machine Learning Tools … 273

5.3 Data Imputation Methods Based on Statistical Analysis

A wide range of methods and tools for data imputation may be used. Little and
Rubin [35] describe extensive methods of treatment to incomplete data, many of
which are intended for continuous and normally distributed data. Some methods, for
example listwise, casewise and pairwise data deletion, try to make a maximum use
of the available information, omitting all those records that contain missing values
for some variables, depending on the population parameters to be estimated. Other
methods are suitable for computing values that replace the missing data.

Little and Rubin [35] classify the methods of handling missing data according
to their degree of complexity: listwise and pairwise data deletion and mean/mode
are inferior, regression methods are somewhat better, but not as good as hot-deck or
procedures based on multiple imputation. So, some of these methods representative
are described below: mean/mode substitution, regression imputation, hot-deck and
multiple imputation.

• Mean/mode imputation: It is a simple method where any missing value is replaced
by the mean of the observed values for that attribute if it is a quantitative variable.
So, if a variable presents several missing values for different records, all of them are
imputed with the same value. If the variable is qualitative, the incomplete values
are replaced by the mode. Since there may be variables of any type in a data set,
numerical and categorical, distinguishing between types of variables is necessary.
As aforementioned in Sect. 5.1, Xo

j denotes the set of records with values observed
for the attribute j and Xm

j the set of records with missing values for the variable j,
with j = 1, . . . , p. The set of estimated values is denoted by X̂m

j .
Therefore, if the variable is quantitative, missing values for that variable are
imputed with the mean of observed value:

X̂m
j = E[X0

j ]

On the contrary, if the variable is qualitative, missing attributes for that variable are
imputed with the category that have the most of individuals with observed values,
this is, with the mode:

X̂m
j = X

0
j

• Regression models: A regression model is fitted to predict missing values for a
variable from the predictors. The fitted model provides a prediction for the initial
incomplete values of the variable. The process is repeated for each variable with
missing data.
Three multiple regression procedures are described: Multiple Linear Regression
for quantitative variables, Logistic Regression when the dependent variable is
dichotomous, and Multinomial Logistic Regression used to handle categorical
variables with more than two categories.



274 E.-L. Silva-Ramírez et al.

Multiple Linear Regression. For a dependent variable or response Xj with miss-
ing values, a population model Xj = β0 + β1X1 + β2X2 + · · · + βf Xf + ε is
assumed using records with observed data for the variable Xj and the indepen-
dent or predictor variables X1,X2, . . . ,Xf , being f > 1. ε denotes a random
disturbance or error representing the absence of an exact relationship and being
β0, β1, . . . , βf unknown coefficients or parameters that define the regression
hyperplane β0 + β1X1 + β2X2 + · · · + βf Xf .
If a qualitative variable involves c categories, c − 1 dichotomous variables are
added to the model:

dj1

{
0 if j /∈ category 1
1 if j ∈ category 1

dj2

{
0 if j /∈ category 2
1 if j ∈ category 2

...

dj,c−1

{
0 if j /∈ category c − 1
1 if j ∈ category c − 1

The category c is the base category. None of the variables for this category is
defined, but all observations having value 0 for the other c − 1 variables. For
example, if Xf is qualitative and X1 . . .Xf−1 are quantitative, the multiple linear
regression model would be:

xij = β0 + β1xi1 + β2xi2 + · · · + βf−1xi,f−1 + α1di1+
+α2di2 + · · · + αc−1di,c−1 + εi

Logistic Regression. This method is applied when the dependent variable Xj is
dichotomous, being a Bernoulli random variable whose probability parameter
(its mean) is given by a function μ(Xi), the mean and variance of Xj depend
on the value of the predictors vector. E[Xj|X = Xi] = μ(Xi),V [Xj|X = Xi] =
μ(Xi)[1 − μ(Xi)].
The logistic function is one of the most used models to express this relationship:

μ(Xi, β) = P[Xj = 1|Xi] = eβ0+β1xi1+···+βpxif

1+eβ0+β1xi1+···+βpxif
.

Multinomial Logistic Regression. This method is used when the dependent vari-
able Xj is a categorical variable with more than two categories, being a gen-
eralization or extension of the previous one. Assuming Xj ≡ 1, . . . ,C, the
log odds ratio between categories c and C (base category) is defined as
θ(c|Xi) = log P[Xj=c|Xi]

P[Xj=C|Xi] , c = 1, . . . ,C. This model assumes θ(c|Xi) = βc0 +
βc1xi1 + · · · + βcf xif . Thus, P[Xj = c|Xi] = eθ(c|Xi )

eθ(1|Xi )+···+θ(C|Xi ) .

• Hot-deck: This method performs the missing values estimations on the incomplete
records from values of similar complete records belonging to the same data set.
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Andridge and Little [1] found that no consensus exists as to the best way to apply
the hot deck and obtain inferences from the completed data set. They review
different forms of the hot deck and existing research on its statistical properties.
The hot deck method does not rely on model fitting for the variable to be imputed,
being thus potentially less sensitive to model misspecification than an imputation
method based on a parametric model, such as regression imputation.
Hot deck imputation replace missing values of one or more variables for a record,
non-respondent or recipient, with observed values from other record, respondent
or donor, similar to the non-respondent with respect to features observed by both
cases. Different ways in which donors can be identified exist. One of them is
the nearest neighbour based on some distance metric: Euclidean, Mahalanobis,
Manhattan, Chebyshev, etc.
In this study, records containing mixed data types are considered, usual situation
in any data set. Thus a good alternative is to use the nearest neighbours technique
1-NN with Gower’s general similarity coefficient [22] that allows to measure the
proximity between records containing data types qualitative and quantitative.
The potential donor records are found in the complete records, choosing the most
similar record to the case with missing values. The proximity between donor
records and the receptor records is calculated by Gower’s general similarity coef-
ficient. Therefore, Hot-deck imputation method allows to estimate the missing
value xij from the value of the variable Xj of the complete record set, which makes
maximum Gower’s general similarity coefficient G:

x̂ij = xtj|G(Xi,Xt) = maxG(Xi,Xγ )
Xγ ∈Xo

j

For the sample with n records and p variables, Gower’s general similarity coeffi-
cient sij is defined as:

sij =
∑p

k=1 wijksijk∑p
k=1 wijk

representing by wijk the number of variables which have observed values for both
records:

wijk =
{

1 if Xk is knowed in i, j
0 otherwise

and sijk is the contribution provided by the kth variable, distinguishing between
different data types. For continuous and ordinal variables:

sijk = 1 − |xik − sjk|
rk

denoting rk the range of values for the kth variable and xik the value of the record
i for the variable k. For nominal variables, if both records i and j present the same
category for the variable k, the value sijk is equal to 1 and 0 otherwise:
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sijk =
{

1 if xik = xjk
0 if xik �= xjk

• Multiple imputation: A vector of MI > 1 imputed values for each incomplete
data is generated with multiple imputation method. These estimated values are
alternative values to complete the missing data. From the imputation vectors, MI

sets of complete data are obtained. According to Rubin [49], the first element of
its imputation vector replaces each incomplete value, generating the first complete
data set. Then, the second complete data set is generated replacing each incomplete
data by the second element of its imputation vector, and so on. Each obtained
complete data set is analyzed with the some statistical method used for complete
data and then the results of such individual analysis are suitably combined.
These MI different values can be generated in different ways [35, 49]. Following
the publication of these works, this imputation method has been studied in sev-
eral articles. Various proposals are suggested, such as carrying out the multiple
imputation by classification trees [45, 58]. One common method of missing value
imputation for some record R is to use the k-nearest neighbours algorithm. So, the
k most similar completely observed records to the incomplete record R are identi-
fied according to a similarity measure. Each missing value in R can be estimated
from k possible values, and a final imputation is obtained applying some aggrega-
tion criterion, for example: the average, the median or the mode. In this approach,
the use of a model, MIMLP model, to estimate these MI values is proposed, in
which the Multilayer Perceptron and k-nearest neighbours are combined. The built
MIMLP-based model is a user-friendly and flexible method. This model is also
free from assumptions on distributions and allows the process automation, being
possible to calculate the variability introduced in the imputation process.

5.4 Detailed Example of Data Imputation Using ML
Techniques for Non-monotone and Monotone Pattern

With so many methods in use, we set out to compare a subset of these methods
using both real and artificial data set. For non-monotone pattern, automated single
imputation approaches MLP-based and SVM-based were developed and compared
with three classical single imputation procedures: mean/mode imputation, regression
and hot-deck. For monotone patterns, a multiple imputation approach based on the
combination of multilayer perceptron and k-nearest neighbours was developed and
the three classical single imputation procedures were also considered.

The results, considering different performance measures, are shown in Sect. 5.4.3.
These results demonstrate that, in comparison with traditional tools, the models pro-
posed improve the automation level and data quality offering a satisfactory perfor-
mance.
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5.4.1 Empirical Experiments

• Data imputation for non-monotone pattern

An appropriate procedure to estimate the performance of the proposed procedure,
for data imputation following non-monotone pattern and DEI process, was needed.
Therefore, each correct data set T and its associated perturbed version Td were
randomly split into two separate files, a training subset (70%) and a test (30%)
subset. Thus, two files, T 1 and T 2, were obtained with associated perturbed sets,
Td1 and Td2, respectively. The rows of Td1 defined the inputs to the MLP and SVM,
while the rows of T 1 were the target records. This partitioning was randomly carried
out 10 times to take into account the existent inherent variability in the random split.

As explained below, M = 357 different parameter configurations for the MLP
and M = 575 models for the SVM were considered, so a 10-fold validation pro-
cedure was followed to select the best configuration. The rows of Td2 were fed to
the fit MLP and SVM and the output records of the MLP and SVM -contained in
T∗2- were compared with the true records contained in T 2. To avoid the dependence
of the results on the performance of a single DEI or imputation process, 15 different
perturbed data sets were generated for each database, repeating the DEI or imputation
process for each of them. Thus, 15 × 10 trials were carried out on the data. Figure 1a
displays the whole procedure for a fixed data set T.

The term “predicted data set” will be used to denote a data set resulting from
a imputation or DEI process based on this ML approach. Similarly, the term

(a) Non-monotone pattern (b) Monotone pattern

Fig. 1 Strategies used in the process of imputation for each data set T
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“estimated” will denote a value or record obtained from the same ML-based impu-
tation or DEI process.

It is well known that a proper configuration of the MLP and SVM parameters is
necessary in any application. Moreover, the performance of both models is strongly
dependent on their main characteristics. Following these concerns, a wide study with
a great number of MLP and SVM configurations was designed. The analysis of the
results obtained provided some insights into the influence of the particular parameters
on the resulting performance.

Working with MLP involves several decisions to consider such as the learning
algorithm, the random initialization of the MLP weights, the number of hidden
units or the number of iterations (epochs) of the learning algorithm. Thus, different
alternatives were considered, as discussed below.

For each of the 15 perturbed data sets generated, according to the process described
in Sect. 4.2, the training algorithm was run 5 times from 5 random initial weight vec-
tors to minimize the associated uncertainty, selecting the network with the minimum
mean squared error (MSE). This is due to the fact that the initial random configuration
of weights led to very different solutions.

Given the great number of configurations in this empirical study, an initial training
to define appropriate ranges of values for the hidden layer size and the number of
epochs was performed. The results of this preliminary phase helped us to refine the
search set. All databases provided similar results. A first fact observed in this study
was that the use of more than 15 hidden nodes produced a clear increase of mean
squared error. Thus, three hidden layer sizes (5, 10 and 15) were evaluated. Similar
performances were obtained with a number of epochs in the range (300, 3000),
increasing the execution time. Consequently, the following ranges for the number
training epochs were defined as follows: from 5 to 30 with an increase of 5, and from
50 to 300 with an increase of 25.

The total number of weights for each MLP architecture was (2pt + 1)H + pt . For
example, for the Contraceptive database with 7 qualitative attributes and 2 quanti-
tative, pt = 24 when the categorical variables were codified with binary variables,
considering H = 15, the ANN model comprised 759 weights.

For each perturbed data set 7 × 3 × 17 = 357 different MLP parameter config-
urations were generated. 10 values of the GCD criterion (explained in Sect. 5.4.2)
were available for each of these configurations, computing their mean value. There-
upon, assuming 15 perturbed data sets, 10-fold validation splits, 7 learning algo-
rithms, 3 sizes of hidden layers, 17 values for the epochs and 5 different initial
weights, the total number of different MLP architectures studied for each database
was 15 × 10 × 7 × 3 × 17 × 5 = 267.750. Figure 2a shows the schema that explains
the whole of tests performed.

For every perturbed data set, a grid search for the SVM parameters was also
conducted and the seven different kernel function types were used. The first four
functions are the most used ones, according to the description of the software LIB-
SVM [6]. Furthermore, some of these functions require additional parameters that
must be also fit to obtain the lowest potential error.



An Application Sample of Machine Learning Tools … 279

(a) Non-monotone pattern (b) Monotone pattern

Fig. 2 Schema of the tests performed in model MLP

Linear, Splines and ANOVA Splines kernels need to choose two parameters for
the algorithm. ε (the width of ”tube”) was searched in a reasonable range of values,
from 0.02 to 0.82 with an increase of 0.2 and C varied from 2−5 to 23, following a
geometric progression with common ratio 22. However, for the rest of kernels (i.e.
Polynomial, RBF, Sigmoid and ERBF) three parameters are necessary: ε, C and
σ . The first two varied in the same way previously described; as regards the third
parameter (the kernel parameter) the search was performed in the range [ d4 , d], where
d is the number of input variables. The performance generalization for all possible
combinations of two parameters was evaluated. Thus, these ranges were selected
according to ad-hoc experiments, choosing the best values for the kernel parameters.

With regard to the support vector coefficients and kernel parameters, a high num-
ber of combinations was also considered. For kernels with three parameters, the total
number of different SVM architectures for each data set was 15 × 10 × 4 × 5 × 5 × 5
= 75.000, that is, 15 perturbed data sets, 10-fold validation splits, 4 kernels, 5 values
for ε, 5 values for C and 5 for σ . For kernels with two parameters, the total number
of different architectures for each data set was 15 × 10 × 3 × 5 × 5 = 11.250, that
is, 15 perturbed data sets, 10-fold validation splits, 3 kernels, 5 values for ε and 5
values for C. The total sum was 86.250 architectures.

In this way, for each perturbed data set M = 4 × 5 × 5 × 5 + 3 × 5 × 5 = 575
different models were generated. For each of these models, 10 values of the GCD cri-
terion (discussed in Sect. 5.4.2) were available, computing their mean value. Figure 3
shows the schema that explain the whole of tests performed by the kernel.

Both imputation and DEI process, in its entirety, were performed for two error
probabilities: 0.05 and 0.08. An evaluation of the results obtained about performance
variation with these two levels of the noise were carried out, but no major differences.
Since the results are similar for both, in the experiments presented here has only
considered as error probability of 0.05.

• Data imputation for monotone pattern

The process for the data imputation experiments following a monotone pattern
is shown in Fig. 1b. Each data set T , assumed correct, was split into training set
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(a) Kernels with three parameters (b) Kernels with two parameters

Fig. 3 Schema of the tests performed in model SVM by the kernel

and test set, 70% and 30% respectively, obtaining the files T 1 and T 2. A 30% of
variables, p − f variables in Table 7, were randomly selected obtaining Xm, being
Tm2 the perturbed version from T 2 by setting all the values of all the variables in Xm

to missing values. Representing by Xo the f remaining variables not included in Xm,
as described above. An imputation model to predict Xm from Xo could be fitted on
T 1. The rows of Tm2 are fed to the fitted model and the output records of the model,
contained in T∗2, were compared with the true records contained in T 2.

To avoid that the results obtained depended simply on the performance of a single
imputation process, this same perturbation pattern was repeated 50 times, thus 50
perturbed files were obtained for each data set, repeating the imputation process for
each one of them, that is, the five imputation methods were applied on each one of
the 50 perturbed data sets. Figure 2b displays the whole procedure for a fixed data
set T .

For monotone patterns the total number of different MLP architectures which
have been studied for each database is: 50 × 10 × 7 × 3 × 17 × 5 = 892.500, that
is, 50 perturbed data sets, 10 fold validation splits, 7 training algorithms, 3 sizes
of hidden layers, 17 values for the epochs and 5 different initial weight sets. As in
the non-monotone case, M = 7 × 3 × 17 = 357 different MLP configurations were
generated. For each one of these configurations, 10 values of the GCD criterion
(explained in Sect. 5.4.2) were available through the 10-fold procedure, and their
mean value was also computed. The minimum mean GCD guides us to the selected
configuration.

In the MIMLP model was carried out a previous step in the aforementioned
process of applying the k-nearest neighbours algorithm: the training of a MLP on
the complete records O = (Z1,Z2). Thus, for a incomplete instance R in the set
M = (Z3,Z4), a completed version R’ was computed handling the perceptron. The
similarity function G now involves the whole set of variables, defined as a weighted
sum of two similarities, one was computed with the observed values, while the other
similarity was computed with the imputed values. In O set were identified the k
nearest instances to R’, obtaining k possible imputations. As described above, a
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similar work is available in Tusell [58], which can only be applied on continuous
variables. In this approach, the imputation of missing values was carried out on
quantitative and/or qualitative variables. MIMLP model has a single hidden layer with
the Levenberg–Marquart learning algorithm. Ad-hoc studies were realized to achieve
the greater MLP generalization capacity. The optimal values for these parameters and
the algorithm implemented can be consulted in Silva-Ramírez et al. [53].

As previously mentioned, this chapter aim for an example of application of meth-
ods for data imputation and DEI processes, enabling greater automation of these
processes, not test the influence of the parameters in the models. Thus, it is not
necessary to stop in more details on the study of the parameters of models.

The source code employed in this work was written by the authors in Matlab
R2012a, using Neural Network Toolbox [11] for the construction of the MLPs and
the function quadprog of the optimization package for the SVMs [7].

5.4.2 Imputation Methods Efficiency

To evaluate the models, several measures were computed depending on the variable
type.

For quantitative variables, the average of the squared linear correlation coefficient
R2, expressed as a percentage between 0 and 100%, was computed. And for each
variable, wherem values were set to non-response errors,R2 was calculate measuring
the association between the m real values and the m imputed values.

For qualitative variables other measures were adopted. As a first step, Euredit [13]
recommends a Wald-type statistic W to analyze whether a data imputation process
preserves the marginal distribution of a qualitative variable with K categories.

Under weak assumptions the large sample size distribution of W was chi-square
with K − 1 degrees of freedom, applying a statistical test for each categorical vari-
able, calculating the p-value as the right tail probability of a chi-square distribution
with K − 1 degrees of freedom computed for the observed value W .

If the hypothesis of marginal distribution preservation was accepted, a second
step was to evaluate the preservation of the true value of the categorical variable.

In the case of an ordinal categorical variable, the preservation of the true value
order was studied. For more details refer Silva-Ramírez et al. [52].

The coefficient of preservation CPR was calculated as an overall measure based on
these statistics. This coefficient was defined as the categorical variables percentage
which preserves the marginal distribution and the true value (for nominal variables)
or the true value order (for ordinal variables):

CPR = NCVN + NCVO

Pc

NCVN denotes the number of nominal qualitative variables which preserves the
marginal distribution and true value. Let NCVO be the number of ordinal categorical
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variables which preserves the marginal distribution and true value order, and Pc

represents the number of qualitative variables, Table 4.
A global criterion for the whole data imputation process GCD was computed as

the mean of R2 (when available) and CPR (when available).

5.4.3 Results

This section presents an evaluation of the obtained results, comparing the different
methods for missing data imputation on the different data sets. Aforementioned, the
results were evaluated by the numerical criteria described in previous section, as well
as by performing of the three classifiers explained in Sect. 3.3 on the imputed data
sets.

• Data imputation evaluation for non-monotone pattern

Table 8 shows the GCD values obtained by the different imputation models for
non-monotone patterns considered over 12 databases, appearing grouped by the type
of variables. In general, the values for GCD are high for all models. MLP offers
the highest GCD values in six of the eight data sets including categorical variables,
being the second option with values very similar to the preferred models, Regression
for contraceptive and Hot-deck for Soybean. The five models provide similar GCD
values in the four data sets with only quantitative variables. MLP offers the highest
values in two of these data sets, in the other two datasets, regression model shows
the best values.

The performance of several classification rules on the imputed data sets was also
analyzed. Tables 9, 10 and 11 show the results of the different classifiers for non-
monotone patterns applied to each data set, original or imputed. The results for

Table 8 Mean test GCD, non-monotone patterns

DB Mean/mode Regression Hot-deck MLP SVM

Glass 99.3 99.4 99.2 99.9 99.9

Iris 96.4 97.9 97.3 94.3 99.5

Pima 98.5 99.0 98.7 98.5 91.4

Yeast 67.8 68.6 36.1 67.7 38.0

Abalone 57.1 58.8 26.7 59.0 48.0

Contraceptive 74.9 79.8 66.2 75.7 72.0

Heart 73.9 72.4 80.0 96.7 92.2

Zoo 83.7 79.0 93.4 97.1 96.9

Breast 32.6 50.7 44.7 80.0 49.5

Mushroom 33.9 31.5 44.0 66.7 58.8

Solar 55.4 69.0 73.9 78.4 66.4

Soybean 63.3 62.0 83.2 82.2 82.1



An Application Sample of Machine Learning Tools … 283

Table 9 Mean of percentage of correctly classified instances with NB

Data set Original Mean/mode Regression Hot-deck MLP SVM

Glass 50.0 51.9 50.9 50.5 51.0 51.0

Iris 94.7 94.0 93.3 94.0 88.0 88.0

Pima 75.1 75.4 75.1 75.0 73.3 73.3

Yeast 58.2 54.9 55.8 56.1 49.2 49.7

Abalone 19.5 17.7 17.4 15.6 20.6 20.6

Contraceptive 50.7 49.2 49.3 48.9 46.0 47.8

Heart 84.8 84.1 83.0 84.1 84.4 81.5

Zoo 95.0 93.0 93.0 94.0 95.0 78.0

Breast 97.5 97.5 97.5 97.4 86.3 65.1

Mushroom 97.3 97.3 97.2 97.3 86.0 61.8

Solar 83.5 83.4 83.2 83.2 84.3 84.3

Soybean 100.0 100.0 100.0 100.0 81.0 98.0

Table 10 Mean of percentage of correctly classified instances with k-NN

Data set Original Mean/mode Regression Hot-deck MLP SVM

Glass 66.2 68.6 67.1 68.1 65.2 63.8

Iris 92.0 93.3 92.0 92.0 93.0 92.0

Pima 69.9 69.4 71.0 67.6 67.7 67.7

Yeast 52.3 49.3 49.3 47.4 50.0 50.0

Abalone 18.7 17.7 18.2 17.4 19.5 21.5

Contraceptive 43.0 43.2 43.7 43.4 50.0 53.4

Heart 77.0 75.2 75.9 76.7 76.0 76.3

Zoo 96.0 95.0 96.0 96.0 94.0 82.0

Breast 95.9 95.6 95.7 95.9 86.3 65.1

Mushroom 100.0 100.0 100.0 100.0 89.4 61.8

Solar 83.7 83.7 84.0 84.1 84.3 84.3

Soybean 100.0 100.0 100.0 100.0 77.0 96.0

original data set are only illustrative, because in practice these data would not be
available. These values of the original database were compared with the obtained
results by the classifiers on classical models-based data imputed and MLP or SVM-
based data imputed, offering an idea of how good the estimations performed by the
data imputation models are.

The values of these tables correspond to the percentage (%) of correctly classified
instances. The first column belong to the obtained results by the classifiers on original
data sets, the remaining columns show the obtained results by the classifiers on
different models-based imputed data sets: mean/mode, regression, hot-deck, MLP
and SVM.
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Table 11 Mean of percentage of correctly classified instances with C4.5

Data set Original Mean/mode Regression Hot-deck MLP SVM

Glass 64.8 72.9 73.8 73.3 63.0 62.4

Iris 94.7 94.7 94.7 94.0 94.7 94.7

Pima 72.4 75.1 76.0 75.5 74.5 75.4

Yeast 57.2 57.6 56.2 57.7 48.9 48.7

Abalone 23.8 22.4 23.1 21.6 23.4 24.0

Contraceptive 54.1 54.1 53.7 52.5 53.2 51.6

Heart 74.8 75.9 79.0 75.6 74.4 79.3

Zoo 89.0 90.0 89.0 91.0 88.0 79.0

Breast 92.8 92.6 92.2 94.1 85.3 65.1

Mushroom 100.0 100.0 100.0 100.0 88.6 61.8

Solar 84.3 84.3 84.3 84.3 84.3 84.3

Soybean 98.0 98.0 98.0 96.0 73.0 92.0

Broadly, the obtained precision with original data sets is slightly higher than
the obtained with imputed data sets. But with much accuracy, for some databases
the MLP or SVM techniques-based-imputed data sets show values higher than the
obtained with original data sets.

If we focus on the comparison of imputed data sets considering the data types, as
well as we did with the previous evaluation criteria in terms of the global criterion
GCD, the results are as follows. For databases with only quantitative variables, there
is not a clear difference between the classifiers. For databases with both variable
types, qualitative and quantitative, the highest percentages of correctly classified
cases correspond to MLP or SVM classifiers. And for databases with only qualitative,
neither there is a clear difference between models.

• Data imputation evaluation for monotone pattern

Table 12 describes the results for the different methods for missing values impu-
tation considering monotone patterns over the same databases, grouped by type of
variables too. This table shows that MLP offers the highest GDC values in seven of
the eight data sets with categorical variables, but in data sets with only quantitative
variables do not show a so clear winner. MIMLP model offer the highest GCD value
in all the data sets, competing with regression in three of them. MLP is the best
method only in the Iris data set, but in this case with the same value as MIMLP and
regression model. As occurs in the non-monotone patterns, the models provide very
similar values in database with only quantitative variables.

Therefore, it is concluded that for data sets with only quantitative variables any
of the presented models in this study produce good and similar results, while for
data sets with categorical variables the best results are clearly obtained with the
MLP-based model.
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Table 12 Mean test GCD, monotone patterns

DB Mean/mode Regression Hot-deck MLP MIMLP

Glass 98.8 99.4 99.3 99.1 99.5

Iris 98.3 99.5 99.3 99.5 99.5

Pima 99.5 99.6 99.3 99.5 99.6

Yeast 91.3 93.3 88.4 93.1 93.3

Abalone 94.8 95.2 91.3 89.1 95.3

Contraceptive 41.9 53.1 29.6 88.4 50.5

Heart 67.0 67.4 78.2 87.1 83.0

Zoo 81.4 73.1 92.2 99.2 98.0

Breast 59.4 52.4 56.2 83.8 66.8

Mushroom 50.4 54.1 57.6 69.6 67.1

Solar 92.5 84.0 90.9 93.5 93.5

Soybean 63.3 61.2 80.5 90.0 85.0

Table 13 Mean of percentage of correctly classified instances with NB

Data set Original Mean/mode Regression Hot-deck MLP MIMLP

Glass 48.5 50.0 50.9 50.9 49.5 50.0

Iris 95.3 94.0 88.7 88.7 88.7 88.0

Pima 76.3 76.6 76.2 76.2 75.4 75.5

Yeast 57.7 58.0 58.4 58.6 58.0 58.4

Abalone 20.6 20.7 20.3 20.4 20.9 20.3

Contraceptive 49.1 49.7 50.0 50.0 45.6 49.5

Heart 85.2 83.7 83.7 83.7 84.1 82.6

Zoo 95.0 95.0 94.1 94.1 96.0 96.0

Breast 97.6 97.4 97.5 97.5 97.6 97.5

Mushroom 97.4 97.3 97.5 97.3 97.4 97.4

Solar 83.5 83.3 83.0 83.0 83.1 82.9

Soybean 100.0 100.0 100.0 100.0 100.0 100.0

Tables 13, 14 and 15 reflect the results for monotone patterns obtained from per-
formance of classification rules in the predicted data sets. For each of the classi-
fiers, the values between the data sets originating from different models (original,
mean/mode, regression, hot-deck, MLP and MIMLP) are similar to each other. More-
over, the obtained success rate is also similar between the classifiers. In general, a
high percentage of missing values is estimated.

If we focus on the comparison of imputed data sets considering the data types, as
well as we did with the previous evaluation criteria in terms of the global criterion
GCD, the results are as follows. For databases with only quantitative variables, the
results in the three classifiers are very similar for all the models, offering the MLP
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Table 14 Mean of percentage of correctly classified instances with k-NN

Data set Original Mean/mode Regression Hot-deck MLP MIMLP

Glass 67.3 66.0 66.0 66.4 64.5 66.0

Iris 92.0 89.3 90.7 90.7 91.3 89.3

Pima 70.4 70.0 70.1 69.5 69.4 71.0

Yeast 51.5 50.5 51.2 50.7 52.2 52.7

Abalone 18.4 17.1 17.0 17.5 18.2 17.8

Contraceptive 43.9 43.9 45.0 43.7 51.4 44.3

Heart 78.1 65.8 60.0 50.0 76.7 68.6

Zoo 97.0 77.0 90.0 51.7 97.0 64.6

Breast 96.0 96.0 96.0 96.2 95.6 96.1

Mushroom 100.0 100.0 100.0 100.0 100.0 100.0

Solar 83.9 83.9 83.8 83.7 83.9 83.6

Soybean 100.0 70.0 60.5 60.0 100.0 54.8

Table 15 Mean of percentage of correctly classified instances with C4.5

Data set Original Mean/mode Regression Hot-deck MLP MIMLP

Glass 68.2 66.3 70.6 69.6 72.4 67.8

Iris 95.7 94.0 93.3 94.7 95.3 92.7

Pima 72.9 73.6 72.5 75.3 72.7 73.8

Yeast 59.5 59.1 58.5 58.3 58.6 57.9

Abalone 23.7 22.5 20.7 22.6 22.6 23.3

Contraceptive 51.4 52.1 50.7 50.5 54.9 51.8

Heart 77.4 79.0 78.1 78.5 78.1 72.2

Zoo 92.1 92.1 92.1 92.1 92.1 92.1

Breast 92.4 92.9 92.1 93.1 95.4 92.6

Mushroom 100.0 99.9 100.0 100.0 100.0 100.0

Solar 84.3 84.3 84.3 84.3 84.3 84.3

Soybean 97.9 97.9 97.9 97.9 97.9 97.9

or MIMLP-based imputed data sets the highest percentages. For databases with
both variable types, qualitative and quantitative, the highest percentages of correctly
classified cases correspond to MLP model. And for databases with only qualitative
the MLP model also offers the highest values for monotone patterns.

In general, the results indicate that in terms of prediction and in terms of classifi-
cation, the ML-based imputed data sets offer the best values.
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6 Dealing with Inconsistent Values

This section focuses on the dealing with inconsistent data, the identification and the
correction of the values that have been erroneously recorded in a data set. DEI process
is a task usually undertaken by data editing and imputation techniques, mostly based
on the definition of sets of logical rules to be verified by the records. In traditional
DEI models, the construction and management of edits usually involves subject-
matter experts, making the DEI process non-automatic, slow and time-consuming.
This section describes a detailed example of how machine learning tools can be used
to make more automatic the DEI process.

In Sect. 6.1 detection and correction of inconsistency is explained and Sect. 6.2
describes a detailed example of a serie of experiments carried out with the explained
models.

6.1 Detection and Correction of Inconsistencies

A traditional approach to DEI is based on the specification of a set of edits to be
satisfied by the data. Each edit is defined by a set of logical rules: a record not
satisfying all edits is inconsistent. Inconsistent records can be removed from the file,
but a better data exploitation can be achieved if an inconsistent record is converted
into a valid one [43]. De Waal’s paper [8] provided a wide introduction to data editing,
while De Waal and Coutinho [9, 10] offered an overview of editing techniques.

Fellegi and Holt [14] proposed a valuable methodological framework to identify
the minimal set of values in a record which need to be changed to satisfy all edits.
This approach also involved the generation of all rules logically implied by the
initial set of rules. However, it suffers from a number of shortcomings, as showed
in several works [4, 39]. A first shortcoming of this methodology is the difficulty
of application when a very high number of edits is defined, as the generation of
implicit edits becomes computationally unfeasible. Secondly, the imputation process
can sometimes lead to rare combinations of modified and unmodified responses
for the corrected records (implausible responses). Moreover, this procedure works
either for categorical data (where logical edits are used) or for numerical data (they
require arithmetic edits) because algorithms for generating logical implied edits differ
from the algorithms for generating arithmetic implied edits. Therefore, categorical
and numerical variables cannot be simultaneously handled using the Fellegi-Holt
approach. Another shortcoming is that theory is not worked out for all cases, for
example, for some kinds of nonlinear edits such as conditional or mixed edits. Finally,
the Fellegi-Holt approach requires the intervention of subject matter experts to define
the edits, turning them into slow tasks. According to Manzari [39], the Fellegi-Holt
error localization approach can increase the data quality when it is applied to random
errors [20] although it is not well adapted to treat systematic errors correctly [4].
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The construction and management of these rules usually involves subject matter
experts, turning the data editing procedure into a non-automatic process that may be
slow and time-consuming. This work offers a viable alternative to existing approaches
by being an independent or complementary procedure, and reducing the intervention
of subject-matter experts required by rule-based tools.

Usually error correction is realized in a two-step process. First, the erroneous
records are identified, and secondly, an imputation phase lets assign appropriate val-
ues for one or more fields in those records. We follow a more automatic schema
where both steps, error detection and imputation, are included as a unique phase in
a machine learning model, solving both subproblems simultaneously, not indepen-
dently.

This work follows a supervised learning process, where the training process is
carried out only once containing both correct and inconsistent values and different
variable types are considered. In contrast to what appears in the literature, in which
the model is trained on consistent data and the training is performed step by step for
each single variable, this approach follows a more automatic process to train MLPs
and SVMs. The records that contain errors are not discarded, performing close-to-
the-real-world experiments. Not perform the model training neither step by step for
each single variable nor on consistent data, as in other work on data imputation [26].
The results show a clear trend towards improving the quality of the perturbed data
sets, and reveal the effectiveness of machine learning approaches in the data cleaning
process.

6.2 Detailed Example

This section describes a comparison between the methods explained which were
applied to detection and correction of inconsistent values. The development of an
automated DEI approach ML-based was carried out, applying MLP and SVM meth-
ods to the inconsistent sample, using both real and artificial data set.

6.2.1 Empirical Experiments in the Presence of Inconsistent Data

This section proposes a machine learning approaches to improve the level of automa-
tion DEI process. An empirical study of the efficiency of this approach is performed,
perturbing both real and simulated data sets, and both ANNs and SVMs are trained
as machine learning techniques. Given an assumed correct data set, a randomly per-
turbed version was generated, Sect. 4.2, and a machine learning algorithm was fit on
the pairs of inputs and outputs defined by the perturbed and correct data sets. The
resulting model was applied on new records for the data set, defining an automatic
procedure of error correction. The perturbed data set was the input to the models
and the complete and correct data set was the target to be predicted by the models.
A non-estimated version and the corresponding correct data set were needed. An
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empirical test was conduced on ten public data sets using multilayer perceptron and
support vector machines, measuring its performance with several evaluation crite-
ria. One of these criteria is based on the study of the improvement of a supervised
learning algorithm when it is applied on the predicted data set. Three classification
rules were considered for this criterion.

DEI process followed the same scheme of the experiments explained in Sect. 5.4.1,
15 perturbed data sets were generated and for each one a great number of configura-
tions were studied. The same MLP and SVM configurations were tested, 10 values
of GCD criterion were available for each of these configurations, computing their
mean value. As described above, 15 perturbed data sets, 10-fold validation splits, 7
learning algorithms, 3 sizes of hidden layers, 17 values for the epochs and 5 different
initial weights were the total number of different MLP architectures studied for each
data set, Fig. 2a.

With regard to SVM, different kernel function types with different values of their
parameters were carried out for each perturbed database. 15 perturbed data sets,
10-fold validation splits, 7 kernels, 5 values for ε, 5 values for C and 5 for σ were
the total number of different architectures of each database, Fig. 3.

6.2.2 Evaluation Criteria

Several performance measures were computed to evaluate the performance of the
DEI models on the previously presented data sets. A first criterion was the percentage
of inconsistency errors that were corrected, namely COR, defined as described below.

For a given variable Xj, let xij be its correct value for the record i, xdij the perturbed
value and xeij the estimated value that is generated by the DEI model, being i =
1, . . . , n and j = 1, . . . , p.

Let nA be the number of values in the perturbed data set which are inconsistent:

A = {(i, j) : xij �= xdij}
nA = |A| (5)

and nB the number of values of A which are properly corrected by the DEI model:

B = {(i, j) ∈ A : xij = xeij}
nB = |B| (6)

COR is defined as the percentage of inconsistency errors corrected by the DEI
model:

COR = 100 · nB/nA (7)

However, the DEI process could increase the number of inconsistency errors,
so the percentage of inconsistency errors before (BEF) and after (AFT) models
application was also computed, with regard to the total number of items in the data
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set, i.e. the number of records multiplied by the number of variables. Being I(z) = 1
if z is true and 0 otherwise, the reduction of the percentage of inconsistency errors
was computed as a percentage, namely RPI:

BEF(Xj) = 1
n

∑n
i=1 I(xij �= xdij) · 100

BEF = 1
p

∑p
j=1 BEF(Xj)

(8)

AFT(Xj) = 1
n

∑n
i=1 I(xij �= xeij) · 100

AFT = 1
p

∑p
j=1 AFT(Xj)

(9)

RPI = 100 · (1 − AFT/BEF) (10)

Finally, a global criterion for the whole DEI process (GCD) was computed as the
mean of COR and RPI. For each perturbed data set, GCD was the measure used in
the 10-fold validation procedure to select the best parameter configuration of both
models, such as learning algorithm, number of hidden units and number of epochs
for MLP, and ε, C and σ for SVM.

6.2.3 Results and Discussion

This section presents an evaluation of the obtained results. Besides the numerical cri-
teria described in previous section, the performance of the three classifiers explained
in Sect. 3.3 on the predicted data sets has also been measured.

Evaluation criteria values for the DEI models Table 16 shows the mean of each
criterion for the MLP model. This value was computed over the 15 perturbations
realized over each test set, and each value in the table is the mean of the 150
numbers.

Table 16 Mean values of the criteria for the test sets in MLP model

Data set COR BEF AFT RPI GCD

Cleveland 58.6 1.4 0.6 57.8 58.2

Contraceptive 51.9 0.9 0.4 55.6 53.8

Flag 59.2 1.2 0.5 59.2 59.2

Heart 58.5 1.3 0.5 58.2 58.4

Zoo 86.1 0.8 0.1 86.6 86.3

HayesRoth 40.5 0.7 0.4 41.6 41.1

Lung-cancer 55.5 1.0 0.4 60.0 57.8

Lymphography 67.0 0.7 0.2 68.5 67.7

Solar 59.9 0.7 0.3 57.1 58.5

Soybean 69.3 0.5 0.2 70.0 69.6
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In Table 16 it can be observed that the reduction of the inconsistency errors per-
centage (RPI) ranges from 41.6% to 86.6%. The columns BEF and AFT show a
clear trend towards improving the quality of the perturbed data sets. Moreover,
a McNemar test was applied to perform a statistical comparison between the
probability of inconsistency errors before and after the application of the MLP-
based model. The mean of the significance value over the different repetitions was
computed, being for the ten data sets lower than 0.01. Therefore, a statistically
significant reduction of the number of inconsistency errors was achieved. The last
column in Table 16 shows the global criterion GCD, noticing that it is greater than
53.8% for most of the data sets, except for the HayesRoth data set.
The same data sets were also used to train the SVM model. Table 17 contains the
test mean values of the criteria. As observed in this table, the reduction of the
percentage of inconsistency errors RPI ranges from 28.6% to 87.5%. A McNe-
mar test was also applied to perform a comparison between the probability of
inconsistency errors before and after the application of the SVM-based model.
The columns BEF and AFT show a clear trend toward improving the quality of
the perturbed data sets, reducing significantly the number of inconsistency errors.
The last column of Table 17 presents the global criterion GCD, which was greater
than 50% for seven of the ten data sets; the HayesRoth data set generated the
lowest values, as occurred in the MLP model and in other works [27].
The comparison of both methods, bolding the best DEI method in Tables 16
and 17, suggests that SVM can offer similar results to MLP. Each method was
chosen twice in data sets with mixed types of data: Heart and Zoo for SVM model,
and Cleveland and Contraceptive for the MLP model, showing both models the
same result for the Flag database. Although the results are very similar, we can
establish that the SVM model excelled in two of the data sets with only qualitative
variables, Led7 and Soybean, doing likewise the MLP model in three of them.

Performance of classification rules in the predicted data sets As reported in
Sect. 5.4.1, 10 test average accuracies were computed for each predicted data

Table 17 Mean values of the criteria for the test sets in SVM model

Data set COR BEF AFT RPI GCD

Cleveland 53.4 1.3 1.2 57.7 55.6

Contraceptive 47.9 0.9 0.4 55.6 51.8

Flag 60.0 1.2 0.5 58.3 59.2

Heart 65.1 1.3 0.4 69.2 67.2

Zoo 86.1 0.8 0.1 87.5 86.8

HayesRoth 36.9 0.7 0.5 28.6 32.8

Lung-cancer 66.3 1.0 0.3 70.0 68.2

Lymphography 52.2 0.7 0.4 42.9 47.6

Solar 39.5 0.7 0.4 42.9 41.2

Soybean 77.7 0.5 0.1 80.0 78.9



292 E.-L. Silva-Ramírez et al.

set, each average resulting from the 15 perturbed versions. The comparison of the
10 pairs of measures provides some insight into the capacity of a predicted data
set to offer a classification performance similar to the one of the original data.
The study of all the classifiers for each data set, comparing the results between
the different databases, are shown in Tables 18, 19 and 20. The values correspond
to the percentage (%) of correctly classified instances. The first column shows
the obtained results by the classifiers on original data sets; the second and third
columns show the obtained values by the classifiers on MLP-based predicted and
SVM-based predicted data sets, respectively. The difference between columns
means the grade in which the editing process is able to recover errors.
The results for original databases are only useful for illustrative purposes, because
in practice these data would not be available. These results are compared with
the obtained results by the classifiers on machine learning-based predicted data.
So, an idea of how good the estimations performed by the data editing techniques
is achieved. It is observed that for each of the classifiers, the values between the
different data sets (original, MLP and SVM) are similar to each other. Moreover,
the obtained success rate is also similar between the classifiers. In general, a
high percentage of errors is corrected. The machine learning techniques-based
predicted data sets show values higher than the ones obtained with original data
sets for some databases. Even though it is true that in other databases the opposite
occurs, the obtained precision with original data sets is slightly higher than the
one obtained with predicted data sets.
To facilitate the comparisons, Table 21 reproduces the obtained results, previously
shown in Tables 18, 19 and 20.
The NB classifier offers the same results for two SVM-based and MLP-based
predicted data sets, being the best choice for eight SVM-based predicted databases.
For nine SVM-based predicted data sets, k-NN classifier is the best method with
the highest values, compared to one database for the MLP model. Finally, the C4.5
classifier is the best solution in three MLP-based edited data sets and in six for
the ones SVM edited, offering the same values than SVM in only one database.
If we focus on the comparison of DEI methods considering data types, as well as
we did with the previous evaluation criteria in terms of the global criterion GCD,
the results are as follows. In the five databases with both variable types, qualitative
and quantitative, the highest differences is found in the Zoo database. The SVM
model the best method in databases Zoo and Heart, with the same results in Flag.
But now k-NN and C4.5 offer better results for MLP in Heart, being very similar
for NB classifier. According to GCD criterion, the MLP model is the best method
in the other two databases, Cleveland and Contraceptive, which coincides with
the C4.5 classifier. But for the k-NN classifier, SVM offers the highest percentage
in both databases, being the best model in database Contraceptive for the NB
classifier and with equal results than MLP in Cleveland.

The best result in terms of prediction, in the databases with only qualitative vari-
ables, is obtained with the SVM model in Lung-cancer and Soybean. Likewise,
in terms of classification, the best results are obtained for the classifiers in the
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Table 18 Mean of percentage of correctly classified instances with NB

Data set Original MLP SVM

Cleveland 54.4 55.5 55.5

Contraceptive 49.5 45.7 50.1

Flag 46.8 31.6 42.6

Heart 85.2 83.3 83.7

Zoo 95.0 88.2 97.0

HayesRoth 80.3 53.0 79.5

Lung-cancer 55.9 33.0 48.0

Lymphography 85.3 60.7 83.0

Solar 83.5 84.3 84.3

Soybean 100.0 87.2 100.0

Table 19 Mean pf percentage of correctly classified instances with k-NN

Data set Original MLP SVM

Cleveland 55.0 50.2 52.1

Contraceptive 43.7 51.5 53.7

Flag 51.0 36.0 51.5

Heart 76.3 78.9 77.4

Zoo 96.0 83.0 98.0

HayesRoth 63.8 59.2 62.3

Led7 70.4 68.8 8.6

Lung-cancer 43.3 51.9 60.0

Lymphography 81.8 60.8 78.5

Solar 83.9 82.7 85.0

Soybean 100.0 85.0 100.0

Table 20 Mean of percentage of correctly classified instances with C4.5

Data set Original MLP SVM

Cleveland 52.5 57.9 52.9

Contraceptive 54.1 54.0 50.1

Flag 62.1 40.0 54.7

Heart 78.5 78.9 77.0

Zoo 91.0 82.0 91.0

HayesRoth 64.6 47.7 67.7

Lung-cancer 53.7 25.0 64.8

Lymphography 72.7 53.3 83.0

Solar 84.3 84.3 84.3

Soybean 98.0 77.0 98.0
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Table 21 Mean of percentage of correctly classified instances with all the classifiers

NB k-NN C4.5

MLP SVM MLP SVM MLP SVM

Cleveland 55.5 55.5 50.2 52.1 57.9 52.9

Contraceptive 45.7 50.1 51.5 53.7 54.0 50.1

Flag 31.6 42.6 36.0 51.5 40.0 54.7

Heart 83.3 83.7 78.9 77.4 78.9 77.0

Zoo 88.2 97.0 83.0 98.0 82.0 91.0

HayesRoth 53.0 79.5 59.2 62.3 47.7 67.7

Lung-cancer 33.0 48.0 51.9 60.0 25.0 64.8

Lymphography 60.7 83.0 60.8 78.5 53.3 83.0

Solar 84.3 84.3 82.7 85.0 84.3 84.3

Soybean 87.2 100.0 85.0 100.0 77.0 98.0

SVM-based predicted data sets. MLP provides the best results, in terms of pre-
diction, in HayesRoth, Lymphography and Solar databases. For all the classifiers,
the SVM model is the best option in HayesRoth and Lymphography, while SVM
and MLP show the same values for NB and C4.5 classifier in database Solar, and
SVM-based predicted data set show better results for k-NN.

In general, Tables 18, 19 and 20 agree with the results of [24] research, in which
a better prediction does not imply a better classification rule, according to one or
more measures. This fact supports the necessity of considering a wide set of criteria
to measure the quality of DEI techniques.

7 Conclusions

A data editing and imputation methodology based on machine learning models was
proposed in this study. The method performance was empirically assessed consid-
ering multilayer perceptron and support vector machines for data editing, and for
data imputation was used multilayer perceptron and a multiple imputation technique
combining multilayer perceptron with k−nearest neighbours. These techniques were
proved especially effective, improving data quality, as alternative automatic proce-
dures to the other methods, for example imputation classical models or Fellegi-
Holt-based methods. Overall, this study was remarkably productive achieving the
proposed objectives: filling missing values, correcting inconsistency errors, using
categorical and numerical variables simultaneously, reducing the intervention of the
subject-matter experts, studying the influence of the parameters with a consider-
able number of architectures and parameter configurations, and comparing different
models, solving the two steps of error detection and imputation, training machine
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learning models only once with both correct and inconsistent values, no discarding
records with errors in inputs.

Several data sets were exposed to a perturbation experiment, and an extensive
range of parameter configurations for the machine learning models was explored.
Several measures were computed to evaluate the performance of the data editing
and imputation models. Machine learning models offer a good enhancement in this
more automatic data editing and imputation process. These machine learning models
present similar results for the evaluation criteria described, although the main advan-
tage of MLP is that only one model is needed for each data set to be predicted, while
SVM requires a model for each variable. Regarding the MLP architecture, simpler
MLPs were preferred with a reduced number of hidden units and a small number of
training epochs; no learning algorithm can be recommended for network training,
although a quasi-newton procedure has little prevalence.

The analyzed data sets could be used to build classification rules. Therefore, it
was also measured whether predicted data sets could be used to derive classification
models with a similar performance to the one in the original and correct data set.
This comparison evidences that the machine learning models show a clear trend to
maintain the performance of the classifiers, providing a clear advantage over the
MLP model.

Both models make few assumptions about data, are flexible and resilient to noise,
although a careful exercise of parameter configurations has to be appropriately fol-
lowed.

Future works include hybrid models, trying to focus all efforts on the imputation
phase, both single and multiple imputation. Another future research topic would be
the treatment of missing values in databases varying in time, for examples panel
surveys or econometric time series.
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Multimodal Transport Network Problem:
Classical and Innovative Approaches

Juliana Verga, Ricardo C. Silva and Akebo Yamakami

Abstract This work shows a review about the multimodal transport network
problem. This kind of problem has been studied for several researchers who look for
solutions to the large numbers of problems relating on the transport systems like:
traffic jam, pollution, delays, among others. In this work are presented a standard
mathematical formulation for this problem and some other variations, which make
the problem more complex and harder to be solved. There are many approaches to
solve it that are found in the literature and they are divided according to classical
methods and soft computing methodologies, which combine approximate reasoning
as fuzzy logic and functional as metaheuristics and neural networks. Each approach
has its advantages and disadvantages that are also shown. A novel approach to solve
the multimodal transport network problem in fuzzy environment is developed and
this approach is also applied in a theoretical problem to illustrate its effectiveness.

Keywords Decision support system · Fuzzymathematical optimization · Soft com-
puting · Transport system · Fuzzy logic

1 Introduction

Although many policies in metropolitan areas have been created to improve the
quality of life of their citizens, they have not kept up with the population growth of
these areas yet. The quality of life is an index created to measure the life conditions
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of a human being, which encompass welfare, social relationships, health, education,
purchasing power, housing, sanitation, transport, amongothers.Nowadays the people
try to get a job near from their houses because they do not want to spend a lot of
time in the traffic. However, this situation is not usual and many times people need to
take more than one transport mode, which belongs to a transport network that can be
described as transport by land, maritime and air transports. These transport modes
can be used to shop among other things.When a transport network have manymodes
it is defined as a multimodal transport network.

There are many works in the literature that deal with the multimodal transport
network problems and related ones. Some formulations and methods are proposed
to solve this kind of problem, which has become a challenge to the administrative
agencies that control the traffic in the cities. Not only has the population growth
helped to worsen the conditions of the public transport, which do not have sufficient
vehicles to serve the citizens, but the amount of private vehicles become the flow
on the streets and roads more complicated and stressful. For this reason, finding
a solution to multimodal and monomodal transport networks problems and related
ones is so important and necessary in order to improve the growth planning of the
cities. This growth has to allow awelfare for the people that use both public transports
and private vehicles.

Therefore, the main objective of this paper is to show some approaches used to
solve the multimodal transport network problem which are found in the literature.
There are many other works solving this problem and its variations, however, the
selected papers use different formulations andmethodologies (e.g. classicalmethods,
methaheuristics, fuzzy methods and hybrid methods) to solve this problem. Another
objective is to develop an approach that solves the multimodal transport network
problem with uncertain parameters.

This paper is organized as follows: Sect. 2 shows the standard mathematical for-
mulation of the multimodal transport network problem and others variations, which
have different constraints that turn this problem more realistic and complex to solve
it. Section3 shows three different type of methods to solve this kind of problem:
classical methods, metaheuristics, and fuzzy methods. Section5 presents a novel
approach which combine graph formulation, metaheuristic and fuzzy set theory. To
clarify the above development, a theoretical numerical example is solved in Sect. 6.
Finally, conclusions are presented in Sect. 7.

2 Formulation of the Problem

Urban transport systems can be formulated mathematically by complex topology
and constraints. For this reason, there are many formulations that are harder to be
modeled [36].

Up against various ways of modeling the transport systems, we can use a basic
formulation based on a network, where each network is related to a transport mode
and these networks are connected together to modal transfers. This system can be
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viewed as a multimodal graph, in which some node represents the places where the
consumer chooses between continuing in the current mode or change the mode. Each
edge represents a connection between nodes and they can be distinguished in two
types: transport or transfer. The transport edges link two nodes in the same mode
while the transfer edges link one mode to another.

Following this section a basic formulation for this problem is presented. Some
others factors can be included in this basic formulation which transform it into a
formulation further difficult to solve.

2.1 Standard Formulation

LetG = (N , E,M) be a graph representing themultimodal transport network,where
N is the set of the nodes, E is the set of edges, and M is the set of the transport modes
considered. The multimodal transport problem can be formulated mathematically as
a linear programming problem as follows:

min z =
M∑

m=1

∑

(i, j)∈E
cmi j x

m
i j

s.t

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∑

j :(i, j)∈E
xmi j −

∑

j :( j,i)∈E
xmji = bmi ,∀i ∈ N , ∀m = 1, . . . ,M

M∑

m=1

xmi j ≤ ui j , ∀(i, j) ∈ E

xmi j ≥ 0, ∀(i, j) ∈ E, m = 1, . . . ,M.

(1)

where

• cmi j is the cost of the edge (i, j) in the mode m;
• ui j is the capacity of the edge (i, j);
• xmi j is the flow of the edge (i, j) in the mode m;

Amodelingoften found in the literature is:G canbe considered as the unionof sub-
graphs, representing the transport modes considered. For example, if
M = {car, bus, metro} then G = (N , E) is such that G = Gcar ∪ Gbus ∪ Gmetro,
where Gcar = (Ncar , Ecar ) is the private network, Gbus = (Nbus, Ebus) is the bus
network and Gmetro = (Nmetro, Emetro) is the metro network. Noting that we can
have transfer between modes, then E = Ecar ∪ Ebus ∪ Emetro ∪ T , where T repre-
sents the modal transfers.

The cost of each edge is constant in Formulation (1), but the situation of it can also
be considered depending on its flow. In this case, the costs are modeled by functions
that represent the travel time and there are many works in the literature which deal
with this case as follows.
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min z =
∑

w∈W

∑

(i, j)∈E
ti j (xi j )x

w
i j

s.t

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∑

j :(i, j)∈E
xwi j −

∑

j :( j,i)∈E
xwj i = bwi ,∀i ∈ N , ∀w ∈ W

∑

w∈W
xwi j ≤ ui j , ∀(i, j) ∈ E

xwi j ≥ 0, ∀(i, j) ∈ E, w ∈ W.

(2)

where:

• W is the set of containing all the origin/destination pairs;
• w is a origin/destination pair (O-D);
• xwi j is the flow of passengers in the edge (i, j) of the pair w;
• ti j (xi j ) is the travel time in the edge (i, j) depending on the flow (xi j ) in the edge;
• ui j is the capacity of the edge (i, j).

According to the travel time function chosen, the formulation above can be non-
linear programming problem.

In traffic flow, there are many ways to model travel time as a function. The first
travel time function was proposed in 1964 by Bureau of Public Roads (BPR) in the
USA. Nowadays, this function is still used to design the transport network [60]. The
function BPR is given by:

t = t0

[
1 + ρ

( x
c

)λ
]

(3)

where

• t is the travel time;
• t0 is the free flow travel time;
• c is the capacity of the edge;
• x is the flow of the edge;
• ρ and λ are the parameters of the model (normally ρ = 0.15, λ = 4).

According to [60], there are a wide variety of the values to the parameters ρ and λ.
Other function used to estimate the travel time was proposed by [18] and it is

given by:

t = t0

[
1 +

(
JD y

1 − y

)]
= t0

[
1

(
JDx

c − x

)]
(4)

where

• t is the travel time;
• t0 is the free flow travel time;
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• JD is a delay parameter that represents the features of the road and the environ-
mental conditions;

• y = x
c , where x is the flow in the edge and c is the capacity of the edge;

The Davidson’s function has a disadvantage when we compute the term y because
the travel time function can be infinity if the flow is similar to the capacity. For this
reason, a modification in the Davidson’s function was proposed by [3] as follows

t = t0

(
1 + 0.25r f

[
z +

(
z2 + 8JD

x

r f

)0.5
])

(5)

where

• r f = T
t0
is ratio of flow (analysis) period to the free flow travel time (T and t0 must

be in the same units);
• JD is a delay parameter that represents the features of the road and the environ-
mental conditions;

• z = x − 1;
• x = q

Q is the degree of saturation;
• q is the demand (arrival) flow rate (in veh/h);
• Q is the capacity (in veh/h).

It is easy to see that Function (5) does not have the same disadvantage than the
originalDavidson’s function but thismodification become itmore complex. In [3, 22]
some travel time function are compared.

2.2 Formulation with Limited Modal Transfer

Some constraints can be inserted in the basic formulation described in Problem (2).
One of them is the maximum number of the modal transfers that are permitted for
the user. The modal transfers include a set of subjective factors that can vary strongly
among different users and the behavior of these users towards the modal transfers
can be unpredictable. Under the same conditions, the best path for a specific user
cannot be for the other.

In practice, the number of modal transfers that the users are willing to do during
a trip is low. In [36, 37], the maximum number of the modal transfers are chosen by
the users. Thus, the best path depends on the two criteria: cost and number of modal
transfers.

It is clear that the difficulty increases when this constraint is included in the basic
formulation of the multimodal transport problem. In this situation the problem has
two criteria that must be analyzed to reach the efficient path. Thus, this formulation
is more realistic because the users do not want ordinarily to change the mode, but
they have to change it due to the lack of other options.
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In Problem (2) this constraint can be included in as follows:

number of the modal transfers ≤ k (6)

This constraint permits that the number of the modal transfers in the path is not
greater than k, where k is defined by the users.

2.3 Formulation with Constraints Considering the Order
of the Different Modes

The constraint that considers the order of the different modes can be analyzed in the
multimodal transport network problem, as described in [11, 36, 37, 41]. Someworks
takes into account this kind of constraint introducing the viable path conception,
which do not violate the set of constraints that defines the sequence of the transport
modes used. The available transport modes define this set of constraints that can
represent bike, bus, car, metro and others types of transport modes.

For instance, if a person uses his/her car and changes to the bus and/or metro
he/she cannot use it to continue the trip again, which is another constraint. This
constraint is often utilized to limit the sequence of modes that can be used between
private and public transport.

It is easy to observe that this type of constraint depend on the transport modes con-
sidered. In some places, like in Brazil, it makes sense to consider that the user cannot
change the transport mode if he/she uses a private vehicle. In [36] the multimodal
viable path problem with these constraints is formulated.

2.4 Formulation with Time Window

Another constraint that transforms this problem more realistic is when the concept
of the time is used whereas the parameters of the problem depend on the time. For
example, the waiting time when the user is at the bus stop depends on the timetable
and the number of buses in the line. The frequency of the buses in some lines is
shorter in the rush hour.

The time constraints can be formulated by several ways because the total cost of
the objective function depends on the time. In the same way the constraint related
to the timetable of the bus, van, train, and metro can be introduced. Other important
constraint is the time window, which restricts the users trip time. These constraints
can be easily included in a basic formulation of the multimodal transport network
problem.

There are many works in the literature that consider time window. Multiple time
windows are considered in [38], which are described in starting and stopping nodes
for each commodity.
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In [71] the itinerary planning problem is expressed as a shortest path problem in
a multimodal time-schedule network with time windows and time-dependent travel
times. A dynamic programming-based algorithm has been developed for the solution
of the emerging problem. The special case of the problem involving a mandatory
visit at an intermediate stop within a given time window is formulated as two nested
itinerary planning problems which are solved by the foregoing algorithm.

In [53], the problem of bus service from house to workplace in a metropolitan
area is analysed. It is considered the equilibrium among conflicting criteria such
as efficiency and equity. Therefore, the authors proposed a multiobjective approach
looking upon the equity among time windows which combine the arrival time at
the bus stop. The time windows can have other applications such as ensuring the
synchronization of the service with other transport modes.

The time window constraints can be inserted in Problem (2) in the following way:

a ≤
∑

(i, j)∈E
ti j (x

w
i j ) ≤ b ∀w ∈ W (7)

where an interval of the time window is described as [a, b].

2.5 Formulation with Uncertain Decision Variables

Another factor that can be regarded is the uncertainty in the decision variables. Usu-
ally, some parameters that are associated to real problems are uncertain and they can
be found in the capacity, cost and demand, travel time, among others [5, 23, 24, 56].
When uncertain parameters are included in the optimization problem, it becomes
more realistic and the obtained solution is closer to reality.

The uncertainty in the decision variables and others parts of the formulation can be
treated statistically or through the fuzzy set theory. In [61], the supply and the demand
of the network are regarded using stochastic variable based on Poisson distribution.
According to the authors, these uncertainties represent mainly the adverse climatic
conditions with different degrees of impact in the transport modes considered. Other
works in the literature also deal with the uncertain using the statistical modeling, as
described in [14, 49, 52, 66].

3 Resolution Methods

This research presents a brief description of some methods found in the literature
to solve the multimodal transport network problem. The resolution methods can be
classified in three groups: (i) classical methods; (ii) metaheuristics and (iii) fuzzy
methods. Some advantages and disadvantages for each method are presented.
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3.1 Classical Methods

Some classical methods shown in this sub-section are based on classical shortest path
algorithm like Dijkstra. Usually, the multimodal transport network problem is mod-
eled by using graph theory that helps to represent the topology of this problem. Thus,
some traditional algorithms based on graph theory can be adapted to the multimodal
transport network problem.

3.1.1 Methods Based on Graph Theory

In [39], the multimodal shortest path problem in urban transport network is studied.
The tasks are to minimize the global cost, travel time and user discomfort, which are
conflicting goals. An approach based on classical shortest path problem is presented.
It is applied in a network representing multimodal urban transport system, modeling
private and public modes and pedestrian. The main idea is to use a utility function
that weights the cost and time. The proposed approach was applied in an Italian city.

The transport modes considered are:

• Private mode: own car;
• Public mode: bus, train, etc.;
• Pedestrian mode: walk at the street.

The urban transport network was modeled as graph G = (N , E), where N is the
set of n nodes that represent relevant places in the urban area (shoppings, workplace
and others) and E is the set ofm edges (i, j) linking the i-th node with the j-th node.
Each edge have a pair of associated weights (cost and time). Each transport mode is
represented by a subgraph, then G is a union of three subgraphs.

The total time is formed by the time that the user spend to travel with the own
car between two nodes, the time spent when the user ride on a bus, metro and other
public transport modes, the average waiting time for the public transport in a specific
node, and the time that the user have to walk. The total cost is formed by cost to
travel by own car, which includes the fuel cost, parking cost, and the public transport
cost to each public mode.

In [6], the authors focused on determining what nodes can be transformed into an
attractive point to change the transport mode seeking new services like parking lot,
bus stop and informative panels. In this approach, a path, intermodal ormonomodal, is
selected by the user that tries to balance the estimated travel cost and some subjective
elements like discomfort, walking and economic factors. Tests with some data in the
central area of Genoa, Italy, are made. The modelling of this problem is made by
using the graph G = (N , E,C, I, D,M, R) with the following specifications:

• N is the set of nodes;
• E is the set of edges;
• C is the set of weights (travel times) associated to each edge (i, j) ∈ E ;
• I is the set of weights (costs of mode transfer) associated to each node;
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• D is the set of the associated qualities with the nodes of modal transfer;
• M is the set of enabled transport models in the considered networks, which can
be divided in two different classes:

– Restricted model like private vehicles (car and motorcycle), which can be used
only by decision maker;

– Collective model like bus and train, which transport many users with one only
vehicle.

• R is the set of possible decision criteria that evaluate the total cost for whole trip
in a multimodal network.

The proposed algorithm is an heuristic approach that obtains good multimodal
routes in urban transport network problem. This algorithm identifies the nodes that
belong to the best transition mode and compute the minimum cost based on the
classical Dijkstra’s algorithm [19].

In [12], some important issue are presented that help to develop a dynamic
approach, which reach the minimum travel time in multimodal routes combining
feasible transport modes. This approach computes the estimated travel time and it
can be used to obtain a solution multimodal routing problem. In this context, the best
solution obtained includes the round trip and it is not equivalent to the best sequence
that is reached to one way.

Other type of modeling is to use a directed graph G = (N , E) with associated
cost function for each edge (i, j) ∈ E which can describe the travel time, distance,
and others. Themultimodal networkwas represented by a structure with some layers.
Each layer features a transport mode and the layers are connected through a transfer
edges. To solve such problem, a proposed algorithm, is based on classical ones that set
labels, like Bellman [9] and Dijkstra [19]. This proposal can compute the multimodal
minimum time for oneway trip under a dynamic environment. It was also extended to
compute the solution for round trip in the same environment. The proposed approach
is tested in a urban transport network of Lyon, France.

In [33], highway and railway networks are based on scanned real maps from
Denmark, Hungary, New Zealand, Norway, and Spain. These maps was obtained by
GIS (Geographical Information System) and these networks are modeled through
colored graphs. The cardinality of the obtained set is analyzed and it was concluded
that the connectivity of the nodes and the shape of network affect quite the total num-
ber of optimal paths. The authors use graph coloring to represent specific attributes
of the transport network such as a transport mode. A colored graph is define as
G = (N , E,ω,λ), where (N , E) is a directed graph, ω : E → R+ is a weight func-
tion of the edges, and λ : E → M is the color function in the edges. In this case, M
is a finite set of colors with K = |M |.

In [13], a dynamic algorithm of label setting is developed obtaining a multimodal
shortest path to one way trip. This algorithm is an adaptation of classical Dijkstra’s
algorithm. Another algorithm, which is based on this dynamic version, was also
proposed and used a strategy to solve the shortest path problem to a round trip. This
last proposed strategy is important because the optimal solution to the multimodal
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transport problem to a round trip is not equal to obtain two optimal solutions for each
way.

In [30], a clustering technique is described improving the performance of the
conventional computation of shortest k-paths in multimodal transport networks. This
network is transformed into an acyclic one and each cycle is identified and clustered.
The shortest k-paths are obtained applying the generalized Floyd’s algorithm, which
computes the shortest path for each pair of nodes in a graph, in the clusters. According
to some numerical experiments, this proposal improves significantly its performance
in comparison with conventional algorithms, specially when the number of shortest
k-paths increases.

Dijkstra’s algorithm solves the shortest path problem in a directed graph or not
but the costs have not to be negative. This algorithm is easy to be implemented
and used. The approaches based on it keep the same features, then its simplicity of
implementation is an advantage. Another advantage is that in this approach it is easy
to interpret the results and then they can be compared with other models. Although
these approaches are simple they do not treat the subjective features that can be found
in the real life which is a disadvantage.

3.1.2 Methods Based on Optimization Techniques

In [35], the multimodal network problem is transformed into a multicommodity opti-
mization problem and an algorithm is proposed, which is a nonlinear structure with
two layers. The objective function minimizes the costs of transport for each user
and the environmental impact produced from utilizing inefficient transport modes.
The proposed algorithm is an heuristic based on column generation techniques and
decomposition procedures, which enable to solve large scale problems in reason-
able time. This heuristic is divided in main problems and subproblems using the
column generation. So, this problem can be described as a multicriteria problem
with two objective functions: (i) minimizing the transport cost and (ii) minimizing
the necessary investment cost for the selected routes. The subproblems represent a
submodel that build the new routes and they are considered in the main problem.
This submodels are solved using the modified approach from Dijkstra’s algorithm
[19]. Some network optimization problems can be highlighted (like shortest path,
traveling salesman, vehicle routing, facility location, traffic balance, among others)
because they can be included in the multimodal network transport problem.

In [31, 32], the objective is to reduce the delay of the trips or improve the social
benefits. For this reason, the authors propose an optimization model and it can be
formulated as follows:
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minv,x,β,ρ t (v)T v

s.t

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v =
∑

w

xw

Axw = Ewdw ∀w
ti j (v) + βi j ≥ ρwi − ρwj ∀w, (i, j) ∈ L

xwi j (ti j (v) + βi j − ρwi + ρwj ) = 0 ∀w, (i, j) ∈ L

ρwo(w) − ρwd(w) ≤ cUE
w ∀w

0 ≤ xwi j ≤ xmax , 0 ≤ βi j ≤ βmax , ∀(i, j) ∈ L , ∀w.

(8)

where:UE is user equilibrium and cUE
w is the travel time under a user equilibrium for

users of OD pair w. Ew ∈ Rm is input-output vector, e.g., a vector that has exactly
two non-zero components, has a value 1 in the component corresponding the origin
node and the other has a value 1 in the component for the destination. dw denotes
the travel demand for OD pair w. β is the toll vector, each of which is measured in
units of time. ρwi is the KKT multiplier associated with the flow balance constraint
at node i and ti j (·) represents the travel time function for link (i, j).

The goal is to minimize the total travel or delay time in the system. The first
constraint represents the flow, the second guarantees that the graph is balanced, the
third and the fourth constraints are theKKT optimality conditions associatedwith the
problem satisfying the equation (t (v) + β)�(u − v) ≥ 0 ∀u ∈ V , where V is a set
which satisfies the first and second constraints and its elements are nonnegative. The
fifth is related to the path cost, and the last constraint is the nonnegative of the flow.
The variables are bounded by the intervals [0,βmax ] and [0, xmax ], where βmax is a
sufficiently large positive constant (e.g., βmax = ∑

w cUE
w ) and xmax is sufficiently

large, e.g., xmax = ∑
w dw + ε, ε > 0. As stated above, ρwi is unrestricted.

A new algorithm is proposed and converges for a stationary solution in a finite
number of operations. This algorithm can be apply in problems where the demand
is fixed or variable. The efficiency of this approach was proved computationally in
some large scale networks.

In [65], it is proposed, a strategy to decrease the traffic jam inmultimodal transport
networks that includes traffic services, tolls, high occupation in the road, among
others. In this scenario, the price regime refers to a strategy to toll in roads and
highways and setting the rates in several transit lines. In addition, this regime tries
to maximize the social benefit without increasing outlays related to trips that include
transport authority, transit passengers, etc. In this work it is regarded three transport
modes: single occupancy vehicle (SOV), high occupancy vehicle (HOV), and traffic.
The general multimodal network consists in two subnetworks: vehicles and traffic
networks. These networks form a multimodal network G = (N , E), where N is the
set of nodes and stops, and E is a set of edges and traffic lineswhen they are integrated.
Each edge is associated to a delay time and a travel time in vehicle. In this study
the problem was transformed into the optimization problems with complementary
constraints and was solved by the algorithm developed in [31].
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There are many other techniques based on optimization that are used to solve
transport network problems, like linear, nonlinear, integer and continuous program-
ming, complementary problems, columngeneration, among others. These techniques
can model clearly the problem to be solved. They allow a consistent analysis of the
obtained solutions, which is an advantage. However, these approaches have the same
disadvantage than the approaches based on graph theory because they do not treat
the subjective features that can be found in real life.

3.1.3 Other Classical Methods

In [36], an approach that uses labels to find the viable shortest path in multimodal
transport network is proposed. A path is viable if the sequence found do not violate at
least one function in the set of constraints. In thiswork, amodified algorithmbased on
Chronological algorithm which solves the multimodal viable shortest path problem
developed in [50] is presented. The obtained results are in a set of nondominated
solutions and the best path depend on preferences of the user towards the cost and
number of modes. The modes that was considered are: bus, metro, private vehicles
(car and motorcycle), and walk. Nevertheless, the metro and private vehicle modes
are subject to limitations. In this case, the task is to find the shortest path towards the
total cost, which is formed by the edge costs and cost of changing in mode, for each
time there is a change in mode it is not great than k, which is the maximum number
of modal transfer that the user is willing to do. This way, the two criteria used to
choose the best path are the cost and the number of changing in mode.

In [37], the concepts of multimodal hypergraph and viable hyperpath are pre-
sented, and this work generalizes the proposal shown in [36]. The viable shortest
hyperpath problem for multimodal transport network is defined and the obtained
solutions belong to a set of Pareto-optimal shortest hyperpaths. These solutions rep-
resent the personal preferences for each user towards expected travel time and the
maximum number of modal transfer, which the user is willing to do. A hypergraph
is a generalization of a graph in which an edge can connect any positive number of
nodes. The hypergraph is a pair H = (N , E), where N is the set of nodes and E is
the set of h-edges. A h-edge e = (t (e), h(e)) is identified by its border t (e) ∈ N and
its roof h(e) ⊂ N/t (e). If |h(e)| = 1 the h-edge is equivalent to an edge e = (i, j).
The objective is to obtain the viable hyperpaths with the minimal expected travel
time where the user does not have to do more than k modal transfers. The proposed
algorithm to solve this problem is based on what was the developed in [36].

In [11], a multimodal transport system is designed to meet with the necessities of
a range of supply/demand. In urban trips, the passengers have to ride a bus, metro,
and private vehicle while intercity trip they can use bus, private vehicle, and train. An
algorithm was developed to reach a solution to planning problem to long term. This
proposal recognizes the set of constraints formed by the delay time and the sequence
of used modes in a trip. The objective is provide a tool to detect the facilities in using
different transport modes in a trip. Geographic Information Systems are essential to
obtain the effective cost and validation of the sequence of used modes and selected
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path. This proposed algorithm also deals with the time constraint which represents
the discontinuity time and the delays in transfer points. A software with graphical
interface is presented in this study and the user can obtain some information as
routes, timetable, among others. The traffic network is modeled through a directed
graph G(N , E), where N represents objects of the network (bus stop, parking,...)
and E represents the edge that connects two nodes in N . A modified shortest k-path
algorithm is proposed and it composes multimodal viable paths and time constraint.
The authors define a set of dominated solutions, that compare time and number of
changes among modes, and this set contains the first k solutions that satisfy these
objectives.

In [41], a method that uses data from GIS (Geographic Information Systems)
tool is proposed. This method handles information to work with multimodal routes
between an origin and a destination. The objective is to provide a trip model that
helps the user making a decision, which involves different combinations of transport
mode, and choosing the best route for him/her. The user can access information about
the available public transport modes in a specific area, find route faster and safer for
the destination. In this case, the transport problem, which also consider the time
constraint is formulated by subgraphs where each subgraph represents a transport
mode and the total graph is an union of all subgraphs. The proposed algorithm is
based on shortest k-path one, which is modified to solve viable multimodal shortest
path problems.

In [71], a new mathematical formulation and an algorithm to solve itinerary plan-
ning problems are proposed. The itinerary is to optimize a set of criteria (total travel
time, number of modal transfer, total walking time, and total waiting time) that has
to satisfy a determined time window between an origin and a destination. This for-
mulation is based on the shortest path problem in a multimodal network with time
window.

The authors assume that N is the set of nodes (vertices) that denotes the stops of
the urban public transport network. Each service is defined by a sequence of nodes
{v1, v2, . . . , vk} which specifies the routes Rs = {(v1, v2), (v2, v3), . . . , (vk−1, vk)},
whereas the departure from each node vi is allowed at specified points in time ST s

vi
=

{τ 1
vi
, τ 2

vi
, . . . , τγ

vi
} within a time horizon [0, T ]. The travel time is time dependent,

e.g., it depends on the departure time τ from the upstream node vi and is denoted
by tτs (vi , vi+1). The set of arcs formed by the routes Rs ,s ∈ S is denoted with A. In
addition, assume A

′
as the set of walking arcs (vi , v j ),vi ∈ s1, v j ∈ s2, s1 �= s2 which

denote the transfer between any two services s1, s2.
The departure for traversing any interchange arc (vi , v j ) ∈ A

′
may occur at any

point in time, whereas the corresponding walking time that is denoted by tτw(vi , v j ) is
also assumed to be dependent on the departure time from the upstream node vi . Thus,
an urban public transport network can be modeled by a multimodal time-schedule
network, which is denoted by G(N , A, A

′
, S, ST ), where ST = ⋃

s∈S
⋃

vi∈N ST s
vi
.

It should be clarified that the term multimodal is used in the sense of multiple fixed
scheduled transport services. Any itinerary may be written as a sequence of arcs
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enhanced with the associated departure times and the services used to traverse them,
e.g.:

pτ (v0, vn) = {[(v0, v1); τv0; s0], [(v1, v2); τv1; s1], . . . , [(vn−1, vn); τvn−1; sn−1]}.
(9)

The itinerary planning problem relates to the determination of the itinerary that satis-
fies the following scheduling constraints while optimizing a set of criteria including
the total travel time c1, the number of transfers c2, and the total time transfer time,
e.g., walking and waiting time c3:

τvi + t
τvi
s (vi , vi+1) ≤ τvi+1; (vi , vi+1) ∈ pt (v0, vn); τvi ∈ ST s

vi
(10)

de
v0

≤ τv0 ≤ dlv0 (11)

aevn ≤ τvn−1 + t
τvq−1
s (vn−1, vn) ≤ alv0 (12)

Constraint (10) implies that the departure from node vi+1 of the itinerary should
occur after the arrival from the preceding node vi . Constraint (11) implies that the
departure time from the origin should occur within the time window [de

v0
, dlv0 ], where

de
v0
and dlv0 denote the earliest and latest departure times, respectively. On the other

hand, constraint (12) expresses that the arrival at the destination node should occur
within the time window [aevn , alv0 ], where aevn and alv0 denote the earliest and latest
arrival times, respectively. It should be noted that the total time of transfers (waiting
and walking time) constitutes part of the travel time of the itinerary, and therefore,
these two criteria cannot be considered totally conflicting. The algorithm is based
on dynamic programming and solves a special case where there is a required visit in
an intermediate stop within a determined time window. This algorithm is integrated
with a travel planning system based on web to show a route in the urban public
transport in Athens, Greece.

In [63], the multimodal transport networks are modeled by an hierarchical struc-
ture. The relationship among different levels is described in details while techniques
of dynamic segmentation and linear referencing are used to solve overlapping prob-
lems in multimodal networks. Moreover, a shortest path algorithm is proposed to
obtain a solution to the transferring problem with many public vehicle modes. Some
numerical examples reached from GIS were used to show the efficiency of this pro-
posed approach.

In [42], the transport network system users can choose some modes to travel from
any origin to any destination. The objective is to obtain the best route that satisfies the
constraints about expected travel time, delays in the modes and the changing points,
feasibility sequence of used modes, and the number of modal transfer. The system
is described by a multimodal graph and each mode is modeled by a subgraph. The
computational complexity of this proposal was proved and an operator ofmultimodal
path based on the proposed algorithm was developed.
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In [44], the shortest hyperpath problem is presented. This problem is a extension of
the classical shortest path problem and it can be applied in some fields. The algorithm
proposed in this work is better than a shortest k-hyperpath problem in a acyclic
hypergraph because it improves the computational complexity of the worst case.
This is possible due to application of new optimization techniques to the shortest
hyperpaths. This algorithm was applied in some practical examples that show its
efficiency. These examples are based on stochastic networks dependent on time to
find the k best strategies to solve bi-criteria problems, as described in [45, 46].

In [28], it is shown algorithms based on defining labels to find optimal k-paths
between two predefined points in a multimodal transport network. These algorithms
keep a list of labels for each node. These labels define the paths and the iterativeway is
updated. The solution depends on the preferences of the users towards distance, travel
time and number of modal transfer. The developed project in this work is applied
in a multimodal transport network in Mashhad, Iran. This proposal is included in a
software called ArcMap.

In [4], a spacial analysis is proposed to find the optimal route between two specific
places in a network where the traffic jam moves continually. In this proposal some
heuristic functions, which are extracted of graphic features, are used to find a solution
in each partition. Lastly, a model to collect traffic data is introduced, then data in real
time in different places and schedules can be obtained. Furthermore, this model can
helps the users to reach the best route in a urban trip using GIS.

In [69], an algorithm to solve an intermodal optimal path problem dependent on
time is proposed. This problem models the multimodal transport network subject to
delays in modes and in transfer points. This work shows the convergence proof and
computational complexity of this algorithm. A simple representation of the transfer
options mode by mode is proposed and it improve substantially its efficiency. Some
numerical tests aremade in network based on real data and they reach good solutions.
Theproblem is formulated by agraphG = (N , E, T,M),where N is the set of nodes,
E is the set of edges, T is the period of discrete time, and M is the set of transport
modes.

Someapproaches that use hypergraph, geographical information systems, dynamic
programming are also used to solve transport network problems. Usually, a set of
optimal solutions can be shortest viable path, shortest viable hyperpath, solutions to
itinerary planning, among others. This set of solutions is shown to the users and they
can choose them according to determined criteria, which is an advantage. A disad-
vantage is the computational complexity of these algorithms that increase whenmore
constraints and decision variables are considered. Another disadvantage is towards
the modeling and the obtained solutions that do not represent actually what happen
in the reality due to the uncertain data.
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3.2 Metaheuristic Methods

In this section some methods based on metaheuristics are presented. These methods
can be divided in artificial neural networks, genetic and hybrid algorithms that solve
multimodal transport network problems.

3.2.1 Methods Based on Artificial Neural Networks

The artificial neural networks (ANN) are computational systems based on some
synaptic connections and join nodes (also called neurons, processors or units) that
formanetwork. Each neuron is responsible for solving a particular part of the problem
and then an aggregation operator is used to combine them. The obtained combination
is a solution to the whole problem and this methodology guarantees a good approxi-
mation for any problem. The original inspiration for this method is based on studies
about the brain structure, in particular of the exam of neurons.

In [47], an approachwas proposed to compare the descriptive and predictive power
of two model classes to estimate flows of multimodal network: the family of models
of discrete choice (e.g., logit and probit models), and neural network models. This
approach was applied in a large set of data in Europe to two type of products (foods
and chemical products). Some computational experiments were done after political
andmethodological aspects, andmodeling problems are exposed. The results showed
that predictive models reach better solution than discrete models.

The artificial neural networks are based on the human nervous system, which has
an enormous capability to learn. This feature is an advantage because an ANN is
flexible with respect to incomplete and noisy data. Before the computational tests
are done, the ANN has to pass for the learning phase, which reaches the best values
to the parameters for each neuron according to test data. After test phase has finished,
the same ANN is applied in new data of the problem to show its efficiency, which
is called validation phase. The capability of learning and forecasting results turns
the ANN an important option to obtain a solution to many kind of problems, mainly
problems with unknown structure. Another advantage has a parallel feature where a
solution in real time can be obtained.

Although the idea behind an ANN is easy, the best values of the parameters for
each neuron is difficult to set up. Another disadvantage is to choose what the best
architecture of ANN to solve a specific problem. The ANNs are compared as a black
box during the process of the resolution and they do not allow a simple analysis about
the obtained results.

3.2.2 Methods Based on Metaheuristics

Genetic algorithms are a special class of evolutionary algorithms that are inspired in
the nature. They are based on Darwin’s theory and has among their characteristics
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the natural selection, heredity, crossover, and mutation. This approach performs a
computational simulation to search the best solution through population that rep-
resents some points in decision space of the problem. Usually the first generation
of the population is generated randomly and some individuals of the population are
selected to crossover, mutation, and/or a new population. The new population is used
as instance to the next generation and this procedure occurs until a stop criterion is
satisfied.

Actually, the genetic algorithms differ of the traditional optimization methods in
four aspects:

(i) a set of solutions is obtained in the last generation;
(ii) each individual represents a point in decision space;
(iii) they are based on a stochastic search instead of deterministic rules;
(iv) they do not need to know about the problem but they need a way to evaluate it.

In [1], the multimodal shortest path problem, which is dependent of time, in large
and complex urban areas is proposed.An adapted evolutionary algorithmwas applied
to solve this problem. It has individuals with variable sizes and evolutionary steps.
The evolution consists in computing the multimodal shortest path among hundreds
pairs of selected origin-destination nodes randomly with different distances. The
proposed solution was tested in a set of data in Tehran. The computational testes
were done by considering taxi, van, micro-bus, bus and metro as transport modes.
In this case, there are three types of paths: monomodal, dual-modal and multimodal.
Each solution depends on the time that the user begins the trip because each edge of
the network is dynamic.

In [2], the authors applied the genetic algorithm proposed in [1] in a network with
250 pairs of origin-destination nodes, which were selected randomly with different
distances. The transport modes considered in this case were bus, metro, and walking.
In addition, the paths can be classified as monomodal, dual-modal and multimodal.

In [67], a model to strategic planning was proposed, specially in development of
interregional transport network of freight. The model determines a satisfied set of
actions, such as improving the existent infrastructure or proposing to build highways,
railways, sea routes, and load terminals. The authors model this problem as a two-
level programming problem where a technique of multimodal traffic assignment
is introduced in the low-level problem. The upper-level problem determines the
best combination of actions so the ratio freight-cost is maximized. An heuristic
approach based on genetic local search is applied in the upper-level programming
problem, which describes a combinatorial optimization. Empirical results show that
this proposal obtains the good performancewhen it is comparedwith other heuristics.
The proposal was applied to a intermodal regional load transport network of large
scale in Philippines, where the planning of a load transport network is necessary to
increases the use of others modes of transport.

In [7], an approach to the shortest path problem in multimodal time-dependent
networks was presented. This approach is based on a strategy called Ant Colony
Optimization (ACO), which solved a problem modeled as a graph that is a easy
structure without time-dependent. The time-dependent problem is solved with an
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adaptation of Dijkstra’s algorithm and it is used to reach the shortest path to the new
structure.

Even though the most of the works presented in this paper were focused on aca-
demic environment there are initiatives that were in the financial one. For instance,
an algorithm called TIMIPLAN, which combines Operational Research techniques
with computational intelligence, was developed to solve multimodal transport prob-
lems, described in [21]. This program was applied in a large scale problem with 300
containers, trucks, among other services. It obtains good quality solutions because
the objective is to reach a plan that minimizes the service cost of all daily requests.

In [40], an approach that uses two or more modes in the project of multimodal
transport networks was presented. This proposal tries to minimize both the cost
of the users and of the operators. For users, the objective is to minimize the time
walking or waiting for specific transport mode, while the objective for operators
is to reduce the total costs to invest more in extending the multimodal transport
system. This total cost of operators are described by initial cost service, operation
cost, and maintenance cost. Initially, the bus mode was used for the authors and then
the van mode was included to analyze two modes. This approach uses ant colony
optimizations to obtain the routes, besides using ACO to choose terminal points.

In [43], the transport problem of emergency supplies by using many transport
modes was studied. When any type of disaster occurs, there are many places affected
and need for a vast amount of emergency supplies. In addition, the transport modes
has limited capacity, so many modes must be used to provide these supplies in the
affected areas. This problem can be formulated as

min T =
K∑
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i=1

n∑

j=1

T k
i, j
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i, j

b j
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(13)

where: ai , i = 1, 2, . . . ,m is supply quantity, b j , j = 1, 2, . . . , n is demand quan-
tity, Sk, k = 1, 2, . . . , K is the maximum transport capacity of mode, Xk

i j is the
actual transport quantity from i to j by mode k, T k

i j is time from i to j by mode k.
The objective function has to minimize the weighted time subject to four kind of

constraints. The first constraint guarantees that the sum of demands for each transport
mode is equal to the demandof the node. The secondguarantees that the sumof supply



Multimodal Transport Network Problem: Classical and Innovative Approaches 317

Fig. 1 Genetic algorithm
example

in each origin node is not less than the total demand in each destination node. The
third constraint is that the quality of transported products in each mode must not
exceed its capacity. The last constraint guarantees the flows is nonnegative. Due to
this problem a NP-complete, an optimal global solution or a satisfactory solution is
hard to find and then the authors use genetic algorithms to solve this problem. This
proposal is applied in a practical example to show its efficiency. Figure1 shows a
design of the proposed algorithm.

In [17], it is presented a method to solve multimodal traffic network problems
where the urban demands are elastic. The mathematical formulation considers the
relationship among division of modal demand, level of traffic services, and extern
transports. The proposal is a combination of heuristics that include a routine to gen-
erate routes, a genetic algorithm to find a set of suboptimal routes with associated
frequency and many practical rules to improve the solutions. The network perfor-
mance is estimated for a probabilistic model that simulates the behavior of users
when they choose the modes, a model of traffic assignment that simulates behavior
of users in relation to choice of bus line, and a model of deterministic user balance
that estimates an intersection between the behavior of drivers when they choose the
routes and the traffic jam in the edges.

In [64], a genetic algorithm to solve planning problems of multimodal routes is
developed. The individuals have variable sizes that are divided in many parts, which
represent a type of transport mode. Two new operators are proposed to be used in
intermodal way and they are called hiper-crossover and hiper-mutation. Amulticrite-
ria evaluationmethod that uses an p-dimensional vector to represent multiple criteria
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is inserted in the fitness function to choose the best solutions. The problem was mod-
eled by graph theory, where each transport mode is a subgraph and the hypergraph is
the union of all subgraphs. Each edge e = (i, j) has an associated weight w(e) and
an p-dimensional vector of criteria:

C(e) = (C1(e),C2(e), . . . ,Cp(e)), with e ∈ R(s, t)

where R(s, t) is one route from node s to node t . The value The value of any criterion
k ∈ (1, . . . , p) for the given route R(s, t) is defined as CR(s,t)

k = ∑
e∈R(s,t) C

e
k . So

the optimal problem can be stated as minCR(s,t). Criteria such as time, transfer, fare
and others can be described together in multi-criteria problem. Some computational
tests was done with data in Beijing and the proposal reached satisfactory solutions.

In [34], the freight transport problem is formulated by a multimodal transport
network. In this context, the commodity transport cost, time and transport quality are
influenced when the transport modes are chosen. A virtual network of transports is
made, where the original problem is transformed into a shortest path with time and
capacity constraints. A genetic algorithm is proposed to solve this problem and it
can reduce substantially the complexity of the network through an example, which
shows the efficiency and viability of this method.

Genetic algorithms have a great advantage to solve transport problems due to the
evaluations of optimal solutions based on stochastic data. By starting off a known set
that contains the best solutions it is easier to find the solutions more adapted to the
context. However, genetic algorithms need more runtime and/or more computational
power which consist in are some disadvantages. They depend on the problem and
instance size before the convergence, in order to search for solutions, which can be
premature.

3.3 Fuzzy Methods

In this section some works that use fuzzy set theory to model the uncertain data of
multimodal transport network problems are presented. The uncertainty can be found
in the costs of edges, capacity of the edges, supply/demand of a network, and others
parameters of the model.

3.3.1 Uncertain Costs in the Edges

In [24], it is presented an algorithm based on uncertain shortest dioid k-paths where
is, uncertainty, in the costs of the edges that are described by fuzzy discrete numbers.
This proposal obtains a solution to shortest path problem inmultimodal transport net-
works. It considers the number of mode transfer, the correct order of the used modes
and the modeling round trip. The modeling uses graph theory, which is composed



Multimodal Transport Network Problem: Classical and Innovative Approaches 319

of many subgraphs and each subgraph represents a transport mode and dioids. The
transport modes considered in this work are: bus, metro, private vehicle and taxi. The
private vehicle is a restricted mode because the mode is not possible to be changed.
In each subgraph the corrected order and availability of the chosen modes are con-
sidered. Each one has a level that is defined by the minimum number of transfer
edges used from origin to subgraph. In this formulation, the number and variety of
the offered services is not limited. The authors are concerned about the number of
mode transfer that turns the problem more expensive if the user chooses more than
three or four changes.

In [56], a process to choose the routes when each travel time in the edges is a fuzzy
number was proposed to solve a fuzzy shortest path problem (FSPA). This uncertain
time is called perceived travel time (PTT) and the goal is to find the minimal path
with respect to the travel time perceived about saturation level over the routes using
traffic jam. The results obtained by this proposal were compared with real data.

In [57], an algorithm that evaluates the perception of the driver with respect to
the travel time interferes the route chosen by the user is presented. The proposal that
uses a incremental strategy solves traffic assignment problems with uncertain data,
which is described by fuzzy set theory to model the perceived travel time by the
users. This algorithm is tested in a real network from Mashhad, Iran, and a fuzzy
balance is suggested to define the flow in networks. The traffic flow was obtained by
FITA (Fuzzy Incremental Traffic Assignment) algorithm and it was compared with
other conventional algorithms in real instances. The results showed that FITA was
more precise to estimate the traffic flow.

The use of the fuzzy set theory helps to deal with the uncertainty in the real
data that is an advantage to solve the real-world problems. In this case, a set of
nondominated solutions is obtained because each solution has a satisfaction level
that is chosen by the user whereas the best solution depends on the his/her well-
being. The complexity is a disadvantage because the problem become more real
when the uncertainty is inserted in the formulation. Another disadvantage is how to
model this subjectivity as each user has preferences and they are hard to compute
and analyzed like traffic, climate conditions, among others.

3.3.2 Uncertain Coefficients of the Demand in the Network

In [23], the minimal fuzzy cost flow problem is presented. The uncertainty can be in
the supply or demand of the nodes and also in the cost or capacity of the edges of
the network. In this case of supply/demand, the uncertainty represents incomplete
stochastic data or obtained by simulations. Three models are presented with different
uncertain ways in the formulation: supply/demand, costs and combination of them.
The latter is solved by an exact method and heuristic methods. The models were
applied in a practical problem made to plan the bus network.

In [51], a new method that find the optimal solution to integer transport problems
called separation method is proposed. The uncertainty is represented by an interval
that is used to model the transport costs, supply and demand. This method can be an
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important tool to solve many types of logistical problems with interval parameters.
After, this method is extended to use fuzzy numbers instead of intervals and it solves
transport problems with fuzzy parameters.

In [5], the objective is to find efficient and established solutions of multiobjective
transport problems with fuzzy coefficients c̃ri j ∈ c̃r and/or fuzzy supply ãi and/or

fuzzy demand b̃ j . The concept of efficient α-fuzzy was introduced in which the
ordinary efficient solution is extended based on α-cut of fuzzy numbers. A necessary
and sufficient condition to obtain this kindof solution is also established.Aparametric
analysis is used to feature the parametric optimal solutions to auxiliary problems.
An algorithm to determined the established set is developed and it is applied in some
numerical examples.

An advantage of the methods presented here is to deal with uncertainty in the
supply/demand of the network by using fuzzy set theory. This approach formulates
the problems more realistic and robust because it is hard to know exactly the number
of the users/commodities/products to be transported among determined points in the
practice. In the same way as before, a disadvantage is in increasing the complexity
of the problem.

3.3.3 Other Kind of Uncertainties

In [59], the transport planning problem of cement in Taiwan is solved by using fuzzy
linear programming methods. Three fuzzy linear methods are used to determined the
considerable amount to transport and the capacity of new installations. The goal is to
formulate a transport planning problem subject to constraints as port capacity, traffic
jam, and demand accomplishment. The used methods in this work are: Zimmermann
approach [70], Chanas approach [16], and Julien approach [27]. The obtained results
can be used in planning the general infrastructure and the logistic to the cement
companies in Taiwan.

In [29], controllers based on fuzzy logic are used to minimize the energy costs in
Montreal metro, in Canada. Two fuzzy controllers are presented. The first does not
reach practically improvement while the second reaches six per cent of the economy
in average and minimizes the average travel time. Many computational tests were
done to analyze the performance of two proposed controllers and the results are
satisfactory.

In [62], some different transport modes of commodities for a company in Turkey
are examined. There are many qualitative and quantitative criteria that are conflict-
ing to evaluate the alternatives of transport modes. Quantitative criteria has often
ambiguity and imprecise and they are treated by using fuzzy analytic process. Many
criteria can be combined to produce the transport modes more appropriated. This
evaluation was proposed to obtain solutions more precise and acceptable. In addi-
tion, the used model in this work was compared with the obtained results with the
company preferences to validate it.
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The fuzzy linear programming is a class of optimization problems where the
parameters are not well-known, e.g., the costs of the objective function and the
coefficients of the set of constraints are uncertain. The advantage is that some real-
world problems aremodeled as a linear programmingproblemand theuncertainty can
be modeled by using fuzzy set theory. Again, the high complexity to solve problem
more realistic is a disadvantage of this approach. One way to fix this problem is to
use the defuzzification methods to obtain a classical number that represents the fuzzy
number. However, these methods allow that information is lost during the process,
which is a disadvantage.

4 Hybrid Methods

In [54], a hybrid multicriteria decision-making method is developed to find the best
route in multimodal transport networks. This method is based on fuzzy analytic
hierarchal process and artificial neural networks.Whenothermethods obtain only one
solution, this hybrid method reaches a set of nondominated solutions. This set solves
themultimodal network problem that is formulated by amultiobjective programming
problem with conflicting goals. Thus, the decision maker have many solutions to
choose one that is more satisfactory. This proposal is tested in a multimodal network
with some transport modes as highway, railway, air and water transports.

In [55], artificial neural networks are used to multicriteria decision-making in
multimodal transport networks, which usually are complex and all components must
be connected on an efficient way. Since the criteria are conflicting, non-linear and
subjective, the transport mode is chosen by using a multicriteria optimization formu-
lation. Some theoretical concepts of feedforward artificial neural networks to solve
this problem is developed, that is, a neural network system that uses a predetermined
topology for fuzzy analytic hierarchical process. The number of nodes of the artificial
neural network adapts the preferences of decision makers. Empirical computational
results show that the proposed method is efficient and flexible to select transport
modes.

In [8], a hybrid approach is tested in time-dependent real instances that provide
an appropriated balance between computational time and memory space. Thus, this
proposal can be applied to solve real problems involving many cities, regions or
countries. The solutions that solve time-dependent multimodal transport problems
can be applied to real networks to minimize the impact of traffic jam about pollution,
economy and welfare of citizens. Two previous approaches are compared in relation
to theoretical point and experimental performance. This proposal is based on Dijk-
stra’s algorithm and ant colony optimization. It uses the transfer graph modeling that
maintains all transport modes in different unimodal networks. Because of this, such
networks are easily and independently updated.

In [10], there is an assignment of green vehicles in an existing public transport
fleet, in which the traffic network is multimodal with variable demands. Two traf-
fic subnetworks are considered and composed in the following way: the polluted
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subnetwork contains for traditional vehicles that have permission only to move over
roads where environmental protection must not be guaranteed; the clean subnetwork
is composed of green vehicles belonging to a limited size fleet that can be driven
over routes with high environmental quality and without environmental protection.
The main objective of this work is to find an ideal set of traffic network to minimize
the operational and user costs. They are composed of elasticity modal demand and
availability of green vehicles. The users can choose any network of multimodal sys-
tem: bus, car and metro. In this case, they can choose the polluted or green vehicles.
This proposal includes a routine to generate routes and a genetic algorithm to find a
set of suboptimal routes with associated frequency.

In [15], the vehicle routing problem in uncertain environment is solved. This
uncertain environment is described by fuzzy set theory and it can dealwith travel time,
costs of the objective function and set of constraints. A hybrid heuristic algorithm to
solve the different types of problems is proposed and it is based on GRASP (Greedy
Randomized Adaptive Search Procedure) [58] and VNS (Variable Neighborhood
Search) [25]. The obtained results show that the proposed hybrid algorithm is efficient
for reach good solutions in a short time.

The hybrid methods combine the best part of some techniques belonging to soft
computing which is a collection of metodologies that aim to exploit the tolerance for
imprecision and uncertainty to reach tractability, robustness, and low solution cost, as
example, fuzzy logic, neurocomputing, metaheuristics and probability it reasoning
[68]. Thus, this advantage solves the deficiencies in using only one technique and
they enable to build systems stronger and efficient. On the other hand, the hybrid
approaches are more complex and the obtained solutions cannot be guaranteed as
optimal. This occurs because the worst part of these techniques can be predominated
as being a disadvantage.

5 Proposed Approach

The application of the traditional methods has not reached by the realistic solutions
because the data normally are uncertain in the real life. Models that take into account
the uncertainties are more realistic when these uncertainties are considered in the
formulation to be optimized.

In this work, multimodal transport problem is modeled using graph theory and
considering the uncertainties.

Each subgraph represents one transport mode. In addition, these subgraphs are
connected and they represent the transfer edges. The total graph join all the sub-
graphs and the transport modes regarded are bus, vehicle, motorcycle and van. The
parameters related to the cost and the time are uncertain, which are represented by
fuzzy numbers.

Each node represents a place where the user chooses the mode. The options are
to continue in the current mode or change. It is clear that there are two type of edges
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in this model: (i) transport edge, which connects two nodes in the same mode; and
(ii) transfer edge, which connects two different modes.

Let be G = (N , E) a graph where N is the set of nodes and E is the set of edges.
This graph is divided in different types of transport modes defined in the set M ,
e.g., M = {car (c), motorcycle (mt), bus (b), train (t), metro (me)}. Each edge is
represented by (i, j) where i, j ∈ N .

The change between on mode to another one is represented by transfer edges that
are in the set T . In this case we have

E = Ec ∪ Emt ∪ Eb ∪ Et ∪ Eme ∪ T

Here G is described by:

G = Gc ∪ Gmt ∪ Gb ∪ Gv ∪ Gme

where Gc = (Nc, Ec), Gmt = (Nmt , Emt ), Gb = (Nb, Eb), Gt = (Nt , Et ) and
Gme = (Nme, Eme).

When the user chooses to start the trip by using a private vehicle (car or motor-
cycle), no transfer edges will be considered.

The fuzzy multimodal transport network problem can be formulated as a fuzzy
linear programming problem. However, it is a non-linear one when the cost of each
edge depend on its flow. In this case the formulation follows as:

min z =
∑

w∈W

∑

(i, j)∈E
t̃i j (xi j )x

w
i j

s.t

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∑

j :(i, j)∈A

xwi j −
∑

j :( j,i)∈E
xwj i = bwi ,∀i ∈ N , ∀w ∈ W

∑

w∈W
xwi j ≤ ui j , ∀(i, j) ∈ A

xwi j ≥ 0, ∀(i, j) ∈ E, w ∈ W.

(14)

where

• W is the set of all origin-destination pairs;
• w is an origin-destination pair (O-D);
• xwi j is the flow of passengers of w in edge (i, j);
• t̃i j (xi j ) is the uncertain travel time in the edge (i, j);
• ui j is the capacity of edge (i, j).

The travel time is modeled as a cost function proposed by Bureau of Public Roads
(BPR) in 1964:

t̃i j (xi j ) = t̃0

[
1 + ρ

(
xi j
ui j

)λ
]
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where

• t̃ is the travel time fuzzy in edge (i, j);
• t̃0 is a free flow travel time fuzzy;
• ui j is the capacity of edge (i, j);
• xi j is the flow in edge (i, j);
• ρ e λ are parameters of the model (usually ρ = 0.15, λ = 4).

Without loss of generality, the costs (travel time) are described by fuzzy triangular
numbers. Each fuzzy triangular number is represented by a 3-tuple (m,α,β), where
m is the modal value, α is the left spreading, and β is the right spreading. The values
(m − α) and (m + β) are called inferior and superior bound, respectively.

To find the nondominated paths we use the algorithm proposed by Hernandes
[26], which is based on the classic Ford-Moore-Bellman algorithm [9] to find the
paths nondominated networks, inwhich costs are fuzzy. This is an iterative algorithm,
taking as stopping criteria the numbers of iterations or no alteration in costs of all
paths found in the previous iteration with respect to current iteration. Thus, there
are found all nondominated paths between origin and destination nodes of a given
network, applying the Okada and Soper’s order relation [48] to discard the paths
dominated.

In the case where the capacities of the edges are fuzzy numbers can proceed as
follows:

1. Calculate the possibility of each path to be minimal according to the theory of
possibility [20];

2. Calculate the possibility of flow through the edges given path, we make the inter-
section of these possibilities and take the minimum;

3. Make the intersection between the possibility of path to be minimum, and the
minimum of intersection of the possibility of flow pass in the edges of given path
and take the maximum, sending flow through the corresponding path.

The flow is sending incrementally according to the ordering performed in the
nondominated paths. In each iteration of algorithm, the nondominated paths are
calculated, because costs of edges depend of flow, thus one path that is minimal in
given iteration may leave be minimal according sending flow.

6 Numerical Example

In order to illustrate how the proposed approach works, a theoretical example which
considers two transport modes (bus and metro) is presented. According to Fig. 2, the
nodes in gray belong to the bus mode while the nodes in white belong to the metro
mode. The dashed edge represents the transfer edge. The demand from origin O to
destination D is 20. The edges that connect O to nodes 1 and 5, such as the edges that
connect the nodes 4 and 8, to D has zero cost. ‘O’ represents the origin of trip of users,
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Fig. 2 Illustrative example

Table 1 Data of the network
in Fig. 2

Edge Origin →
Destination

t̃0 Capacities

1 1 → 2 (5, 2, 2) 7

2 1 → 3 (5, 1, 1) 5

3 2 → 4 (4, 1, 1) 5

4 3 → 4 (6, 1, 1) 3

5 2 → 6 (4, 1, 1) 30

6 6 → 2 (4, 1, 1) 30

7 5 → 6 (4, 1, 1) 10

8 6 → 7 (2, 1, 1) 12

9 7 → 8 (2, 1, 1) 15

10 3 → 7 (6, 1, 1) 20

11 7 → 3 (6, 1, 1) 20

that in this case could be made using the bus or the subway, considering is convenient
to have bus stops and metro stations close to certain origin trip. ‘D’ represents the
destination of users, that in the practice can be the workplace, recreation, studies,
among others.

The capacity and the free flow travel time, t0, of each edge are shown in Table1.
The spreading values of the free flor travel time fuzzy are used only initially and

they change according to the send flow.
The following paths from O to D are shown below:

• O → 5 → 6 → 7 → 8 → D with cost (8; 3; 3);
• O → 1 → 2 → 4 → D with cost (9; 3; 3);
• O → 1 → 3 → 4 → D with cost (11; 2; 2);
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• O → 5 → 6 → 2 → 4 → D with cost (12; 3; 3);
• O → 1 → 3 → 7 → 8 → D with cost (13; 3; 3);
• O → 1 → 2 → 6 → 7 → 8 → D with cost (13; 4; 4);
• O → 5 → 6 → 7 → 3 → 4 → D with cost (18; 4; 4);

Now, the first step is to choose a path to send the flow which is O → 5 → 6 →
7 → 8 → D. The capacity of edge 5 → 6 is 10, then the flow allowed in this path
is at most 10.

After sending the flow, the costs in the edges must be updated according to the
travel time function described in (3) the following was: ti j = ti j (xi j ), t li j = ti j [(1 −
μ)xi j ] and tri j = ti j [(1 + θ)xi j ]. The μ and θ values belong to the interval [0, 1] and
without loss of generality they can be equal to 0.5. Then, when the costs of the
edges 5 → 6, 6 → 7 and 7 → 8 are updated we reach: t56 = 4.6, t l56 = 4.0375 and
tr56 = 7.0375. Thus, the updated cost of the edge 5 → 6 is (4.6; 0.5625; 2.4375),
while the updated cost of the edge 6 → 7 is (2.1447; 0.1357; 0.5877) and of the
edge 7 → 8 is (2.0593; 0.0556; 0.2407) using the same travel time function.

The following paths and their respective costs are shown below:

• O → 5 → 6 → 7 → 8 → D with cost (8.8040; 0.7538; 3.2659);
• O → 1 → 2 → 4 → D with cost (9; 3; 3);
• O → 1 → 3 → 4 → D with cost (11; 2; 2);
• O → 5 → 6 → 2 → 4 → D with cost (12.6; 2.5635; 4.4375);
• O → 1 → 3 → 7 → 8 → D with cost (13.0593; 2.0556; 2.2407);
• O → 1 → 2 → 6 → 7 → 8 → D with cost (13.0593; 4.0556; 4.2407);
• O → 5 → 6 → 7 → 3 → 4 → D with cost (18.6; 4.5625; 6.4375);

The path O → 5 → 6 → 7 → 8 → D it is with the exhausted capacity in the
edge 5 → 6, therefore, can not be used to send flow.

Now, using the path O → 1 → 2 → 4 → D, the maximum flow that can pass
this path is 5, due to the capacity of edge 2 → 4. Updating the edges costs,
we have the edge 1 → 2 cost (5.1952; 0.1830; 0.7932) and the edge 2 → 4 cost
(4.6; 0.5625; 2.4375). After updated of costs, we have the following paths with their
respective costs:

• O → 5 → 6 → 7 → 8 → D with cost (8.8040; 0.7538; 3.2659);
• O → 1 → 2 → 4 → D with cost (9.7952; 0.7455; 3.2307);
• O → 1 → 3 → 4 → D with cost (11; 2; 2);
• O → 5 → 6 → 2 → 4 → D with cost (13.2; 3.1250; 6.8750);
• O → 1 → 3 → 7 → 8 → D with cost (13.0593; 2.0556; 2.2407);
• O → 1 → 2 → 6 → 7 → 8 → D with cost (13.2545; 4.2386; 5.0339);
• O → 5 → 6 → 7 → 3 → 4 → D with cost (18.6; 4.5625; 6.4375).

Note that the paths O → 5 → 6 → 7 → 8 → D and O → 1 → 2 → 4 → D
could no longer be used for sending flow. The paths O → 5 → 6 → 2 → 4 → D
and O → 5 → 6 → 7 → 3 → 4 → D also cannot be used due to the capacities of
the edges 5 → 6 and 2 → 4. Using the path O → 1 → 3 → 4 → D, the maximum
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flow that can pass this path is 3, due to the capacity of edge 3 → 4. Updating the
edges costs, we have the edge 1 → 3 cost (5.0972; 0.0911; 0.3948) and the edge
3 → 4 cost (6.9; 0.8438; 3.6562).

After sending this flow, we have the following paths with their updated costs:

• O → 5 → 6 → 7 → 8 → D with cost (8.8040; 0.7538; 3.2659);
• O → 1 → 2 → 4 → D with cost (9.7952; 0.7455; 3.2307);
• O → 1 → 3 → 4 → D with cost (11.9972; 0.9349; 4.0510);
• O → 5 → 6 → 2 → 4 → D with cost (13.2; 3.1250; 6.8750);
• O → 1 → 3 → 7 → 8 → D with cost (13.1565; 2.1467; 2.6355);
• O → 1 → 2 → 6 → 7 → 8 → D with cost (13.2545; 4.2386; 5.0339);
• O → 5 → 6 → 7 → 3 → 4 → D with cost (19.5; 5.4063; 10.0937).

Now, only the paths O → 1 → 3 → 7 → 8 → D and O → 1 → 2 → 6 →
7 → 8 → D can be used for sending the remaining flow (2). Using the path
O → 1 → 3 → 7 → 8 → D, the remaining flow passes fully in this path. Table2
shows the paths used for sending flow, the updated cost and the total cost of each
path.

The demand of network in Fig. 2 was completely fulfilled using four paths accord-
ing as shown in Table2 and the overall cost is (200.7537; 15.7072; 68.1654). We
note that there was a transfer on the path O → 1 → 3 → 7 → 8 → D that occurred
between the nodes 3 and 7. In the other paths used for sending flow there are no trans-
fers. The path O → 5 → 6 → 7 → 8 → D was used only in the metro mode and
the paths O → 1 → 2 → 4 → D and O → 1 → 3 → 4 → D was used only in the
bus mode.

Despite the works which were shown in this paper dealt with the multimodal
transport network problem, the obtained solutions by the approaches presented in
these works cannot be directly compared with the our proposed approach for three
reasons: (i) these published works usually focus in reaching the shortest path but they
are not interested in its flow; (ii) some of them consider changing between private
and public modes, although our approach consider the Brazilian case where this
changing does not usually happen; and (iii) the most of approaches did not deal with
the uncertain data presented from the real problems.

Table 2 Send of flow

Path Sending
flow

Updated cost of path Total cost

O → 5 → 6 → 7 →
8 → D

10 (8.8040; 0.7538; 3.2659) (88.04; 7.5380; 32.6590)

O → 1 → 2 → 4 → D 5 (9.7952; 0.7455; 3.2307) (48.9760; 3.7275; 16.1535)

O → 1 → 3 → 4 → D 3 (11.9972; 0.9349; 4.0510) (35.9919; 2.8047; 12.2539)

O → 1 → 3 → 7 →
8 → D

2 (13.8729; 0.8185; 3.5495) (27.7458; 1.6370; 7.0990)
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7 Conclusion

This work has dealt with the multimodal transport network problems and differ-
ent mathematical formulations were presented. Some approaches were developed to
solve multimodal transport network problems and correlated problems, e.g., multi-
modal shortest path problem. These approaches tried to use the specific feature for
each formulation and they can be classified in three groups: (i) classical methods,
which use graph theory and the optimization techniques; (ii) methaheuristics, which
combines a formulation by using graph with bio-inspired algorithms and/or artificial
neural network; and (iii) fuzzy methods, which deal with the uncertainty presented
in real life problems. In addition, some advantages and disadvantages for each type
of method is also presented.

Multimodal transport network problem is increasily important nowadays. Each
day, more andmore cars are in the roads and streets, which promote long traffic jams,
delays on product deliveries, lack of parking and other restrictions. Then, approaches
found in the literature tries to find a solution to transport problem, despite different
methods and different formulations. They seek the optimal solution for at least one
of the following objectives: (i) minimize the travel cost; (ii) minimize transport cost;
(iii) minimize the travel time; and (iv) minimize modal transfer. Besides, practical
problems have some uncertainties which normally are not included in the classical
mathematical formulation. For this reason, some works use fuzzy set theory, which
is a way to deal with the uncertainties of the practical problems.

Finally, a novel approach that combines graph theory and fuzzy set theory is
proposed. This proposal tries to formulate themultimodal transport network problem
more realistically. Thus, the objective is to suggest a route with respect to the offered
services and transport ways in order to improve the welfare and comfort of the users.

As it can be seen, the network demand in Sect. 6 was complied with using the four
paths below:

1. O → 5 → 6 → 7 → 8 → D
2. O → 1 → 2 → 4 → D
3. O → 1 → 3 → 4 → D
4. O → 1 → 3 → 7 → 8 → D

The first path represents the metro mode and its flow was whole used, which is
the maximum capacity of one of the its edges. The second and third paths represents
the bus mode and its flow was also whole used.

Note that a path cannot be used any more when its flow reaches the maximum
capacity of one of its edges. Moreover, all the paths which share these edges cannot
be also used any more. It is easy to see that this strategy tries to avoid large traffic
jams, which are common nowadays.

The fourth path presents a modal transfer between bus mode and metro mode.
The modal transfers are necessary when it is not possible to use only one mode to

arrive in the destination. This is normal in big cities. It is obvious the people prefer
to minimize these changes and they do them only when it is really necessary.
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In order to obtain a mathematical formulation more realistic, the costs of all edges
are described by fuzzy numbers, which can be dealt with imprecise data like traffic
jam, delay caused by weather conditions, among others.

In this work, the capacity of the edges are not uncertain. However, some studies
considering uncertain capacities are being done and they will be the goal in future
works. Thus, the modeling become more realistic allowing to violate some restric-
tions about flow to achieve a better solution.
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project number 2010/51069-2.
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A Linguistic 2-Tuple Based Environmental
Impact Assessment for Maritime Port
Projects: Application to Moa Port

Yeleny Zulueta, Rosa M. Rodríguez and Luis Martínez

Abstract Maritime port operations usually comprise a spread spectrum of envi-
ronmental challenges, which are often unique to each port site. For this reason, the
Environmental Impact Assessment (EIA) process has been developed for evaluating
the impact of port operations on the environment, including its natural, social and
economic aspects. In this chapter, an EIA model based on a 2-tuple linguistic model
is proposed to assess the overall environmental impact of Moa Port in Cuba by using
a double matrix that represents impacts, which are characterized bymultiple-criteria.
The environmental impacts of factors and actions are also ranked from the most to
the least risky. This EIA 2-tuple linguistic based model facilitates the handling of
inherent uncertainty of criteria involved in an EIA problem by simplifying the sophis-
ticated structure of the problem under consideration while computations are made
without loss of information and provide a high interpretability of the EIA results.

1 Introduction

The proper design, construction andmaintenance of coastal andmarine resources are
critical for successful activities of maritime trade, fishing industry and naval defence
due to the fact that they heavily depend on the development of ports and harbors.
Operations such as creation and deletion of materials, development of beach areas,
maritime and vehicular traffic in the harbor, can cause the release of natural and
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anthropogenic contaminants to the environment [6]. At the same time, actions such
as the construction, extension, and operation of seaports; the dredging deepening; the
construction of breakwaters, channels and hydraulic fills; the beaches stabilization
and coastal waterways; the artificial creation of beaches and dunes and in general, the
alteration of natural waters and the construction of artificial structures affect existing
water mass, ecosystems and relevant communities near ports [6].

Moa Port plays an important role in the infrastructure of the Cubaniquel Business
Group in Cuba. Its main purpose is the reception and storage of products imported
for industrial consumption in Nickel enterprises and the export of the final produc-
tion of these industries. Moreover, it also plays an important natural, cultural and
socio-economic role as it provides floral species and existing animal species with a
vital environmental performance for the environment maintenance. There is also a
significant creation of permanent jobs in both production and administrative areas,
reflecting a significant increase in the quality of life of the working population and
becoming a cornerstone for economic growth. However, the port maritime activity
causes a negative impact to the coastal ecosystem, which is associated not only to
the lack of treatment systems, the dredging activity and absence of a proper sewage
system; but also to the synergy of the environmental impacts of all the economic
activity. Therefore, it is of vital importance to assess the environmental impacts for
conducting strict control on the effect of the port maritime activity in order to avoid
compromising the ability of future generations to meet their own needs using these
resources. To achieve this goal, different models can be used including the Environ-
mental Impact Assessment (EIA) [2, 10].

EIA [21] is a tool for decision makers which takes into account the possible
effects of a project on the environment at both construction and operation stage by
means of scientific methods and techniques, and develop preventive actions. General
objectives of EIA include to ensure that environmental considerations are explicitly
addressed and incorporated into the development decision-making process to antic-
ipate, avoid, minimize or offset the adverse significant biophysical, social and other
relevant effects of development proposals; to protect the productivity and capacity
of natural systems and the ecological processes which maintain their functions; and
to promote a form of development that is sustainable and optimizes resource use and
management opportunities.

The assessment of environmental impacts in order to make a decision cannot be
a straightforward process because a large number of parameters may significantly
affect the natural environment. It is necessary to take into account the probable
several sources of data including extensive knowledge from multiple experts as well
as conflicting issues among the considered criteria. Therefore, stakeholders face a
Multi-Criteria Decision-Making (MCDM) problem [9, 10]. An EIA problem can be
intuitively modelled as aMCDMproblem in which a project is evaluated through the
impacts caused by the effect of its interactions with the surrounding environmental
factors, and such impacts are assessed considering multiple criteria, usually under
uncertain contexts.

Environmental factors are not constant in time because ecosystems are dynamic
and highly complex, so detailed measurements and surveys on environmental
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indicators cannot be undertaken because of areal extent, time constraints, or cost
considerations. In other words, potential environmental impacts of projects cannot
be quantified precisely, because of the imprecision of environmental impacts and the
frequent lack of quantitative data for the model, or because data collection might
be too expensive. Even when the environmental components are well defined, and
the data to characterize them are established, it may not be practical to spend years
measuring these components completely. The use of qualitative data can be helpful
to supplement the measured data and to replace missing or incomplete data. It can
also be crucial for developing a sufficient basis for supporting a technically sound
and legally defensible analysis [21]. In such cases, when in presence of vagueness,
subjectivity, fuzziness or incompleteness, one key issue in EIA is to represent and
handle various types of uncertainty.

In general, Soft Computing exploits the tolerance for imprecision, uncertainty and
partial truth to achieve tractability, robustness and low solution cost. In the case of
the environmental impacts, scales for many criteria in EIA are hard to measure and
it is not easy for experts to assign exact numerical values for these types of criteria;
consequently, representing themwith precise numbers does not give credible results.
Therefore, solutions based on Soft Computing provide a useful approach to EIA
[1, 5, 18, 29]. Fuzzy logic and a fuzzy linguistic approach [26–28] in fact allow
the decision makers to have a broader and more realistic perception of the possible
project environmental impact.

In such scenario, linguistic modelling and computational models [14, 19] are
demanded to capture these linguistic terms within a mathematical framework and
facilitate the Computing with Words (CW) [15, 16, 25]. Initially, two classical lin-
guistic computational models were introduced to perform linguistic computations
based on fuzzy linguistic approach.

• Linguistic computational model based on membership functions [3, 13] which
uses fuzzy arithmetic to accomplish their operations. The results obtained are
fuzzy values that usually do not match with any linguistic term from the initial
linguistic term set.

• Symbolic linguistic computational model [4, 24] uses an ordered structure of the
linguistic term set to operate. The results are numeric values which are approx-
imated to a numerical value that indicates the index of the associated linguistic
term.

Bothmodels produce loss of information due to the necessity of an approximation
process to obtain linguistic results, and hence a lack of precision in the results. In order
to avoid these limitations different approaches have been proposed in the literature.
Some of the symbolic linguistic computational models most widely used in linguistic
decision making are the 2-tuple linguistic mode [7], the virtual linguistic model [23]
and the proportional 2-tuplemodel [22]. However, the 2-tuple linguisticmodel seems
themost suitable one to deal with linguistic information in decisionmaking problems
[20], because it is based on the fuzzy linguistic approach, it is considered in the CW
paradigm and its computational model provides accurate and understandable results
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for human begins. For these reasons, the 2-tuple linguistic model is used in this
proposal to solve the Moa Port EIA problem.

The rest of the chapter is set out as follows. Section2 describes basic notions on
the 2-tuple linguistic model and its extensions necessary for our proposal. Section3
introduces Moa Port environmental problem and provides a linguistic EIA based
on 2-tuple linguistic model for its resolution. Section4 points out some concluding
remarks.

2 Preliminaries

This section introduces some necessary basic knowledge regarding the fuzzy linguis-
tic approach, the 2-tuple linguistic model and its extension of linguistic hierarchies
that will be used across the proposed linguistic EIA to evaluate the Moa Port envi-
ronmental impact.

2.1 The Fuzzy Linguistic Approach

The fuzzy linguistic approach [26–28] is commonly used to manage the uncertainty
and model linguistic information by means of the concept of linguistic variable.

The use of linguistic variables demands the selection of suitable linguistic descrip-
tors for the term set, including the analysis of their granularity of uncertainty, and
their syntax and semantics. The granularity, commonly noted as g + 1, is determined
by the level of discrimination among different counts of uncertainty modelled by the
linguistic descriptors in the linguistic term set, S = {s0, . . . , sg}. Therefore its def-
inition depends on some attributes of the decision making problem. For instance,
decision makers, stakeholders and experts participating in an EIA problem may
have different degrees of knowledge about impacts, factors and actions involved in a
project, consequently their degree of distinction for expressing their knowledge may
determine different meaning of words. As a matter of fact, the selection of the syntax
and suitable semantics is essential to keep the basis of fuzzy linguistic approach.
Further information can be found in [14].

2.2 2-Tuple Linguistic Representation Model

The 2-tuple linguisticmodel was introduced in [7] to improve the accuracy of the CW
processes and avoid the loss of information keeping the linguistic basis (semantics
and syntax) [20] and providing linguistic results by a simple retranslation process
[15, 25]. This model represents the linguistic information by means of a pair of
values (si , α) [7, 12, 14]:
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1. Let si ∈ S = {s0, . . . , sg} be a linguistic term whose semantics is provided by
a fuzzy membership function and the syntax chosen according to the choices
offered by the fuzzy linguistic approach.

2. α is a numerical value, Symbolic Translation, that indicates the translation of the
fuzzy membership function which represents the closest term, si ∈ {s0, . . . , sg}.

Definition 1 ([12]) The symbolic translation is a numerical value assessed in [−0.5,
0.5) that supports the “difference of information” between a counting of information
β assessed in the interval of granularity [0, g] of the linguistic term set S, and the
closest value in {0, . . . , g} which indicates the index of the closest linguistic term
in S.

This representation model defines the functions Δ and Δ−1 to facilitate the CW
processes [7].

Definition 2 ([7]) Let S = {s0, . . . , sg} be a set of linguistic terms and β ∈ [0, g] a
value supporting the result of a symbolic aggregation operation. A 2-tuple linguistic
value that expresses the equivalent information to β is then obtained as follows:

Δ : [0, g] −→ S̄

Δ(β) = (si , α), with

{
i = round (β),

α = β − i,
(1)

being round the usual round operation, i the index of the closest label, si , to β, and
α the value of the symbolic translation.

Δ is a bijective function [7] and Δ−1 : S̄ −→ [0, g] is defined by Δ−1(si , α) =
i + α.

A symbolic computation on linguistic terms in S obtains a value β ∈ {s0, . . . , sg}
that will be transformed into a equivalent 2-tuple linguistic value, (si , α) bymeans of
the Δ function meanwhile from a 2-tuple linguistic value, the Δ−1 function returns
its equivalent numerical value.

2.3 2-Tuple Linguistic Computing Model

The 2-tuple linguistic model defined a computational model based on the functions
Δ and Δ−1 and introduced the comparison between two 2-tuples linguistic values
and several aggregation operators [7].

Let us suppose two 2-tuple linguistic values, (sk, α1) and (sl, α2), the comparison
is as follows:

• if k < l then (sk, α1) ≺ (sl, α2).
• if k = l then
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– if α1 = α2 then (sk, α1) = (sl, α2);
– if α1 < α2 then (sk, α1) ≺ (sl, α2);
– if α1 > α2 then (sk, α1) � (sl, α2).

In the literature can be found different aggregation operators defined for 2-tuple
linguistic values [11, 14]. Here only are revised those applied in the EIA of Moa
Port.

Definition 3 ([7]) Let x = {(s1, α1), . . . , (sm, αm)} be a set of 2-tuple linguistic val-
ues, the 2-tuple arithmetic mean is the function 2T AM : S̄m → S̄ defined as:

2T AM(x) = Δ

(
1

n

m∑
i=1

Δ−1(si , αi )

)
(2)

Definition 4 ([7]) Let x = {(s1, α1), . . . , (sm, αm)} be a set of 2-tuple linguistic
values, and W = (w1, . . . ,wm), wi ∈ [0, 1] be a weighting vector such that

∑m
i=1

wi = 1, the 2-tuple weighted mean operator associated with W is the function
2TWM : S̄m → S̄ defined as:

2TWM(x) = Δ

(
m∑
i=1

wiΔ
−1(si , αi )

)
(3)

2.4 2-Tuple Model for Managing Linguistic Information:
Linguistic Hierarchies

Sometimes, it is necessary to deal with linguistic frameworks in which the linguistic
information can belong to linguistic term sets with different granularity. For instance,
qualitative criteria or environmental indicators assessed in an EIA problem can have
different nature or involve different types of uncertainty, in such cases the information
can be elicited by means of linguistic terms belonging to different linguistic term
sets with either different semantics or granularity. In [8] was presented an approach
to manage multigranular linguistic information which builds a structure so-called
Linguistic Hierarchy (LH), and a computational symbolicmodel based on the 2-tuple
linguistic model is defined over it to accomplish the CW processes.

A LH is the union of all levels t : LH = ⋃
t l(t, n(t)), where each level t of a LH

corresponds to a linguistic term set with a granularity of uncertainty of n(t) denoted
as: Sn(t) = {sn(t)

0 , ..., sn(t)
n(t)−1} [8]. The construction of LH must satisfy a pair of rules,

so-called LH basic rules:

1. to preserve all formermodal points of themembership functions of each linguistic
term from one level to the following one.

2. to make smooth transitions between consecutive levels.
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The goal is to add a new linguistic term set Sn(t+1) by adding a new linguistic term
between each pair of terms belonging to the linguistic term set of the previous level
t . To do so, it is necessary to reduce the support of the linguistic labels to keep place
for the new one located in the middle of them. Therefore, a linguistic term set in the
level t + 1 is obtained from its predecessor as l(t, n(t)) −→ l(t + 1, 2 · n(t) − 1).

A transformation function was defined to transform a linguistic term in level t to
its correspondent linguistic term in level t + 1 following the LH basic rules.

Definition 5 ([8]) Let LH = ⋃
t l(t, n(t)) be a LH whose linguistic term sets are

denoted as Sn(t) = {sn(t)
0 , ..., sn(t)

n(t)−1} and let us consider the 2-tuple linguistic repre-

sentation. The transformation function T Ft ′
t : Sn(t) → Sn(t ′), from a linguistic label

in level t to its correspondent label in level t ′, satisfying the LH basic rules, is defined
as:

T Ft ′
t ((sn(t)

i , αn(t))) = Δ

(
Δ−1(sn(t)

i , αn(t)) · (n(t ′) − 1)

n(t) − 1

)
(4)

It is then remarkable that the final results of any computational process, dealing
with linguistic information assessed in a LH, can be expressed in any linguistic term
set of the LH by means of a retranslation process accomplished by T Ft ′

t without loss
of information.

3 EIA of Moa Port Based on 2-Tuple Linguistic Models

This chapter studies the impact of theMoaPort operations froma environmental point
of view. Hence, it was found that there exist uncertain information about project’s
impacts due to the inability to collect the required data sets on initial existing baseline
conditions or a base index for the evaluation and comparison of alternative proposals.
Because of this, EIA based on measurement collection and comparisons are not
suitable for this problem.

This section first describes the Moa Port operations and its environmental prob-
lem based on information from [6]. Later on it presents a linguistic multi-criteria
evaluation framework for the EIA which will use the 2-tuple linguistic model to cap-
ture the vagueness of the information and deal with the complexity of the problem.
The environmental parameters are defined through linguistic variables assessed by
2-tuple linguistic values and the different criteria can be assessed by using different
linguistic scales [8] according to experts’ knowledge and nature of criteria. There-
fore, the proposal deals with multi-granular linguistic information without loss of
information by using the linguistic 2-tuple extension, so-called linguistic hierarchies,
because they allow to define an evaluation framework that models linguistic variables
with different granularity according to the real situation. To operate with linguistic
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values, CW processes are carried out by using 2-tuple linguistic computing model.
Eventually, this section provides and discusses the results of applying the linguistic
EIA based on the 2-tuple linguistic model to the Moa Port problem.

3.1 The Moa Port Environmental Problem

Moa municipality is a 766.33km2 area located in Holgun province on the island
of Cuba. It has borders to the north with the Atlantic Ocean to the west with the
municipalities of Frank Pas and Sagua de Tnamo, to the East and South with the
municipalities of Baracoa and Yateras and the Moa Port is located in one of its
4 bays. Moa Port has facilities for receiving goods and fuels where maneuvers for
moving supplies aremade, including fuel oil by structures that carry it. This is mainly
used for loading and unloading of international voyage, throughwhich nickel exports
and import of inputs is done such as crude fuel oil, anthracite coal, sulfur in solid
state, among others; all of them critical to the industry. It also provides services
of maneuvering, dredging, storing and distributing raw materials (coal, ammonia,
fuel, sulfur, etc.) and mining services, among others. However, the port maritime
activity causes a negative impact on the coastal ecosystem mainly due to the absence
of systems to treat liquid waste and solid waste and lack of an adequate sewerage
system. This is largely related to its high production activity and capacity compared
to other similar in the area.

Different variables such as waste water, solid waste and industrial materials cause
impacts generated by activities on ships as increasing pollutants are released by
re-suspension and dispersion of sediments in the water column, suspended sedi-
ments increase drags as ocean currents prevail in the dump area and the effect on
existing species in the area near the entrance of the canal coral reef [6]. Other port
activities also cause the modification of the bottom relief in the dump area, due to the
deposition of the extracted material, the changes in the circulation of ocean currents
as a result of the modification of bathymetry, the effect on existing species in the
coral reef near the entrance channel has also altered some fish species by ingestion
and accumulation of heavy metals. It is affected by the activity of human origin,
basically in the industrial area, extending its influence to tens of kilometers away in
the prevailing wind directions, causing the presence of pollutants such as CO2, CO,
SO2, N2, CH4, H2, even in low concentrations, these substances can affect not only
air quality, but the soil biota of ecosystems and the health of the population.

A small tropical forest alluvial Ombrophilous, bordering the mangrove to the east
of the port, is an example of change in vegetation with only three endemic species:
Sabal parviflora Becc., Ficus membranacea Wright and Bucida espinosa Jenn [6].
This is not only because of the indiscriminate cutting of tree species but also because
of the activity of construction of the port facilities and the dumping of waste oil from
an Oil Base, which has killed large numbers of specimens of ocuje and jcaro.

In the coastal port area, mangroves are affected due to soil contamination that
caused a change in physical-chemical properties and soil erosion; altering flood and
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salinity lead to defoliation, habitat fragmentation, changes in species composition
and soil compaction. All this has led to a decrease in associated wildlife, alteration
of surface runoff, soil loss of mangroves, decreased scenic value of the landscape,
mangrove mortality and the spread of unwanted species [6].

3.2 The Moa Port MCDM Problem Defined in a Linguistic
Multigranular Framework

Once it has been described the Moa Port environmental problem, it is time to define
the framework of the multi-criteria evaluation problem that will be used to solve the
EIA of this site. The operation phase of the Moa Port considered for EIA includes
the following actions:

• Wastewater from human activities discharge (a1),
• wastewater from industrial activities discharge (a2),
• pollutant emissions (a3), and
• waste accumulation due to creation of industrials drains (a4).

These actions interact with the following environmental factors:

• Quality of air ( f1),
• surface/groundwater ( f2),
• soil ( f3),
• vegetation ( f4),
• fauna ( f5),
• ecological relationships ( f6) and
• health and hygiene ( f7).

Impacts are assessed considering ten criteria adapted from [2] whose weights are
given by Wc = { 3

13 ,
2
13 ,

1
13 ,

1
13 ,

1
13 ,

1
13 ,

1
13 ,

1
13 ,

1
13 ,

1
13 ,

1
13 }:

• (c1) Intensity: The effect of the action on the factor.
• (c2) Extension: The impact’s sphere of influence of the action in relation to the
site.

• (c3) Moment: The time between the appearance of the action and the start of the
effect on the factor.

• (c4) Persistence: The time that the effect of the action would supposedly last.
• (c5) Reversibility: The possibility of restoring the affected factor to its initial state
by natural means.

• (c6) Accumulation: The progressive increase in manifestation of the effect.
• (c7) Probability: Likehood of occurrence of the impact.
• (c8) Effect: How the effect of the action on an environmental factor is manifested.
• (c9) Periodicity: The regularity in the manifestation of the effect on the environ-
mental factor.
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Fig. 1 LH with linguistic term sets of 3 and 5 labels and criteria assessed

• (c10) Recoverability: Social perception of the possibility of artificially restoring
the affected factor through human intervention.

Inspired by the use of different numerical scales to assess criteria in crisp tradi-
tionalmatrices and based on information from [6] for theMoa Port EIA, the linguistic
information about impacts is defined using amultigranular linguistic framework. The
LH is conformed by the linguistic term sets S3 and S5 with three and five linguistic
terms, as depicted in Fig. 1, which fulfil the LH basic rules.

The granularities of the linguistic term sets have been selected based on levels
of discrimination used in previous works on linguistic EIA [29] and the number
of values in scales presented in conventional proposals [2] which was used in the
original problem solution [6].

3.3 The 2-Tuple Based Solving Procedure for EIA

The solving procedure is based on the scheme presented in [29] and consists of four
main steps:

1. Constructing the impact matrix.
2. Gathering multigranular linguistic information about impacts.
3. Unifying multigranular linguistic information.
4. Computing impacts.

The proposed procedure schematically is shown in Fig. 2.



A Linguistic 2-Tuple Based Environmental Impact Assessment … 343

Fig. 2 Resolution procedure for EIA of the Moa Port

Table 1 Impact matrix for
Moa Port

Factor\
Action

a1 a2 a3 a4

f1 − − I13 I14
f2 I21 I22 I23 I24
f3 − I32 I33 I34
f4 − I42 I43 I44
f5 I51 I52 I53 I54
f6 I61 I62 I63 I64
f7 I71 I72 I73 I74

3.3.1 Constructing the Impact Matrix

The double-entry matrix relates the set of factors and the set of actions developed
in Moa Port and their intersections represents the possible impacts. There are 24
impacts with negative nature under consideration as depicted in Table1.
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3.3.2 Gathering Linguistic Information About Impacts

Once the impact matrix is constructed, the linguistic information about impacts
is defined by means of linguistic terms from the LH (see Table2) considering the
information provided in the original problem [6]. The linguistic terms have the syntax
illustrated in Fig. 1, but in this case we shall use a normalized syntax for a better
comprehensiveness of the resolution processes.

3.3.3 Unifying Multigranular Linguistic Information

The conversion of gathered linguistic information into linguistic 2-tuple values con-
sists of adding a value 0 as symbolic translation. After that, a linguistic term set is
chosen to make uniform the multigranular linguistic information. In this case, we

Table 2 Gathered criteria value for impacts

Impact c1 c2 c3 c4 c5 c6 c7 c8 c9 c10

I13 s51 s51 s52 s51 s50 s30 s32 s32 s31 s31
I14 s54 s52 s52 s52 s51 s32 s32 s32 s32 s32
I21 s51 s51 s50 s50 s50 s30 s31 s30 s30 s30
I22 s52 s52 s52 s52 s51 s32 s32 s30 s31 s31
I23 s53 s52 s52 s52 s51 s32 s30 s32 s30 s32
I24 s53 s51 s52 s52 s51 s32 s32 s32 s32 s31
I32 s51 s51 s52 s52 s51 s32 s32 s32 s31 s30
I33 s52 s52 s52 s52 s51 s32 s30 s32 s30 s30
I34 s52 s51 s51 s52 s50 s32 s30 s32 s31 s30
I42 s52 s51 s52 s52 s51 s32 s30 s32 s31 s30
I43 s52 s52 s52 s52 s51 s31 s30 s32 s30 s30
I44 s51 s51 s51 s51 s50 s32 s30 s32 s30 s30
I51 s50 s51 s50 s50 s50 s30 s30 s30 s30 s30
I52 s52 s51 s51 s51 s50 s32 s30 s32 s30 s30
I53 s53 s52 s52 s52 s51 s32 s32 s32 s31 s31
I54 s52 s52 s52 s52 s51 s32 s32 s32 s31 s30
I61 s51 s50 s51 s50 s50 s32 s30 s32 s30 s30
I62 s52 s51 s50 s50 s50 s31 s30 s32 s30 s30
I63 s53 s52 s52 s52 s51 s32 s32 s32 s31 s30
I64 s52 s52 s52 s52 s51 s32 s32 s32 s31 s30
I71 s52 s50 s50 s51 s50 s32 s30 s32 s30 s31
I72 s52 s52 s52 s52 s51 s32 s32 s32 s32 s32
I73 s51 s52 s51 s52 s51 s32 s32 s32 s32 s32
I74 s52 s52 s52 s52 s51 s32 s32 s32 s32 s32
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Table 3 2-tuple linguistic values unified on S5

Impact c1 c2 c3 c4 c5 c6 c7 c8 c9 c10

I13 (s51 , 0) (s51 , 0) (s52 , 0) (s51 , 0) (s50 , 0) (s50 , 0) (s54 , 0) (s54 , 0) (s52 , 0) (s52 , 0)

I14 (s54 , 0) (s52 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s54 , 0)

I21 (s51 , 0) (s51 , 0) (s50 , 0) (s50 , 0) (s50 , 0) (s50 , 0) (s52 , 0) (s50 , 0) (s50 , 0) (s50 , 0)

I22 (s52 , 0) (s52 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s54 , 0) (s50 , 0) (s52 , 0) (s52 , 0)

I23 (s53 , 0) (s52 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s54 , 0)

I24 (s53 , 0) (s51 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s52 , 0)

I32 (s51 , 0) (s51 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s52 , 0) (s50 , 0)

I33 (s52 , 0) (s52 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s50 , 0)

I34 (s52 , 0) (s51 , 0) (s51 , 0) (s52 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s54 , 0) (s52 , 0) (s50 , 0)

I42 (s52 , 0) (s51 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s50 , 0) (s54 , 0) (s52 , 0) (s50 , 0)

I43 (s52 , 0) (s52 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s52 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s50 , 0)

I44 (s51 , 0) (s51 , 0) (s51 , 0) (s51 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s50 , 0)

I51 (s50 , 0) (s51 , 0) (s50 , 0) (s50 , 0) (s50 , 0) (s50 , 0) (s50 , 0) (s50 , 0) (s50 , 0) (s50 , 0)

I52 (s52 , 0) (s51 , 0) (s51 , 0) (s51 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s50 , 0)

I53 (s53 , 0) (s52 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s52 , 0) (s52 , 0)

I54 (s52 , 0) (s52 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s52 , 0) (s50 , 0)

I61 (s51 , 0) (s50 , 0) (s51 , 0) (s50 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s50 , 0)

I62 (s52 , 0) (s51 , 0) (s50 , 0) (s50 , 0) (s50 , 0) (s52 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s50 , 0)

I63 (s53 , 0) (s52 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s52 , 0) (s50 , 0)

I64 (s52 , 0) (s52 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s52 , 0) (s50 , 0)

I71 (s52 , 0) (s50 , 0) (s50 , 0) (s51 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s54 , 0) (s50 , 0) (s52 , 0)

I72 (s52 , 0) (s52 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s54 , 0)

I73 (s51 , 0) (s52 , 0) (s51 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s54 , 0)

I74 (s52 , 0) (s52 , 0) (s52 , 0) (s52 , 0) (s51 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s54 , 0) (s54 , 0)

shall choose the linguistic term set S5, since it has the maximum granularity and can
express more degree of uncertainty and also because it fulfils Miller’s observation
[17] regarding the capability of distinction levels of human beings. Therefore, apply-
ing the transformation function from Eq. (4), the unified preference values expressed
by means of 2-tuple linguistic values are obtained (see Table3).

3.3.4 Computing Impacts

Applying the 2TWM aggregation operator from Eq. (3) with the weighting vector
Wc, the collective value of each impact is computed. Afterwards, the global impact of
factors, actions and the project is computed applying the 2TAM aggregation operator
in Eq. (2). All results are shown in Table4.
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Table 4 Impact matrix for Moa Port

a1 a2 a3 a4 Impact

f1 − − (M,−0.46) (A, 0.15) (B, 0.17)

f2 (B,−0.46) (M, 0.08) (M, 0.31) (A,−0.38) (M,−0.12)

f3 − (M,−0.15) (M,−0.23) (M,−0.38) (B, 0.31)

f4 − (M,−0.23) (M,−0.38) (B, 0.15) (B, 0.14)

f5 (MB, 0.15) (B, 0.38) (A,−0.38) (M, 0.23) (M,−0.40)

f6 (B,−0.08) (B, 0.08) (M, 0.46) (M, 0.23) (M,−0.23)

f7 (B, 0.31) (A,−0.31) (M, 0.38) (M,−0.31) (M, 0.26)

Impact (MB, 0.42) (M,−0.45) (M, 0.10) (M, 0.24) (M,−0.16)

3.4 Results and Discussion

By using the comparison operation of the 2-tuple linguistic model reviewed in
Sect. 2.3, impacts, actions and factors are ranked according to the values computed
in the previous step. The lower the better, then the more affected factors and the
more aggressive actions have higher impact values. Finally, the rankings of impacts,
factors and actions are as follows:

1. Impacts’ ranking: I14 � I72 � I74 � I24 � I53 � I63 � I73 � I23 � I54 � I64 �
I22 � I32 � I33 � I42 � I43 � I34 � I13 � I52 � I71 � I44 � I62 � I61
� I21 � I51.

2. Factors’ ranking: f7 � f2 � f6 � f5 � f3 � f1 � f4.
3. Actions’ ranking: a4 � a3 � a2 � a1.

Rankings suggest on the one hand that the most affected environmental factors
are health and hygiene ( f7), and surface/groundwater ( f2). On the other hand, waste
accumulation due to creation of industrials drains is the more aggressive action (a4),
followed by the emissions (a3), relatedwith the throwing to the ground hydrocarbons,
liberation to the midway air of gases, noises andmaterials in particles, contamination
of sources for dragging of sediments, hydrocarbons and chemical substances. Previ-
ous rankings could support decisions establishing correction measures for handling
the more aggressive actions and the highest impacts values in order to reduce such
a global impact of the project, which would lead to mitigation of loss of natural
resources and human welfare.

The linguistic value for the global impact of the project means that the overall
effects caused by the operation of the Moa Port can be expressed in both linguistic
term sets of theLHbymeans of a retranslation process accomplished by T Ft ′

t without
loss of information (see Fig. 3):

T F3
5 ((s52 ,−0.16)) = Δ

(
Δ−1(s52 ,−0.16) · (3 − 1)

5 − 1

)
= (s31 ,−0.08)
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Fig. 3 Global impact of the
Moa Port project expressed
on both linguistic term set of
the LH

4 Conclusions

In this chapter we have proposed an alternative EIA ofMoa Port based on the 2-tuple
linguistic model. The problem was modelled by means of multiple criteria which
can be assessed using different linguistic term sets from a LH. It operates without
loss of information and provides easily understandable linguistic impact values that
help stakeholders to interpret EIA in a more natural and logic way.

This approach provides three main benefits when developing EIA of maritime
port projects: (i) a flexible evaluation framework by enabling the use of multigranular
linguistic information; (ii) improvement of the interpretability and therefore less time
training to understand the conventional scales used to assess criteria and the meaning
of results; and (iii) a enhanced generalisation due to many aggregation operators that
can be applied to model other situations and calculate other complex indicators. This
could increase the effectiveness of the EIA process while promotes environmental
protection and sustainability.

It could be worthwhile to undertake further research on topics such as how multi-
granular linguistic term sets are defined, how the information about impacts is gath-
ered and how the application of different aggregation operators affects final results.
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