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Introduction

Cecilia Rossignoli, Francesco Virili and Stefano Za

We are glad to propose in this volume, according to an enduring tradition, a
selection of the papers presented at the XIII conference of ItAIS, the Italian Chapter
of AIS (Association for Information Systems), held at University of Verona on
October 7–8, 2016. The conference theme: “ICT and innovation: a step forward to a
global society” suggests a composite, inclusive, and rich view over the multiple
dimensions of innovation, along the technical, organizational, and social perspec-
tives, encouraging an open dialogue within our evolving community of research
and practice. The interconnections of the technical, organizational, and social
dimensions have been outlined in several studies [e.g. 1–4]. Indeed, IT-driven
innovation is happening at the same time at all the levels of analysis (i.e. indi-
viduals, organizations, and society) and blurring internal and external organiza-
tional environment boundaries [5]. In its entirety, the research work presented in
this volume, can be seen as a mosaic of different approaches and views, offering in
its complexity and richness a fresh answer to recent research calls [6], underlining
the limitations of traditional studies too often exclusively focused on a rigorous and
detailed analysis of a single micro or macro phenomenon. Our perspective, instead,
underlining heterogeneity, interactions and variety in multiple socio-technical
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aspects, aims to shed some new light on our more urgent contemporary challenges,
as recently outlined by European and other International Institutions [7].

With the idea of spanning across levels and across organizational boundaries, the
volume collects 21 contributions, selected from the ItAIS Conference papers. All
the selected papers have been evaluated through a standard blind review process in
order to ensure theoretical and methodological rigor. The threefold structure of the
volume reflects three main pillars that have been explored by the included papers.
The first part is focused on how ICT innovation is transforming information sys-
tems design and software development practices, with its related challenges. The
second part opens the view on the organizational world and its evolution enabled
and driven by the Information Systems world depicted above. The third part is
devoted to some of the corresponding transformation and challenges towards a
global society.

This publication is the result of a team work where many people have actively
contributed. We are grateful to the Authors, the Conference Chairs and Committee
members, to the members of the Editorial Board, and to the Reviewers for their
competence and commitment.

1 Part I: IS Design Innovation and Challenges

The contributions grouped in this section are devoted to software development and
information systems design practices, as innovative waves in our Information
Systems world are often at the very roots of the organizational and societal evo-
lution taken into account in the rest of the book.

De Michelis opens this debate focusing on the role of business designers and
organizational networks within innovative companies competing in the globalized
market. He proposes some first hints on how business designers promote or should
promote networks and suggest that organizational networks are necessary for doing
business design. Moreover, he focuses on how Information and Communication
Technology can support the effectiveness of networks, suggesting the technological
innovation that should foster the raise of business designers.

In her exploratory research study, Khalil aims at understanding, through different
expert perspectives, the challenges and success factors encountered in distinct types
of ICT projects (agile vs. plan driven approaches), using a qualitative research
approach based on semi-structured interviews with senior project management
consultants. In their research-in-progress, Chaves, Scornavacca, and Fowler aim to
address the complex phenomenon of knowledge sharing within the context of social
media. The objective of the paper is to examine how the affordances of social media
impact knowledge sharing dynamics in intra-organizational Information Technology
(IT) projects. This paper adopts Design Science Research (DSR) as research
paradigm and the Technical Action Research (TAR) as validation method.

2 C. Rossignoli et al.



In her contribution, Simone discusses on systems (re-)design in the light of the
socio-technical (ST) design approach and by considering how (re-)design can be
made more manageable by looking at the work practices that mitigates the limits of
the current ST systems. On the same argument, Bednar and Sadok report upon
some results of an empirical study involving employees from 32 SMEs in the UK
on how they approach socio-technical principles in the design of their work sys-
tems. They are particularly interested in what extent employees are engaged with
decision making, change in work practices and job satisfaction. Finally, Cabitza and
Varanini introduce a new concept, namely “cybork”, to account for the dynamic
nature of socio-technical systems and make this nature a primary concern of sys-
tems thinking to understand and intervene on this kind of systems.

As conclusion of this section, Melonio describes an interesting example of
participatory game design. It is a complex interaction design process, taking various
design tasks and demands different cognitive skills. This project has been con-
ducted with children for eliciting their expectations for games for them.

2 Part II: Organizational Innovation and Challenges

In this section research interest shifts from IS design innovation in itself to its
enabling effects, evolving forces and business transformation pressures in the
organizational world. Firms experiment both opportunities and competitive pres-
sures to evolve their business models and organizational processes thanks to the IS
innovation forces taken into account in the preceding section. The first paper in this
series takes into account the increasing organizational relevance of IT managers.
Ricciardi, Zardini and Bonomi argue, based on their analysis and integration of
different theoretical frameworks, that positive and strong IT managers’ relations
within their organization have a positive influence on organizational life and per-
formance in several intertwining ways. Scholars investigating the importance of
effective IT managers’ relations tend to rely on two mainstream theoretical
approaches: the resource-based view (RBV) and sister theories, on the one hand;
and the business-IT alignment view, on the other hand. Ricciardi et al. propose that
these two theories, although very effective in explaining several aspects of the
importance of IT managers’ relationships, are not sufficient, and could be usefully
complemented by at least two further important theories: Lawrence and Lorsch’s
view of organizational differentiation and integration, and the cyclical model of
organizational learning proposed by Zollo and Winter. Therefore, their study pre-
sents the contribution of these four theoretical approaches to explaining the
importance of IT managers’ relationships.

De Nicola and Villani present a methodology to support innovation processes in
business contexts. The methodology consists of three phases. First, an innovation
team composed of stakeholders, domain experts and knowledge engineers collects
domain knowledge. In the second phase of the methodology, creative sparks are
identified to ignite a collaborative activity by the innovation team, which may lead
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to identification of new innovative ideas. In the third phase, selected ideas are
elaborated and validated in the specific business context. In their contribution, they
focus on the first two phases and present an innovation management system to
support them. Although the proposed methodology is general purpose, they
describe an application in the business intelligence sector.

Focusing still on innovation, the contribution provided by Lazazzara and
Galanaki builds on diffusion of innovation (DOI) and institutional theories to
address the current lack of cross-national studies on e-HRM adoption and usage.
The core research question asks about the factors influencing e-HRM adoption and
usage for HRM. As result, the economic sector of activity, size, global competition
and educational level were associated with e-HRM adoption and usage at the
organizational level. Moreover, a strategic orientation of the HR function seems to
be a prerequisite for e-HRM adoption and usage.

The following two contributions are devoted to emerging and evolving chal-
lenges in relatively mature areas of digitalization for contemporary businesses:
customer satisfaction for e-tailers and data mining in the banking industry. Russo,
Confente, and Borghesi focus on e-commerce and customer relationships, with a
special interest on a quite new phenomenon in a consolidated field: the impact of
return policies on customer satisfaction. Return policies are particularly relevant in
cloths and shoes e-markets: almost one third of all online-ordered clothes are
returned by customers. It is increasingly important for e-tailers to offer the appro-
priate return policy as this will attract online customers. The aim of their paper is to
better explore the impact of return policy and other drivers in enhancing the sat-
isfaction and loyalty perceived by customer when purchasing online in a B2C
context.

Diniz, Luvizan, Hino, and Ferreira investigate the adoption of big data in the
banking sector. Besides requiring huge investments, big data implementation also
demands an articulation between the many centers of power within a bank and a
re-definition of concepts once dominant in the organization. This study describes
the process of big data adoption in three major Brazilian banks and unveils the
process of implementing a new technology platform in the “pluralistic context” that
characterizes bank organizations. The Actor-Network Theory is used for describing
and understanding the initial phases of the big data adoption journey in these banks.
The authors aim to understand how some bank managers became aware of the
relevance of big data to its incorporation to the bank’s corporative strategy.

Digital platforms play often a relevant role in fostering organizational learning
process [8]. The last three papers close this section exploring this challenging and
relevant area. E-learning is pervading higher education, being a convenient training
opportunity in a busy and demanding society. Despite being a popular phenomenon
both in research and in practice, e-learning is however far from being successfully
implemented in any context. This is a matter of both inadequate exploration of the
learners’ perspective and insufficient reflection about the implications for the
instructors. Caporarello, Manzoni, and Bigi focus on the first aspect, surveying 277
university students about their opinion and experience of e-learning. Based on their
findings (that were partially unexpected and expected), they develop some

4 C. Rossignoli et al.



managerial implications for instructors and educational organizations. Crombie,
Mersch, Dulskaia, and Bellini present early results of the first European applied
game-jam network called JamToday. The paper presents the work achieved by the
JamToday Network in the first two years and very concrete and practical tools and
methodologies developed by the JamToday Network to support game-design
approaches for learning environments from design to transfer and evaluation.
Caporarello, Magni, and Pennarola describe the results of an interesting business
case experiment. They analyze individual learning in a computer-based simulation
setting (business game). In particular, the study points out the importance of the
team environment in stimulating individual states that may foster individual
learning. By taking into account 402 individuals who participated in a
computer-based simulation, they underscore that individual perception of integra-
tion climate foster individual curiosity and decreases individual aggressiveness.
Moreover, they outline that individual curiosity does have an impact on individual
learning.

3 Part III: Societal Innovation and Challenges

This section concerns societal innovation challenges at large. The first four chapters
show how different generations are responding in different ways to ICT innovation
phenomena like Internet usage, knowledge intensive processes, knowledge work,
and digital employee experiences. The last two chapters are focused on societal
issues regarding two specific digital artifacts, Electronic Medical Record, dis-
cussing the opportunities and challenges of sharing health information, and Time
Accounting System, disclosing interesting opportunities for time banks and similar
parallel non-monetary economies in the developing countries.

Hussain, Ross, and Bednar investigate on the Internet usage by elderly people,
born from the mid 1920s to the early 1940s. In this case Internet could be a
challenging technology for them due to their experience and knowledge in using the
computer and Internet. At the same time, elderly people are anxious about Internet
security, as they believe they can be victimized, hence the reason why the gener-
ation avoids the technology as much as possible. Participants also believed there
was no need to use the Internet, as they have managed without the technology
throughout their career. The paper also discusses the key elements by outlining the
benefits and drawbacks relating to age-related disabilities, affordability, and
privacy/security issues.

Modern organizations, increasingly adopt knowledge Intensive Processes (KIPs)
and use work teams to perform knowledge intensive tasks and coordination
activities. The chapter of Aloini, Covucci, and Stefanini offers a methodological
support towards a more quantitative and systematic analysis of knowledge workers
and their collaboration dynamics. Focusing on generation X, Sarti and Torre aim to
demonstrate the positive impact of the use of ICT and knowledge work content on
employees’ wellbeing. Their results offer interesting stimuli for a debate between
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scholars and practitioners in the management of employees, calling for attention to
the controversial effect of ICT usage and particular attention to this mid-generation.

Even though, organizations face the co-presence of three generations of workers
(“baby boomers”, Xers and Yers), another generation will join the workforce in the
next years: the generation Z. Accordingly, companies must be able to understand
their characteristics and expectations, in order to manage their generation mix. The
contribution of Meret, Fioravanti, Iannotta, and Gatti, firstly reviews the extant
literature, afterwards analyzes and discusses the results of a survey among 298
young people, belonging to the generation Z. The findings reveal both a universal
profile of the future generation of workers, together with their digital behaviors.

Badr provides a literature review on Electronic Medical Record (HER) and
summarizes a few persistent challenges that EHR systems should address relating to
security and safety of patients. In particular, in his position paper, two major
initiatives are revealed: (1) The premise of patient engagement and (2) the guide-
lines. As conclusion of this section, Sultana, Locoro and Corrêa da Silva describe
the first validation steps of the prototype of a Time Accounting System (TAS),
which has been designed and developed to investigate how a technology that
facilitates service exchanges using local currency can be accepted in a developing
country, namely in Bangladesh.
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Part I
IS Design Innovation and Challenges



Business Designers, Organizational
Networks and ICT

Giorgio De Michelis

Abstract Within innovative companies competing in the globalized market we can
observe two distinct phenomena characterizing their changes with respect to the
past: the proliferation of organizational networks and the raise of a new profile of
top manager/entrepreneur that has been called business designer. Scholars and
practitioners are paying great attention to these two phenomena in order to char-
acterize them and to improve their reproducibility. Since business designers are
characterized mostly for their way to design and develop innovation at the level of
products, services and customers relationships, while organizational networks are
seen as transformers of the organization of innovative companies, there has been
little or no attention to the mutual relations binding the two phenomena. In this
paper I propose some first hints on how business designers promote or should
promote networks and suggest that organizational networks are necessary for doing
business design. The last sections discuss how Information and Communication
Technology can support the effectiveness of networks and suggest the technological
innovation that should accompany the raise of business designers.

Keywords Organizational network � Business designer � Design thinking �
Situated computing

1 Introduction

Globalization, with its consequences on markets and societies, is provoking deep
transformations in organizations, from every viewpoint: customer relations, mar-
keting strategies, production’s organization and product design are widely changing
and only those companies that change trying to become flexible and proactive
actors will survive and, sometimes, grow. This claim, for whose rough general-
ization I apologize with my readers, is particularly true for all enterprises
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competing in markets where innovation is a major success factor, like high-tech,
but not only there. Scholars and practitioners of several disciplines (work sociology,
industrial economics, organizational science, information systems, etc.) are
observing and studying from different viewpoints the changes undergoing in
organizations. Two issues raised in those studies seem to me particularly important,
since they offer two complementary views on new organizations.

On the one hand, the growing presence of network structures in organizations [5,
6, 15]: from enterprise networks and networked enterprises, to collaborative net-
works. Networks appear, as first, as new structures mitigating and circumventing
the rigidity of hierarchical organizational systems: networks allow to negotiate
forms of cooperation without being obliged to fix rules and roles, trespassing
organizational boundaries and constituting flexible aggregates where people not
only coordinate themselves but also co-create knowledge. This is the reason for
which, in these years, we have seen the growth of two types of organizational
networks: institutional, inter-organizational and intra-organizational, networks, on
one side, and collaborative networks, on the other side. While the former aim at
creating flexible settings for putting together resources and capabilities, the other let
people, from different organizational units and/or with different expertise, work
together in the design and/or development of new products/services. For its variety,
the concept of organizational network has been occasion of a large set of studies
and of some specific analytical tools like the Actor Network Theory (ANT; [25]),
becoming one of the most relevant issues in the debate on organizations.

On the other hand, the emergence of a new entrepreneur/top manager profile,
that has been called business designer, to indicate that, at the beginning of the third
millennium, business needs not to be administered but designed. Business design
has been studied and practiced by a growing number of scholars and
managers/consultants/entrepreneurs, with the aim to understand how innovative
companies operate in the global market being able to bring innovation to economic
success and to create strong companies [9, 20, 21, 28]. Research on this subject has
coupled direct observation of the behaviour of the leaders of radically innovative
companies with the aim to understand their distinctive features, and the develop-
ment of a conceptual framework capturing the main factors influencing the success
of radical innovation and allowing its repeatability in time. At the basis of all the
efforts along this perspective, there is the shared recognition that, like its name
underlines, coupling business and design thinking is its first necessary step, since
design allows to look at business from a viewpoint where innovation is not
immediately subsumed to economic discourse and opens the minds to accepting
multi-disciplinary collaboration. The outcomes of this research have been also
highly influential in defining the programs of new courses aiming to educate those
who want to become business designers (Rotman School of Business in Toronto
[28], D-School at Stanford University [http://dschool.stanford.edu], Domus
Academy in Milano [www.landing.domusacademy.com/master-programs/business-
design] are some examples of schools moving along this direction).

Even from this very short survey, it emerges that networks and business
designers, share a focus on opening organizations to a greater flexibility in their
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practice and in continuously reinventing themselves, but their originating factors
are quite diverse, since networks are sustained by the growth of (ICT based) sys-
tems supporting them in always more effective and varied ways and by project
orientation, while business designers are singular and, in some sense, exceptional
outcomes of a combination of entrepreneurship and design thinking. Moreover,
networks are emerging social aggregates and binds within and among organiza-
tions, integrating and/or substituting traditional organizational structures, while
business design connotes a new entrepreneurial style adopted by people who are
capable to play the business game innovating it from several diverse viewpoints.
Finally, even if they are global phenomena, they have a particular relevance in the
Italian industry [7, 10], connoting its (best) enterprises from decades. Their com-
bination is, therefore, an interesting puzzle. The questions that arise from the above
considerations are: do organizational networks and business designers have any-
thing in common? If yes, can we study how business designers can improve their
effectiveness curing their organizational networks? Can they develop the ICT
infrastructure of their company as the main, or, at least, one of the main, supports of
their business?

In order to give some preliminary answers to the above questions, it is necessary
to survey, at the conceptual level -networks and business design- and to discover
their mutual connections, taking into account that, on the one hand, there are
diverse types of organizational networks, on the other, we have several examples
but only a vague and incomplete definition of ‘business designers’. In trying to do
what announced above, this paper, first, discusses the new managerial profile of
‘business designer’ and surveys two examples of business designers, then, resumes
what we know about organizational networks. In this work, we try to find a good
equilibrium between conceptual clarity and adhesion to what we see in the reality.
The second part of the paper discusses how business designers and organizational
networks are interrelated and how, discovering these interrelations, allows to define
innovative plans for the development of ICT platforms. A short conclusion ter-
minates the paper.

2 A New Managerial Profile

At the beginning of this century, I designed, with my friends of Domus Academy,
the design school of Milano, a new Master for creative top managers and entre-
preneurs (we were looking at the people leading Made in Italy companies). This
Master was called Master in Business Design (MBD) to distinguish it from standard
MBA (Masters in Business Administration) courses: it continues to be offered and
delivered in these years, even if I don’t have anything to do with it from years
[www.landing.domusacademy.com/master-programs/business-design]. Our MBD
was a quite ambitious school willing to banish Business Administrators in the loft,
substituting them with a new figure, having a culture strongly influenced by design
thinking. The inspiration moving us had multiple and heterogeneous sources: on the
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one hand, the multi-disciplinary experience we did collaborating (technologists and
designers) in the design of innovative interactive systems; on the other hand, the
observation of new entrepreneurs trying to invent simultaneously new
products/services, new companies, and, even, new markets in the diverse sectors
where Italian industry has a leading position, like mechanics, furniture and fashion
[7, 10]; and, finally, the intuition that the crisis of the hierarchical model required
also to reinvent the profile of the managers guiding the non-hierarchical companies,
dismissing it.

We were not the only ones moving in that direction. As we have already
mentioned in the Introduction, in the same years Roger Martin uses, at the Rotman
School of Management of the Toronto University, ‘business design’ to give a name
to the new perspective [28] on which he is addressing its courses, including MBA
itself; similar experiences are ongoing at several other, often very prestigious,
schools, like Stanford University, where D-School (formally, the ‘Hasso Plattner
Institute for Design’) is created, as a center for experimenting new educational
programs, where computer scientists, designers and business experts work together
developing design thinking [http://dschool.stanford.edu]: innovative design studios
transform themselves in a new type of strategic consultancy companies capable to
help companies to use design thinking to become change makers (one name for all:
IDEO [21]). And research and educational experience are still ongoing on the
necessary meeting between management and design culture: few months ago, it has
appeared a collective book on the subject [20].

The unrest characterizing all these experiences does not allow to fix the concepts
characterizing the field. In order to make some clarity, we need, therefore, to
characterize the meaning of the terms appearing in ‘business design’. We do it
looking at their etymologies ‘business’ derives from ‘busy’. The business has not,
originally, an economic connotation, but indicates something happening, that
engages us. Even if its not difficult to explain why, quickly, it narrowed to char-
acterize work and economic activities, it is useful in this context keeping in mind its
original meaning, since, today, the distinction between work and ‘free’ time is
always more fuzzy and we make, frequently, reference to things that we do out of
our working context or for pleasure, as voluntary performances, as part of our
business. In particular, it seems to me interesting that the separation between
economic and non economic business is, essentially, impossible when the activity is
‘statu nascenti’: a group of friends, like the creators of the Noah Guitars, [www.
noahguitars.com], can start an activity for purely pleasure reasons (creating a new
innovative rock guitar), discovering later that it has become always more engaging,
that it has a strong potential, needing therefore for a well defined business model
(foreseeing also an economic return). Many start-ups follow the inverse path: they
begin with the aim to make money, but they never reach their objective, even if
their creators have fun working at them.

For what regards design, Klaus Krippendorff opens his paper On the Essential
Context of Artifacts or on the Proposition that “Design is Making Sense of
(Things)” [22, p. 9] with this claim: “The etymology of design goes back to the
Latin de + signare and means making something, distinguishing it by a sign, giving
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it significance, designating its relation to other things, owners, users, or gods. Based
on this original meaning, one could say: design is making sense (of things)” ‘de-
sign’ originates, therefore, from the sign through which human beings make a thing
distinguishable to become, progressively, the sign through which we make sense of
it. Rather, design allows to reach the thing of which is made sense: in this way we
can better understand its elongation in time.

Together with ‘business’, therefore, ‘design’ means ‘making sense of what is
engaging us’. It has to do, not only with granting the optimal performance of an
economic activity, like requested by the role of a business administrator, but also,
and mostly, with doing anything may be necessary and/or possible for bringing what
we do, with other people, to a temporary completion. It is clear that, for business
designers, making sense means covering all the relevant dimensions of their busi-
ness: from their different performances and practices to the objects and/or service
performances deriving from them and to their aesthetic and functional qualities;
from the conditions where the business is performed to those of its participants; from
the communication with its stakeholders to the relationships with its potential
customers and beneficiaries; from its environmental impact to its profitability. I call
the innovation of the business designer ‘design driven innovation’ [9] to distinguish
it from the more traditional ‘market pulled’ and ‘technology pushed’ innovations:
while traditional innovation forms are centered on one principal element sustaining
it (the market, the technology), design driven innovation has at its center the stake
holders and is, intrinsically multi-dimensional. Even if we should not imagine that
the business designer must, perforce, bring again all of those issues into question,
there is no aspect of his/her business that she cannot reinvent or redefine.

The emergence of business designers, in fact, is not due to their innovative
education: rather it is grounded in the changes ongoing in the market. When the
market is steady, business designers are needed only for pushing a new
product/service in the market. All companies competing in steady markets may be
satisfied with having a good administrator managing them, But when, as it happens
now, the social and economic context is highly turbulent and unforeseeable, and
breakdowns (both negative, menacing their position, or positive, opening new
possibilities of business) are frequent inside and outside the organizations, under-
mining their conduct, their leader must be able to transform these breakdowns into
occasions, rather than considering them as obstacles. This will be possible if their
organizations will be able of reshaping themselves so that their efforts re-focus on
new targets. In all these cases, in fact, administering is no more sufficient. Aligning
activities to the planned objectives, absorbing the breakdowns, is not enough: rather
it is necessary to redefine plans and, if needed, to re-design the business itself.
There are several examples of companies, that have been able to perform radical
changes in order to re-gain a strong economic profitability (for example, Nokia did
it twice in these last thirty years), as well as there are also several examples of
companies who have not been able to do it, and begun to decline (Yahoo and
Benetton may be analyzed from this viewpoint).

For this reason, from the last years of the twentieth century, business design [9,
10, 20, 28] has become a widely discussed concept. This couple of words are used,
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generally, to characterize the growing contamination of managerial with design
culture and to outline how design thinking can strengthen those who lead inno-
vative companies. Generally, business design is characterized for its way of
approaching the market: from putting the emphasis on products and/or services to
creating a dialogue with the customers and the stakeholders, from improving the
reach of commercial channels, to caring customers and their needs and desires. The
business designer has a radically different style in guiding a business with respect to
the business administrator: while the second must grant the efficiency and effec-
tiveness of the performances of the organization, whose nature is assumed to be
almost stable and well known, the business designer is continuously redefining the
business in all its components, without assuming anything as fixed, even the market
where his/her organization will compete. When a car maker was searching, some
years ago, a new manager, it looked for a profile capable to run at best an estab-
lished business because it needed a business administrator (things are changing also
in the automotive sector, today, and car makers are no more sure that their market is
stable); quite differently, an entrepreneur like Steve Jobs [19], probably the
‘champion’ of business designers, has continuously reinvented the business, the
market and the customer relationships of Apple, without paying too much attention
to typical economic and financial indicators.

3 Examples of Business Designers

As I said in the Introduction, I want to outline the profile of business designers,
taking into account that the concept has its routs in existing entrepreneurs and top
managers who have been able to create and develop innovative companies.
Moreover, I have also claimed that Italian successful companies, those that are
frequently collected under the header of “Made in Italy”, have as their charismatic
leaders, persons who can, generally, be considered business designers, or, more
interestingly, who inspired the new profile of the business designer.

It is not possible, within the limits of a conference paper, to survey adequately an
adequate number of ‘business designer’ candidates, but we can try, surveying some
well chosen examples, to let emerge, in few lines, some elements characterizing
them and some problems that their analysis currently leaves open.

First of all, even if business design is something that became of topical interest in
the last twenty years, we can find even in the previous century, some precursors
who were adopting an entrepreneurial style anticipating many of its characteristic
features. A name comes to my mind with this respect: Adriano Olivetti [4, 30], who
lead Olivetti, but for a short period during the fascism, in the years between 1932
and 1960, when he died unexpectedly at the age of 59. Olivetti, founded by
Adriano’s father Camillo at the beginning of the twentieth century, was, when
Adriano became its CEO, a mechanical manufacturer specialized in typewriters and
selling them mostly in Italy. During Adriano’s leadership, Olivetti added
mechanical computing machines to typewriters, entered in the electronic sector,
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with a Laboratory designing computers, and became a multi-national company
selling its systems all over the world, and buying, one year before the death of
Adriano, an important American maker of typewriters, Underwood.

In the years when Adriano lead Olivetti, in particular between 1945 and 1960,
companies were facing completely different problems with respect to today. At a
planetary level, Taylorism was just beginning its diffusion; globalization was not yet
a real problem; instruments were mostly mechanical and only from the end of the
fifties electronics became a real industrial opportunity;… At the national level, Italy
was a dramatically poor country trying to recover from the second world war that left
it defeated and destroyed; it was mostly an agricultural country with few industrial
companies and almost no multi-nationals; there were few laureates; the recon-
struction of the cities was going on slowly. In those years, when most of the Italian
entrepreneurs were dealing with the problems of re-launching production, looking
almost exclusively to the Italian market and to mature non-technological products,
Adriano transformed Olivetti in a completely new type of company changing it from
many viewpoints: he innovated its products from the technological and aesthetic
viewpoints, calling some of the best Italian industrial designers to collaborate with
Olivetti and having some of its products exhibited in Museums like New York’s
Museum of Modern Art; he adopted a new communication style, from journals,
books, diaries and calendars, etc. to shops, advertising and packaging, of a unique
level of quality; he innovated the production processes adopting Taylorism, without
loosing attention of the working conditions, selecting the best students of the Italian
Universities for its management, promoting cultural programs from sociology and
psychology to planning and architecture; he developed innovative social services for
his workers and created a special relationship between Olivetti and its territory
(Canavese; he was also elected Major of its main city, Ivrea); he commissioned the
buildings of Olivetti (factories, offices and services) to the best Italian (and to some
foreign) architects; he established a laboratory for the design of computers at their
dawning, that brought Olivetti in the most innovative sector of electronic technol-
ogy. The complexity of the figure of Adriano Olivetti is too high for trying to capture
him in a simple formula: let me recall that he was also a prominent political figure in
Italy (he created the “Movimento Comunità” with which he was not only elected
major of Ivrea but also a member of the Italian Parliament), but we can not avoid to
underline that the mixture of the interests he expressed in the years when he was
managing Olivetti prefigure some of the characteristics of the business designer. It is
not, therefore, by chance, that several observers have associated to Adriano Olivetti
the figure of Steve Jobs, who can be considered its prototype.

Steve Jobs, in fact, has been a unique case among the CEOs of the High-Tech
companies emerging, between the sixties and today, in the United States of America
[11, 19]. Both during his first period leading Apple, and even more during the second
one, as well as when he acted as CEO of Pixar, the famous computer animation film
studio, he acted quite differently from the large majority of the managers of
High-Tech companies. His companies were focused in creating new unique
products/services offering to their customers new unique experiences rather than in
improving their position in the market; he was directly involved in the design of new
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products and services, like the Mac, the iPod, the iPhone and the iPad, in the creation
and design of the Apple Stores and of the Pixar and Apple Campuses, in the design
of the communication of his companies; he was neither a technologist nor a designer,
but he played a major role in defining the new products/services that made Apple the
leading innovative company in the last thirty years. With respect to this last theme,
iPod was a tremendous success because it was a beautiful, perfectly working, tool for
managing and listening digital music, but also and mainly because it was accom-
panied by iTunes, that revolutionized the music market; iPhone not only was a better
smart phone that those offered by its competitors, but also it redefined, once for all,
what a Smart phone was, and all competitors had to modify their products in order to
adhere to the new standard. Every new Apple product aims to be unique and final. In
particular, Steve Jobs played a major role in designing this combination of new
systems with new services.

With the above claims, I don’t want to say that what Jobs did is unquestionable:
there are many aspects of how Apple works that merit to be discussed like its
refusal to adopt open source technology, its remaining a close system where
everything is done internally, its outsourcing production to large, slavist factories in
the Far East, etc. What I want to stress is that Jobs managed Apple quite differently
from its competitors in the digital sector, guiding it to create new products and
services aiming to change the markets where they were placed and, also, to change
the lives of its customers.

As I mentioned in the previous sections, Italian industry has several hundreds of
entrepreneurs that can be considered business designers, whose companies compete
for the leadership in global market sectors of various dimensions (sometimes very
small), creating products combining aesthetic and functional excellence, aug-
menting them with services enriching customer experience, enhancing their roots in
the territory and contributing to increase its quality, and distributing their products
in a growing number of countries [7, 10]. Also Italian business designers are not, up
to now, the outcome of schools, capable to educate people aspiring to become
entrepreneurs towards an effective management of innovation, and, therefore, they
correspond only partially and incompletely to the profile of business designers, but
their relevance in the Italian industry qualifies them as a reference for all those who
want to deepen their knowledge about business design. Moreover, if we compare
the Italian case with the loneliness of Steve Jobs in the ICT industry, it appears
quite clearly that business design fits at best with innovation but not specifically
with technological innovation.

4 Organizational Networks

What is a network? The etymology of the term can be helpful, since its meaning had
a strong evolution, accompanying the transformations of our means of moving and
communicating. Network, is the combination of net + work and its sense has moved
from any “any complex, interlocking system”, that reflected the growth of transport
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systems, to “a broadcasting system of multiple transmitters” and “interconnected
group of people” taking into account the emergence and evolution of mass-media. It
is more interesting to look, at a more detailed level, at the etymology of net: it
derives from the high-German verb najan, whose meaning is “to sew”. In the same
vein, the Italian word rete, in accordance with the German glottologist and
philologist Georg Curtius, stays for SRET-E, formed, through metathesis, on
SERT-US, the past of SERERE, “to weave”.

A ‘net’ is, in brief, something that has been sewed or weaved: as any sewed or
weaved artefact, it connects with threads several points/knots, leaving empty spaces
between knot and knot, as well as between thread and thread. The term has been
used, for example, to give a name to a widely used fishing tool, that is constituted by
a, more or less, thick texture of, knotted each-other, strings. In the metaphorical use
we do in this context, a net is any structure, constituted by knots and connections.

Finally, a network is something made as a net and, therefore, its use has grown to
name nets that have been built by human beings. We have, therefore, computer-,
organizational-, human-, institutional networks. In all these cases, knots are entities
(humans or human aggregates, with or without a juridical personality), while
connections may be of different types: signals, communications, commitments, but
also, economic transactions, material or human exchanges, etc.

Networks of this type are always more frequent in several situations and their
conceptualization allows to analyze and understand the behaviour of collective
subjects, whose members have complex mutual interrelationships, and how net-
worked relations influence the behaviour of individual actors. We can claim,
without fear of exaggerating, that the network concept is today inescapable by any
person who wants to analyze and understand any type of social phenomena, and not
only those.

It is not surprising, therefore, that, within sociological and anthropological
disciplines, Bruno Latour and colleagues developed Actor Network Theory (ANT;
[24, 25]) where any object or individual is observed within the social networks it is
part of. ANT is widely used in situated studies of social aggregates and, always
more, in the analysis of dynamic changing socio-technical systems.

If we give a closer look at organizational networks, we see that there are, both,
networks of organizational units, inside one organization or connecting several
organizations [5, 6, 15], and networks of people, who collaborate on a common
endeavour [12, 13, 16, 31, 32]. In the first case, network links are, generally, service
relations or shared resources, so that hierarchical structures are substituted by light,
focalized, mutual relationships, suiting better the evolving nature of the interplay
between the involved organizational units, since they can be continuously
re-negotiated with a clear responsibility distribution. In the second case, links define
forms of collaboration, whose main texture is knowledge [13, 16, 29]: collaborative
networks, in fact, constitute social aggregates, from work-teams to communities of
practice [13, 33] allowing people with different experiences and competencies to
understand each-other and make things together, and this is impossible without they
create and share the necessary knowledge. It is interesting that networks of orga-
nizational units and networks of people are always more often emerging together
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within innovative companies, since, on the one hand, collaborative networks are a
necessary mean to make effective enterprise networks and network enterprises, and
on the other hand, collaborative networks need to be supported by adequate
resources, in particular repositories and data bases where explicit knowledge gen-
erated within the collaboration can be easily stored and accessed. Beyond the
complexity that any network has, due to its need to put together different subjects,
organizational networks exhibit also (and this has not been remarked adequately, in
my opinion) the need to harmonize institutional and collaborative networks.

Innovative organizations create networks precisely to improve collaboration, so
that they can get the resources and competencies they need, whenever they need
them. Collaboration, in fact, is beneficial for its putting together subjects with
different competencies and resources so that better and more effective performances
are possible or, even, new performances individual participants are not capable of.
On the other side, collaboration is not easy: first, it needs specific artefacts for
coordination aiding the integration of individual performances [33]; second, it
requires knowledge sharing and understanding each-other, that can be aided by
mechanisms for collective knowledge [16]; finally, interests of all the involved
stakeholders must be taken into account, avoiding to forget or penalize any of them
[17], and harmonized solving conflicts in a positive sum game approach [2].

It is well known that cooperation problems become more acute when partici-
pants are not co-located, when they have diverse cultures and/or competencies, and,
finally, when the objective of the cooperation is radically innovative so that it can
not be related with any previously existing experience, thing or concept.

The context within which organizations live today is, for all its observers and
protagonists, one of the most heavy crisis the industrial world has faced. For many
of them, therefore, what companies do, is a response to it. Also the growth of
organizational networks is part of this response. It is reasonable, therefore, to ask
what will happen, when the crisis will finish. There are several reasons, inside and
outside companies, that the hope that things will return to the order preceding the
crisis will not come true. The current crisis is not a transitory turbulence, rather, it is
the new order that emerges. On the one hand, globalization has nothing of transient,
rather we start to see today some of the elements characterizing it (new forms of
economic exchange, like sharing economy [18], redefinition of market sectors,
under the pressure of technological innovation, social changes all over the globe);
and the list could continue); on the other, most of the companies where networks
have become an important organizational arrangement, can not divest themselves of
networks: the latter have become an integral part of their organization.

5 Organizational Networks and Business Designers

As Isaacson recalls, Steve Jobs claimed frequently that he wanted to “build a real
company, which is the hardest work in business […]. That’s how you really make a
contribution and add to the legacy of those who went before. You build a company
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that will still stand for something a generation or two from now”. That’s what Walt
Disney did, and Hewlett and Packard, and the people who built Intel. They created
a company to last, not just to make money. That’s what I want Apple to be” [19,
p. 279]. In the same vein, Adriano Olivetti wanted to innovate the company that he
inherited from his father, without affecting its robustness as well as its being a good
place to work. So, even if it seems that business designers do not pay great attention
to the organizational level, its champions contradict this belief. Surely, they deal
with the organization of their companies, in a peculiar way: they are not aiming to
build a new type of rational organization, rather, they want only to grant that the
management of innovation is effective, without loosing the capability of adminis-
tering the business. Their companies, therefore, are frequently strange combinations
of old-fashioned organizational structures and innovative ways of designing the
business.

The relationship between institutional and collaborative networks merits some
more words. Collaborative networks are where things are done within organizations:
they are not social aggregates that organizations promote or create in order to
improve the performances of their organizational units and to facilitate their inte-
gration; rather, organizational units are created to grant to networks the best con-
ditions for their action and interaction. The fact that, always more frequently,
networks capable of complex performances involve people of different units and,
sometimes, of different organizations, requires not only that their organizational
units support them but also that they establish among each other institutional links so
that their diversities remain a richness without becoming an obstacle.

The collaboration between designers, engineers (sometimes engineers with dif-
ferent specializations), marketing professionals and communicators, that is needed
in order to create new products in industries like furniture and mechanics, etc., is
made possible by the collaborative networks they create in order to work together,
and by the support they get by the network links that are established between their
organizational units. Design departments (and sometimes independent design
agencies) are needed in order to grow teams of designers who share a work practice,
a style and the capability to invent new things that not only have aesthetic qualities
but are capable to give form to products and/or services enriching the experience of
their users, but, within any project, they need to create network where they can
share their experience and co-create those products and/or services. We can inter-
pret what happens within a collaborative network as the intertwining of several,
diverse service relations, but these service relations are not standardized and their
quality depends strongly on the knowledge co-created and shared by participants.
Collaboration, therefore, is mainly grounded on knowledge creation and sharing:
and this involves both tacit and explicit knowledge [29]. While collaborative net-
works are where participants socialize co-creating and sharing tacit knowledge,
sharing explicit knowledge, internalizing and externalizing it require trespassing
organizational boundaries and therefore collaboration must be supported by insti-
tutional links among the involved organizational units. Effective organizational
networks are well-managed and well-behaving combinations of collaborative and
institutional networks. This is not something organizations can achieve defining
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good rules, neither it is something that can be administered: whenever networks
become something where rules play an important role, then they are at risk of being
annihilated by bureaucracy. Organizational networks require that the management
of the organization takes responsibility of avoiding that rules inhibit collaboration
and of granting that institutional and collaborative networks are coherently ruled
towards their objective. This requires a careful design of the business.

Despite the fact that business designers are generally characterized for what they
do changing the way their company presents itself to its stakeholders (customers,
suppliers, investors, public authorities, etc.), it appears clear that they need to
reinvent their organization, building it around their organizational networks. It is not
by chance, therefore, that the pioneer of business design, Adriano Olivetti, and its
champion, Steve Jobs, shared during their lives not only the passion for the aesthetic
and functional qualities of their products and of their packaging, for the elegance of
the communication of their company, but also the care for the spaces where their
collaborators did their job and for the way their company was organized.

If, as Krippendorff claims [22], design is ‘giving sense’ (to things), then a
business designer is constantly renovating the sense of his/her business, or better of
the businesses of his/her collaborators. This means that his/her care is dedicated to
the fact that collaboration works well giving raise to well designed products and
services, i.e. that thy listen and understand each-other, that they co-create new
products/services and new knowledge. If you try to orchestrate specialized
departments and collaborative networks by means of rules and roles, then it is
probable that, despite your intentions, the outcome will be frictions and conflicts;
business designers do it through conversations, knowledge flows and repositories,
so that any network manages the knowledge wrapping its activities, that is the glue
allowing to its participants to collaborate effectively, and any department updates
the specialized knowledge characterizing the professional practice of its members,
and explicit knowledge continuously flows from departments to networks for being
internalized, and from networks to departments for being externalized [29].

6 ICT and Business Designers

As I have sketched above, knowledge is a key concept in the interplay between
business designers and organizational networks, it is natural therefore to investigate
how this fact may impact the design of information systems. The design of infor-
mation repositories and data bases is not neutral with respect to organizational
structures: abandoning monolithic corporate information systems networked orga-
nizations need for distributed systems, managed with great autonomy by networks
and departments and for effective information flows among them. Networks, in fact,
need explicit knowledge (digitalized information) mostly as a support for inter-
nalizing it within their practice, while departments need it for granting its acces-
sibility to any interested party, within the company and its partners.
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Business designers, therefore, should pay always more attention to provide to
their collaborators the access to the knowledge they need as well as ways for
creating repositories where they can store all what they do collaborating in the
networks they participate in. The standard functions of corporate information
systems, should not be neglected, but they should be considered some of the
services that knowledge basis is able to provide efficiently. Current information
systems like ERPs are not ready for this change of perspective, but they are moving
to create better ‘business intelligence’ services [23].

But something more relevant is moving in the ICT sector. I make reference to the
growing attention that scholars and professionals, vendors and users, are paying to
data. Open data [3], as well as big data [26, 27], together with cloud computing
infrastructures [1], bring to the attention of the public the relevance that data stored
in the net may have for the knowledge of people and organizations and make
possible to build adequate and efficient services for the access to knowledge. For
what regards us, moreover, it supports the move from the traditional concept of
information system, to a new idea, where data are taken first, as basis for the
knowledge of the organization. So the emergence of data as crucial issue for ICT
applications, may be supportive to the development of systems for the innovative
organizations, for the organizational networks and for the business designers.

Innovative organizations, therefore, should make one step further, going beyond
the mere idea of adopting the ICT services offered in the market augmenting their
efficiency and increasing their business intelligence, to become exigent customers
requesting the technology capable of making their networks effective. This will
become, I think, one of the most relevant duties of business designers.

7 Conclusion

As said in the previous section, innovative companies lead by business designers
and including several, frequently changing, organizational networks need systems
allowing to each of its networks, and to each of its collaborators, an easy access to
the knowledge they need as well as a repository where what they generate day by
day is stored and organized. Open and big data, together with cloud computing
infrastructures, constitute the necessary basis for services of this type and make
them possible today. But open and big data, with the sophisticated algorithms they
use, are not sufficient: what innovative companies need is a system providing
knowledge access to its users on the basis of the knowledge creation processes
engaging them [8]: every network has its own continuously changing context,
every person participates in several networks and transfers knowledge among the
networks in which she participates, and the list of the elements characterizing the
intrinsic complexity of the knowledge creation process supporting innovation could
continue. A static idea of data and of their relations with knowledge cannot give
adequate answers to it. The construction of systems of this type, requires a radical
paradigm shift in information system design: I call the new paradigm ‘situated
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computing’ [14], to indicate that, in this new perspective, ICT applications need to
reflect the situatednes of human condition in the way they process data. Bu this is a
different story.
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The State of the Practice of Agile
and Plan-Driven Approaches in ICT
Development Projects: An Exploratory
Research Study

Carine Khalil

Abstract The number of research studies and surveys on software project man-
agement is constantly growing. However, the state of the practice of software
project management methodologies is still disparate and confusing. Therefore,
project teams are often confused by whether or not they should adopt agile
methodologies, or keep on working in a “traditional” way. Given this focus, this
research aims at understanding, through different expert perspectives, the chal-
lenges and success factors encountered in different types of ICT projects. We
adopted a qualitative research approach based on semi-structured interviews with
senior project management consultants. Consultants are involved in different kinds
of ICT projects: agile and plan-driven projects. The research paper has important
implications for practitioners and academics. Findings show that the nature of the
reported problems varies depending on whether the teams are working in an agile or
in a traditional environment.

Keywords ICT projects � Agile methodologies � Plan-driven methodologies �
State of the practice

1 Introduction

Software and information system projects are managed in complex and unpre-
dictable environments. Given the increasing competition in the IT field, IT orga-
nizations and services must deploy effective project management methodologies
that enable them to deliver, on time and budget, a product that meets customers
changing needs.

Different project management principles, processes, and techniques have
emerged and gained attention, through time, among practitioners. The last two
decades have witnessed the rise of new methodologies called “agile”methodologies.
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Agile methodologies rely on a set of principles, practices, and tools, that enable
software teams to develop their product iteratively and constantly integrate, at lower
cost, customer feedback and changing requirements. Thesemethodologies are viewed
as a way that helps project teams overcome the limitations of plan-driven approaches
such as waterfall and “V” cycle models [1–3].

Many case studies, systematic literature reviews, and surveys have been con-
ducted on agile methodologies and project management in general [4–8]. While
surveys generally focused on gathering quantitative data on challenges and success
factors in agile and traditional projects, case studies examined, more deeply, these
challenges and factors of success. They also studied and compared the impact of
different project management methodologies (agile and waterfall methodologies) on
teams’ performance and client satisfaction. Even though the related work covers
different project management topics (challenges and factors of success in software
development projects, agile adoption success factors, agile and waterfall project
outcomes, distributed agile development, limitations of waterfall methodologies),
major findings result from systematic literature reviews or case studies that are
related to one specific context, which, in this latter case, constrains their general-
ization to other contexts. Therefore, the state of the practice of traditional and agile
project management approaches is still disparate and confusing. In this respect, our
research project aims at exploring, through expert perspectives, the way agile and
plan-driven approaches affect ICT project outcomes. It highlights success factors
and limitations of both agile and plan-driven approaches and reports the lessons
learned from using both approaches.

Given this focus, we adopted a qualitative approach based on semi-structured
interviews with senior project management consultants. The consultants included in
our study are involved in agile and traditional ICT development projects and have
both agile and plan-driven project management expertise. They intervene, as service
providers and under consultancy contracts, in several industries and projects types.
They help software teams getting their product delivered on time and within budget.

Our research goal is to explore the “best” practices and challenges associated
with both traditional and agile IT project management approaches. We aim at
categorizing the reported limitations and success factors related to each of these two
methodologies.

We structure the following paper as follows: Sect. 1 reviews the related work on
waterfall and agile methodologies in software development. In this section, we will
focus on the challenges and factors of success reported in the traditional and agile
project management literature. Section 2 describes the research methodology.
Section 3 presents the major findings of our qualitative research study. We con-
clude this work with the major limitations and contributions of this work.
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2 Plan-Driven and Agile Methodologies: Challenges
and Success Factors

In traditional approaches, IT projects proceed according to clearly defined phases
and the product deliverable is produced at the end of the process. Extensive
planning and documentation are valued throughout the whole process. The
requirements are defined up-front in order to minimize uncertainty and therefore
better manage risks [9]. In this respect, the development team and the customers
agree on what will be delivered early in the development process. As the scope of
the work is defined in advance, project progress is easily monitored [9]. For [10,
11], traditional approaches seem more appropriate for stable ICT projects with clear
initial user requirements and goals. Up-front planning gives support for people who
are sponsoring the project [12]. However, many practitioners have criticized
plan-driven approaches. They consider them as rigid, unable to adapt to inevitable
changing demands and requirements [13–15]. In addition, excessively specified
plans and extensive documentation are viewed as wastes as they become obsolete
and necessitate rework [1, 14, 16]. In this respect, a set of methodologies called
agile methodologies emerged in order to respond to these limitations and handle
innovative IT projects.

Many agile methodologies exist. The most popular ones are scrum project
management and extreme programming [6]. Agile approaches emphasize short and
iterative development lifecycles, constant collaboration between the development
team and the client as well as continuous integration. These values and principles
are materialized with a set of ceremonies (retrospective meetings, daily meetings,
weekly meetings with the client), practices (iterative development, pair program-
ming, collective code-ownership, continuous code integration, unit-testing…) and
tools (product backlog where requirements are prioritized by the client at the
beginning of each iteration, sprint backlog where requirements are estimated by the
development team, burn down chart that measures the work progress…).

Different empirical studies have examined the impact of agile practices, cere-
monies and tools on development team performance and clients’ satisfaction. Daily
meetings valued by agile methodologies seem to enhance communication between
team members [2, 17–20]. They help teams better controlling their project towards
its goals [21]. Iterative development adds agility to the development process by
providing continuous feedback on the incremental product deliverable [12]. It
facilitates the monitoring of the project progress [22]. It also enhances the collab-
oration with the clients and improves organizational learning by incorporating their
feedback into future iterations [13, 23]. The organization can rapidly see if it is
creating value or wastes and therefore improve its actions [24]. Besides, agile
collaboration tools such as storyboards and virtual whiteboards reinforce infor-
mation exchange between team members. These tools create an informative
workspace and improve the common vision of the project [20]. Moreover,
involving the customer to frequently collaborate with the team fosters the shared
vision between the counterparts [2, 25–27].
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However different challenges have been reported in the literature regarding the
use and implementation of agile practices in ICT development projects. Frequent
and informal communication is difficult to achieve in distributed environments,
which affects the collaboration between team members [28], and the pursuit of a
common goal [3, 22, 29]. Large-scale projects are also viewed as a challenge for
implementing collaboration practices such as daily meetings, pair programming,
retrospective meetings and reviews with the client. In addition, team’s composition
can constrain knowledge sharing between team members [25]. Plus, unstable team
members that intervene in different projects in parallel have more difficulties to
create an agile environment where knowledge sharing and collective problems
solving are valued. In fact, the implementation of agile practices in matrix orga-
nizations is not easy to achieve. In such organizational structures, the lack of
authority of the project manager can be a real problem [30].

Even though agile practices are beneficial in high-changing environments, the
implementation of these practices is still perceived as difficult. In this respect, top
management and project teams are often confused with whether or not they should
adopt agile methodologies. Given this focus, we decided to conduct a qualitative
research study with project management consultants involved in different types of
projects and organizations. The aim of this research is to explore and understand,
from their perspectives, when agile approaches can be beneficial to project teams
and, eventually, if these methodologies can be combined with plan-driven ones.

3 Research Methodology

The research study has been carried with the collaboration of a French consulting firm
specialized in project management. The exploratory study lasted three months, from
September 2015 to December 2015 (Table 1). A qualitative approach has been
adopted in order to examine the state of the practice of project management
methodologies in different industries. Eighteen semi-structured interviews were
conducted, each lasting a minimum of one hour and half. The panel was composed of
project management consultants with agile and traditional background. These con-
sultants are attached to the same consultancy firm. They work, as a service provider,
for different industrial clients. Thus, they are involved in ICT projects characterized
with different technical, organizational, human and security constraints.

The aim of these interviews is to examine the existing management practices and
the way these practices can be improved in order to meet project needs. Our
interviewees worked as consultants for large groups such as Airbus, EDF, SNCF.

Table 1 Research methodology

Phases Period of time

Elaborating the interview guide based on our research objectives September 2015

Conducting and transcribing the interviews November 2015

Synthetizing and analyzing the collected data December 2015

28 C. Khalil



The respondents were informed about the purpose of this study. Invitations to
participate in the study were sent to them by the technical director of the consul-
tancy firm. They were asked to think of projects they have been involved with and
select two of them: one project where agile methods were “successful” and another
one where plan-driven methodology was “successful”.

For analyzing the collected data, we adopted an interpretive approach. We began
with multiple readings of the transcribed interviews to better understand the context
and projects in which respondents were involved. Our research objectives and
interview guide have guided us in identifying key concepts stated in each transcribed
paragraph. A set of inductive categories emerged and were subsequently defined and
justified with verbatim [31]. Among these categories: characteristics of agile projects,
characteristics of plan-driven projects, reported wastes in traditional projects, limi-
tations of traditional methodologies, advantages of traditional methodologies, chal-
lenges in implementing agile practices, benefits of agile projects…

4 Findings

A set of problems and issues has been reported in the projects in which the
respondents were involved. The nature of these problems varies depending on the
way projects are managed.

In plan-driven ICT projects, team members usually participate in the phase in
which they are specialized (requirements definition phase, design phase, develop-
ment phase, test phase, or maintenance phase). However, this seems to decrease the
global vision of the project and leads to misunderstandings between different team
members “the development team has only a partial view of the product they are
building… the maintenance team is in the same case”. This linear way of
decomposing the project encourages team members to work in an isolated way,
which decreases the common vision of the product and leads to rework and delays.
Another reported issue in traditional projects is the lack of communication between
development teams and the customer. The latter is mainly involved in the
requirements definition phase at the beginning of the project. This seems to enhance
the gap between what has been planned in the beginning of the project and
delivered at the end of it “in our “V” cycle projects, they often accuse us of being
completely mistaken regarding the project needs”. The gap is even more accen-
tuated where projects are large. In addition, retrospective meetings, organized
between team members and the customer, are considered as insufficient. This also
increases the risk of delivering a product that doesn’t meet customer needs.
Moreover, data analysis shows that up-front estimation and planning are difficult in
large traditional projects. Teams are incapable to define the whole business
requirements and estimate accurately the budget and the product delivery date
“software projects are rarely identical. It is really difficult to have an accurate
estimation regarding the time and the work load”; “it often occurs that we have to
stop the project because we underestimated the required resources”. Moreover, the
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“rigidity” of the sequential process seems to constrain the integration of changes
during the project “people are not okay to integrate changes or unplanned speci-
fications”. Most of the outlined issues have been already highlighted in previous
studies as well as in surveys and have been confirmed in this study. Nevertheless,
waterfall lifecycles seem useful for small projects (two or three-months projects for
example). According to the interviewees, such projects do not require different
release lifecycles. They can be planned and estimated up-front. Unlike what pre-
vious studies may imply, traditional methodologies fit small projects rather than big
projects “small projects can be run through “V” cycle model …it is pointless to
have different releases in a three-months project”. This statement is even more
accurate when projects are critical necessitating documentation and high
traceability.

Compared to traditional ICT projects, fewer problems have been reported in
agile project outcomes. According to the interviewees, agile practices such as
iterative development, client-on-site and requirements prioritization improve teams’
performance and better respond to customers’ needs. This statement can also be
found in the Standish Group’s recent survey (Standish Group, 2015). In fact, in
agile environments, the nature of the reported problems isn’t the same as in tra-
ditional ones. In traditional environments, problems mostly result from the appli-
cation of traditional principles and processes and consequently affect the project
outcomes. However, in agile environments, the reported problems are mostly
related to the early stage of adoption of agile practices.

Many contextual factors have been cited as affecting the adoption of agile
practices in ICT projects. Unstable teams and matrix organizational structures
constrain the creation of an agile environment. Implementing agile practices and
principles such as daily meetings, retrospective meetings, auto-organization and
auto-management is not easy in such contexts. Plus, the lack of project manager’s
authority has been also reported as a problem in such organizations. These chal-
lenges have been mentioned in previous studies [25, 30] and verified in this
research paper. In addition, project managers can be reticent regarding the imple-
mentation of agile practices where teams’ auto-organization and management are
emphasized. In transitioning to agile, project managers are afraid of losing their
actual position and power over their team “Project managers have no idea about
how their job description will evolve while transitioning to agile”. In this respect,
the lack of interest and involvement of project managers can limit the adoption of
agile methodologies. Another reported barrier that has been discussed in previous
research work and found in this study is the organizational culture [25]. In
organizations where oral culture and mutual adjustments are emphasized, the
implementation of practices that enhance knowledge sharing and creation is
facilitated. However, in formal organizations, based on procedures and documen-
tation, tacit knowledge sharing supported by agile practices, is harder to achieve.
Another important issue that has been frequently evoked by our respondents is the
impact of normative constraints. Projects with high security and technical levels
drive project managers to rely on plan-driven approaches based on detailed docu-
mentation and planning “the quality of the product is measured according to the
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delivered documentation and not to the product itself… we need to have a struc-
tured process with precise deliverables”. The respondents also stated other types of
barriers. The unavailability of the customer affects the quality of the product
requirements definition and prioritization. Retrospective meetings with the cus-
tomer are therefore difficult to set up. In addition, the lack of mutual trust between
the customer and the development team seems to constrain the creation of an agile
environment “if the customer insists on signing a contract with hundred pages and
clauses, this customer isn’t ready for working in an agile mode”.

Unlike what has been reported in some research studies, our respondents don’t
perceive the geographical distribution as a challenge “the distribution of project
teams is not a problem… Information and communication technologies enable us to
communicate over long distances”. And according to the interviewees, team size
should not exceed twenty persons.

Data analysis shows that when agile practices are correctly adopted, they result
in more successful projects. However, many contextual challenges can constrain
their adoption and affect the project progress and outcomes.

In fact, the respondents are aware of the respective limitations of both agile and
plan-driven approaches. Accordingly, they stressed on the need of combining both
approaches even though they have no clear idea about how to mix them. Until now,
there is no defined hybrid methodology that can be deployed for managing projects
that necessitate both approaches “we don’t have any recipe for combining different
methodologies and improving our project performance. We proceed case-by-case”.

5 Discussion and Concluding Remarks

The analyzed data accentuates the problems faced by traditional and agile teams
involved in the development of ICT projects. In fact, depending on whether the
projects are running in a traditional or agile way, the nature of the reported prob-
lems will not be the same. Even though traditional approaches provide a structured
and disciplined way for managing high-level critical ICT projects, they produce
many types of waste such as rework, obsolete documentation, partially done work
and errors in the developed system. These wastes increase project delays, and cost.
Therefore, there is a real need for responding to the highlighted traditional limi-
tations. Accordingly, agile practices can be viewed as part of the solution. Through
iterative development, retrospectives with a customer representative and product
backlog reprioritization, development teams can decrease the “tunnel effect”
resulted in traditional software development methodologies. The gap between what
has been planned and delivered will be smaller if release cycles are shorter and the
client is more involved. Therefore the product has higher chances of meeting the
customer’s needs. Moreover, sharing an informative workspace (physical or virtual)
would enhance project’s common goal and the team’s visibility regarding the
project progress. As a result, rework and waiting can be decreased. Nevertheless,
implementing agile collaboration practices can be challenging. As previously
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mentioned, many contextual barriers can constrain their adoption. While human,
cultural, and organizational barriers imply a change management program, nor-
mative constraints require a structured project management approach that can be
close to traditional approaches. In this case, it seems useful to build a hybrid
methodology that deals with waterfall limitations through agile practices. This can
constitute an up-coming research goal.

The involvement of consultants with both agile and traditional backgrounds
increases the legitimacy of the collected data and reported statements. It helped us
better understand why agile methodologies are useful and if they can replace or be
combined with traditional methodologies.

This research paper has important implications for both researchers and practi-
tioners. It highlights, through senior consultant perspectives, the types of challenges
and advantages encountered in both agile and traditional environments. It also
stresses on how agile practices can respond to traditional limitations and also shows
when plan-driven approaches are necessary in the development of ICT projects.
Therefore, it sheds light on the need of combining both agile and plan-driven
methodologies in order to overcome the challenges faced in both environments.
Nonetheless, more interviews could have been conducted with consultants from
different firms in order to increase the generalization of our findings.
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Affordances of Social Media in Knowledge
Sharing in Intra-Organizational
Information Technology Projects

Marcirio Silveira Chaves, Eusébio Scornavacca and Danielle Fowler

Abstract This research-in-progress aims to address the complex phenomenon of
knowledge sharing within the context of social media. The objective of this paper is
to examine how the affordances of social media impact knowledge sharing
dynamics in intra-organizational Information Technology (IT) projects. This paper
adopts Design Science Research (DSR) as research paradigm and the Technical
Action Research (TAR) as validation method. One social media artifact will be
designed and investigated within the context of an IT project. The expected con-
tributions of this work will be twofold: (1) The results of this research should add to
the literature on empirically tested theory of social media affordances on knowledge
sharing dynamics in IT projects; (2) The instantiation of the TAR study will
characterize a contribution of the type ‘situated implementation of artifact’. This
research should have implications for both the Project Management and Knowledge
Management communities. Practitioners should be directly benefited by this work
with an in-depth understanding of social media affordances on knowledge sharing
dynamics.
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1 Introduction

Knowledge sharing from an individual-level perspective is a more complex phe-
nomenon than is often portrayed in the literature [1]. Barriers to knowledge sharing
include lack of resources to capture knowledge [2], usefulness of captured
knowledge [3, 4], lack of purpose [5], unwillingness to share and seek knowledge
from other colleagues [6], and lack of management to knowledge sharing initiatives
[7]. Together, these barriers compose the class of problems for which this research
proposes to deal, using the affordance lens [8].

The concept of an affordance refers to the possibility or potential for an action
that can be taken on an object or environment [9]. In technology related research
fields such as HCI and interaction design, the affordance is taken to mean the action
potential that can be taken given a particular technology [8, 10].

This concept can provide a powerful lens for studying the relations between
technology and people in organizations, and also a better language for describing
how particular practices are shaped and patterned by structure and setting [11]. The
notion of affordance describes the linkage between the capabilities afforded by the
materiality of technological artifacts and actors’ intentions and goals.

The contradictory effect of technology affordances on online knowledge sharing
[10] suggests value in examining the role that social media affordances play in
knowledge sharing [8]. This paper describes such a research project in progress that
will examine the argument that social media affordances facilitate knowledge
sharing in intra-organizational projects. Baxter and Connolly [12] found that there
is a lack of evidence to suggest that social media have been adequately tested,
empirically. In this same vein, Yeo and Arazy [13] call for further research on social
media (e.g. wikis) across various industries (e.g. business, education, government)
and geographical regions.

The objective of this research is to verify how the affordances of social media
impact knowledge sharing dynamics in one intra-organizational IT project. The
central research question is “how do the affordances of social media impact
knowledge sharing dynamics in intra-organizational IT projects?”

2 Theoretical Background

2.1 Knowledge Management and Knowledge Sharing

Although knowledge, knowledge sharing and knowledge management are complex
and multifaceted concepts, this study adopts the classical definition of knowledge
inspired in Nonaka [14], Huber [15] and Alavi and Leidner [16]. Knowledge is a
justified belief that increases an entity’s capacity for effective action, and is
embodied in both explicit (e.g. documents, recorded solutions, and formal analysis)
and tacit (e.g. insights, intuitions, and assumptions) forms. Explicit or codified
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knowledge refers to “knowledge that is transmittable in formal, systematic lan-
guage” [14, p. 16]. Tacit knowledge is personal, undocumented, context-sensitive,
dynamically created and derived, internalized, and experience-based [17]. Both tacit
and explicit knowledge are pervasive in project-based organizations and need
different approaches to be managed. Gomes et al. [18] report on explicit and tacit
knowledge sharing in project management process groups.

Nonaka, Toyama, and Konno [19] present a unified model of dynamic knowl-
edge creation on which this research is based. Their model unifies the Socialization,
Externalization, Combination, and Internalization—SECI model, shared context
(ba) and leadership. SECI is a well-known model proposed by Nonaka [14], where
explicit and tacit knowledge interact with each other in a continuous process. Ba
roughly means place and is defined as a “shared context in which knowledge is
shared, created and used” [19, p. 14], since knowledge needs a context in order to
exist. The main objective of ba is interaction and it needs to be ‘energized’
(stimulated) to become active and build meaning into a workspace. Considering
that knowledge needs a physical context to be created, ba offers such a context for
action and interaction. Nonaka, Toyama and Konno’s unified model allows
dynamic interactions among organizational members, and between organizational
members and the environment. These features make this model suitable for the
context of project management. In addition, ba is appropriate to the dynamic Web
2.0 environment, since it is an open place where project members with their own
contexts can come and go, and the shared context (ba) can constantly evolve.

The main benefits from using Web 2.0 tools in organizations is the sharing of
ideas and the access to organizational knowledge [20]. As regards to the knowledge
management processes, Westbrook [21] stresses that the robust data collection
about projects conducted within a department is the most significant advantage of
the usage of Web 2.0 tools. A Web 2.0 platform is a propitious way of developing
dynamic and collective learning [22–24] and promotes continuous interaction
between tacit and explicit knowledge [23]. For this reason, social media make the
process of knowledge creation easier—as the process of knowledge creation pro-
posed by Nonaka [14].

Shang et al. [23] designed a model of knowledge creation, combining Nonaka’s
SECI model [14] and social media. This model combines the SECI model and
social media with the objective to propose an effective, modern and dynamic model
of knowledge management. This model is composed of four types of knowledge
creation, as follows:

Socialization (from tacit knowledge to tacit knowledge): the suggestion is
interaction through Web 2.0 platform and communication via videoconferencing,
teleconference or VoIP—Voice over Internet Protocol.

Externalization (from tacit knowledge to explicit knowledge): knowledge and
information sharing via instant messaging (chat services), e-mails and also
recording of the conversations realized via VoIP, videoconferencing and
teleconference.

Combination (from explicit to explicit): utilization of RSS, mashups, social
bookmarking, and tag collaborative management using folksonomy.
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Internalization (from explicit to tacit): this is learning in practice focused on
giving feedback to users that learn through trial and error and execution of software
that is updated via Web 2.0 interface.

From this knowledge-creating cycle, Shang et al. [23] categorized Web 2.0
services into four distinct service models:

Exchanger: this platform allows users to socialize and externalize knowledge
with a low control mechanism. On this platform, Web 2.0 services permit users to
exchange written or voice messages—e.g. VoIP communication, instant messaging,
and tagging. The content of the information is unorganized and has no quality
assurance.

Aggregator: this platform enables the socialization, externalization and combi-
nation of knowledge, also with a low control mechanism. On these sites, individuals
can share audio, text and video, allowing them to enrich the process of sharing
knowledge with others. Examples of services are blogs, RSS, mashups, folk-
sonomies and social networks.

Collaborator: in this service model, users can go through the whole cycle of
knowledge creation. Individuals can organize, review, edit and reuse information on
these services. Besides this, participants can also develop new code and improve the
tools of use, stimulating the collective creativity. In order to ensure the quality and
reliability of the content, services of this platform type have high control mecha-
nisms. Web 2.0 services such as RSS, wikis and mashups are instances of col-
laborative services.

Liberator: as the collaborator platform, this service model allows participants to
share knowledge through the complete SECI cycle with low control mechanisms.
Services of this model allow users to access, revise and change the code for con-
tinuous quality improvement. Examples of open-source applications are Firefox and
Linux. Due to this openness and lack of review process, systems errors and
information mismatching can occur.

2.2 Web 2.0 Technologies in Organizations

The study of social media use in projects and organizations is arguably still in its
infancy. Considering their use for knowledge sharing, Paroutis and Al Saleh [25]
found four key determinants: history or ‘‘the old/established way of doing things’’,
outcome expectations or perceived benefits and rewards, perceived organizational
or management support, and trust (i.e. the quality/accuracy of the information being
shared and whether bloggers and wiki contributors ‘‘knew what they were talking
about.”).

The main social media uses in organizations comprise:
Wikis. A wiki is a web-based collaborative authoring system for creating and

editing content [26]. In addition to facilitating the collaborative creation of content
both as a teaching tool [27] and in projects, Stocker et al. [28] reports other benefits
of wiki usage from a literature review: enhancing reputation, making work easier,
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helping the organization to improve its processes, facilitating knowledge sharing
and creativity, reducing information overload within the enterprise, and the ability
to make knowledge work and its output more visible and transparent. Grace [29]
highlights other advantages in the usage of wikis, including ease of use, central
repository for information, tracking and revision feature, collaboration between
organizations and solving information overload by e-mail. Majchrzak, Wagner, and
Yates [30] conducted a survey with 168 corporate wiki users and they found three
main types of benefits from corporate wikis: enhanced reputation, work made
easier, and helping the organization to improve its processes.

Stocker et al. [50, p. 1] recommend that before implementing corporate wikis,
companies should be “aware of usage potential, the need for additional managerial
support, and clear communication strategies to promote wiki usage.” Stocker et al.
[28] describe relevant aspects of wiki projects, e.g. different viewpoints of managers
and users, an investigation of other sources containing business-relevant informa-
tion, and perceived obstacles to wiki projects.

In sum, little information is available about the success of the usage of wikis in
projects, in term of user satisfaction, impact on the job and impact on the organi-
zation [31]. Related work on enterprise wikis is still at a rather experimental level
[31]. To date, the same is true for wiki appropriation and usage in projects, where
very little has yet been reported [28]. While Rosa et al. [32] propose a collaborative
model based on social media to support lessons learned, Chaves et al. [33] report
the usage of wiki pages to support the management of lessons learned in projects.

Weblogs (blogs, henceforward) have become popular because they are easy to
manage, create, use and maintain. A blog is a discussion or informational site
published on the Web, consisting of entries typically displayed in reverse
chronological order. Most blogs are interactive (i.e. open to comments by visitors)
and have a set of characteristics that allow them to gain popularity. The technical
and behavioral characteristics of project blogs are very lightweight, chronologically
sequenced, easily skimmed, with entries easily accessed [34]. Baxter, Connolly and
Stansfield [35] identified five types of blogs: employee blogs, group blogs, exec-
utive blogs (e.g. CEO blogs), promotional blogs, and newsletter blogs. Group blogs
are mostly used for project-related purposes of both an internal and external nature.

Other Web 2.0 tools could be explored in this study depending on the interests of
the IS project managers, which include microblogging, VoIP, Rich Site Summary
(RSS) and social bookmarking.

Microblogging “allow[s] users to exchange small elements of content such as
short sentences, individual images, or video links” [36]. It is a broadcast medium in
the form of blogging that allows users to write brief text updates (usually less than
200 characters) and publish them, either to be viewed by anyone or by a restricted
group which can be chosen by the user. Notable active microblogging services are
Twitter (twitter.com), Identi.ca, Tout (www.tout.com), Yammer (www.yammer.
com) and Communote (www.communote.com).

Westbrook [21] uses skype to conduct orientation, training sessions and meet-
ings with interns who work remotely. In addition to voice, videos can be managed
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to support the registration of complex tasks in IT projects. Such videos will help the
retention of knowledge in projects.

Rich Site Summary (RSS) is a set of web feed formats used to publish fre-
quently updated works such as wiki and blog entries, audio and video in a stan-
dardized format. Using this technology, project members can be automatically
notified of updates in a wiki or a blog being used in a project, eliminating the need
for periodic visits to search for updates in these sites.

A social bookmarking service is a centralized online service that enables users
to add, annotate, edit, and share bookmarks of web documents [37]. In the context
of PM, the use of a platform of bookmarking by members of a project is crucial to
capture and share knowledge from an external environment. Technical problems are
often discussed in specialized forums and blogs, which store and describe a set of
recurring problems and solutions. Once a project member finds some useful
knowledge in a forum or blog, he/she can bookmark the web site or page and share
it with co-workers. Moreover, the search process is facilitated by the use of tags.
For instance, relevant knowledge about the planning phase of a project can be
bookmarked with the tag “planning”, which can help further searches on this topic.
These usage examples of social media also make the process of knowledge sharing
easier.

2.3 Affordance Lens

Research on affordances usually follows the principles proposed by Gibson [9] or
Norman [38]. Gibson’s affordances feature offerings or action possibilities in the
environment in relation to the action capabilities of an actor; they are independent
of the actor’s experience, knowledge, culture, or ability to perceive; and their
existence is binary—an affordance exists or it does not exist. On the other hand, in
the Norman’s affordances the perceived properties may or may not actually exist;
suggestions or clues as to how to use the properties; they can be dependent on the
experience, knowledge, or culture of the actor; and they can make an action difficult
or easy.

A set of social media affordances has been proposed in the literature. In this
study, we focus on affordances that enable capture of the interaction between the
actor and the object (the relational perspective at the ontological level). In addition,
we consider that organizational affordances emerge from social practices involving
technology and are related to the experience, skills, and cultural understanding of
the user [39, 40].

Majchrzak et al. [10] theorize the following affordances: metavoicing, triggered
attending, network-informed associating, and generative role-taking. Treem and
Leonardi [8] describe editability, visibility, persistence and association. Considering
only Wikis, Mansour, Askenäs and Ghazawneh [41] found additional affordances:
commenting, accessibility, viewability and validation.

From these combined works we will focus on the following affordances:
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Metavoicing: means engaging in the ongoing online knowledge conversation by
reacting online to others’ presence, profiles, content and activities [10]. Individuals
add meta-knowledge to the content that is already online. Examples of metavoicing
include retweeting, voting on a posting, commenting on someone’s post, voting on
the comment, ‘‘liking’’ a profile.

Triggered attending is engaging in the online knowledge conversation by
remaining uninvolved in content production or the conversation until a timely
automated alert informs the individual of a change to the specific content of interest
[10].

Network-informed associating is engaging in the online knowledge conversation
informed by relational and content ties [10].

Generative role-taking is engaging in the online knowledge conversation by
enacting patterned actions and taking on community-sustaining roles in order to
maintain a productive dialogue among participants [10]. Participants argue, com-
plain, and share frustrations publicly in these conversations [8].

Editability refers to the fact the individuals can spend a good deal of time and
effort crafting and recrafting a communicative act before it is viewed by others [42].
It is a function of two aspects of an interaction: communication formed in isolation
from others, and asynchronicity. The affordance of editability is used in three ways
to shape behavior:

1. Regulating personal expressions: users to strategically manipulate the ways that
personal information is shared with others. E.g. “About You” feature; many
users patterned contributions in a way that would increase recognition from
others and garner rewards; organizational members used the ability to dictate
labels as a form of impression management;

2. Targeting content: users of social media often tailor messages for specific
audiences; Although social media can share information widely, the editability
afforded by technology provides users with greater control of how content is
viewed by others;

3. Improving information quality: “change control” and the ability to review and
edit content.

Visibility is tied to the amount of effort people must expend to locate informa-
tion. If social media enable people to easily and effortlessly see information about
someone else, we say that the technology was used to make that person’s knowl-
edge. Visibility “refers to the means, methods, and opportunities for presentation; in
our usage it primarily addresses the speakers” concerns with the presentation of
self” [43, p. 5]. Three types of information or actions that are made visible using
social media in organizations:

1. Work behavior: One of the most common and basic features of social media is
that they present content communally, which means contributions can be easily
located and viewed by other employees. E.g. “In employee weblogs, ideas that
were previously unarticulated or hidden in personal archives become visible,
interlinked, and searchable” [44, p. 11]. “The very act of creating a bookmark is
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an explicit indicator of the utility or value of the internet and intranet infor-
mation resource” [45, p. 9].

2. Metaknowledge: Profile pages—employees used the visible information con-
tributed to learn more about the backgrounds, interests, and activities of
coworkers [46].

3. Organizational Activity Streams: social media afford individuals the ability to
see information related to the status of ongoing activities in the organization.
Zhao and Rosson [47] interviewed 11 Twitter users at a large IT company and
asked how microblogging might influence organizational communication.
Respondents felt microblogging could assist in “keeping a pulse on what is
going on in others’ minds” by providing access to streams of comments from
individuals across the organization (p. 249). Yardi, Golder and Brzozowski [48]
analyzed a year of log data on an internal blog server at a global technology
company and interviewed 96 employee bloggers of various activity levels.
Employees expected posting material to social media to provide increased social
recognition in the organization, and lack of recognition deterred continued
participation.

The affordance of persistence has also been referred to as reviewability [49],
recordability [50], and permanence [51]. Communication is persistent if it remains
accessible in the same form as the original display after the actor has finished his or
her presentation [43, 52]. “Persistence opens the door to a variety of new uses and
practices: persistent conversations may be searched, browsed, replayed, annotated,
visualized, restructured, and recontextualized, with what are likely to be profound
impacts on personal, social, and institutional practices” [53, p. 68]. Examples of
persistence are when a poster to a blog or SNS logs out, that information remains
available to users and does not expire or disappear; If tasks are assigned via a team
wiki, a communal record persists that is difficult to discount.

Three ways in which the literature shows how the affordance of persistence
affects organizational action are: Sustaining knowledge over time; creating robust
forms of communication (i.e. how difficult it is to destroy, compromise, or abandon
content); growing content (the nearly limitless space afforded by social media such
as blogs and wikis facilitates the growth of communication through the addition of
posts and pages.)

The last affordance to be researched in this study is associations, which are
established connections between individuals, between individuals and content, or
between an actor and a presentation. The association of a person to another indi-
vidual is most commonly referred to as a social tie. A social tie is best expressed
through one’s friends on a social networks service such as facebook, following a
microblogger, or subscribing to another’s tags. On the other hand, there is the
association of an individual to a piece of information. Exemplars of this form of
association are a wiki contribution, a blog contribution, or the tagging of an article.
Baxter, Connolly and Stansfield [12] verified the association between blogs and
organizational learning in the context of software project environments.
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3 Research Design

This study will be conducted in the Design Science Research (DSR) paradigm [54–
56] which is rigorous and systematic, yet also permits flexibility and freedom. DSR
is currently highly recommended as a research approach by editors of top tier
journals, e.g. Goes [57]. It focuses on the creation and evaluation of artifacts to
solve identified organizational problems. The DSR paradigm addresses “unsolved
problems in unique or innovative ways or solved problems in more effective and
efficient ways” [55, p. 81]. In the following, we explain how the DSR seven
guidelines fit this study.

(1) Design as an artifact: This study will produce one instantiation as an artifact for
every organization studied. This instantiation will be implemented by intro-
ducing social media (the IT artifact) to support knowledge sharing in
intra-organizational IT projects. This artifact will be chosen by the organiza-
tions and it can be a wiki, a social network or a blog among others.

(2) Problem relevance: As stressed by Baskerville [58, p. 442], “it is a fundamental
premise that a design is problem-driven, and leads to an artifact that solves the
problem when the artifact is introduced into nature”. Hevner et al. [55, p. 85]
highlight that the relevance of any DSR effort is with respect to “practitioners
who plan, manage, design, implement, operate, and evaluate information sys-
tems and those who plan, manage, design, implement, operate, and evaluate the
technologies that enable their development and implementation.” Dealing with
the insertion of new technologies to support knowledge sharing in
intra-organizational IT projects remains a challenge for project managers.

(3) Design evaluation: The artifact will be evaluated using Technical Action
Research (TAR) in IT projects, since the aim is study the artifact in depth in a
business environment. Wieringa [59] recommends TAR as a rigorous method
to evaluate or validate artifacts in DSR. TAR is ‘the use of an experimental
artifact to help a client and to learn about its effects in practice’ [59, p. 269].
In TAR, the researcher has three roles [59]: As a technical researcher, he
designs a treatment intended to solve a class of problems; as an empirical
researcher, he answers some validation knowledge questions about the treat-
ment; and as a helper, he applies a client-specific version of the treatment to
help a client.
As regards to the data collection, two different sources of evidence will be used
in this study. Semi-structured, in-depth interviews with open questions will be
carried out in order to generate in-depth knowledge of the project. The choice
of semi-structured rather than structured interviews will be employed because
they offers sufficient flexibility to approach each respondent differently, while
still covering the same areas of data collection. They will follow a pre-designed
interview protocol to provide adequate coverage for the purpose of the research.
Questions in the interview protocol will be developed based on a detailed
literature review. The questions will be piloted with IT project managers and
project members. An adjusted interview protocol will be used with practitioners
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having different roles in the management of projects being examined to
investigate their point of view about social media. Focus groups will be also
used to refine the artifact [60]. The interviews and focus groups will be
recorded to secure an accurate account of the conversations and prevent the loss
of data. A content analysis of the interviews will be carried out following the
recommendations of Bardin [61], using MAXQDAplus.
Finally, the objective of the design evaluation is to collect evidence that the
instantiation is useful in addressing criteria such as validity, usefulness and
utility.

(4) Research contributions: The instantiation developed as an artifact in this study
will improve the design science knowledge base. The results of this study
should add to the literature an empirically tested theory of social media affor-
dances on knowledge sharing dynamics in intra-organizational IT projects; In
addition, the instantiation of the TAR study characterizes a contribution of the
type ‘situated implementation of artifact’ [54].

(5) Research rigor: Rigorous methods in both the construction and evaluation of
the design artifact should be applied. This study adopts the DSR paradigm
using TAR studies to evaluate the artifact proposed. The TAR studies will be
evaluated using criteria such as validity, utility, reusability, efficacy and
maintainability.

(6) Design as a search process: Due to the iterative nature of design science, the
artifact should mature as the technical action researches are being carried out.
At the end of this study, it is expected to have a more fully-realized artifact.

(7) Communication of research: This study will disseminate its results through the
publication of articles in conferences and top-tier journals.

4 Conclusion and Further Developments

This research-in-progress paper proposes an investigation into how the affordances
of social media impact knowledge sharing dynamics in intra-organizational IT
projects. Research on the usage of an affordance lens to study issues on IT project
management is rare, if it exists. The test of this theory in a project management
setting can be considered an original scientific contribution of this work.

This research adopts the Design Science Research (DSR) as paradigm and
Technical Action Research (TAR) as method. DSR is a problem-solving approach,
which is in line with the needs of the Knowledge Management and Project
Management fields. As a result, the cooperation between the university and orga-
nizations is encouraged, through the discussion of the topic in the reality of
organizations.

The expected contributions of this work will be twofold: (1) The results of this
research in progress should add to the literature an empirically tested theory of
social media affordances on knowledge sharing dynamics in intra-organizational IT
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projects; (2) The instantiation of the TAR study will characterize a contribution of
the type ‘situated implementation of artifact.’

This research should have implications for both Knowledge Management and
Project Management communities. Practitioners should be directly benefited by this
work with an in-depth understanding of social media affordances on knowledge
sharing dynamics. In addition, the interaction between researchers and project
stakeholders can change organizational processes and, as a result, reduces costs.
Moreover, the adoption of free social media can reduce costs in the organizations
where the action research will be carried out.
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Everything Is Permitted Unless Stated
Otherwise: Models and Representations
in Socio-technical (Re)Design

Carla Simone

Abstract Systems (re-)design is discussed in the light of the socio-technical
(ST) design approach and by considering how (re-)design can be made more
manageable by looking at the work practices that mitigates the limits of the current
ST systems. The conclusion is that ST re-design requires reconsidering how ST
systems are designed, for the benefit of whom and how control is exercised.

Keywords Models � Representations � Conviviality � End-user empowerment

1 Motivations and Background

When a term becomes popular, it is usual to notice a drift of its meaning, possibly
forgetting to appreciate the value of its original connotation. This is the case of the
term socio-technical that is used in combination with terms such as system, design
or approach. Too often in the last years it is sufficient for something to be
socio-technical to acknowledge that the target reality is made of social and tech-
nological components: this connotation is nowadays obvious and simply tells us
that the target technology is directly accessible by the end-users though a suitable
interface to accomplish their tasks, and in this way the technology and the orga-
nization have a mutual influence and have somehow to be jointly designed. There is
a lack of recent conceptualizations of the interplay of the social and technical
components from which we can derive hints on how this interplay can be sup-
ported. Looking back into the literature we find much richer connotations that—
despite the evolution of the technology and its influence on the organizations—are
still inspiring.

C. Simone (&)
University of Siegen, Siegen, Germany
e-mail: simone@disco.unimib.it

© Springer International Publishing AG 2018
C. Rossignoli et al. (eds.), Digital Technology and Organizational Change,
Lecture Notes in Information Systems and Organisation 23,
https://doi.org/10.1007/978-3-319-62051-0_5

49



As reported in [1], there are many ways in which this interplay can be managed
in relation to the different underlying perspectives and related disciplines: the ICT
designers and the management perspective that are focused on construction and
control, respectively; or the economic perspective that offers an alternative view
based on the concept of ‘cultivation of the installed base’, thus focusing more on the
technological components, and looks for the definition of suitable standards; or a
more integrated perspective that sees human, technological and social elements
linked together by indissoluble and ever negotiated relations (as in Actor Network
Theory [2]); or finally, the philosophical perspective offered by the Heidegger’s
definition of the essence of the technology, that opens to ‘a new sense of respon-
sibility that is based on what is largely beyond our control’.

As each of the above perspectives (and possibly others ones) has deep conse-
quences on how socio-technical (re)design is conceived, it is necessary to take a
specific position and to motivate this choice. We like to do so by starting from the
basic tenets of the socio-technical design approach as identified from the very
beginning of its conception [3]: they include the goal to increase the quality of the
working life within organizations. This general concept was associated with a set of
principles [4]1 that are still valid and almost neglected by those of the above
perspectives that are more widely adopted. By the way, the same concept has been
formulated and promoted in terms of conviviality [5] and more recently of hedo-
nomics [6]. However expressed, this concept includes the quality of the interactions
between the social and the technical agents: a quality that has to go beyond
usability, efficiency and effectiveness and encompass the pleasure of a joyful
interaction of the social agents with the technology itself and among themselves
through it. This implies that ST design should aim at achieving the harmony of this
interplay by profitably leveraging the positive features of the two kinds of agents
and avoiding the risk that their combination exacerbates the negative ones. Social
agents are characterized by positive features such as flexibility and improvisation
when they have to cope with unforeseen situations; interpretation and sense making
in presence of uncertain and ambiguous information; tailoring of their tools to better
fit their needs and attitudes; creation of the conditions to make the cooperation with
other social agents smooth and productive in concrete contexts. Technical agents
afford persistency, distributedness, pervasiveness, rich and multimodal interaction;
the organization of the management of huge amounts of data, the regularity of
processes execution, the verification of predefined properties of data and processes;
the speed of elaboration and communication.

1We recall here the more relevant ones to our discourse. Minimal Critical Specification: No more
should be specified than is absolutely essential but the essential must be specified. The
Socio-technical Criterion: Variances, if they cannot be eliminated, must be controlled as close to
their point of origin as possible. Boundary Location: Boundaries should facilitate the sharing of
knowledge and experience. Information must go, in the first place, to the place where it is needed
for action. Design and Human Values: High quality work requires jobs to be reasonably
demanding; opportunity to learn and an area of decision-making. Incompletion: The recognition
that design is an iterative process.
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These two sets of capabilities point to opposite goals that are however to be
pursued to make an Information System, interpreted as a socio-technical
(ST) system, viable: variability versus stability, light connections versus robust-
ness, creativity versus reliability, improvisation versus accountability. This is the
challenge of ST design: to reach an optimal compromise between these opposites.

Moreover, the context where social and technical agents operate evolves in
consequence of social, economic and technological changes. This commonly rec-
ognized fact implies that the interactions between the social and technical agents
evolve too in order to cope with the possible misalignments emerging from those
changes: this is what calls for ST systems continuous re-design.

Re-design can be performed at two distinct, although mutually influencing,
levels. At the first one re-design is due to the fact that social agents appropriate and
transform the functions of the technical agents during their use, and symmetrically
technical agents modify the practices of the social agents using them. Here redesign
usually involves circumscribed changes to allow for unanticipated usages of the
technology, or to extend its capabilities to respond to new needs that can emerge
from an increased appropriation of the technology by the users themselves: existing
routines and technical functionalities remain substantially unmodified and re-design
usually involves a local community2 (of practice [7]) where collaboration tones
down individualism. At the second level re-design is due to the fact that the
organization needs to change its strategies in consequence of internal or external
factors or innovative technologies become available, and accordingly has to change
the constraints that it imposes to the lower level. Here re-design happens at the
organization level, can be more or less dramatic and surely percolate from the top to
reach the more local social agents: these are called to modify their routines and/or
the technology in use, accordingly.

To sum up, the overall socio-technical system needs to be continuously
re-designed to cope with different requirements and constraints, and must then be
malleable at both the community and organizational levels. According to any good
engineering approach, to make continuous re-design of (ST) systems effective we
have to take design for malleability at any level as a basic and unavoidable principle
for the construction of (ST) systems.

This challenge requires a critical view of some current interpretations of ST
system design and the identification of a possible alternative: the next sections aim
to give a contribution in this direction by taking the technical standpoint and
considering its implications on the social side in the aim to preserve the harmony
hinted above. The argumentation is empirically based on field studies derived form
the literature (especially in the ambit of Computer Supported Cooperative Work
[8]) and from our empirical research, e.g. [9, 10].3

2We use the term community to avoid any reference to any specific organization structure.
3This work was done when the author was with the University of Milano Bicocca.
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2 Issues Hindering Malleability

How to manage control is a central issue to keep the organization alive in a context
that is complex either because the target organization is big and distributed, or
because it is a smaller organization living in a network of allies and competitors, or
because of both reasons. Companies face this problem in different ways depending
on their different organizational culture: however a still diffused approach, beyond
any official statement, is to base control on a normative approach whose aim is to
prescribe behaviors that can be more easily monitored and checked in a centralized
way. This is especially true for the technical agents of the ST systems, we would
say, independently of the kind of organization in which they operate. As an
exemplar case, consider the cloud technology that was proposed to make appli-
cations more flexible and more easily manageable. This is surely true for the
individual users or communities and their own ICT applications, but the real
adoption of this innovation in the organizations mostly interprets flexibility and
manageability in terms of standardization and top-down handling of any techno-
logical change and evolution. The consequence is that the harmony that should be
the goal of ST (re-)design is seriously compromised because the social and the
technical agents are, in a way by definition, misaligned.

To sustain the above claim in more general terms we propose to consider the
pervasive role that models play in the mainstream, and therefore widely applied,
approaches to the design of the technical component of an IS (hereafter denoted as
IT-IS). Sooner or later in the IT-IS lifecycle the designers (that is the professionals
involved in the process irrespective of their specific role in design) build or make
use of models of the business processes and models of the data these access and
manipulate, and try to achieve the efficiency and effectiveness of the overall IT-IS
on the basis of models of the quality of the to above basic components.4 The various
formalisms that are used to construct such models are not in question: we can
generically refer to the standard BPMN [11] for processes, ER [12] for data and
some basic indicators such as completeness, consistency, correctness and the like
for their quality [13]. Here we want to discuss the more substantial issue of how
these models are constructed and for which purpose.

Processes and data models are constructed by the designers in the aim to capture
the mechanisms governing the target (portion of) organization and then build the
related IT-IS on their basis by using the most appropriate technology. For what
concerns the processes important are the activities and their sequences, the loops
and the decision points, the roles of the involved actors with the related rights, the
exchange of information across the processes, etc. For what concerns the data

4We purposely omit in our argumentation any consideration about the infrastructural components
of an IT-IS that are almost used as black-boxes within an organization, and therefore are not
objects of re-design, although they can be one of its causes.
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important are their constituents and structure, the filters that establish the access
conditions, the elaboration modalities for each activity and process, and so on.
Ideally, the more the model is rich and detailed the more it serves its purpose; in
practice, this can be too costly and the actual models can be less accurate. However,
the goal of the experienced modeler is to capture the most significant (frequent,
crucial) cases in order to circumscribe within the IT-IS the need to handle excep-
tions to those cases that are rare and require an ad hoc treatment. Now, what are the
problems with this pervasive and potentially highly detailed modeling?

A first problem is self-evident: wiring the models into the IT-IS reduces its
malleability and makes changes much more difficult and expensive as any modi-
fication requires the effort (time and competence) of the pertinent designers even if
the change regards a circumscribed feature. This extends the period needed to
implement it and forces the people who would take advantage from this change to
manage the source problems for a longer period or to find a workaround that may be
undesirable or in the worst case sanctionable [14].

But the real issue is more substantial. The processes and data models are built by
the designers of the IT-IS with the involvement of the management and possibly of
the people that will be the direct users (the so called end-users) of the technology.
This involvement takes various forms depending on the adopted methodological
approach: from a series of interactions with some selected stakeholders typically in
the initial phases of the re-design, to a more systematic involvement of the
end-users as in the User Centered (UC) [15] approach, and finally to a more active
involvement of these latter in the re-design activities as in Participatory Design [16]
and in some of its derivate approaches that fall under the umbrella of End-Used
Development (EUD) [17]. We can say that all these approaches, irrespective of the
specific terminology used, can be viewed as complying with the ST design tenet to
focus on the organization and the end-users, and can be recognized along the
history of ST design evolution [18]. Regardless of the differences characterizing
them, in these approaches the tools used to build the models are basically those
proposed by the designers and reflect their intentions since they have a predominant
role in the interaction with the users. In other words, the aim to empower the users
(in the more mature interpretation of ST design in the wild) equals making them
more able to understand and use those tools, and in so doing influence some aspects
of the final IT-IS.

At this point, the main question is: is this interpretation of user empowerment
profitable to reach the harmony mentioned in the previous section? Moreover, does
the predominant form of top-down control go in this desirable direction? The
answer can be found in the empirical research conducted to understand the needs of
the end-users in various application domains and the impacts of IT-IS constructed
according to the approaches described above. There is no room here to account for
this research in any systematic and exhaustive way. We only point to a practice that
is widespread and might shed light on where a possible answer can be sought for
the above questions.
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3 Lessons from the Field

The dream of a paperless working place proved to be an illusion. It is a common
experience that paper still pervades the offices, the hospital wards, the professional
studios, the research labs irrespective of the kind of technology that is deployed
there. This amount of paper has been more recently flanked, and in some cases
reduced, by the appearance of IT applications that are able to mimic the properties
of the paper and enrich them with the typical properties of the ICT technology. The
paradigmatic applications observed in this phenomenon are the spreadsheets that
combine the possibility to build forms within a sheet, to inscribe them and to make
them active through appropriate functions, to link information located in different
sheets, to make sheets sharable across cooperating actors and information sharable
with other productivity tools. The main motivation of success of spreadsheets is that
they can be bent to serve different purposes: from mere information repositories, to
folders of interconnected and/or computed forms, up to simple databases with the
related basic functionalities.

These applications used in presence of official IT-IS have been named shadow tools
[19] for their capability to be autonomously and collaboratively constructed and usedby
people “in the shadow” of the big systems and in a way that is protected from any
external influence. Shadow tools are needed because the official IT-IS are often too
prescriptive in the way procedures and data policies govern the various activities: to
contrast this negative aspect the actual work (or part of it) is performed using shadow
tools and its outcomes are then uploaded in the official IT-IS so as to comply with the
organization constraints. For example, the official IT-IS does not allow for the man-
agement of temporary information that has however to be recorded andmade persistent
after an additional elaboration; or does not allow users to add temporary or unofficial
information to the standard data model for sake of monitoring crucial situations; or the
logic by which forms unfold in the interface forces a sequence of operations that
sometimes are not doable in that order or the presented information is optimized for the
current task and some contextual information is missing or hard to find. This level of
flexibility is difficult to anticipate at design time and is instead easy to achieve on paper
andvia lightweight applications.A similar phenomenon is reported in [1] in the case of a
more complex shadow tool. A centralized Costumer RelationManagement application
was flanked by applications with the same aim that were constructed in various
departments owning the needed resources: these distributed solutions fit the local
practices and information needs, still maintaining some links with the centralized
solution. In this case the management accepted this autonomous behavior and recog-
nized its undoubtably improved effectiveness: this example shows that a different
attitude of the management toward redesign and innovation is possible.

Shadows tools point to a bottom-up phenomenon that tells us several lessons:
first, current IT-IS generate a double and invisible work [20] that surely negatively
influence the quality of the people’s working life, unless suitably recognized;
second, this additional work testifies that end-users are able to construct tech-
nologies that fit their needs and to modify them at run-time when needed; third, the
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construction of these technologies is not based on any sort of explicit model, rather
it is based on the practices end-users have developed to reach their working
objectives and that they are able to trans-late in the technology, effectively enough
to take into account the local conditions and to cope with their variability; fourth,
that this can happen since end-users can reasonably appropriate the underlying
technology (e.g., the spreadsheets), possibly along a progressive and collaborative
learning process allowing them to increasingly exploit its affordances.

4 Design for Malleability

The lessons derived from the shadow tools phenomenon can inspire an operational
interpretation of the goal to design for malleability. Indeed, this goal can be
translated in the goal to avoid the waste of the invisible work performed by the
end-users and the knowledge that they mobilize: both of tem are invaluable
resources for the organization upon which the harmony between the social and
technical agents can be constructed. Making shadow tools emerge from the shadow
means to rethink the way IS are conceived in a more radical way in comparison to
the agenda proposed in [21] although we share its concerns about the difficulties to
introduce a new perspective in the managerial practices. However, without this
radical reflection any attempt to make ST (re)design coherent with the tenets of the
ST approach is likely to have only a partial success, if not a failure. This reflection
in turn requires rethinking the top-down approach to control and the role of the
designers in this game. We propose a way to discuss this rethinking along the levels
of re-design mentioned in the introduction.

The community layer of re-design is obviously the one closer to the argumentation
of the previous section. Here a natural solution is to make the hidden tools exit the
shadow and become the official way to operate. This would obviously require the
smooth integration of their outcomes in the ST-IS. To this aim it seems necessary to
interpret the control that themanagement has to exercise not as the prescription of how
activities are to be performed, rather as the check of the quality of the outcomes that
these activities have to make available to the overall ST-IS system: the minimum data
sets to be exchanged, by whom, when, in which format, in which progression and so
on. In other words, it is necessary to recognize that the (same) information can have
different pragmatic meanings and quality requirements at the community and at the
organization level: for example, the data useful for the administration of a hospital or
those useful for health research do not coincide with those that support the everyday
care at the patient bed and might require a different quality, and vice versa [22].

The action of control should also promote the awareness of what has to be
delivered according to the established quality indicators, in order to anticipate
possible problems and to start the renegotiation of the related terms, if deemed
necessary. In other words let what already happens in the shadow of the IT-IS (at
both the technical and social level) and therefore with a negative connotation,
become the norm and then be supported to improve its effectiveness.
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This strategy also indicates how the role of the designers should be redefined:
they should provide the end-users with “a better spreadsheet”, that is an open
platform that offers basic building blocks and composition rules that end-users can
apply to build and modify their tools in a more agile way [23].5 This platform and the
possible sharing of building blocks of general interest across communities is what
has to be maintained under a centralized control, not the local tools built on top of it.
To this aim, designers could, if and when necessary, assist the end-users to make
their usage of the platform optimal and implement new basic building blocks when
they require to do so. This is a different, more radical way to empower end-users:
first because they are in full control of their tools construction and second because
they interact with the designers speaking the ‘language of their practices’ (not the
one of some exogenous model) during that tools construction and usage. Notice that
this approach also applies to more recent technologies that are apparently more
malleable, such as web based technologies. Indeed, the problem is not about tech-
nical issues rather it is about the ‘semantic level’ of the components that are made
available [25]: the primitives they afford should be based on end-users work prac-
tices and not on a mere general purpose or engineering perspective.

With this scenario at the community level, ST re-design at the organization level
coherently becomes the redefinition of the contracts that each community is com-
mitted to, in the spirit of [26]. The organization can then be viewed as a network of
contracts6 that bind information producers and consumers (and no more as a set of
interconnected processes producing and exchanging data). Any change at this level
requires a redefinition of the contracts and, at the lower level, the adaptation of the
ways the contractors fulfill them accordingly. This idea is drawn from the wide-
spread view of a complex technical system as a set of components with interfaces
connecting them: the interfaces have the main role to encapsulate the components
internal behavior and to circumscribe the effects of more global changes in order to
make the overall system more resilient. Strange enough, this idea is not usually
applied to ST systems as if the presence of a social component would require a
more pervasive and prescriptive form of control that is exercised by a compliant
technology and specifically by the prescriptive models it incorporates, sometimes
for sake of introducing some form of standardization [27].

5 From Models to Representations

The critical view of the role of models in ST system (re-)design does not mean that
modeling as such has to be banned. Models are problematic when they are con-
structed in the aim to incorporate them in a technology because they hinder its

5A prototype of this kind of platforms for document based applications is described in [24].
6We prefer to speak of ‘contracts’ instead of ‘commitments’ as these latter somehow imply a
procedural way to deal with them (i.e., the famous and widely criticized negotiation loop).

56 C. Simone



effectiveness and malleability, as discussed in the previous sections. Instead,
modeling can play a useful role when its outcomes are used for different purposes:
to make the distinction clear we call these artifacts representations. The main
difference between models and representations is that the latter are not required to
own the typical properties of the former: they can be incomplete, contain ambi-
guities, can use not standardized notations and so on. In fact their role is not to
govern the activities of the people, rather to play as a scaffold that can support their
mutual understanding when they interact and collaborate. As such representations
can be as formal, complete and ambiguous as the actors deem necessary to make
their interaction and collaboration effective: in other words their quality is relative
to a context and not expressed in terms of absolute properties [22]. In this view,
representations become resources for situated actions [28] and as such under the
control of who performs them.

In the design for malleability hinted above representations can (and often
actually) support negotiation, documentation and the current work practices.
Negotiations occur at both levels of re-design, although under different conditions.
At the community level representations can help its members to negotiate meanings
and reach a mutual understanding of the ways in which activities can be performed
to fulfill the organization constraints, to highlight possible conflicting proposals and
the possible confluence on a reconciled view that will guide their collaboration:
they become part of the community ‘repertoire’ [7]. In this context, these repre-
sentations can be augmented with special representations (that is various kinds of
annotations) that document the recurrence of problematic situations that would
require an adaptation of the current work practices as well as the effectiveness of the
latter in specific circumstances [9]. At the organization level, representations can
help the contractors to better document the contract itself that has to be expressed in
a unambiguous language that is usually different from the community and orga-
nization jargons: for example representations can add information about the context
in which the exchanged information will be used, by highlighting and motivating
the crucial role of some piece of information, the consequences to miss the stated
deadlines and the negotiated level of quality, and so on.

What can be noticed is that this additional invisible work—that is in any case
performed to make what is going on possible and to give it a meaning—is not
supported by the traditional IT-IS because it is out of the scope of attention of the
management and of the designers that define its requirements and specifications.
When this work is somehow recognized under the perspective (if not the fashion) of
Knowledge Management, the typical solution is based on the so called Enterprise
Social Networks (ESN): ESN offer standard communication and sharing func-
tionalities that should magically make people exchange their work experiences
irrespective of the loose integration of the ESN with the IS-ST through which the
activities are expected to be performed [10]. Then, ESN generate another kind of
double work that in this case is promoted and appreciated by the management that
invested in these technologies: indeed, the additional work to keep the information
updated in the ESN becomes a stereotypical sign of their usefulness.
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6 Conclusions

The approach to ST continuous redesign outlined in this paper has some implica-
tions: on the technical side, the proposed and empirically based design for mal-
leability asks to focus on functionalities and technologies that are usually outside
the IS-IT or at least poorly integrated with them, and give the communities of
end-users the active role of bricoleurs of the tools they need [23, 29]. On the other
hand, innovation that is one of the causes of continuous redesign can be interpreted
as the result of the interplay between a top-down and a bottom-up process that meet
at the interface of local creativity and organization strategies. In this game the
consequences of innovation [30] that can be hardly anticipated outside the real
practices can be continuously monitored and managed in a less disruptive way. This
is a way to seek for the quality of the working life and to make change management
a collaborative process where conflicts can be dealt with on the basis not only of
power relations but also of the concrete dimension of the work practices. The
currently available technological infrastructures allow the construction of malleable
IS beyond what the management and the designers are used, if not equipped, to
construct: seriously focusing on work practices is a fruitful way to better exploit this
space of possibility.
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Design of Socio-technical Systems:
What Does the Practice Tell Us?

Peter Bednar and Moufida Sadok

Abstract In this paper we report upon some results of an empirical study involving
employees from 32 SMEs in the UK on how they approach socio-technical prin-
ciples in the design of their work systems. We are particularly interested in what
extent employees are engaged with decision making, change in work practices and
job satisfaction. Our findings reveal that employees would prefer more responsi-
bilities, more involvement in the decision making and in change of work practices.
Additionally, it seems that recognition and appreciation by management are the
most valuable job satisfaction criteria. Therefore, our findings further support the
conclusion that socio-technical principles are not outdated. From a socio-technical
lens, the debate on the productivity issues should not only consider buying more
technology as a crucial part of the design of a work process but additional effort is
required to connect it with employees’ capabilities.

Keywords Socio-technical analysis � SME � Organizational change � Design of
organizational system

1 Introduction

At any particular time, organizational behavior subsists as an accommodation
between differing perspectives of stakeholders [1]. So when it comes to real world
organizational activity this is the consequence of the actions of individual
employees. This in turn is not the same thing as an abstract model of activities,
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but instead the result (intended and unintended consequences) of purposeful
actions. These actions are at best influenced by the decisions made by employees in
the context of their job situation (professional problem space). The complexity of
the real world means that in everyday life an employee need to deal with exception
handling to overcome contextual deviations. This is why people need professional
skills, ability, willingness and possibility to make appropriate decisions as part of
their job activities. However, it is not always the case that organizational practices
allow or support contextual adaptation and flexibility by managerial delegation of
professional decision making. Without adaptation to context any work activity will
suffer from not being optimal and thus not achieve excellence.

In this paper, we describe some of the results of an empirical study involving
employees from 32 SMEs in the UK on what extent Socio-Technical
(ST) principles (Table 1) are implemented. The interviews described here were
done over a period of approximately six months. Each interview was done face to
face, consisting of one researcher and one employee at a time, usually within the
compound of each company. Interviews typically would take ½ an hour. We
purposefully have chosen to focus on questions that are related to three main
themes. They are: decision making process, change in work practices and job
satisfaction factors. Our main focus was to explore the current practices related to
these questions in order to identify gaps in regard with ST perspective. The
interviews were guided with the socio-technical questionnaire included in
Mumford’s book [2]. The SMEs are ranged from very small shops with only two
employees and owner/manager, to business entities with more than 200 employees
which are part of large franchises. The activities of these companies cover a wide
variety of sectors, such as manufacturing industry, restaurants, consultancy, edu-
cation and retail. The dependency on IT to do the job varies from medium to high
levels. In most companies we successfully interviewed 2 or 3 employees, while in
few we managed to interview only one employee. In total we collected and ana-
lyzed 75 questionnaires. Our interviewees are drawn from a range of positions
within their respective organizations some senior, some more junior, some expe-
rienced, some manager and some less so. They are all concerned with change in
work practices, and the questions are organized in such a way as to give equal
consideration to the technical and social sides of systems change. We have selected

Table 1 Socio-technical principles for work design [17]

Principles Descriptions

1. Responsible autonomy
2. Adaptability and agility
3. Focus on whole tasks
4. Maintaining

meaningfulness of tasks

1. Work is organized in teams/groups with internal supervision
and leadership, while maintaining holistic co-ordination
between teams

2. Work teams organized to be agile and adaptable to deal with
complexity and solve local problems

3. Tasks designed specifying the objective to be completed,
without prescribing a method to be followed

4. Tasks designed so that each has total significance and dynamic
closure for participants
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to interpret both open-ended and closed-ended questions to assess the engagement
in implementing ST principles.

The following section introduces the theoretical background of this research.
The key findings of the empirical study are then discussed in Sect. 3. Conclusions
are drawn in Sect. 4.

2 Background

ST methods advocate a human-focus analysis that reflects on social and technical
factors in the design of organizational systems. The underlying principles of ST
practices (Table 1) lies in the active participation of stakeholders, the co-creation,
the co-development [1–8]. Consequently, the implementation of ST principles is
expected to create the conditions for job enrichment, to support development of
good will from the different communities of practices through constructive con-
versation and interaction between different stakeholders giving the opportunity to
develop high level of efficiency and performance.

A wide range of Socio-Technical (ST) methods have been developed and
implemented [7, 9]. Particularly, In Effective Technical and Human Implementation
of Computer supported Systems (ETHICS) analysts have support mechanisms and
descriptions with advice, comments and examples for over twenty different but
related analyses [2, 3]. By way of a narrative and storytelling that draws on the
author’s own experiences applying ETHICS in many companies in Europe and the
United States, [Mumford, 2003] discussed how her research perspective in relation
to ST philosophy can be applied in managing change with the introduction of a new
work systems or a new technology as a part of the change process. The case studies
described in her book offer examples of organizational design activities and
assessments to illustrate how the suggested method, based on a participative design,
can provide support to problem solving and change process management.

It follows that it is desirable for managers to engage in a dialogue in which they
can explore the values, goals and preferences of relevant stakeholders in context
during the change process. Such a dialogue, supported by appropriate tools and
techniques, can help an organization to avoid a rush to premature consensus on
change, e.g. to invest in new technologies when change in work practices without
changing technologies could be an option—reorganization and improvement of
work practices can sometimes remove the need for technological investment [10].

However, participation at all levels in work system design is an important
socio-technical principle that is not always realised (or realisable) in practice. The
use of ST methods in professional practice continues to pose a number of chal-
lenges [9] and is not always adequately supported. Limitations to participation
may be damaging to the usefulness of any designed system, because the
contextually-dependent knowledge of unique individuals will be lost in the design
process. Individuals must be empowered to join in co-creation of their system,
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surfacing their contextual understandings and participating fully in ownership and
control of their project [11].

A major contribution of ETHICS is that it incorporates several stakeholder
analyses and also explores different types of participation and empowerment, which
allows reflection over engagement and involves stakeholders in their own definition
of desirable change practices and system boundaries. Mumford and Beekman [12]
reflected upon the engagement of employees as follows: “If a technical system is
created at the expense of a social system, the results obtained will be sub-optimal.”

3 Analysis of Findings

Bednar and Welch [13] looked at the nature of professional commitment and how
transcendence value systems, professional ‘pride’ and the exercise of judgment are
important in creation of beneficial organizational developments. A professional
must be allowed to make decisions as part of their employment or their possibility
to do their job with excellence will be severely inhibited and any pursuit of
organizational excellence will be in vain. The first topic of our exploration is
therefore related to decision making process. Particularly, we asked our intervie-
wees about the possibilities of taking initiatives or making decisions, they expressed
a kind of frustration when it comes to decide or judge what kind of changes or
adjustments should be achieved to effectively do their job. As noted in Fig. 1, 28%
of our interviewees said that there is little scope for initiative while almost 40% said
that there is some scope for initiative. Additionally, just above 40% of survey
respondents said that their job provides them with an opportunity to make decisions
and use their own judgment. 28% cited that they do not have at all such oppor-
tunities. It was clear from the interviews that the vast majority of employees did not
experience much managerial enthusiasm in support for employees taking initiatives
and make decisions on their own.

We asked what information employees wanted but were not given. Our inter-
viewees mainly mentioned information related to news tasks and changes in work
practices. The conversations about this topic were especially interesting topic as
lack of information about changes in work practices and thus involvement in those
change processes are key aspects of the ST principles (Table 1). Thus not only did
many employees feel they were not engaged, but it was obvious that they felt they
were not even informed about the most fundamental aspects of the ST principles.
Table 2 provides examples of verbatim related to this question.

It is widely recognized that ST change perspective is beneficial in supporting
design of useful and usable work systems [14]. The second topic explored in our
research was the involvement of employees in change in work practices. In Fig. 2,
almost two thirds of our interviewees are consulted when major changes are made
to their job or to the work of the department. Interestingly, this also confirms that
most of the interviewees would like to participate in the decisions that affect their
department.
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Fig. 1 Decision making practices

Table 2 Decision making and required information

Question Verbatim

What information would you like to have that you
are not given?

“Future changes that might happen in
the company”
“How and what changes are affecting
my work”
“Full information about new tasks and
training”

Fig. 2 Involvement in change in work practices
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This result could explain the difficulties experienced by companies in taking into
consideration opinions expressed by their employees when it comes to change in
work practices. Even though the employees’ opinions are asked it seems that it is
more challenging to effectively involve them in organisational change. Another
possible explanation is that often companies consult their employees before making
changes in work practices such as introducing new IT system. However, this
consultation is rather symbolic without real engagement of employees in this per-
spective. Particularly, Table 3 provides examples of preferred areas of discussions
between managers and employees.

The other major focus of our survey was the identification of most significant job
satisfaction variables in order to identify gaps in current companies’ practices with
regard to ST paradigm. Job satisfaction is the fit between an individual or group’s
job needs and expectations and the requirements of the job which they presently
occupy. Our investigation was focusing on considering the extent to which there is
a good or bad ‘fit’ between the kind of work situation that employees in the study
say that they would like to have and their description of their present work situation.

In Fig. 3, Almost 60% of our interviewees would like there to be better
opportunities than there are at present to develop further their skills and knowledge.

This important percentage is quite alarming as SMEs experience productivity
problems and face resources shortage. When skills and knowledge are not fully
used to do their job, employees could engage in counter productive work behavior.
Additionally, three quarters of our interviewees perceive their work tedious as they
have few problems to solve and their work requires little skill and knowledge. In
such a situation it does not help if employees are not allowed to influence or make
decisions on changes to their work practices in real terms.

When asked what gives our interviewees most sense of achievement in work,
they said that recognition and appreciation of their efforts are very significant as
motivational factors. This result (see Table 4) is coherent with the finding of a
previous study that showed the role of the recognition as a mediator factor in the
relationship between work stressors and overall counterproductive behavior [15].

Our findings also suggest designers and managers should undertake steps to
drive employees’ engagement and enthusiasm. As capability is embedded in peo-
ple, it follows that an effective IS will be one designed as a socio-technical whole,
in which available technologies are considered in the light of the desires of those
who will use them [16].

Table 3 Areas of consultation

Question Verbatim

What kinds of things would you like
to be consulted about?

“I would like to be consulted about my targets and how
efficiently I would need to work”
“Changes that affect how I will work”
“How my work can be made more efficient”
“Detailed changes in the job role”
“Changes that affect my working practices”
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4 Conclusion

The main objective of this paper was to explore the implementation in practice of
ST principles. Our results show clearly that there continue to be large opportunity
for SME’s to potentially benefit from involving ST principles more pro-actively
when it comes to their business development practices. As improving productivity
at work is a crucial issue not only for larger businesses but also for SMEs it is
probable that work design methodologies such as ETHICS will continue to be

Fig. 3 Job satisfaction analysis

Table 4 Examples of job satisfaction analysis

Question Verbatim

What gives you most sense of
achievement in work?

“Being recognized, after being able to do an improvement
or a new idea in my job”
“When I come in under budget because of new ideas and
changes to the standard routine. I also appreciate how my
assistant works with me as well as challenges me to new
concepts”
“When work is recognized and appreciated”
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needed and acquire a further renewed importance to facilitate the transformation of
organizational practices in the direction from mediocrity towards excellence in
work practice.
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Going Beyond the System in Systems
Thinking: The Cybork

Federico Cabitza and Francesco Varanini

Abstract In this paper we make the point of the need to introduce a new concept,
and the related term, to account for the dynamic nature of socio-technical systems
and make this nature a primary concern of systems thinking to understand and
intervene on this kind of systems: the cybork.

Keywords Systems thinking � Socio-technical systems � Gestell � Bildung �
Cyborg � Cybork

1 Motivations and Background

The cybork is a concept that we do not draw from the void, nor we have coined just
as a result of a free association of ideas and words. All the opposite, we propose it
as a term that condenses different flows of thinking in itself and yet adds something
to all of them, right in virtue of its synthetic nature. These converging traditions are:
cybernetics, socio-technical system theory, and systems thinking. Far from having
the ambition to summarize the main tenets of these disciplines and schools of
thought, or better mindsets, in what follows we will outline the elements that justify
our proposal, or at least motivated us in introducing it.

As quite clear, the first part of the term Cybork comes from cybernetics. As
widely known, Cybernetics is the name that Norbert Wiener in 1948 gave to a
multi-form and trans-disciplinary approach to the study of any complex system
from the perspective of the self-regulatory and feedback processes that keep it
together, if not thrive. Wiener chose this term from the Greek kybernetiké, the
craftsmanship of the kybernan, i.e., the steersman, a term that in its turn the Latin
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translated into gubernator, which acquired its metaphorical meaning of head and
commander thanks to his respected exhortations.

Although American for the name and the endeavour to be systematized, the
cybernetic thinking can be traced back to the natively multi-disciplinary thinking of
the German and Austro-Hungarian intellectuals, who were forced to emigrate to the
United States for the Nazism [31]. The basic idea is feedback, i.e., the fact that “some
of the output energy of an apparatus or machine is returned as input” and also the
intuition that “a uniform behavoristic analysis is applicable to both machines and
living organisms, regardless of the complexity of the behavior” (ibid.) These two ideas
were applied to the idea of the Cybersin, the “cybernetic synthesis” of the actions of
the individual workers and the productive capacity of factories and plants to be applied
on the nationalized sector of Chile’s economy during the Unidad Popular Government
(1971–1973) in order to integrate data into a global network, economic data and
decisions [28]. This projects envisions, for the first time, the idea of a nation as a living
organism, where animals (including humans) and machines coexist, as components of
the same system and as systems themselves, so tightly interconnected (structurally
coupled) to be recognized as elements of the same network.

Systems Thinking emerged in the 1940s in reaction to scientific reductionism
and to solve problems effectively through the ad-hoc combination of heuristics and
multiple approaches. Probably just for this pluralistic attitude, in “systems thinking
the use of words is not a straightforward exercise even though it influences our
engagement with context” [6]. Among the most important expressions in system
thinking one could rightly consider socio-techical system [14].

This expression was coined at the Tavistock Institute in London in the 1950s to
denote a new way to look at organizational change, an approach that can be traced
back to the Kleinian interpretation of the Freud’s psychoanalysis and that considers
both humans and machines essential for the emergence of specific forms of work,
indeed socio-technical systems. These systems do not preexist their animate and
inanimate components (cf. Aristotle) mentioned above, but rather emerge and unfold
in the continuous inter-relation between those components and mutual fit, and in their
turn affect their components, their mutual arrangement and behaviors. The first
socio-technical researchers (including Eric Trist, Ken Bamforth, JoanWoodward and
Fred Emery) observed this phenomenon in all those forms of work where the division
of labor, for the sake of efficiency, creates distinctions and hierarchies, and in those
where the same quest for efficiency imposes the clear distinction between theory (and
hence planning) and practice (that is execution of plans)—a distinction affirmed by
Taylor through his Scientific Management but already in nuce in the theorein of
Aristotle and idea of Plato—and hence the quantification and measurement of per-
formance and the consequent alienation of the workers involved. “Different tech-
nologies impose different kinds of demands on individuals and organizations, and
those demands had to be met through an appropriate structure” [38].

Thus, from these seminal studies on, in systems thinking and in many similar
and related approaches, socio-technical system has become one of the most com-
mon expressions to account for when humans and technologies “go together”.
Notwithstanding its popularity, or maybe right because of it, this expression also
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presents some shortcomings. Although systems thinking advocates a holistic
approach to the study of systems by focusing on the features of the whole that
emerge from the interaction of its parts, speaking of socio-technical system still
emphasizes the existence and ontological (not necessarily functional) independence
of the parts of a system, at least of the social and technical parts. Moreover,
although systems thinking acknowledges the complex ways in which the parts of a
system can interact with each other, and can exhibit unexpected behaviors as a
whole that no part alone could produce by itself, it also assumes that systems are
structured, ordered functional units.

In light of this, the expression socio-technical system, which looks reasonable
for many practical and theoretical aims, also facilitates the neglect of two related,
perhaps counter-intuitive, ideas. Shortly put these are: first, the social and the
technical, in their dynamic and situated partaking in a single unitary system,
actually cannot never be taken as distinct parts of this system and extracted as
individual objects of study (or design). Second, looking at real socio-technical
settings in terms of systems is conceptually tempting but paradoxically way too
abstract and reductionist to allow for the faithful and effective account of their
behavior and continuous change, especially when such an account is aimed at
building programs to positively affect their construction and evolution over time.

To overcome these two shortcomings, in this position paper we will argue for a
different phrase (and related analytical attitude), which could better denote
autopoietic socio-technical settings and inspire different ways to design for them:
the cybork. We introduce this new concept in the socio-technical theory discourse
to emphasize the need to move from a model-driven, component-oriented and
intrinsically static view of this kind of systems to a more organic one, where the
complex entanglement between the social and the technical, as well as between the
human and the artificial, is not only claimed but also acknowledged in the very
representations by which we try to capture it. This leads to considering community
morphogenesis as a new topic in the socio-technical discourse and taking the
challenge to develop concepts and tools to both study and foster it.1 To argue in
favor of this stance, we will first address the shortcomings that a structural and
ontological view of socio-technical settings can hide, and then argue more posi-
tively towards alternative metaphors and new proposal.

2 What Socio-technicality Can Hide

Multiplicitism. William of Ockham once said that “entia non sunt multiplicanda
praeter necessitatem”. Distinguishing between humans and technologies seem
totally reasonable for many practical or theoretical aims, but it is actually harmful to

1Morphogenesis seems to be the “pillars of Hercules” of computational thinking, as also prominent
figures like Alan Turing have considered it as a matter of study, with limited success [3].
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design technologies for the humans. Philippa Goodall in 1983 rightly stated that
“design for use is design of use” [15]. Rightly so, any design is the design of work,
and for its change. The point is that technologies are one with the techniques by
which they are put to use; and humans are at one with their extended body of tools
and devices [35, Chap. 1]. This is so much the case that even the human body itself
could be considered the first technology (ibidem): it is essentially human the cultural
use of the body as expression of the self and as first communication medium. Human
sociality then, which is a cultural phenomenon, is enabled by technology and cannot
be given without it. This is because technology should not be narrowly intended:
rather, also language should be considered a human technology [7] and indeed one
of the most important and characteristic of our species (“language is the first tech-
nology”, ibid.)., which involves the use of the body with techniques that are com-
patible with our physiology (of course) but also socially acquired and refined over
years of social interaction requiring agreed conventions and mutual expectations.

Thus, distinguishing users from their tools is as much serious as common
mistake of perspectives: a hammer lying on a table, which is not even considered by
a potential user as a potential object by which to hammer something, is not a
hammer. Here we are not proposing a variation of the argument of George Berkeley
(1710), as we are not daring to say that the hammer does not exist as a material
thing unless one perceives it. Rather, we say that that thing is not a hammer until it
is used as a hammer by a “hammerer”, that is until it is not involved in an inten-
tional hammering.2

Staticism. We likely partake in (multiple) socio-technical systems any given
moment. As curious observers of these human phenomena, looking at a
socio-technical system is as easy as it is to belong to one, since what we would
experience—the movements, the conversations, the material production of artifacts
and their inscriptions, any continuous transformation of the state of affairs—would
be the socio-technical system before, or better yet, around us. However, when we
want to see any such system with the eyes of the mind, that is with that theoretical
attitude that from Plato on distinguishes (and separates) the direct experience of the
things from their detached contemplation and study, we need linguistic metaphors
[20] that are isomorphic to the phenomena experienced.

3 A New Metaphor to Account for Change

Intelligence closely regards the capability to bring things together (cf. inter-lĕgo)
and to stand in the midst of them (which is the literal meaning of the term to
understand): an intelligent gaze on things and events sees and conceives relations
between them (e.g., the basic relation of cause and effect), both relations holding in
presence (cf. the paradigmatic relation that Saussure calls metonymy) and also in

2Not necessarily enacted, but also only imagined by an agent.
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absentia (what Saussure calls metaphors). In this regard, Nietzsche was one the first
Western thinkers to denote the tendency to see things where actually just actions
are3, or better yet a doing4, that is to acknowledge the potentially harmful tendency
to reify dynamic processes into metaphoric, yet static, entities.5

Thus, the very word system (from the Greek “ensemble of things put together”)
suggests to look for (and hence at) ordered arrangements of entities, where mutual
relations can be variously relevant to constitute the above order, or even the nature
of the related things themselves [2].

Other (intended isomorphic) metaphors have spread and gained general appeal in
scholarly communities, including the communities engaged in the organizational
studies and the design sciences: their members like to speak of models (small-scale
representations of a system, pruned off of unnecessary details), frames [30],
structures [17], and even infrastructures [9].

We here make the point, partly inspired by the theses of linguistic relativism
[37]6, that these metaphors, besides affecting our comprehension of socio-technical
systems (like any metaphor actually does), do also affect our comprehension and
design of these systems through an overemphasis of the static, ontological and
objectivistic phenomena that they exhibit.

Gestell and Gebild. This influence regards what the German philosopher
Heidegger [19] denoted as Gestell, literally a frame, a structure of shelves, or the
enframing structure that can be imposed on people, processes, and things and any
sort of system by any sort of technology, among which also language [7]. However,
as also noticed by Ciborra and Hanseth [12], the words Ge-stell and sys-tem
indicate just the same concept (literally), in two different (but yet often converging)
linguistic traditions.

In [8, 36], an alternative metaphor is discussed in regard to how we can know
and understand the systems in which we also reside and work: instead of Gestell (or
Gestalt), Gebild. This latter word derives from and is closely related to Bildung
(growth, formation). This distinction was first put forth by Goethe in his “The
metamorphosis of plants” from 1790 [16]. In hiw own words:

The Germans have a word for the complex of existence presented by a physical organism:
Gestalt. With this expression they exclude what is changeable and assume that an inter-
related whole is identified, defined and fixed in its character. If we look at all these
Gestalten, especially the organic ones, we will discover that nothing in them is permanent,

3If Nietzsche was among the first ones, Becker is probably among the latest ones, when he writes
that “things are just people acting together” (p. 46) [5].
4In his words: “[…] there is no being behind the doing, acting, becoming. The doer is merely made
up and added into the action—the act is everything” (On the Genealogy of Morals, treatise I, 13, tr.
W. Kaufmann).
5The etimology of thing, i.e., a public assembly of people discussing “things of concerns” (from
which it comes the metonymy by which the latter ones got the name of the former one) is a
common place that we just hint at here.
6Simply put, linguistic relativism states that the language by which we describe the world affects
our interpretation of it.
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nothing is at rest or defined—everything is in a flux of continual motion. This is why
German frequently and fittingly makes use of the word Bildung (formation, development)
to describe the end product and what is in the process of production as well. Thus […] we
should not speak of Gestalt, or if we use the term, we should at least do so only in reference
to an idea, a concept, or to an empirical element that s held fast for a mere moment of time.
When something has acquired a form it metamorphoses immediately to a new one7

Gebild is then the “shaping form” [36] considered in a continuous evolution. The
same object can be considered both as Gestalt, i.e., something standing firm and
constant over time, and as Gebild, a sort of elusive image (or a picture of a fact, a là
Wittgenstein). However, Goethe points out that looking at the continuous change of
Nature, the reassuring and comforting certainty of the Gestalt is but an illusion (and
perhaps even a delusion). Likewise, it is an illusion the idea that one form (one
structure) can be given once and for all, and as such this is stable over time [36].
Thus, while Gestalt expresses the idea of something that has got a definitive and
static shape (form), Gebild and Bildung express dynamic concepts, related to an
ever-changing and ever-growing process, that is Bildung, as well as the thing
resulting from this process, that is Gebild. This latter entity is the organism, which
is another apt term in our argument.

Organism. This term is intertwined with the ideas of action and deed: “what by
means of which work is done”, “that which is wrought or made”, but also “what
makes and does”. This word comes from one the deepest linguistic roots our
language shares with the others, *werg- that stands for “to do”.8

Organisms can be natural, of course, but also artificial, whenmachines are complex
enough to exhibit autonomous actions and behaviors. Moreover, claiming the con-
tinuity between life and technique, and between human beings and the machine is no
longer eccentric, especially after the “blasphemy” purported by Haraway in the late
20th century, which she called the cyborg: “a cybernetic organism, a hybrid of
machine and organism [made of human beings in their] unchosen
‘high-technological’ guise as information systems, texts, and ergonomicallly con-
trolled labouring, desiring, and reproducing systems [intertwinedwith] machines […]
as communication systems, texts, and self-acting, ergonomically designed appara-
tuses” [18]. After all, “nothing is more human than a machine” [11](p. 8).9

7cf. Goethe’s Botanical Writings, pp. 215–19, cited in [33].
8“Cognates: Greek ergon “work,” orgia “religious performances;” Armenian gorc “work;” Avestan
vareza “work, activity;” Gothic waurkjan, Old English wyrcan “to work,” Old English weorc
“deed, action, something done;” Old Norse yrka “work, take effect”. Online Etymology
Dictionary, © 2001–2016 Douglas Harper.
9The Greek word for machine, mechané, means “any artificial means or contrivance (i.e.,
device/arrangement/expedient) for doing a thing”: the machine cannot be decloupled from either
its skillful use or the goal it is aimed at. Likewise, and differently from many mainstream trans-
lations of the treatise by Aristotle about machines, we translate its beginning as follows:
“Remarkable things occur [not in accordance with nature but rather] along and beyond it [parà
phýsin], which are produced through techne for the advantage of humanity […] whenever it is
necessary to produce an effect [prâxai] beyond nature [parà phýsin]. […] Therefore we call that
part of techne [méros tes téchnes] solving such difficulties, a machine.”
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Similarly, Longo in [23] proposed the concept of symbiont, in the metaphorical
mould that had been clearly drawn first by Licklider [22], who used the expression
man-computer symbiosis in the 1960s. However, this phrase is as much evocative
as misleading, for its indulgence in making machines anthropomorphous (as they
would give to have something back in return); and, even worse yet, substantially
different from the human, rather than recognizing them part and parcel of the culture
and hence of the human.

More correctly one could speak of structural coupling [26] between the tech-
nical element and the human element. Structural coupling between two systems,
taken as “plastic composite unities”, takes place whenever they “undergo recurrent
interactions with structural change but without loss of organization” [26](p. xxi).
Moreover, every time there is behavioral coordination in the realm of structural
coupling, also communication takes place. For Maturana and Varela [27], who were
strong opponents of the Shannon model of communication in terms of message
exchange through a tube [4], “there is no transmitted information in communica-
tion” (p. 195), but rather this latter one is the result of the coordination of com-
municative behaviors which occur in social coupling.

From the cyborg to the cybork. Thus, also the idea of cyborg must be over-
taken: the idea that a single organism can be augmented by some artificial pros-
thesis is simplistic for at least two reasons: first, because it does not consider the
bigger context that makes the prosthesis either possible (who built it?) or effective
(i.e., what configuration of forces and competences makes it useful, e.g., the power
grid supplying energy to any computational device); second (and worse yet)
because it does not consider the aims by which the augmentation has been pursued,
that is the intentional activities that the newly designed hybrid organism can per-
form better, or now accomplish. Thus, it is important to focus on what, although
grounded on the human and even on single individuals, goes beyond the individual
and makes a collective effort concrete: work.

This concept in the main Latin languages is associated with ideas of fatigue and
pain (e.g., the Italian lavoro comes from the Latin labor, i.e., toil, effort; the Spanish
trabajo, as well as the French travail, come both from tripalium, a particular yoke
for slaves and pack animals). In fact, as said above work (what in German is Werk,
i.e., neither Arbeit, nor Mühe) comes from the same root behind the Greek érgon
(literally, work) and from there, after a long but yet direct semantic trajectory, our
organization. Work then is not related to exertion, pain, atonement; but rather to
energy, expression of force, accomplishment, and (what produces) wealth. In one
word, to effective action.

The cybork is then a portmanteau that blends together two semantic worlds and
related traditions: the cyborg, i.e., an organism where natural and artificial elements
are inexstricably intertwined and mutually fit to each other; and the work, that is a
set of intentional activities that are mutually dependent and accordingly coordinated
in reaching an objective [32]. The cybork is then a collective organism; a hybrid
agency; a network of actants [21]; a “humanchine networks constituted out of the
activities of humans and nonhumans acting collectively (although not necessarily
universally in concert)” [1]; a whole configuration of active forces “that is greater
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than the sum of its parts”, or better yet (citing Koffka) “that is other than the sum of
the parts”: a sort of collective (of humans and non-humans).

We make the point that these collectives need a different ontology and episte-
mology to be detected, observed and studied, like those under development in the
recent wave of sociology that has been recently dubbed the “sociology of associ-
ations” (“associology”) [21] to highlight its discontinuity from the so called “so-
ciology of the social”, i.e., the traditional sociology in the mould of Durkheim [25];
and a different design to be supported (and evolved), like the contrarian de-design
approaches that we have just begun to outline in a previous contribution [10].

Therefore, The idea that is denoted by such a hybrid word itself, cybork, is that it
is an idle question to understand10 what element, between the human-social one and
the artificial-technical one, is more necessary; as well as how to design the latter one
to support, or substitute!, the former one. The idea of the cybork is that where
humans and their tools go together there is only action to be observed; ways in
which action is “fed back” by other action; there is only work and reflection, and
how the coupling between these two unfolds over time and transforms the world.

4 Conclusions

The will to a system is a lack of integrity.

Friedrich Nietzsche11

A quick skim on this contribution could make it appear a paper stuck in the
nominalistic side of socio-technical theory, the one struggling to find the better
ways to denote complex phenomena. Or worse yet, an over-ambitious proposal to
discard important terms in traditional socio-technical theory, like system and
structure.

As a matter of fact, we propose this contribution as a short advocacy towards
considering again the actual semantic roots of these seminal terms, which some IT
discourse and the general grand narrative of business management and business
modelling have slowly but clearly drifted towards the idea of an artificially detached
and accurate staticness.

As a matter of fact yet, structure comes from structus, originally a heap or pile,
something that is piled up one layer at a time, and structŭra is indeed a building,
built on layers of bricks, one brick at a time. Both the words come from strŭo, that
is “to make by joining together, to build, erect, form, construct”: structure was then
the result of a process of undetermined piling up of materials, we would say, not
predefined by any project or previous design, which only in later times indicated an

10Here again we recall that to understand means “to stand in between” as if it were always
possible, by discerning the relata from the relation itself.
11Orig.: Der Wille zum System ist ein Mangel an Rechtschaffenheit. Götzen-Dämmerung, § 26,
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ordered arrangement (especially in Cicero, but yet regarding language and rhetor-
ical art, not physical systems).

On the other hand, also system, as hinted above, is a term with a long story
behind: it derives from the ancient Greek sýstema, that stands for ‘complex’ and is
(obviously) connected to sýnthesis, i.e., the action noun of the verb syntíthenai ‘to
put together, combine’. Clearly, sýnthesis is the opposite of análysis, that namely
stands for ‘breakdown’, ‘resolution of anything complex into simple elements’.

Since hoping in a revival of these linguistic roots for these common terms would
be utterly overambitious, we rather aim to repropose the metaphors of Gebild—
ever-growing structure, Organism—organic and self-organizing structure, from
which we extrapolate a new term that subsumes those latter and all the similar ones
—the cybork. This is done just to prepare the ground for new and more convinced
studies in system thinking towards the ever changing bond between the social and
the technical, without getting stuck in understanding (or worse yet, modeling) what
the components and the single elements are, but rather focusing on the processes, of
transformation and translation, which occur “where the action is” [13].

Thus, we have proposed the vision of a multitude of local and small cyborks, i.e.
ever-evolving socio-technical systems that do some action, and do some work. By
looking from some distance, these cyborks can be recognized as just connected
regions of a greater, global Cybork, which both enables and justifies them all.
A global Cybork so much alike the visions of Mumford—the megamachine [29]—
or by Lotman12—the semiosphere. In particular, this latter was defined as “the place
of the continuous making of sense (semiosis)” [24] and nowadays would certainly
encompass the Web, as well as any of the human utterances and expressions that are
entrapped in the social media and personal apps that people use while being
immersed in their activities, their social interactions and texture of practices.
However, notwithstanding this multiplicity and manifest dispersion, “all semiotic
space can be considered a single mechanism (if not organism). [In so doing] not this
or that brick will appear as the foundation, but the ‘great system’ called semio-
sphere” [24] (our emphasis). The same holds for the cybork: even just two people
writing a conference paper by exchanging emails and feverishly consulting the Web
as well as their small personal libraries at home, to have this very work done. By
tracking down all the other cyborks that made the Web pages possible and still
available and those books concrete and still understandable, one does not see just
the individual cyborks doing something, but rather the one Cybork of human beings
and human objects, all mobilized by some inner and ineffable force.13

Humankind itself can be seen as a giant Cybork, constituted by smaller cyborks,
an overall living system where the boundary between the artificial and the natural,
the living and the machine tends to blur and fade away. That notwithstanding, while

12In semiotics, the stance by the Russian semiologist Jurij Michajlovic ̆ Lotman can be seen as an
alternative perspective to the more traditional ones, both the Peircean and the Saussarian ones, and
one strongly opposing any stance that sees the whole ontologically as sum of its parts.
13“To do things, like certain inanimate objects,[not necessarily] knowing what they are doing, as,
for instance, fire burns” Aristotle, Metaphysics, 981a–b.
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the human beings consider themselves parts contained within complex
socio-technical systems, they are also called to contain their technologies, to keep
them together and prevent any of them from dismembering the human with cen-
trifugal forces that distance it from its responsibility.

Senge [34] defined systems thinking as a framework “for seeing interrelation-
ships rather than things, for seeing patterns of change rather than static snapshots.”
The Goethe’s metaphor of the Gebild, to account for the astonishing complexity of
Nature, as well as the new metaphor of the cybork to account for the inextricability
of hands and tools—nature and culture, in any kind of work capable of changing the
world, shed light on the dynamic nature of any socio-technical system; and the
evolutionary nature of any thinking.
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Is Participatory Game Design Effective
Over Time? Let’s Assess Its Products

Alessandra Melonio

Abstract Participatory game design has been conducted with children for eliciting
their expectations for games for them. However, game design is a complex inter-
action design process: it takes various design tasks and demands different cognitive
skills. This paper reflects on it considering the products of two participatory game
design studies with children, conducted in two different years in diverse primary
schools.

Keywords Game design � Participatory design � Gamification � Cooperative
learning � Engagement � Quality of children’s products

1 Introduction

In principle, participatory design (PD) methods or similar interaction design
methods take children’s ideas directly into design so as to meet children’s expec-
tations for games [1]. Children should be critically contributing to the design with
their ideas as experts of their experience. Designers should turn into reflective
practitioners so that design becomes an act of “knowledge co-construction” in the
sense of [2], for creating a shared experience. According to the adopted method and
its philosophy, designers become full partners, peers, guides or facilitators of
children’s expression, and bring in their professional expertise for the product under
design.

However PD methods are also demanding on all participants; co-designing
interactive products can require PD participants several resources [3, 4]. Games are
the prototypical examples of interactive products that appeal to children and yet are
demanding to design, in terms of time and commitment to learn: even the early
design of a game can be complex to master and can require prolonged times in
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order to elaborate various elements of the game, ranging from its narrative to its
organisation into levels.

Recently, the complexity of conducting an effective participatory game design
(PGD) experience has led researchers to reflect on it. Assessing it becomes even
more crucial when design moves into schools, which bring further requirements on
design activities, e.g., [5]. This paper reports on two different PGD studies, one in
2014 and the other in 2015, in different primary schools, and assesses them criti-
cally. It does so by considering children’s game design (GD) products over time.

Most commonly in PD the outcome is the actual artefact or design delivered at
the end of the experience; then an outcome embodies decisions and considerations
and, as such, it brings researchers epistemology insights as design knowledge [6].
This paper partly embraces such a view: outcomes are children’s GD products, and
epistemology is knowledge concerning such products. However, the paper also
moves away from that view. Firstly, it considers products as the outcomes of
collaboration and not of individual work, in line with what suggested in [5].
Secondly, the knowledge considered is not what specific game elements children
could design at the end of their experience, as in [7]. Rather, this paper focuses on a
complementary knowledge: what design issues recur over time in the GD process,
by inspecting GD products by children. Therefore the paper is a reflection on PGD
processes with children, and their unfolding over time, across two years of work.

Firstly the paper overviews related work for setting the context of the two PGD
studies. Secondly, for space constraints, it only sketches their common PGD
approach; for details, see [8]. Then the paper explains how two PGD processes for
primary schools were organised, in 2014 and 2015. As GD products by children
were evaluated in the same manner in both years, their evaluation approach and
results are presented in a single section. Finally the paper discusses how children’s
GD products evolved over time, and what categories of issues recurred in their
products. By considering both studies in primary schools instead of one, across two
years of work, we can compare differences and see what’s common across them in
order to reason, on more general grounds, about outcomes of PGD with children,
and about knowledge acquired through it concerning the PGD process in the
conclusive part of this paper.

2 Related Work

A GD process is a complex interaction design process. At a fine-grained view, an
early GD process is made of complex intertwined tasks, and specifically of: goal
analysis; conceptualisation; prototyping. Game designers analyse the goal of the
game, and create the game idea high-level conceptualisation, with the main rules for
reaching the game goal. Designers conceptualise and prototype the core mechanics
by refining the main rules and considering the progression across game levels. In
case the game requires a storyline for stirring the game forward, within or across
levels, designers conceptualise the storyline so as to make it consistent with the
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overall GD choices. If the game idea envisages an avatar, designers define that
early, in conceptualisation documents and prototypes; in avatar-based gameplay
modes, the player generally acts on the avatar, and mechanics rules are related to
the avatar’s actions in the game; interface and interaction choices for the avatar
have to be in line with the other GD choices. See [9].

GD for children has been differently approached [10]. Some designers prefer an
individualistic approach to GD. Others, such as [11, 12], prefer a player/user
centered design approach, involving players in the GD process and placing them at
its centre. In recent years, PD has been receiving an increasing attention for
involving children in the PGD process itself, as early designers.

PD forces designers to look at things from another point of view, which proves
useful when participants are children. According to PD researchers, engaging
children in the design process can lead to ideas that adults alone cannot envisage of
[13]. Different PD methods have been devised for designing interactive products
with children, and lately for designing games with children. A comprehensive
overview can be found in [8].

Several PD methods assume that intergenerational small teams of children and
adults work together for prolonged times, outside schools, e.g., [4, 14]. However
the PD literature also counts PD studies with few design experts conducted within
school hours and classrooms, e.g., [15, 16], in line with the manifesto in [17], which
in 2014 foresaw that “elementary school children [will] learn about designing and
co-designing through practical and fun hands-on experiences”. The studies reported
in this paper, one in 2014 and one in 2015, follow the latter line of work. They
required two researchers in the PGD processes within primary-schools: roles were
well-specified in advance so as to make clear how and when adults would mediate
children’s contribution, as recently recommended in [15].

Surprisingly, the assessment of children’s products in a PGD process, in relation
to their evolution over time, is relatively under investigated in the PGD literature:
despite the proliferation of PGD studies with children, at present, the “number of
studies that provide a deeper understanding of the complex process of the design of
games [with children] is limited” [18]. For instance, the research work of Moser
counts different case studies of PGD with children, e.g., [19]. She conceived a GD
framework with techniques for creating parts of games together with children, used
in her case studies with children. However the PGD outcomes were not assessed in
the case studies, as the focus was how to elicit children’s expectations for games
and not the quality of the outcomes in GD tasks (person. comm.). More recently,
Bonsignore, who coauthored several papers on co-design with children, reported
co-design work concerning alternate reality games in [20]. The work of Bonsignore
and colleauges inspect when the design process seems difficult for children,
according to observational field-note data. This paper shares similar concerns but
inspects GD products by children for drawing its conclusions, across two years of
experience.
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3 The Participatory Approach to the Design
of Games with Children

Gamified Co-design with Cooperative Learning (GaCoCo) is the PGD approach
that was used in the 2014 and 2015 studies reported in this paper. Conceived in
[21], it was incrementally refined across studies for allowing primary-school chil-
dren to design games with researchers and their teachers in GD sessions of c. 2 h,
spread over different weeks, e.g., [7].

In GaCoCo, children work in groups of 3–5 members to conceptualise and
prototype their game ideas. In line with [22], a teacher acts as intermediary between
researchers and her or his class. At the start of a design session, teachers illustrate
the work organisation and material to be used, according to the session protocol.
Moreover, they are in classroom together with GaCoCo researchers during the
entire design activity: teachers assist in the communication with children for the
scaffolding of groups’ work, following a specific GaCoCo protocol for them.
GaCoCo researchers have different types of expertise and roles. One is the GD
expert, who delivers each group formative feedback through dialogue during a
design session, and through written comments in between design sessions. The
other, experienced of child development, is the education expert. This acts as
observer during design sessions and maintains a constant dialogue with the other
adults concerning children’s well being.

Last but not least, GaCoCo uses cooperative learning, an educational method-
ology based on constructivism, and gamification for engaging all children in the
design work, as explained in [23].

4 Design of the 2014 and 2015 Studies

4.1 Study Design in 2014: From a Given Story
to Group Games

4.1.1 Participants and Aim

The GD study of 2014 involved two classes from two different primary schools in
North-Eastern Italy. Children were, in total, 35 (59% females), coming from a variety
of socio-economic backgrounds. Classeswere of different ages and sizes: at the start of
the study, the younger class was of n ¼ 15 children, in grade 3, with mean age
M ¼ 8:85 years, SD ¼ 0:44; the older class was of n ¼ 20 children, in grade 4, with
mean ageM ¼ 9:72 years, SD ¼ 0:47. All children participated on a voluntary basis,
and their parents authorised their participation through a written consent form. The
study involved 2 researchers and 2 teachers. Roles were in line with GaCoCo and, in
linewith it, teachers and researchers divided children in small groups of 3–5members,
heterogeneous in terms of learning and social skills, before the GD process started.
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4.1.2 The GD Process

Each group of children of a class was asked to work on a game, composed of two
levels. Technology-related choices were fixed: children were asked to design games
for tablets. Games had to be designed as avatar-based, starting from a storyline.
This was chosen by school teachers and designers together, and read at school as
part of a traditional instructional activity.

The GD process was organised in line with GaCoCo. In particular, cooperative
learning strategies for small heterogeneous groups were set in the GaCoCo protocol
for children. Different cooperative learning roles, such as those of ambassador and
secretary, were assigned by teachers to learners; roles rotated among group mem-
bers so as to ensure that all children had a chance to train different skills. Rules for
managing group work were explained to the class by their teacher.

The GD process in each school took a total of four design sessions, whereas the
first session mainly served to create the identity of groups. A session lasted circa
two hours and a half, and sessions were spread across different weeks. Each session
was presented as a mission to children, with its own products as goal, generative
toolkits and gamified probes, such as a progression map, for conveying a sense of
progression, control and cooperation; these are explained in [24]. Missions fol-
lowed a recurring pattern. At the start of a mission, the teacher recapped what
children had produced at the end of the previous mission (if any) and outlined the
goal products of the daily mission. Then each mission continued with its specific
tasks. In particular, from the second mission onward, each group performed design
tasks and released incremental GD products, that is, a GD document and prototype.
Each mission and its products are detailed in the remainder.

First Mission: Group Identity. All children were trained by their teacher to
cooperative learning rules and roles. The GD expert explained them how GD would
work using metaphors. Finally, each group was assembled and worked on creating
their identity, e.g., each group created their own badge, which served to track their
progression on a progression map.

Second Mission: Group Game Idea and Avatar. Each group released the
so-called high-level concept document of their game, containing their game idea.
The document was structured as a form with scaffolding questions. Starting from
the story read in class acting as storyline, each group was asked to create their game
idea for continuing the story by filling in the document. Afterwards groups worked
on prototyping the game avatars and their objects, using a specific template.

Third and Fourth Missions: Group Levels. Starting from the high-level concept
document and avatar prototypes, each group conceptualised two game levels,
working first in pairs and then sharing results in group, releasing the chore
mechanics document for the levels. The document was again structured as a form
with scaffolding questions. The document was used for prototyping levels, again
first in pairs and then sharing results in group, using the avatars and objects pro-
totyped in the second mission.

Fifth Mission: Group Passage Conditions. Groups of children firstly concep-
tualised the passage conditions between levels, filling in the so-called progression
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document. The document was again structured as a form with scaffolding questions.
Secondly groups assembled their levels into a single game, using an ad hoc frame.
See Fig. 1. They also presented their game to peers.

4.2 Study Design in 2015: From a Class Story
to a Class Game

4.2.1 Participants and Aim

The GD study of 2015 involved two classes from another primary school in
North-Eastern Italy. Children were, in total, 42 (45% females), coming from a
variety of socio-economic backgrounds. Classes were in grade 4: one class was of
n ¼ 19 children, and the other with n ¼ 23 children, with mean age M ¼ 10:02
years at the start of the activity, SD ¼ 0:35. All children participated on a voluntary
basis, and their parents authorised their participation through a written consent
form. The activity involved the same two researchers of 2014, and two new
teachers. Before starting the GD process, classes were again divided into small
heterogeneous groups of 3–5 members.

4.2.2 The GD Process

As in 2014, children were asked to design avatar-based games, starting from a
storyline. However, the overall aim of GD in 2015 was a single game per class:

Fig. 1 Game prototypes of 2014 (left) and 2015 (right)
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differently than in 2014, in 2015 each group worked on a single level of the single
game of their class. The storyline of the game was created by the class as specified
below, and not assigned by adults as in 2014.

The GD process was again organised in line with GaCoCo. As in 2014, coop-
erative learning strategies for small heterogeneous groups were set in the GaCoCo
protocol for children. Cooperative learning roles for children were explained and
used like in 2014.

As in 2014, the GD process in each school took a total of five design sessions,
presented as missions to children, and the first session mainly served to create the
identity of groups. Also in 2015, each mission had its own products as goal,
generative toolkits and gamified probes, e.g., a progression map, see [24]. Missions
followed a recurring pattern also in 2015.

However, given its slightly diverse design aim, the 2015 GD process differently
scheduled GD tasks and products in missions. Specifically, training to GD was
spread across missions, and not limited to the first mission as in 2014. The first two
missions required class work more than group work for designing. Missions in
2015 were concluded with a sixth mission involving other children in assembling
the levels of each class in a single game (see [8]). The main differences in missions
of 2015 with respect to 2014 were as follows.

First Mission: Group Identity and Class Stimulus Cards. As in 2014, children
were trained by their teacher to cooperative learning rules and roles; then each
group was assembled and worked on creating their identity, e.g., their badge for the
progression map. Differently than in 2014, the entire class was then engaged in a
brainstorming, run like in cooperative learning. The brainstorming aimed at elic-
iting alternative ideas, written on so-called stimulus cards, at the class level, for
creating alternative storylines for the class game, concerning a history topic pre-
viously discussed at school—eating habits in ancient cultures. The two class
teachers, the GD expert and children worked together. Teachers were responsible
for guiding and moderating the class in the brainstorming process; the GD expert
organised children’s ideas on the brainstorming panel, whereas the observer
recorded them to produce so-called stimulus cards. Second Mission: Class
Storyline. The cards of the first mission were used at the start of the conceptuali-
sation stage of the second mission: each group selected cards for creating a group
storyline. Each group released the group storyline document. The document was
structured as a form with scaffolding questions. This was composed of four cards,
corresponding to the main structures of narratives [25]. Afterwards, starting from
the cards of the group storylines, the class worked under the direction of the GD
expert, as in a focus group in order to create a single storyline document for the
class game.

Third, Fourth and Fifth Missions: Group Level. Starting from the class storyline,
each group ideated, conceptualised and prototyped a single game level, working
like in the second, third and fourth missions of 2014. See Fig. 1.

Is Participatory Game Design Effective Over Time? … 87



5 Results of the 2014 of 2015 Studies

Data concerning the quality of GD products by groups of children were gathered at
specific moments and analysed per group, as explained in details below.

5.1 Data Gathering

An expert review of an interactive product is an inspection method conducted by
experts instead of users, usually in the early design. Expert reviews allow
researchers to inspect issues for improving on design, e.g., see [26] for a general
overview, and [27] for a working example. In 2014 and 2015, two GD experts
evaluated the groups’ GD products released at the end of each mission at school;
one was the GD expert present at school. They used heuristics of [28] for informing
and uniformly structuring their evaluation, as well as their GD expertise.

The GD experts tracked all the encountered negative issues, in brief, issues,
reporting them in a structured format, mission per mission. The evaluation results
were provided as formative feedback to the groups of participating children in the
follow-up mission, in written format.

After both studies at school, issues in GD products were categorised inductively
with a thematic analysis. As suggested in Chap. 5 of [26], gathering issues in
categories is useful when certain areas of products are “causing the most issues”;
categories should be few, “typically three to eight”. The thematic analysis for
discovering categories was run inductively and incrementally as follows, with peer
reviews. Firstly, preliminary themes were created by the two GD experts. Then the
emerged themes were independently assessed by two game developers. Finally,
themes were jointly revised and refined into categories by maximising agreement so
as to ensure that they could be applied consistently across GD products by groups
of children [29]. Disagreements were resolved through discussions. The resulting
categories of issues are as follows.

1. Elements. Elements are conceptualised in GD documents, such as secondary
characters and objects, but not used in prototypes. Elements without specific
functionalities, or inconsistent with other game elements, are also present.

2. Goals. The goals set in the high-level concept documents or in game levels are
unclear, or inconsistently aligned in the final GD product.

3. Storyline. The interplay between the gameplay and the storyline is not main-
tained, e.g., no storyline elements are used in the gameplay.

4. Player. It is unclear what the player’s role is and how the player interacts with
the game, e.g., if the player is the avatar or another character.

5. Incompleteness. Gameplay or mechanics information is missing, which was
requested explicitly, e.g., in GD documents. Specifically, children do not specify
how to tackle challenges for winning or losing, or how to pass between levels.
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In 2014, all the above categories of issues were applicable to the products of all
missions from the second onward, except for incompleteness, which was only
applicable from the third mission onward.

In 2015, categories of issues were applicable to products in missions as follows:
elements and storyline, from the third mission onward; goal, only in the third
mission; incompleteness from the fourth mission onward.

5.2 Data Analyses

The two GD experts assessed the products by groups of children in 2014 and 2015
against the above categories of issues, whenever applicable in a mission.

Specifically, using categories, “quality of product” of a group in a mission was
defined and operationalised as follows. If a category of issues was applicable to all
the products of a mission, then: if a product presented an issue in that category then
the product received a negative score of 0; else the product received a positive score
of 1. Next, the quality of a (GD) product in a mission was computed as a pro-
portion: it is the sum of scores across categories, divided by the total number of
categories applicable in the mission.

The division by the number of categories of issues, applicable in a mission, is a
normalisation that enables to compare the quality of products across missions in a
uniform manner, on a scale from 0 (worst) to 1 (best).

Using STATA 12.1 for Windows, descriptive statistics and intercorrelations for
the quality of products were calculated as follows, per study.

The 2014 study. Table 1 reports the quality of product per group and per
mission, mean (M) and standard deviation (SD) across groups in 2014, which
indicate an evolution in quality of products over time. A non-parametric Friedman’s
test of differences among repeated measures was then conducted on the quality of
products, and differences were found significant over time: v2ð3Þ ¼ 15:038,
p ¼ 0:002.

The 2015 study. Table 2 reports the quality of products per group and per
mission, mean (M) and standard deviation (SD) across groups in 2015, which
indicate an evolution in quality of products over time. A non-parametric Friedman
test of differences among repeated measures was also conducted on the quality of
products, and again differences were found significant over time: v2ð2Þ ¼ 12:929,
p ¼ 0:002.

Therefore, according to the conducted analyses, the effect of time on the con-
sidered quality of products was significant in both the 2014 and 2015 studies.
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6 Interpretation of Results and Conclusions

This paper reported two PGD studies with primary school children, one in 2014 and
one in 2015, both fragmented over different weeks of work and conducted with the
GaCoCo approach. The paper operationalised and assessed the quality of products
by groups of children released at the end of missions (design sessions), and their
evolution over time, in both the 2014 study and the 2015 study.

According to the conducted data analyses, in both years, the considered quality
of products tended to significantly increase over time. The decrease may be due to
the continuous GD expert’s and peers’ feedback given to children. Therefore the
formative evaluation of children’s products, mission per mission, seems promising
for improving their quality, and should be maintained in future PGD experiences at
school.

Table 1 Quality of product
in 2014 for each group
product and mission, from the
second onward; means
(M) and standard deviations
(SD) across group products

Groups Mission 2 Mission 3 Mission 4 Mission 5

Group 1 0.5 0.8 0.4 1

Group 2 0.5 1 1 1

Group 3 0.25 0.4 0.8 0.4

Group 4 1 0.6 1 1

Group 5 0 0.4 0.2 0.8

Group 6 0 0.2 0.2 0.6

Group 7 0 0.6 1 0.8

Group 8 0 0.6 0.6 0.8

Group 9 0 0.2 0.2 0.8

M 0.25 0.53 0.6 0.8

SD 0.35 0.26 0.36 0.2

Table 2 Quality of product
in 2015 for each group and
mission, from the third
onward; mean (M) and
standard deviation (SD)
across groups

Groups Mission 3 Mission 4 Mission 5

Group 1 0.5 0.25 1

Group 2 1 1 1

Group 3 0 0 0.75

Group 4 1 1 1

Group 5 0 0 0.5

Group 6 0.75 0.75 1

Group 7 0.75 1 1

Group 8 0.25 0.75 1

Group 9 0 0.75 1

Group 10 0 0.75 1

M 0.42 0.62 0.92

SD 0.43 0.39 0.17
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However, in the last mission, GD products still presented issues, e.g., they were
still incomplete or had unclear functionalities of GD elements, as it is the case of
powers attributed to game characters upon overcoming obstacles. Therefore chil-
dren’s products were in general clear but still in need of design revisions before
being used as specifications for their development.

A subset of categories of issues were recurring across years 2014 and 2015. Such
a situation may be due to the cognitive skills of 8–10 year olds. On the other hand,
the remaining issues in children’s products may well be due to the choice of
generative design toolkits in both years. For instance, in both years, groups released
GD paper-based documents and prototypes, which, alone, were not sufficient in for
conveying interaction information. In future GD processes with children, their GD
documents may be completed by GD experts, so as to fix remaining categories of
issues concerning unclear functionalities and incompleteness of gameplay and
mechanics elements. The GD expert, in classroom with children, seems a promising
candidate for completing GD documents before passing them on to developers, in
an act of collaboration across generations of participants.

Finally, we acknowledge that the work reported in this paper has its own lim-
itations. Firstly, only two GD experts were involved in the assessment of the quality
of products by groups of children, which may have created biases in their assess-
ment. Secondly, this work was limited by the lack of adequate evaluation heuristics
or guidelines for assessing early GD products, which may have affected the gen-
erality of our results. For instance, having heuristics would have allowed us to count
issues for a category and a product, instead of indicating the presence of an issue for
a category and a product as done in this paper.

However, this paper indicates the creation of guidelines or heuristics for
assessing early GD products as a promising research direction [30]. Moreover it
also purports the need of evaluation heuristics or guidelines specific for children’s
GD products. The categories of issues presented in this paper may be used as
starting point for their creation.
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Part II
Organizational Innovation

and Challenges



IT Managers’ Relations and Value
Creation: Complementary Insights
from Four Theoretical Standpoints

Francesca Ricciardi, Alessandro Zardini and Sabrina Bonomi

Abstract Scholars investigating the importance of effective IT managers’ relations
tend to rely on two mainstream theoretical approaches: the resource-based view
(RBV) and sister theories, on the one hand; and the business-IT alignment view, on
the other hand. This study proposes that these two theories, although very effective
in explaining several aspects of the importance of IT managers’ relationships, are
not sufficient, and could be usefully complemented by at least two further important
theories: Lawrence and Lorsch’s view of organisational differentiation and inte-
gration, and the cyclical model of organisational learning proposed by Zollo and
Winter. Therefore, this study presents the contribution of these four theoretical
approaches (RBV, business-IT alignment, organisational integration, and cyclical
organisational learning) to explaining the importance of IT managers’ relationships.
For each theory, two propositions are deduced. The eight resulting propositions are
briefly compared, in order to highlight the importance of theoretical
cross-fertilisation and integration for a better scientific understanding of IT man-
agement value.
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1 Introduction

In the emerging e-business era, the processes enabled by Information Technologies
(IT) tend to span a firm’s whole value chain, from suppliers to client companies,
dealers and final consumers. Selecting, designing, fine-tuning and managing these
processes is often possible only through long-term intra- and inter-organisational
cooperative interactions, where the active involvement of the IT managers is likely
to be essential for success [1].

On the other hand, the growing phenomena of IT outsourcing and cloud com-
puting also challenges the traditional role of IT management. IT managers must
prove themselves capable of managing both formal (e.g., service level agreements)
and informal (e.g., trust, interdependency and cooperation) mechanisms for inter-
action management, both within and across the firm’s boundaries [2].

In this highly dynamic scenario, the very concept of IT governance and man-
agement is changing [3, 4]. These changes are occurring both within organisations
and throughout their business networks. Consequently, several studies focus on the
evolving role of ITmanagement in enhancing the firm’s capabilities to create strategic
value even in turbulent business scenarios [5]. These studies often concentrate on the
highest-ranking IT manager, the Chief Information Officer (CIO) [6, 7].

To date, researchers have often focused on the CIO’s personal skills, including
communication skills and business-oriented leadership [8, 9]. Researchers have also
dedicated a great deal of attention to key organisational factors as possible ante-
cedents of the CIO’s leadership and influence, such as the CIO’s role in the firm’s
hierarchical structure [10]. In fact, there is growing consensus that the CIO’s
capabilities and the organisation’s attitudes towards IT do not develop in isolation.
These two factors co-evolve and influence each other. It can be argued that the IT
managers’ strategic contribution consistently stems from their interactions with the
organisational ecosystem [4]. If these interactions result in effective relationships
over time, then the CIO/IT manager is more likely to boost the firm’s capability and
performance through the contribution of IT [11]. This view is agreed upon by
several authoritative scholars. For example, Feeny and Willcocks [12] claim that the
relationship-building ability of IT professionals has become a core capability of
organisations. Chatterjee et al. [13] assert that IT management capabilities rely
largely upon complex social relationships between IT functioning and the firm’s
internal and external stakeholders. According to Bassellier and Benbasat [14], the
profile of the IT professional is changing from one in which technical skills are
paramount to one in which the ability to form business relationships is at least
equally important. There is strong consensus that the relational network of IT
managers deserves greater attention: the “next generation of IT value studies should
focus on the co-creation of value through IT rather than on IT value alone. […] IT
value is increasingly being created and realised through actions of multiple parties”
[14, p. 28].

However, even if scholars tend to agree on the importance of IT managers’
relational networks, many aspects of these relations are surprisingly
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under-investigated. Some potentially crucial IT managers’ relationships, although
mentioned as relevant in some conceptual studies, need further empirical investi-
gations. On the other hand, the possible theoretical explanations of the impact of IT
managers’ relations have been only partially explored so far [15].

Scholars focusing on the importance of effective IT managers’ relations tend to
rely on two mainstream theoretical approaches: the resource-based view (RBV) and
sister theories, on the one hand [16]; and the business-IT alignment view, on the
other hand [17]. This study proposes that these two theories, although very effective
in explaining several aspects of the importance of IT managers’ relationships, are
not enough, and could be usefully complemented by at least two further important
theories: Lawrence and Lorsch’s view of organisational differentiation and inte-
gration [18], and the cyclical model of organisational learning proposed by Zollo
and Winter [11, 19].

Therefore, this study will present the possible contribution of these four theo-
retical approaches (RBV, business-IT alignment, organisational integration, and
cyclical organisational learning) to explaining the importance of IT managers’
relationships. For each theory, two propositions will be deduced. In the Conclusions
section, the eight propositions deduced from the four theories will be briefly dis-
cussed and compared, in order to highlight the importance of theoretical
cross-fertilisation for a better scientific understanding of IT management value.

2 IT Managers’ Relations in the RBV and Sister Theories

Mata et al. [16] make the following point regarding the RBV: “It is the ability of IT
managers to work with each other, with managers in other functional areas in a firm,
and with managers in other firms that is most likely to separate those firms that are
able to gain sustained competitive advantages from their IT and those that are only
able to gain competitive parity from their IT. These skills, and the relationships
upon which they are built, have been called managerial IT skills in this paper.
Future research will need to explore, in much more detail, the exact nature of these
managerial IT skills, how they develop and evolve in a firm, and how they can be
used to leverage a firm’s technical IT skills to create sustained competitive
advantage” (p. 500).

After the seminal paper by Mata et al. [16], the RBV is by far the most fre-
quently adopted theory to explain the strategic importance of IT managers’ rela-
tionships for IT value [20]. According to the RBV, the key strategic goal of firms is
sustained competitive advantage, which can be achieved only by leveraging valu-
able, rare, imperfectly imitable and non-substitutable (VRIN) resources [21]. Firms,
then, must own or control VRIN resources to outperform competitors. The RBV
has been utilised extensively to study both the direct and the indirect influence of IT
resources on firm performance [22].

There is growing consensus that the indirect influence of IT on performance is
more interesting than the direct one, because it is more soundly supported by
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empirical data, and because IT resources, per se, are often non-VRIN resources
[11]. In most cases, scholars concentrate on organisational capabilities as the
variable mediating the relationship between resources and firm performance [23,
24]. A capability is the capacity to integrate tangible and intangible resources in
order to perform a task or activity [25]. Because the total effect of the resources is
more difficult for competitors to copy, a capability can also be seen as a higher-level
resource; therefore, the joint value of the complementary resources enabling a
capability is higher than the total value of the same resources taken individually.

Nonetheless, the process through which IT resources generate key organisational
capabilities is rather indecipherable if investigated only through classical RBV
concepts [26]. For this reason, scholars often complement the RBV with sister,
compatible theories, such as the relational view of the firm [27, 28], the
knowledge-based view of the firm and theory of knowledge networks [29].

Studies on the importance of relational networks have primarily been developed
at the inter-organisational level due to the relational view of the firm [28]. Scholars
soon realised that a network of high-quality, effective relationships is difficult to
imitate; such networks generate knowledge and capabilities that are impossible to
achieve—even by those who imitate the most successful IT solutions. The relational
view of the firm focuses on idiosyncratic linkages as sources of relational rents.
Relational rents are superior returns co-generated in a specific, idiosyncratic
exchange relationship, returns that could not be generated by an isolated partner.
This approach highlights the possible importance of the CIO/IT manager as an actor
in inter-organisational relationships, particularly with key suppliers, customers
and/or IT outsourcers [15]. Consistent with these contributions, the CIO’s inter- and
intra-organisational network of collaborative relations creates IT-enabled resources
and capabilities that are heterogeneous and imperfectly mobile; these resources and
capabilities potentially contribute to competitive advantage [30].

According to the knowledge-based view of the firm and the theory of knowledge
networks, (expert) actors’ innovation capabilities are dramatically boosted if their
collaborative interactions allow access to heterogeneous knowledge stocks [29, 31].
Grigoriou and Rothaermel [32] consistently found that the extent to which a
manager’s relationships connect different and distant parts of the organisation’s
network predicts the organisation’s innovation performance. This predictor is even
stronger than the manager’s productivity. Similarly, if the IT managers effectively
collaborate with subjects that otherwise would not be linked (such as the organi-
sation’s customers and IT people), they can bridge knowledge silos and act as
‘information brokers’. Field studies confirm that information brokers who recom-
bine knowledge coming from distant clusters are more likely to be capable of
creative problem-solving [33], leading to better ideas [34] and better adaptation to
changes [35]. More importantly, such ‘relational stars’ [32] cause the people around
them to be more effective at knowledge recombination, thus spreading the positive
effects of their networking activities [29, 36]. In a similar vein, through extensive
coordination and communication, IT managers share a vision for the role of IT within
the business; meanwhile, business executives share the risk and accept responsibility
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for IT projects. As a consequence, it is more likely that the CIOs will be able to
anticipate business needs and devise appropriate IT-enabled solutions [12, 30].

Based on this theoretical framework, we can deduce the following Propositions:

Proposition 1 Idiosyncratic, purposeful business relations of IT managers will
positively influence the firm’s competitive advantage.

Proposition 2 IT managers with a wide range of effective social relationships,
bridging diverse and separated knowledge silos, will positively influence innovation
capabilities and competitive advantage.

3 IT Managers’ Relations and the Business-IT
Alignment Literature

Since the 1990s, there has been wide consensus among both Information Systems
(IS) scholars and practitioners that the most important strategic challenge for IT
managers is the alignment between business and IT [27, 37, 38]. Alignment is
commonly defined as ‘the extent to which the IS strategy supports, and is supported
by, the business strategy’ [39, p. 204].

Despite its broad use, this definition has been criticised as being difficult to
apply. If taken literally, it implies that one should be capable of thoroughly
assessing both business strategy and IS strategy [40] in a certain organisation at a
certain time while simultaneously being able to measure their reciprocal support.
However, the real key strategies can be idiosyncratic, emergent, blurred, tacit,
provisional or even totally latent at the moment the researcher seeks to measure
them [39]. Indeed, business and IT continuously co-evolve [41]; therefore, their
alignment is difficult to understand if captured as a static ‘balance’ between two
different phenomena. Moreover, supposing that the researcher succeeds in finding
and measuring the ‘perfect alignment’ within an organisation, the situation assessed
at a certain time may hide contradictions and fragilities bound to emerge later.
Consequently, scholars are becoming more interested in studying the alignment
between business and IT as an ongoing process. In other words, management
studies now identify the factors that enhance the organisation’s capability to align
over time, which is perceived as more interesting and feasible than seeking to depict
the actual exact alignment status of a certain organisation at a certain time [41].

Thus, similar to what has been observed in studies on the CIO role, a more
dynamic approach is also emerging in business-IT alignment studies. For example,
Luftman [37] proposes a business-IT alignment maturity model, which is based on
the idea that alignment results from a set of activities that “management performs to
achieve cohesive goals across the IT (Information Technology) and other functional
organisations (e.g., finance, marketing, H/R, manufacturing)… Alignment evolves
into a relationship where the function of IT and other business functions adapt their
strategies together” (p. 2; italics ours). Even more explicitly, Huang and Hu [42]
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mention integrated planning, effective communication, active relationship man-
agement and an institutionalised culture of alignment as the four key elements of
IT-business alignment. According to Tallon [43, 44], it is very important that the
CIO builds a shared perception among top executives regarding the extent and
locus of IT impacts. Thus, studies on business-IT alignment display a growing
interest in the relational dimension of IT management.

On the other hand, studies on business-IT alignment rarely link IT to firm
performance. In this stream of research, scholars usually focus on the factors that
can be viewed as antecedents of alignment (e.g. cognitive consonance) and on the
direct consequences (e.g. process efficiency) of the top-down processes of educated
strategic planning enabled by alignment [45]. Therefore, based on the business-IT
alignment literature, the following two Propositions can be deduced:

Proposition 3 Organisational practices and designs enabling and facilitating the
alignment between IT managers and the TMT will positively influence the contri-
bution of the firm’s IT to business effectiveness.

Proposition 4 Organisational practices and designs enabling and facilitating the
alignment between IT managers and the operations departments will positively
influence the contribution of the firm’s IT to process efficiency.

4 IT Managers’ Relations and the Theory
of Organisational Integration

Lawrence and Lorsch’s seminal study [18] on organisational differentiation and
integration states that, in dynamic competitive environments, different parts of the
organisation become increasingly specialised, and each part tends to diverge from
the others as for its people’s shared goals, beliefs and attitudes. Therefore, organ-
isations rapidly evolve into systems where people in different units think and act
differently. However, excessive differentiation, if not balanced by effective inte-
gration, can cause inefficiencies and conflict. Differentiation and specialisation are
successful strategies in dynamic environments only if the differing specialised parts
of the organisation remain capable of understanding each other in order to col-
laborate for common goals.

Coordination and collaboration issues emerge wherever operational interde-
pendencies are present, including both intra- and inter-organisational relationships
between key sub-systems [46]. Active, creative cooperation becomes even more
important when innovation needs emerge [47–49]. For these reasons, the organi-
sation should develop formal and informal organisational mechanisms that enable
and encourage integration [50], and managers should strive continuously and cre-
atively for integration [51]. Managers that drive projects and activities involving the
whole organisation are the best candidates for strong integration roles [18]. IT
managers, including the CIO, are certainly among them, since IT itself plays a
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pivotal role in business process integration [50, 52–55]. The IT managers’ contri-
bution to firm performance and competitive advantage largely depends on these
managers’ ability to understand and support the evolving business needs and
processes [56, 57]. This ability may be developed only if the IT management is at
the centre of an effective and well-structured network of intra- and inter-
organisational relationships [58]. In fact, in today’s networked economy, increas-
ingly based on extensive IT outsourcing and e-business, the possible strategic role
of IT goes far beyond the boundaries of a single firm [59]. Thus, along with
traditional interactions with the so-called internal customer, IT management is also
more and more involved in inter-organisational interactions, especially with the
firm’s customers, IT providers and outsourcers and non-IT suppliers [60].
Therefore, IT managers should be able to, and put in the condition to, actively and
collaboratively interact with different parts of the organisation’s ecosystem, not
only to avoid, minimise or solve conflicts, misunderstandings and inefficiencies, but
also to contribute to strategic growth through product, process and market inno-
vation [4].

Consistently with this literature stream, these Propositions can be developed:

Proposition 5 Active involvement of IT managers in cross-functional teams and
task forces will positively influence the development of effective IT-supported
coordination and problem solving.

Proposition 6 A large range of effective intra-and inter-organisational relation-
ships of IT managers will positively influence the development of IT as an effective
mechanism of organisational integration.

5 IT Managers’ Relations and the Theory of Cyclical,
Adaptive Organisational Learning

In the evolutionary view, existing routines, which embed previously successful
knowledge, both constrain and enable further learning. The pre-existing knowledge
base includes a complex body of routines. This complex body of routines is
hard-wired in the organisation through culture, reward/sanction systems, social
bonds, and/or technological artefacts. These routines shape interactions and result in
consequences, which, in turn, facilitate or hinder further learning [61]. Therefore,
organisations need to cyclically re-activate the capability to question existing
routines and to generate new ones. Agile organisations are capable of re-activating a
learning process at a time and in a way that generates the best options to address
emerging threats and opportunities. These organisations are the most likely to
survive and thrive [62].

The current management literature is growingly highlighting the importance of
finding an equilibrium between exploration and exploitation, learning and
unlearning processes in organisations. Many scholars agree that cyclical, spiraling,

IT Managers’ Relations and Value Creation: Complementary … 103



or zigzagging dynamism rather than static balance is the best way to address such
paradoxical tensions [63, 64]. Zollo and Winter [19] propose a cyclical model of
learning that seems ideal to illustrate this topic. Their model identifies three types of
learning mechanisms that explain the generation and evolution of routines: expe-
rience accumulation, knowledge articulation, and knowledge codification [11].

At the level of experience accumulation, procedural memory stores organisa-
tional routines and allows automatic or quasi-automatic responses building on the
knowledge resources that the organisational eco-system selected in the past. The
knowledge is mostly either tacit or stored as highly inertial routines (e.g., as soft-
ware code). Low levels of conscious volition are enough to activate these knowl-
edge resources. The second learning level, knowledge articulation, occurs at a
different level than experience accumulation. Although the accumulation of routines
from experience tends to result in organisational inertia, Zollo and Winter [19]
emphasise that, paradoxically, existing routines also play an essential role in acti-
vating and enabling the creative processes through which the organisational
eco-system becomes capable to change the routines themselves. For these processes
to be significant, social interaction, discussion, and negotiation must take place
together, so that people combine efforts to make tacit knowledge explicit and
questionable. The third learning level is knowledge codification. During codifica-
tion, people clarify their understanding of causal linkages by translating their
understanding in novel explicit and formalised routines. They then test the effec-
tiveness of the new routines against real-world situations.. The cycle closes with
either the selection or the rejection of each routine. Successful routines will soon
become habits and submerge in the deeper layers of experience accumulation, from
which they will possibly influence further knowledge cycles [11].

From the IT management standpoint, Zollo and Winter’s model [19] views the
existing IT infrastructure as a key component of knowledge accumulation. In fact,
the IT infrastructure provides a firm with a system of automatic routines, resulting
from previous experiences and choices, and shapes most organisational processes.
On the other hand, the success of the articulation phase requires intense and diverse
social interaction and collaboration for capability building [5]. Therefore,
wide-ranging, trustful, and purposeful relationships between the IT department and
the business environment are important during the articulation phase, to allow a
seamless transition to the next level, the codification phase. Based on this view of
organisational learning, the following Propositions can be developed:

Proposition 7 Effective IT managers’ relations will enable smoother and more
effective cyclical transitions from a phase of organisational learning (accumula-
tion, articulation, codification) to the following.

Proposition 8 IT managers’ active involvement during the cyclical knowledge
articulation phases will positively influence adaptive organisational learning and
agility.
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6 Conclusions

Our literature survey shows that the two mainstream theoretical views considered in
this study (RBV and business-IT alignment) may be usefully complemented by two
further theoretical approaches (organisational integration and cyclical organisa-
tional learning) that have been quite overlooked by IT management scholars so far
(Table 1).

The joint explanatory power of these four theories is quite interesting and we
hope that further studies will leverage this possible theoretical cross-fertilisation to
shed light on the relevance of effective IT managers’ relationships. These results
suggest that IT managers’ relations influence organisational life and performance in
several intertwining ways. Therefore, depending on the specific business contexts,
phase, and expected outcomes, different organisational solutions and IT managers’
capabilities should be developed and leveraged. We hope that this study encourages
theoretical cross-fertilisation and integration, in order to achieve a wider under-
standing of the role of IT management in organisations.

Table 1 Synthesis of the Propositions deduced from the literature survey

Code
(theory)

Proposition

1 (RBV) Idiosyncratic, purposeful business relations of IT managers will positively
influence the firm’s competitive advantage

2 (RBV) IT managers with a wide range of effective social relationships, bridging diverse
and separated knowledge silos, will positively influence innovation capabilities
and competitive advantage

3 (align.) Organisational practices and designs enabling and facilitating the alignment
between IT managers and the TMT will positively influence the contribution of
the firm’s IT to business effectiveness

4 (align.) Organisational practices and designs enabling and facilitating the alignment
between IT managers and the operations departments will positively influence the
contribution of the firm’s IT to process efficiency

5 (integr.) Active involvement of IT managers in cross-functional teams and task forces will
positively influence the development of effective IT-supported coordination and
problem solving

6 (integr.) A large range of effective intra-and inter-organisational relationships of IT
managers will positively influence the development of IT as an effective
mechanisms of organisational integration

7 (learn.) Effective IT managers’ relations will enable smoother and more effective cyclical
transitions from a phase of organis. learning (accumulation, articulation,
codification) to the following

8 (learn.) IT managers’ active involvement during the cyclical knowledge articulation
phases will positively influence adaptive organisational learning and agility
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Creative Sparks for Collaborative
Innovation

Antonio De Nicola and Maria Luisa Villani

Abstract We present a methodology to support innovation processes in business
contexts. The methodology consists of three phases. First, an innovation team
composed of stakeholders, domain experts and knowledge engineers collects
domain knowledge. This knowledge is used as source for creative sparks, which are
representations of preliminary ideas for innovation. In the second phase of the
methodology, creative sparks are identified to ignite a collaborative activity by the
innovation team, which may lead to identification of new innovative ideas. Thus we
provide hints on how to search and select the creative sparks and how to organize
brainstorming activities. In the third phase, selected ideas are elaborated and vali-
dated in the specific business context. In this paper we focus on the first two phases
and present an innovation management system to support them. In particular, we
describe the CREAM software system that allows generation of creative sparks
from a knowledge base comprising predefined idea patterns, a domain ontology and
a set of business rules. Although the proposed methodology is general purpose here
we show an application in the business intelligence sector.

Keywords Computational creativity � Collaborative innovation �
Knowledge-based system � Business model

1 Introduction

This work proposes a methodology to support generation of innovative ideas by
means of a new innovation management system. Such methodology originates from
two insights. One is that an idea can be represented by a conceptual model; the
second is that sometimes disruptive innovative ideas might have been discarded in
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the first place as deemed not feasible or even absurd. A paradigmatic example is the
case of Muhammad Yunus, the founder of the Grameen Bank, who introduced the
microcredit [1], an innovative business model created by offering a traditional value
proposition (i.e. money loan) to an unusual customer segment (i.e. poor people
from Bangladesh). Here we aim at reproducing such reshuffling of business con-
cepts to propose creative insights, i.e. creative sparks. Then we aim at supporting
brainstorming on such insights among smart and open-minded people interested in
disruptive innovation.

The methodology is organized in three phases. The first phase involves an
innovation team composed of stakeholders, domain experts and knowledge engi-
neers and begins with a set of activities aimed at collecting different types of
knowledge to be gathered in a ontology and in a rules repository. Then one or more
design patterns are defined to represent idea models and to generate creative sparks.
The second phase concerns a collaboration process by the innovation team on a set
of activities aimed at selecting creative sparks, discussing on them and, possibly,
modifying them to achieve the final innovative ideas to be tested in the third phase
in the real world context.

Here we focus on the first two phases of the methodology and we present the
architecture of an innovation management system conceived to support them. In
particular we present CREAM (CREAtivity Machine), a software component to
generate creativity sparks that ignite the above-mentioned collaboration process.

The methodology is general purpose. In this paper we show how it can be
applied to support definition of business models in firms operating in the business
intelligence sector.

The rest of the paper is organized as follows. Section 2 presents related work
concerning the innovation process and the ICT systems used to support it. Section 3
provides an overview of the methodology we propose. Section 4 focuses on
innovation knowledge building and enhancement and describes automatic genera-
tion of the creative sparks. Section 5 illustrates the collaborative activities to be
performed by the participants of the team to define innovative ideas. Section 6
presents the application concerning the business models generation for business
intelligence firms. Finally Sect. 7 presents conclusions.

2 Related Work

This paper deals with the innovation process. One of the seminal works concerning
this research topic is TRIZ (the Russian acronym for Theory for Inventive Problem
Solving) [2]. This book faces the problem of “inventing methods of inventing” and
defines some rules for brainstorming concerning how to build the “idea-generating
team”, the time limit for expressing ideas, the behavior to be held by participants
(e.g., no criticism is allowed), and which ideas should be considered (e.g., also the
frivolous ones). Another theoretical method is lateral thinking [3], a method to
solve problems with creativity based on not obvious reasoning. According to [3],
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the vertical thinking approach tries to find the best solution to a problem whereas
lateral thinking generates as many alternative solutions as possible. With respect to
them we propose to use artificial intelligence techniques (i.e. based on an ontology)
to support the innovation process.

Existing works on supporting the innovation processes leveraging on ontologies
are [4, 5]. With respect to these, our solution is more flexible as it is not tied to a
specific ontology or upper model.

On the other hand, we share the computational creativity approach with [6, 7].
This consists in using technologies to assist humans in thinking novel, disruptive,
and unlikely ideas. However with respect to them we propose to use artificial
intelligence techniques based on an ontology.

Existing collaboration systems, as BSCW, Slack and Trello, are general purpose
and not explicitly conceived to support new ideas and innovations. Innocentive [8]
is a platform that aims at stimulating new solutions and ideas leveraging on
crowdsourcing technologies and a rewarding system. As Innocentive, ideascale is
an innovation management platform based on crowdsourcing technologies. Finally
our work is complementary to these systems as we propose to automatize the
preliminary activities of idea generation and, hence, to stimulate the collaboration
process with preliminary models of ideas generated by a software system.

3 A Knowledge-Based Methodology to Foster Innovation

According to the Merriam-Webster dictionary, one of the definitions of idea is a
visible representation of a conception or a replica of a pattern. As such, this work
proposes to represent an idea by a conceptual model derived from a previously
defined idea pattern (i.e. a design pattern). Then it proposes an incremental
methodology to generate a successful idea, which involves ICT systems, humans
and a real-world experimentation. We distinguish three phases of the innovation
process devoted to generation of a successful idea.

First a software application generates a preliminary model of an idea that has not
been evaluated yet by humans. We name such model as a creative spark.

Then a group of humans taking part in an innovation team evaluates the gen-
erated creative sparks within a collaboration process supported by a software
application. Hence, the creative sparks not considered as promising are discharged
and named bad ideas. Please note that, since the evaluation process is subjective,
those ideas can also be considered as missed opportunities. Furthermore, a bad idea
could be considered as innovative in subsequent iterations of the innovation pro-
cess. Instead, in case the innovation team deems that a creative spark is promising,
it will focus on it and, possibly, will elaborate some variations to finally produce an
innovative idea.

The third phase deals with the effective elaboration of the innovative idea in the
real world, to end up either with a successful idea, in case the innovative idea is
really used, or with a failure and, possibly, a lesson learnt. Failures and lessons
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learnt could be used to refine the knowledge base but also to improve the definition
of innovative ideas in subsequent iterations of the innovation process.

The lifecycle of an idea, from a creative spark to a successful idea as result of the
iterative innovation process, and the knowledge-based methodology for innovation
are depicted, respectively, in Figs. 1 and 2.

The aim of this work is to illustrate how the first two phases are supported by
means of a new software environment we defined, namely the CREAM-based
system depicted in Fig. 3. The third phase deals with the collaborative work to be
performed by the innovation team based on the ideas produced in the second phase
and will be treated in more details in future work.

As already mentioned the innovation team includes both stakeholders and
domain experts to provide business knowledge concerning the specific application
and knowledge engineers to support elicitation, collection and formalization of that
knowledge. Even if we do not prescribe any particular organizational model for the
team, we would suggest a “democratic approach”, distinguishing two roles: inno-
vation participant and innovation leader. The former contributes to the activities
(e.g., knowledge collection, debate, …) whereas the latter has the responsibility of
methodology advancement and group coordination.

4 The Approach for Creative Sparks Generation

This Section refers to the first phase of the innovation process, and describes in
more details set up and usage of the CREAM-based system for automatic gener-
ation of the creative sparks. The environment consists of a suite of semantics-based
tools that are used in human-based creative activities for knowledge construction in
a specific domain. Such knowledge, in turn, is used to search for new ideas. Indeed,
in our approach, human creativity for business innovation is stimulated by means of

Fig. 1 Lifecycle of an idea: from the creative spark(s) to a successful idea for innovation
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automatically generated ontology-grounded conceptual models (the creative
sparks), which, if relevant, contribute to further enhance the knowledge of that
domain.

Fig. 2 Knowledge-based methodology for innovation as an iterative process

Fig. 3 CREAM-based system
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Two main activities need to be performed, supported by software components,
namely knowledge base building and enhancement, and creative sparks generation,
which are described in the next subsections.

4.1 Knowledge Base Building and Enhancement

Formalized knowledge is of three types: structural knowledge, provided by idea
patterns (i.e. design patterns [9]) to support definition of conceptual representations
for creative sparks; domain knowledge, which is gathered in a ontology [10]; and
contextual knowledge, encoded through constraints, which is related, for instance,
to business rules codified for the specific innovation application. Furthermore, the
ideas generated in the second phase of the process are also stored in the knowledge
base in order to be directly queried by the innovation team and used in subsequent
phases of the iterative process.

1. Innovation ontology building and evolution. An innovation ontology provides
the fundamental concepts (e.g., value proposition of a business, target customer,
…) to generate an idea in a specific business context (e.g., energy market). Ideas
generation is a service for the innovation team and must be configured with
respect to the shape ideas must have (see the subsequent “Structuring ideas”
activity). We recommend to reuse existing ontologies, if available, or, in case, to
build a new one following lightweight methodologies considering social
involvement of a group of experts and stakeholders such as [11]. Note that this
activity is iterative as new updates of the ontology could occur by exploiting
further knowledge produced in the subsequent phases of the methodology.
Furthermore the ontology could not exclusively focus on the addressed appli-
cation domain. In fact, innovative ideas often come from contamination among
different domains, from blending of concepts (e.g., problems, solutions)
belonging to different application sectors (see the Theory of Bisociation of
Arthur Koestler [12]).

2. Contextual rules definition. Rules concern the specific context where the
innovation management system is applied, for example, considering the loca-
tion, the temporal period, the target market segment, and the current laws and
regulations. These rules are specified by domain experts through a rule editor
and are required to be satisfied by the creative sparks as outcome of the gen-
eration process.

3. Structuring ideas. One or more idea patterns, or model structures, to represent
the creative sparks are defined by means of a design patterns approach [9]. An
example of model structure is the business model defined in [13], or else a part
of it, like the one used for our case study in Sect. 6. Such a model consists of
abstract concepts and relationships, usually belonging to upper level models for
the domain ontology. Indeed, creative sparks will be identified by CREAM
within the set of concepts and relationships, at the lowest possible level of

114 A. De Nicola and M.L. Villani



specialization in the ontology. Domain and application experts define these
patterns through a modeling tool.

4. Ideas classification. The ideas elaborated by the innovation team, based on the
creative sparks, are classified in the knowledge base according to three
dimensions: bad ideas, missed opportunities and innovative ideas.

4.2 The CREAtivity Machine

This is a novel software component driving our innovation management system, as
it plays the active role of generation of the creative sparks to be supplied to the
innovation team. Technically, creative sparks for a given model structure are
conceived as semantic bindings between abstract entities of that structure and
domain-specific entities of the ontology, in order to represent possible concrete
innovative ideas for the business domain at hand. Given an ontology represented in
OWL/RDF, the semantic binding activity of a model structure with specific con-
cepts of the ontology is implemented through a SPARQL [14] query. This is
configured at run time by using three types of knowledge: from the design pattern
that represents the model structure, from the domain and from the context.

Specifically, a pattern-based query is first constructed by accounting for the
concepts and relationships that are used in the given design pattern, to retrieve all of
their specializations from the domain ontology. Let us give a model structure
represented by a pattern consisting of the entities: Entity_1,…, Entity_n, and object
properties: objProp_ij, for i, j = 1,…,n, where objProp_ij is a relationship from
Entity_i to Entity_j. Entities represent component abstractions of a domain model,
and object properties semantic links between them. In the business domain,
Business Activity and Resource are examples of entities and requires and produces
are two possible object properties linking them.

Figure 4 shows an excerpt of the SPARQL query related to the given pattern,
where we highlighted the main steps. Namely, the first step is finalized to selection
of all the subclasses of the pattern entities. In the business domain example,
Production, Administration, and Software Development are subclasses of Business
Activity, and Software, App, and Invoice are subclasses of Resource. Then, the
abstract ontological pattern referring to the model structure is specified. In the code,
step 2 includes retrieving all of the specializations of the object properties
objProp_ij, connecting Entity_i subclasses with the Entity_j subclasses retrieved in
step 1, and belonging to the pattern. Examples of specialization of the object
property produces could be producesSW, linking Software Development with
Software, and producesDoc linking Administration and Invoice.

The subsequent code is finalized to retrieving, from each set, just those sub-
classes that are leaf concepts. Thus, Invoice and App could be leaf concepts in the
example used. The effect of the above piece of query is a set of creative sparks
resulting by linking each ontology relationship of the pattern to one of the object
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Fig. 4 Pattern-based query excerpt
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properties specializing it, and each entity involved in that relationship to a leaf
subclass of the corresponding concept. The output on the given example would
contain “Sales producesDoc Invoice” and “Mobile Software Development
producesSW App” pattern instances.

This pattern-base query can be refined with contextual rules, each providing a
filter SPARQL statement. The last fragment of the query in Fig. 4 shows one
example of contextual rules, to eliminate from the specializations set of Entity_1 the
concepts of the ontology belonging to the set {C1Entity_1,…, CkEntity_1}. In our
example, if the concept Administration were eliminated through a contextual rule,
then the final result would just contain the app development pattern instance.

CREAM was implemented in Java, based on the Apache Jena framework
including the ARQ library [15], which implements a SPARQL 1.1 engine. The
application is configurable with respect to the ontology, contextual rules and query
patterns (idea patterns), by means of a XML file.

5 Collaborative Definition of Innovative Ideas

This step takes as input the creative sparks generated by CREAM and aims at
selecting a (sub)set of them as components of the envisaged innovative idea. This
phase includes an analysis of the candidate creative sparks.

Our main assumption is that a creative spark can be promoted from its candidate
status to a “full-fledged” innovative idea if it is creative and, hence, novel and
valuable [16]. Techniques from computational creativity could be used to speed up
the advancement of creative sparks towards innovative ideas. Computational cre-
ativity is a branch of research devoted to defining methods and tools, mainly from
artificial intelligence, to support creative processes, such as those for creative
design. Here creative design aims at generating models for innovative ideas, that is,
conceptual descriptions for new instances of business models. This process relies on
the collaborative work of various stakeholders involved in the innovation man-
agement process, leveraging on their experience and different expertise, creativity
and problem solving capabilities, and supported by the CREAM-based application.

According to the definitions given in [17], creative design processes can be
achieved through (some of) the following actions.

– Combination, i.e. the process that combines features from existing designs into a
new combination or configuration. Applied to our problem, this action consists
in the generation of a new creative spark by combining parts of two or more
(already known) creative sparks or innovative ideas.

– Transformation, i.e. the process that modifies the form of some particular fea-
tures of an existing design. In our case, this action consists in the generation of a
new creative spark by modifying parts of a (already known) creative spark or
innovative idea.
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– Analogy, i.e. the process in which specific coherent aspects of the conceptual
structure of one problem or domain are matched with and transferred to another
problem or domain. This process can be applied, for example, to generate a new
creative spark by taking into account successful ideas for similar (or different)
business objectives.

These actions can be implemented by the use of our CREAM-based system, by
exploiting intelligent search features, such as reasoning and similarity based tech-
niques. Examples of usage of such types of actions to the business intelligence case
study are given in Sect. 6.

Having a method to evaluate ideas is a precondition to predict their success [18].
In this context, we envisage three approaches of incremental complexity to assess
the creativity level of the generated creative sparks and, hence, to define innovative
ideas, namely: human selection, intelligent search, and creative brainstorming.

– Human selection of creative sparks. This approach requires feedback on the
value of creative sparks from the users through, for instance, interviews and
questionnaires. To this purpose we propose a simple questionnaire to be sent to
experts and stakeholders of the business sector to be innovated. The question-
naire template is filled with a creative spark candidate to be an innovative idea
and two questions: “have you ever considered this idea?” and “do you think a
firm should take care of this idea?”. The former aims at assessing its novelty
whereas the latter its value. Both of them are measured by means of a
multi-items ordinal scale, as the Likert’s one [19].

– Intelligent search of creative sparks. This approach aims at improving the
search for creative sparks by leveraging on creativity measures. However
whereas assessing relevance of a creative spark can be done (at least in prin-
ciple) by assigning a relevance weight to its elements and assessing its novelty
can be done by measuring how much it is different from ideas already con-
sidered [16], the main difficulties concern its plausibility. The issue here is to
determine how much the creative spark is reasonable and/or likely. For this
reason full automation of this approach requires availability of a formal speci-
fication of common-sense knowledge that is currently an open issue in the
artificial intelligent research field [20]. Then human intervention is required to
make the final decision as described in the former approach.

– Creative brainstorming. This approach is the most complex as it encompasses
two different types of activities. The former aims at idea assessment by pro-
moting creative sparks from their candidate status to innovative ideas by means
of the previously presented approaches. The latter aims at elaborating and
refining ideas in a collaborative manner and with a brainstorming approach
devoted to foster discussions and opinions exchange in a community of users.
We envisage to use creative sparks that were discarded in the previously
mentioned approaches as hints for identifying new ideas. Different methods can
be adopted to this purpose. A promising one is the appreciative inquiry
(AI) methodology [21]. This seems to be particularly suitable in our case as the
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first step of the AI methodology is to recognize the best in the item to be
discussed (and, hence, even the best in the unlikely creative sparks) as baseline
to imagine something completely new (as new ideas) to be determined in
subsequent steps of the brainstorming activity. Finally this approach can be used
to elicit new knowledge from the users and, consequently, enrich the knowledge
base. In fact new ideas arising from brainstorming activities could be an input
for ontology enrichment whereas discarded creative sparks could originate new
contextual rules or ontology updates.

6 Business Intelligence Application

In this section we illustrate one type of application of our CREAM-based inno-
vation methodology, aiming at creation of business models in the field of business
intelligence. We focus on the generation of creative sparks and we show a couple of
interesting examples to be considered for discussion, brainstorming and real world
experimentation. We present further examples to show how creative sparks can be
further improved to achieve the final innovative ideas.

According to [13, 22], a business model describes the rationale of how an
organization creates, delivers, and captures value. A widely accepted tool to design
a business model is the “business model canvas” which resembles a painter canvas
and allows depicting business models. It consists of nine essential building blocks
working supportively together. For the sake of simplicity here we consider an idea
pattern consisting of only five building blocks. The customer segment building
block defines the different groups of people or organizations an enterprise aims to
reach and serve. The value proposition building block describes the bundle of
products and services that create value for a specific customer segment. The
channel building block describes how a company communicates with and reaches
its customer segments to deliver a value proposition. The key activity building block
describes the most important things a company must do to make its business model
work. The key partnership building block describes the network of suppliers and
partners that make the business model work. The other building blocks not con-
sidered in this example are customer relationship, revenue stream, key resource and
cost structure.

We formalized a part of business ontology for the business intelligence sector by
specializing the concepts corresponding to the above-mentioned building blocks
[23]. We also defined some business (contextual) rules to constraint the search for
the creative sparks. Figure 5 shows an example of rule we applied, according to
which data providers are not allowed to collaborate with intelligence agencies. Then
we ran the pattern-based query over the ontology and we selected the following two
creative sparks from the set generated by CREAM.
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Creative Spark 1

Value Proposition (VP): Targeted Political Campaign
Channel (Ch): Sales Force
Customer Segment (CS): Political Party
Key Partner (KP): Data Provider
Key Activity (KA): Identification Of Social Networks Influencers

Description of Creative Spark 1
A company offers targeted political campaign as value proposition to political

parties. The channel to sell it consists in the sales force composed of a group of
people with marketing experiences. The key activity of the business consists in
identifying influencers in social networks by analyzing information obtained from
data providers (e.g., social network platforms as LinkedIn and Facebook).

Creative Spark 2

Value Proposition: Real-time Analyzer of Wellness and Poverty
Channel: Secured Web Service
Customer Segment: Charity Organization
Key Partner: Data Provider
Key Activity: Data Processing

Description of Creative Spark 2

A company offers a service aimed at analyzing real-time wellness and poverty in
a specific geographical region as value proposition to charity organizations. The
channel to sell it consists in secured web services. The key activity of the business
consists in data processing (including data harvesting and algorithm execution)
performed against data from a data provider.

As discussed in Sect. 5, combination is a type of action for creative design.
Figure 6 shows how two creative sparks can be further refined and elaborated, for
instance, during creative brainstorming. Accordingly, innovative idea 1 originates
from the channel, the customer segment, and the key partnership of creative spark 1,
and from the value proposition, key partnership and key activity of creative spark 2.

As a result, innovative idea 1 describes the business model of a company that
offers a service aimed at real-time analysis of wellness and poverty in a specific
geographical region as value proposition to charity organizations. The channel to
sell it consists in the sales force composed of a group of people with marketing
experiences. The key activity of the business consists in data processing (including

Fig. 5 SPARQL statement implementing a contextual rule
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data harvesting and algorithm execution) performed against data from a data
provider.

Transformation is another action for creative design that can be performed
during creative brainstorming. Figure 7 presents an example where creative spark 2
is transformed to innovative idea 2 by changing value proposition and customer
segment. The new elements can be defined collaboratively once retrieved by means
of intelligent queries (e.g., by using SPARQL) on a ontology. The resulting
innovative idea describes a company offering a service aimed at predicting flu as
value proposition to pharmaceutical companies. The channel to sell it consists in
secured web services. The key activity of the business consists in data processing
(including data harvesting and algorithm execution) performed against data from a
data provider.

Fig. 6 Example of combination of two creative sparks

Fig. 7 Example of transformation action for creative design

Creative Sparks for Collaborative Innovation 121



The last example of creative design concerns the analogy action. Figure 8 pre-
sents the case where the innovation team decided to replace the value proposition
from creative spark 1 with a similar concept and the customer segment with a
non-similar concept (e.g., to enhance the novelty of the idea). The similarity level
between two concepts can be inferred from the ontology by means of similarity
reasoning techniques [24]. The resulting innovative idea 3 describes a company
offering tailored marketing services as value proposition to food & beverage
companies. The channel to sell it consists in the sales force composed of a group of
people with marketing experiences. The key activity of the business consists in
identifying influencers in social networks by analyzing information obtained from
data providers (e.g., social network platforms as LinkedIn and Facebook).

7 Conclusions and Future Work

This paper proposes a methodology supported by a new innovation management
system to foster ideas in business contexts. The methodology consists of three
phases. First business domain, structural and contextual knowledge is collected by
an innovation team and formally represented in a knowledge base. Then this
knowledge is used to generate creative sparks and, hence, to stimulate the inno-
vation team in discussing new ideas. Finally selected ideas are tested in real world
environments. Here we focus on the core of the innovation management system, the
CREAM component, which is used in the first phase.

We presented an exemplary application related to definition of a business model
for business intelligence firms. Some other examples of application of the
methodology were presented in previous works [25, 26] and focus on supporting
creativity in emergency scenarios definition, concerning, respectively,
supply-chains and complex socio-technological systems as smart cities. Finally, as a
work in progress, we are applying our methodology to risks assessment in the water
systems industry, as a follow up to the work presented in [27].

Acknowledgements We wish to thank Michele Melchiori (Università di Brescia) and Alex
Coletti (Syneren) working together with us in this topic and the anonymous reviewers for their
suggestions and comments.

Fig. 8 Example of analogy action for creative design
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E-HRM Adoption and Usage:
A Cross-National Analysis of Enabling
Factors

Alessandra Lazazzara and Eleanna Galanaki

Abstract The present study builds on diffusion of innovation (DOI) and institu-
tional theories to address the current lack of cross-national studies on e-HRM
adoption and usage. The core research question asks about the factors influencing
e-HRM adoption and usage for HRM. We analysed direct effects related to country,
organizational and HRM factors among 3815 organizations in 21 countries in a
multilevel approach. The results largely supported the hypotheses. Specifically,
national systems supporting innovative behaviours determine the extent of e-HRM
adoption. The economic sector of activity, size, global competition and educational
level were associated with e-HRM adoption and usage at the organizational level.
Moreover, a strategic orientation of the HR function seems to be a prerequisite for
e-HRM adoption and usage. The theoretical and practical implications are discussed.

Keywords E-HRM adoption � E-HRM usage � Diffusion of innovation theory �
Institutional theory � Global innovation index � Cranet

1 Introduction

E-HRM is an “umbrella term covering all possible integration mechanisms and
contents between human resource management (HRM) and IT aimed at creating
value for targeted employees and managers” [1]. It t is considered such an inter-
esting topic in the HR field because the adoption of e-HRM is expected to confer
many advantages on organizations, such as a more efficient and strategically ori-
ented HR function and an increased competitive advantage [2–7].
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Factors behind e-HRM adoption decisions have usually been addressed by
exploring both the organizational and HRM contexts [4, 8–10]. However, there is still
no general agreement on the factors influencing e-HRM adoption. Additionally, a
third element related to the influence of country-level factors such as culture, gov-
ernmental policies and market forces on the adoption of e-HRM innovation has rarely
been tested [11–13]. Indeed, reviews of the extant e-HRM literature [1, 9] revealed a
dearth of research in analysing institutional factors affecting e-HRM adoption, which
is even more apparent when considering that cross-national e-HRM studies are
mainly restricted to English-speaking [14, 15] or European countries [11–13].

Concerning the functional focus, most studies address the overall adoption of
e-HRM, while others focus on specific functional subsets of e-HRM, such as
e-recruiting, e-selection, or e-learning [11, 12]. Although dichotomous measures are
commonly used in innovation diffusion research (e.g., questions asking whether or
not organizations have any e-HRM tools), e-HRM adoption alone does not imply
e-HRM sophistication and embeddedness within HR practices. Conversely, only a
few papers analyse both e-HRM adoption and the degree or intensity of e-HRM
innovation [10].

Building on diffusion of innovation theory (DOI) [16] and the institutional lit-
erature [17], this paper aims to contribute to the HRM literature by addressing the
current lack of cross-national empirical data regarding factors associated with the
deployment of e-HRM within organizations. The core research question posed by
this paper is the following: What factors influence e-HRM technology adoption and
usage for HRM? In exploring this question, we apply a holistic approach that
encompasses national, organizational and HRM strategic aspects and that distin-
guishes between technological and HRM aspects of e-HRM adoption. Moreover,
we distinguished between two aspects of e-HRM, namely, the extent of e-HRM
adoption and e-HRM usage.

To explore these issues, we first develop the theoretical framework and identify
possible factors contributing to adoption at the national, organizational and HRM
level. We then employ a cross-national large-scale survey to test our hypotheses on
a sample of 3815 organizations in 21 countries by applying a multilevel analysis
strategy. Finally, we discuss the results and derive conclusions for future research.

2 Theoretical Framework

E-HRM generally refers to the implementation and application of information and
communication technology for HR purposes [12]. E-HRM can be considered an
innovation in terms of HRM [5]. This results not only because information tech-
nology enables the design of HRM tools and instruments that would not be possible
otherwise but also because it creates opportunities to reshape employee-management
relationships, enables HRM departments to improve their strategic orientation,
reduces costs/gain efficiency and improves client services [5]. However, technology
has both a physical and a procedural dimension [18]. Therefore, to better define
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e-HRM, both dimensions should be taken into account. In particular, Thite,
Kavanagh, and Johnson [19] distinguish between human resources information
systems (HRIS) and e-HRM on the basis of the degree of information technology
versus the human resource management focus. In this vein, HRIS is more focused on
systems and technology (e.g., hardware, software, IT infrastructure) supporting the
move to e-HRM, whereas e-HRM tends to be more HR-function oriented. Therefore,
the technological focus is more related to the degree of the physical presence of
information technologies that allow HR activities, while the HRM focus is the
degree to which e-HRM is used to enable HR activities [20].

Analysing the adoption of IS innovations in the HR field poses several chal-
lenges due to the physical and procedural dimensions it encompasses. Indeed, this
process involves multiple actors with information technology specialists designing
and acquiring the information systems to first support the move to e-HRM, which is
followed by the adoption of e-HRM technology by the HR function and employees.

The e-HRM adoption process consists of several stages that can be seen as the
“Planning, implementation and application of information technology for both
networking and supporting at least two individual or collective actors in their shared
performing of HR activities” [9] from a process perspective. More specifically,
Martin [21] was one of the first scholars arguing that the diffusion of innovation
(DOI) theory [16] is a promising yet neglected perspective in the study of the
process by which e-HRM innovations spread across and within organizations.
Following the same line of reasoning, this theoretical framework has been applied
to the adoption of e-HRM and HRIS in several studies [2, 14, 22].

The DOI perspective [16] represents an interesting theoretical foundation on
which to explore the process of e-HRM technology spreading within organizations.
However, the starting point of this theory is the adoption of innovations by indi-
viduals or entities over five stages, namely, knowledge, persuasion, decision,
implementation and conformation. During these five stages, five innovation-specific
attributes influence the likelihood of an innovation’s adoption: relative advantage,
complexity, compatibility, trialability and observability. Following Rogers’ [16]
proposal, the organizational adoption of e-HRM refers to the decision-making
process that initiates and implements IT to network and support employees and
managers in performing HR tasks. The diffusion of e-HRM is then based on the
accumulated adoption of these kinds of innovations within organizations.
Therefore, the DOI theory [16] provides valuable insight for the analysis of both
e-HRM adoption and usage.

2.1 Country Level Factors Enabling E-HRM Adoption
and Usage

Diverse internal and external factors—parameters that directly or indirectly further
or hinder the adoption of e-HRM [12]—trigger the adoption and usage of IT for HR
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purposes. With regard to the socioeconomic and political contexts of these factors,
few studies have used institutional theory to understand the adoption and usage of
IS/IT [23] or, more specifically, of e-HRM [24], particularly in a cross-national
context.

The literature on institutional theory is complex and varied and has been used for
several decades by various researchers to study the impact of external forces on
organizational behaviour, structures and ideals [17, 25]. At the heart of institutional
theory are both the notion of institutions as “socially constructed,
routine-reproduced programmes or rule systems” [26] and the fact that organiza-
tions operate in institutional environments governed by elaborate rules and
requirements to which they must conform in order to gain acceptance and legiti-
macy and to endure [17, 25]. This forces organizations to meet the expectations
embedded in the institutional context in order to survive and thus become iso-
morphic [25].

According to Weerakkody et al. [23], organizations in different socioeconomic
and political contexts often react differently to similar internal and external chal-
lenges, particularly those that involve IT-induced change resulting from constraints
imposed by the environment in which they operate. Furthermore, a well-developed
argument in the HRM field assumes that contextual national characteristics lead to
different models of HRM [27]. Accordingly, e-HRM adoption and usage will vary
on a cross-national basis due to country-specific factors.

By applying an institutional perspective to the diffusion of innovation, we can
argue that institutional settings (more specifically, national policies supporting
innovative behaviours) are nation-based and that organizations necessarily act
within the frame of such “national systems of innovation” to gain legitimacy and
recognition [27]. This argument is rooted in the view that every country is char-
acterized by these national systems, which consist of elements such as R&D out-
puts, business and public research organizations, funding and taxation
arrangements, and support systems [28, 29]. If such systems foster the emergence
and success of innovation practices and enable conditions in which innovation
flourishes, they will trigger innovation adoption. Organizations located in countries
scoring high on innovation will more likely have a higher e-HRM adoption and
usage rate. (H1) The national innovation system will positively influence the extent
of e-HRM adoption and usage.

2.2 Organizational Factors Enabling E-HRM Adoption
and Usage

Previous research has revealed that companies operating in technology-intensive
sectors seek to adopt IT tools early to enhance their external image [11]. Other
studies reference the task characteristics of an industry and more specifically the
incidence of clerical and stationary tasks (e.g., banking) that would predict e-HRM
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adoption [12]. Moreover, according to the institutional perspective, the adoption of
organizational innovation is triggered by bandwagon pressures that lead organi-
zations to adopt conformist behaviours driven by social pressures towards iso-
morphism [17].

To sum up, due to mimetic isomorphic pressures, the greater the number of
adopters there are in an industry, the greater the pressure is towards innovation
adoption to gain organizational legitimacy [17] and ensure survival [25].
Organizations located in industries in which the adoption rate is higher will be more
likely to have a higher e-HRM adoption and usage rate. (H2) The economic sector
of operation will influence the extent of e-HRM adoption and usage.

At the organizational level, company size is one of the main factors predicting
the adoption and diffusion of e-HRM systems [2, 10–12]. Size plays a key role in
driving the adoption of innovative systems because the larger a company is, the
more likely it is to reach a “critical mass” demanding enhanced delivery of HRM
services and greater effectiveness on the part of the HR function [5]. Moreover, as
larger organizations are more likely spread over different buildings and locations,
they benefit more from the automation and standardization of HR practices [12].
Furthermore, larger companies can more easily invest resources and absorb the
risks associated with adopting and implementing innovations because they are more
likely to obtain a return on their investment in e-HRM and thereby recoup the
original cost due to economy of scale effects [10–12]. Therefore, larger organiza-
tions will more likely have a higher e-HRM adoption and usage rate. (H3) The size
of an organization will positively influence the extent of e-HRM adoption and
usage.

Similarly, especially for organizations operating in global markets, e-HRM
facilitates collaboration and information sharing, thereby playing a key role in
supporting virtual teams and network organizations [30]. Those organizations are
continuously faced with what has been defined as “institutional duality”, which
refers to the different layers of institutional contexts (global-local) that simultane-
ously influence HRM configuration [31] and affect the success of combining
telecommunications and information technologies to accomplish organizational
tasks [32]. However, for these companies the drive to be competitive in all business
aspects and the pressure on HR to reduce costs and fulfil the role of strategic partner
leads them to adopt and use e-HRM tools [10]. Therefore, organizations competing
in global markets will more likely have a higher e-HRM adoption and usage rate.
(H4) Global competition will positively influence the extent of e-HRM adoption and
usage.

Finally, when asking whether to adopt an e-HRM system, organizations may be
influenced by another organizational characteristic: the educational level of the
employees. Indeed, e-HRM requires a certain degree of technical competence, and
employees’ level of education has been found to be positively associated with
innovation adoption in general [33] and with HRM innovation in particular [34].
Therefore, companies with a greater proportion of highly educated employees
might be expected to be more inclined to adopt interactive e-HRM systems, since
higher education that includes basic IT skills and familiarization with electronic
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tools facilitates e-HRM adoption [8]. H5. The educational level of an organization
should positively influence the extent of e-HRM adoption and usage.

2.3 HRM Factors Enabling E-HRM Adoption and Usage

Several studies have recognized the essential role of top management in influencing
e-HRM innovation adoption [10, 14, 35, 36]. The role of HR executives as business
champions is essential for HRM innovation in terms of creating a supportive cli-
mate and providing adequate resources [37]. However, their ability to identify
business opportunities and realize a strategic fit between IT, HR and corporate
strategy also play a crucial role in the decision to introduce e-HRM systems [38].
Along with a strategic HRM orientation, the participation of the head of HR on the
Board of Directors enhances business acumen and orientation by involving him/her
in business strategy development [39] and is essential to bringing about the
adoption of e-HRM and facilitating the link between organizational and HRM goals
[12]. H6. The HR director’s involvement on the executive Board of Directors and in
the development of business strategy will positively influence the extent of e-HRM
adoption and usage.

Finally, the long-term success of an HRM strategy based on IT applications
should centre on the availability of skilled e-HRM professionals, as both IT and HR
knowledge is required [10]. However, HR departments have traditionally been
characterized by their lack of IT knowledge and skills. According to the strategic
view that companies outsource activities for which they lack the necessary
resources and capabilities and perform the activities for which they possess strategic
resources and capabilities in-house [40], it is expected that at least in the first stages
of e-HRM adoption, the HR function may decide to outsource IT services to limit
financial investment. However, as long as e-HRM becomes more strategic and a
source of competitive advantage, companies will be more likely to implement it
in-house [41]. H7. E-HRM outsourcing will positively influence the extent of
e-HRM adoption. The hypothesized model for this study is illustrated in Fig. 1.

3 Method

3.1 Sample and Procedures

The data employed in this study mainly stem from two sources. The first is the
Cranet survey, one of the most representative large-scale international comparative
surveys of HRM systems. The survey provides comprehensive information about the
HRM practices of organizations and uses the participating companies’ HR directors
as the key informants (for a detailed description of the Cranet approach see [42]).
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The 2014–2015 dataset covers 3815 organizations across 21 countries, i.e.,
Austria, Brazil, Croatia, Cyprus, Denmark, Estonia, Finland, Greece, Iceland,
Israel, Italy, Lithuania, Norway, Russia, Serbia, Slovakia, Slovenia, Spain, Sweden,
Switzerland, and the USA. The second source of data is the 2015 Global Innovation
Index (GII) [43], which is an international comparative measure addressing coun-
tries’ institutional settings and more specifically the estimated innovation by firms
and industries and the implementation of national policies supporting innovative
behaviours.

Of the companies examined, 2251 (70.4% of sample) were in the trade and
services sector, 842 (26.19% of sample) were in the manufacturing sector, and only
122 (3.49% of the sample) were in the primary sector of the economy. The majority
of the organizations, 2486, were private, while 912 were public, 167 were
not-for-profit, and 180 were mixed. Finally, 1141 organizations (29.91% of the
sample) were multinationals. In 64.70% of the companies, the most senior person in
HRM had a seat on the Board of Directors. The majority of the companies also
involved HR people in HRM strategy (Table 1).

3.2 The Study Variables

Dependent variables. There are two dependent variables in this study. One mea-
sures whether e-HRM has been adopted and the other measures the degree or
intensity with which this innovation has been adopted by the HR function. The first

Fig. 1 The hypothesized theoretical model
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dependent variable, extent of e-HRM adoption, was measured as a formative
measure of the technological sophistication of e-HRM; it has a minimum of 0 and a
maximum of 3. It was calculated by adding three categorical (yes/no) questions
from the CRANET questionnaire: (a) Human resource information system or
electronic HRM systems for HRM activities (HRIS); (b) manager self-service for
HRM activities (manager self-service); and (c) employee self-service for HRM
activities (employee self-service). The second dependent variable, extent of e-HRM
usage, is a formative measure of the penetration of e-HRM in multiple HRM
functions with a minimum of 0 and a maximum of 4. This variable was calculated
by adding four categorical (yes/no) questions from the CRANET questionnaire:
(a) the vacancy page on the company website as a recruitment method
(e-recruitment); (b) online selection tests as the selection method (e-selection);
(c) bottom-up or top-down electronic communication (e-communication); and
(d) the use of computer-based packages/e-learning for career management
(e-learning).

Country context. The 2015 Global Innovation Index (GII) [43] scores were
used as a proxy for estimating the national innovation system [44]. The GII was
developed by Cornell University, INSEAD and the World Intellectual Property
Organisation (a UN organization), where the overall innovation performance

Table 1 Country distribution
of data sample (N = 21)

Country Freq. Percent (%) GII

Austria 223 5.85 54

Brazil 352 9.23 34.95

Croatia 171 4.48 41.70

Cyprus 86 2.25 43.51

Denmark 175 4.59 57.70

Estonia 83 2.18 52.81

Finland 182 4.77 59.97

Greece 184 4.82 40.28

Iceland 110 2.88 57.02

Israel 110 2.88 53.54

Italy 168 4.40 46.40

Lithuania 145 3.80 42.26

Norway 158 4.14 53.8

Russia 131 3.43 39.32

Serbia 159 4.17 36.47

Slovakia 262 6.87 42.99

Slovenia 157 4.12 48.49

Spain 91 2.39 49.07

Sweden 285 7.47 62.40

Switzerland 211 5.53 68.30

USA 372 9.75 60.10

Total 3815 100
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ranking of a country is a composite score based on 79 indicators across a range of
innovative policy and firm behaviour themes. Scores are normalized in the 0–100
range.

All the other independent variables identified in the research model are based on
the Cranet questionnaire.

Organizational context. Organizational size was the natural logarithm of the total
number of employees in the organization.Global competitionwas measured by asking
the respondents to characterize the main market(s) for their organization’s products or
services based on a 5-point Likert scale (1 = “local”, 2 = “regional”, 3 = “national”,
4 = “continent-wide”, 5 = “worldwide”). A six-point scalewas adopted tomeasure the
proportion of the workforce with a higher education/university qualification
(1 = “0%”, 2 = “1–10%”, 3 = “11–25%”, 4 = “26–50%”, 5 = “51–75%”, 6 = “76–
100%”). For the economic sector, a categorical variable portraying the sector of eco-
nomic activity of the organization was used as follows: 1 = “primary sector”,
2 = “manufacturing” and 3 = “trade & services”.

HRM context. HRM position on the Executive Board was measured via a
categorical (yes/no) variable (“Does the person responsible for HR have a place on
the board or equivalent top executive team?”). Moreover, the strategic involvement
of HRM was measured via a 4-item Likert scale answering the question: “If your
organization has a business/service strategy, at what stage is the person responsible
for HRM involved?” (0 = “not consulted”, 1 = “on implementation”, 2 = “through
subsequent consultation”, 3 = “from the outset”). Finally, e-HRM outsourcing was
measured via a 5-item Likert scale (0 = “not outsourced”, 4 = “completely
outsourced”).

Descriptive statistics and correlations are presented in Table 2.

3.3 Analysis

Structural equation modelling (SEM) analysis was deemed necessary to test the
model. The STATA14, module SEM- GSEM and the STATA SEM path diagram
modules were used.

The analysis involved two steps. In the first step, regular SEM analysis (method:
maximum likelihood with missing values) was conducted to confirm the model for
the firm-level relations. In this analysis, all variables were included except the
Global Innovation Index (GII), which is a country-level variable. Then, in the
second step, generalized SEM was applied, as it allows for the introduction of
multilevel variables, so the higher (country) level variable GII was included, as in
the model portrayed in Fig. 2.

In the first step, all indices for SEM were acceptable. The model achieved an
R2 = 0.22 (22% of the total variance), which is an acceptable level for research in
management science.

In the second step, generalized SEM was employed to test whether the linear
inclusion of GII improves the model. Indeed, the LR (maximum likelihood) test
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revealed that the inclusion of a random intercept based on GII significantly
improved the simpler model (LR chi2(2) = 108.15, p < 0.01). Therefore, including
GII as an intercept significantly improved the predictive power of the model.

4 Results

Table 3 presents the coefficients’ estimates for the SEM model. As expected, the
national innovation system was positively related to both the degree of e-HRM
presence and e-HRM usage for HRM.

The set of hypotheses related to the effect of organizational factors on e-HRM
presence and usage (H2-5) were almost all significant and positive. Hypothesis 2
concerned the relationship between the economic sector of activity and e-HRM
presence and usage. The statistical analyses confirmed that the former relationship
was significant and positive. Overall, organizational size and operation in a global
market increased the likelihood that companies would adopt e-HRM and would
have a higher e-HRM usage rate. The educational level of employees was positively
related to e-HRM presence and usage.

Turning now to the HRM context, the HR director’s involvement on the main
Board of Directors was positively related to e-HRM’s physical presence and
e-HRM usage. Among the HRM factors, the strategic involvement of the HR

Fig. 2 GSEM diagram
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function also appeared to be the more salient since it is positively related to both
e-HRM adoption and usage. As expected, HRIS outsourcing had a significant
positive effect on the adoption of e-HRM but not on e-HRM usage.

5 Discussion and Conclusion

The aim of this chapter was to address the current lack of cross-national analysis on
factors associated with the deployment of e-HRM within organizations. We built on
diffusion of innovation theory [16] and the institutional literature [17] to disentangle
the factors enabling HRM innovation. We created three groups of factors: institu-
tional, organizational, and HRM. Furthermore, we not only investigated whether
organizations adopted e-HRM but also ascertained the intensity of the adoption and
diffusion among HRM practices.

Empirically, our results partially confirmed previous studies. However, they also
offer new insights into unexplored factors and patterns influencing e-HRM adoption
and usage. Confirming previous results, organizational size significantly influenced
not only e-HRM adoption but also its usage for HRM. In addition, organizations
facing global competition—those operating in a global market—are more likely to
have higher e-HRM adoption and usage rates because of the need to facilitate
collaboration across organizational and geographical borders. This suggests that
larger organizations and those operating in a global market are increasingly

Table 3 SEM model coefficients

Variables e-HRM adoption e-HRM usage

Organizational size 0.17*** 0.13***

Economic sector 0.17*** 0.14***

Global competition 0.08*** 0.07***

Proportion higher education 0.16*** 0.04***

HRM seat on the exec board 0.15*** 0.10***

Strategic involvement of HRM 0.08*** 0.07***

e-HRM outsourcing 0.11*** 0.01

M1[gii] 2.35*** 1 (constrained)

Constant −1.25*** 0.02

var(M1[gii]) 0.01

(0.01)

var(e.e_HRM_adoption) 0.97

(0.03)

var(e.e_HRM_usage) 0.71

(0.02)

Standard errors in parentheses

*** p < 0.01, **p < 0.05, *p < 0.1
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leveraging e-HRM to become more competitive and reduce costs [10]. Our results
revealed that employees’ educational level positively influences e-HRM adoption
and usage. This is possibly because of lower probability of failure in its adoption
when employees are more educated, but also because of the nature of the tasks
typically carried out by employees with high educational levels. In our study, we
confirm the role of industry membership in e-HRM adoption and usage and support
the role of mimetic isomorphic pressures at the industry level whereby companies
operating in industries characterized by a high level of e-HRM adoption and usage
will be more prone towards innovation adoption and diffusion to achieve organi-
zational legitimacy [17].

An unexplored factor in our study was the role of national systems in supporting
innovative behaviours. Confirming our hypothesis, the results revealed that the
extent of e-HRM adoption and usage in HRM is influenced by external national
forces as well as organizational and HRM ones. By revealing the way in which the
institutional settings and interactions between different social entities influence
HRM innovation, this study demonstrates how the contextual environment affects
the organizational structure as well as the role that e-HRM plays in organizations.
Therefore, we advocate for a stronger emphasis in the e-HRM literature on the
analysis of interactions with other enterprises and the social cultural environment as
important determinants of e-HRM adoption and usage. To reach the expected
advantages that organizations aim to obtain through e-HRM [2–7] and to accelerate
innovation, a stronger interaction between different actors such as organizations,
policy makers, education, research organizations, and trade associations would be
crucial.

Finally, the strong role of the strategic orientation to successfully implement
e-HRM emerged from the analysis of the HRM context. In particular, the
involvement of the HR director on the Board of Directors, particularly his/her
involvement in business strategy formulation, was a positive factor influencing
e-HRM adoption and usage by overcoming possible resistance, creating a sup-
portive climate and providing adequate resources [37]. Clearly, championing not
only the HR executive but also (and especially) the strategic involvement of the HR
function is essential to bringing about the adoption and usage of e-HRM [14].
Therefore, a systematic link between business and HR strategies is essential to
developing and sustaining HRM innovativeness. Moreover, although HRIS out-
sourcing may help with undertaking e-HRM adoption (at least during the initial
stages), then the development of IT knowledge and skills among HR professionals
is required to transform e-HRM into a strategic asset if the HR function wants to
pursue an IT-based HRM strategy [45].

Despite several limitations due to the cross-sectional nature of the data and the
possible lack of other important factors, we expect this study to contribute to the
existing literature through two primary channels. First, this study integrates two
theoretical frameworks that stem from two different domains. Indeed, institutional
theory has been extensively adopted in organization studies while not sufficiently
applied in information system (IS) research [23]. With this study, we start
answering the call for a wider adoption of institutional theory in IS research [46].
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Second, the study analysed the effect of the implementation of national policies
supporting innovative behaviours on the adoption and diffusion of e-HRM. In so
doing, we applied a cross-national perspective that included large varieties of
countries characterized by institutional diversity. Although cross-national papers on
e-HRM have mainly adopted a clustering strategy and assumed that e-HRM
adoption does not vary within clusters [11, 12], given the high heterogeneity
characterizing our sample, we tested country-level effects in a multilevel approach
that allows accurate model contexts and lower-level effects. Therefore, we have not
only answered the recent call for empirical cross-national studies exploring those
factors that might foster e-HRM adoption [12], but we have also started unravelling
e-HRM adoption and diffusion as a multilevel phenomenon that goes beyond the
single HR function or organization. At the practical level, the study can suggest to
HR practitioners aiming to adopt e-HRM within their organizations how this pro-
cess would be easier and more successful if linked with a broader HR and business
strategy based on innovativeness. In addition, for those actors involved in policy
making at the national and organizational levels, the current findings offer com-
pelling insights into the role of institutional factors in influencing innovative
activities.
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Consumer Satisfaction and Loyalty
in Digital Markets: Exploring the Impact
of Their Antecedents

Ivan Russo, Ilenia Confente and Antonio Borghesi

Abstract Customer loyalty is even more important in the e-commerce since the
costs of serving customers decrease as long as the customers’ number increases.
Convenience, variety seeking, trust, security, social interaction, returns policy are
helpful elements to predict e-satisfaction, and this latter, constitutes the primary cause
of e-loyalty. The aim of the paper is to better explore the impact of different drivers in
enhancing the satisfaction and loyalty perceived by customer when purchasing online
in a B2C context. Results show that not all the antecedents represent drivers
enhancing customer satisfaction and loyalty. In particular, the constructs related to
ease of use and trust on the e-retailer/s are found to be always positively linked to all
the three dependent variables (satisfaction, repurchase intention and WOM), while
monetary savings and security do not impact on these three outcomes. Considering
the effect of return policy, it impacts both on satisfaction and overall loyalty.

Keywords Customer loyalty � Customer satisfaction � Ease of use � Trust �
Monetary savings � Security � Return policy � Word of mouth

1 Introduction

The turnover from e-commerce in Italy is estimated to have been worth 28.8 billion
euros in 2015 with a growing by 19% compared to 2014 [1].

Moreover consumers are not only becoming more confident with the
e-commerce but seem to be willing to share their purchasing experiences and their
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feelings, giving a judgment that can become useful for other consumers as well.
Four out of ten online retailers think giving the customers a sense of convenience
and offering them support during the purchase process are other important factors
that could boost the conversion rate. At the same time in today’s environment the
conversion rate doesn’t mean to have the consumer’s loyalty thus research is
struggling to find a precise way of measuring online loyalty, although in our
knowledge it does not exist just one way [2]. Then, high levels of e-service quality
can increase the intentions of the consumers to revisit the web site and the chance of
a positive word of mouth. Nevertheless satisfaction and loyalty depend both on
context-general and context-specific determinants. Moreover consumers now have
multiple touch points with brands (online, mobile, and in-store) and use all of them
to inform their purchases. The benefits of online shopping go beyond the monetary
saving, it is also a time saving purchasing process as it can be carried out with little
efforts and at the most convenient time for the consumers. Maybe one of the
greatest revolution that e-commerce brought has been the opportunity of a clear and
constant comparison of price for the same good and across various brands. Despite
this, according with DHL 2015 the 27% of all online-ordered clothes are returned
by customers. It is increasingly important for e-tailers to offer the appropriate
returns policy as this will attract online customers [3].

This activity represents one of the less explored driver and it consists of the
ability by the e-retailer to manage returns product. The process of having to return
the good, if it doesn’t fit properly, might be seen as an excessive bother for the
consumer therefore discouraging the transactions.

The aim of the paper is to better explore the impact of different drivers in
enhancing the satisfaction and loyalty perceived by customer when purchasing
online in a B2C context. In particular, a specific attention will be given to the
capabilities of e-retailer to manage product returns and how this activity can con-
tribute in building customer loyalty and in the intention to repurchase from the same
e-retailer.

2 Literature Background

Loyalty is well known as an important element to investigate in order to enhance
the relationship between the company and its customers. Particularly, e-loyalty is
“the customer’s favorable attitude towards an electronic business, resulting in
repeat purchasing behaviour” [4, p. 42]. Consumer loyalty is even more important
in the e-commerce since the costs of serving customers decrease as long as the
customers’ number increases. Convenience, variety seeking, trust, security and
social interaction are helpful elements to predict e-satisfaction, and this latter,
constitutes the primary cause of e-loyalty. As a consequence, e-retailers should
invest in e-satisfaction to enhance e-loyalty [5, 6].

A precise way of measuring online loyalty does not exist, so Toufaily et al. [7]
conducted a literature review to sum up what researchers have discovered about
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loyalty to a e-commerce platform. They noticed that the theoretical foundations of
e-loyalty can be considered as the same of the classic one. Loyalty can be cognitive
(brand performance aspects), affective (emotions), conative (intention to repeatedly
purchase), action (conversion of intentions to action). Determinants of online
customer loyalty are related to customer characteristics (trust, psychological ele-
ments), product attributes (quality, price perception), sellers characteristics (relia-
bility and strategy) and website features (customization, content, design).

However, loyalty can be damaged by frustration incidents. Problems with loy-
alty programs awaken negative feelings that are expressed through a negative
eWOM: low rating reviews, non-recommendations, switching initiatives, revenge
[8]. Satisfaction and loyalty depend both on context-general and context-specific
determinants. Ease of use and customer service, included in the context-general
determinants, show a positive relation with satisfaction. Security also can affect
loyalty, while reliability and information quality are good predictors of satisfaction
and loyalty [9].

Moreover, trust is the key to maintain continuity in online retailing [10].
One important driver that this study has included as an antecedent of online

outcomes, such as e-loyalty and e-satisfaction, is product returns management.
Managing returns is one of the main drivers in the decision of buying online. The
paper of Griffis et al. [11] deals with an e-commerce website that sells books, DVDs
and CDs and focuses on the relationship between an experience of product returns
and subsequent shopping behaviour in the book context. Returns experienced
consumers purchase more frequently, more items per order and items with a higher
value than consumers who have never experienced a return. Even if restocking and
managing returns practices, that facilitate product returns by immediately (or at an
agreed date and time) taking back, are costly, the increased customers’ loyalty
covers them.

While many studies look at product returns as an extra cost, recent research has
started to perceive them as a way to lower the perceived risk of current and future
purchases [12]. Petersen et al. [13] found that a company can increase its short and
long-term profits if it is able to account for the perceived risk related to product
returns and if it manages the related costs.

Thus, the return policy is a mixed signal, since some e-tailers use it to com-
municate quality and, at the same time, some consumers perceive it as a quality
signal [12, 14, 15].

The goal of the paper is to better explore the impact of the above characteristics in
consumer satisfaction, loyalty and WOM. Table 1 lists the hypothesis of our study.

3 Methodology

We conducted a nationwide (in Italy) online survey among 283 respondents. We
invited them through an online link to the survey and we asked them to respond to a
set of questions that described themselves and their behavior as online shoppers.
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The survey is constituted by three parts: the first one related to the demographic
characteristics of participants (age, gender, education, etc.), their previous pur-
chases online (category of good/service; number of purchases, average spending,
etc.) and information about e-retailers chosen by participants.

Second one, we asked respondents to provide their evaluation about a list of
antecedents that can contribute in building e-loyalty (particularly monetary saving,
easy of use, security, trust). Participants were asked to provide an evaluation of the
importance of these elements when purchasing through an online retailer (using a 7
points-Likert scale from 1 = highly disagree to 7 = highly agree). We also added
questions related to our dependent variables, that are the overall satisfaction related
to the online retailer plus the willingness to widespread positive Word of Mouth
(WOM) and to repurchase the product/service (customer loyalty) from the same
e-retailer (evaluated in a range from 1 = very unlikely to 7 = very likely). All the
constructs were adopted from previous research [2, 10, 12, 16–18]. Table 2 pro-
vides a detailed list of these variables. As indicated, the variables that are perceived

Table 1 Hypotheses

Hypotheses

Monetary saving deriving from online purchasing enhances customer satisfaction (H1a)
customer loyalty (H1b) and WOM widespread intention (H1c)

H1

The easy of use of adopting the online retailer’s platform enhances customer satisfaction
(H2a) customer loyalty (H2b) and WOM widespread intention (H2c)

H2

The perceived security of the online retailers’ platform enhances customer satisfaction
(H3a) customer loyalty (H3b) and WOM widespread intention (H3c)

H3

The perceived trust to the online retailers’ platform enhances customer satisfaction (H4a)
customer loyalty (H4b) and WOM widespread intention (H4c)

H4

The product returns management of the online retailer enhances customer satisfaction
(H5a) customer loyalty (H5b) and WOM widespread intention (H5c)

H5

Customer satisfaction leads to improve customer loyalty (H6a) and willingness to
widespread WOM (H6b)

H6

Table 2 Descriptive statistics

Variables Min Max Average
mean

St.
Dev.

Items
(n.)

Cronbach
(a)

Monetary savings 1 7 5.24 1.36 3 0.87

Easy of use 1 7 5.68 1.12 4 0.80

Security 1 7 5.62 1.08 4 0.88

Trust 1 7 5.58 1.11 4 0.89

Product returns
management

1 7 4.80 1.38 4 0.85

Customer satisfaction 1 7 5.99 1.02 4 0.92

Customer loyalty 1 7 3.94 1.14 9 0.90

Word of mouth 1 7 5.62 1.24 3 0.87
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as more important/relevant are easy of use (mean = 5.68) and security
(mean = 5.62). About the outcome variables, respondents seem to be highly sat-
isfied with the online retailer (average mean = 5.99) and very inclined to wide-
spread positive WOM about it (mean = 5.62) but less loyal to it (mean = 3.94).

The third one of the survey regarded the evaluation of product return manage-
ment, particularly the evaluation of recovery responsiveness and policy as one of
the potential drivers for satisfaction and loyalty in the online context. So this section
contained questions regarding the importance of this driver and the evaluation of
the last (if any) product return experience by participants.

Data analysis was conducted through three regressions using SPSS software.
The three dependent variables were e-loyalty, e-satisfaction and WOM.

4 Findings

Results show that not all the antecedents represent drivers enhancing customer
satisfaction (SAT), loyalty (LOY) and the willingness to widespread positive word
of mouth (WOM). In particular, the constructs related to ease of use and trust on the
e-retailer/s are found to be always significant (p-value < 0.000) and positively
linked to all the three dependent variables (satisfaction, loyalty and WOM). As a
consequence, H2 and H4 are fully supported. With regards to the benefit related to
monetary savings and security, these constructs do not impact on the three out-
comes variables and so H1 and H3 are not supported.

Considering the effect of product return management and policy, it impacts on
all the three variables supporting H5.

In addition our model tested the effect of satisfaction as a driver for building
customer loyalty and also to enhance WOM wide spreading. Our findings support
these two relationships, confirming our hypothesis 6 (a and b).

Among the demographic characteristics of the sample, we did not found any
gender or age effects on all the outcomes, while one variable related to the fre-
quency of purchasing online regardless the amount spent, affects all the three
dimensions (p-value < 0.05). This means that participants who are heavy users of
e-commerce for high volume of products and services are likely to perceive a higher
satisfaction and are more willing to repurchase online again and say positive
comment about the e-retailer.

5 Implications, Limitations and Future Research

The role of consumer loyalty as a key contributor to firm competitive advantage has
been consistently highlighted by marketing scholars.

Consumers buying online are increasing on a daily basis and data prove that they
are more interested in purchasing online.
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A recent report by DHL [3, p. 30] concluded its recommendations with a specific
direction for a company “Omni-channel is here to stay. Companies that enable
consumers to find, buy, receive, and return goods most conveniently and at the
lowest cost are being rewarded with increased customer loyalty, revenue growth,
differentiation, and profitability.”

On the one hand our paper contributes to confirm the validity of previous models
about the direct correlation between some specific antecedents of customer satis-
faction and loyalty. This is the case of trust and ease of use variables that are
important when deciding to purchase using a specific e-commerce platform. On the
other hand some other drivers are not supported in our research. For instance
monetary saving does not contribute to a positive experience: it is not particularly
surprising in the era of the need to have online and offline channels integrated.

That is a new challenge for companies, starting with an analysis of the main
issues on the online channel; one of the main concerns of companies is to align the
consumers experience with their expectation, where returns policy is becoming a
relevant part of that.

Then the major contribution of the study is related to the analysis of managing
returns products with an important role of the purchase experience. Return expe-
riences that require high levels of customer effort can have a negative impact on
customer’s satisfaction/loyalty with the return operations. This suggests that man-
agers must critically evaluate their procedures for product returns. The present study
represents an initial step into the analysis of the different drivers to deliver satis-
faction, loyalty and WOM in the e-commerce.

This research enters several uncharted territories regarding the loyalty in the
e-commerce context. The findings are restricted to the limitations of the study
design and strictly linked with future research.

As such, one limitation of our study is that we considered an Italian sample of
consumers of a specific age range.

Since returns policy assumes its relevance in the e-commerce context, future
research should investigate this particular field, taking into account different web-
sites and product categories, with the aim of assisting managers to develop good
return policies and to find a precise guideline to encourage users to share their
personal experiences in order to improve the reputation in managing returns.

Future research should explore how the impact of these antecedents on customer
loyalty changes when other variables are considered or changed.

Nowadays cyber-security plays a central role in the global debate, however our
data showed security is not significant for our sample. This probably happens for
the millennials, who constitute our sample as they are digital native with
high-confidence in internet usage. This controversial aspect needs further studies in
the future.

Moreover, because of the complex reality in which the phenomena of customer
loyalty manifests itself, some scholars sought to determine all the possible “recipes”
that build strong customer loyalty, arguing that the application of the complexity
theory tenets can provide a more accurate understanding of what generates cus-
tomer loyalty [19]. Future studies and limitations on that stream could be
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conceptualized in a more complex way, particularly understanding other drivers in
the era of servitization [20] that can be included in the model and compare among
different regions and retailer’s characteristics how to create loyalty in e-commerce
context [21, 22]. Finally, another future research to develop would be to verify the
moderation effect of product returns between customer satisfaction and customer
loyalty.
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Unveiling the Big Data Adoption in Banks:
Strategizing the Implementation of a New
Technology

Eduardo H. Diniz, Simone S. Luvizan, Márcia Cassitas Hino
and Priscila Cardoso Ferreira

Abstract This study describes the process of big data adoption in three major
Brazilian banks and unveils the process of implementing a new technology platform
in a “pluralistic context”. Besides requiring huge investments, big data implemen-
tation also demands an articulation between the many centers of power within the
bank and a redefinition of concepts once dominant in the organization. The four
moments of the translation model proposed by the Actor-Network Theory—prob-
lematization, interessment, enrolment and mobilization—are used as elements for
describing and understanding the big data adoption journey. A cross-case analysis
unveils a similar model for incorporating big data in the three studied banks. Initially
brought into the bank by a small group of pioneers, the new concept of big data is
explored by study groups created to amplify knowledge about the concept and related
technologies. These pioneer groups then start working on connecting with other
business areas, on the path to consolidate the need of big data in the bank. Thus the
purpose of this study is to understand the process managers inside the organization
from the point they became aware of the relevance of big data for their businesses and
how they create conditions for it to be incorporated to the bank’s corporative strategy.
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1 Introduction

This paper aims to contribute to the strategy-as-practice perspective by describing
the adoption of strategic information systems, big data applications, in three major
banks in the Brazilian market. As pointed out by some authors [1], strategy-as-
practice needs to be understood in its materiality and can benefit from investigations
in the field of information systems implementation. Big data implementation is seen
as one opportunity for understanding Information System strategizing.

This strategizing process is continuously dealing with tensions between planned
strategy and emergence, efficiency and flexibility, environment opportunities and
uncertainties [2]. It is also influenced by knowledge and power [2], what reinforce
the need of approaches that investigate the entire complexity of the ecosystem
where it takes place.

By unveiling the process of implementing a new technology that promises to
lead firms to a “long term strategic differentiator” [3] this paper intends to bring
more light on the phenomenon of strategic IS implementation by allowing a further
understanding on a truly critical challenge which is how to implement strategic
change associated with this system and avoiding the inability “to realize the
strategic intent of implemented, available system capabilities” [4].

Given its novelty and strategic role inside organizations, big data implementation
process raises questions on emerging versus planned strategies inside banks, what
provides opportunities to link this process with the strategizing literature. Previous IS
strategizing studies describe tensions between formal and informal approaches,
human and IT aspects, standardized and flexible procedures, highlighting the
dynamics between IT and business personnel, however usually lacking the under-
standing of power considerations [2].

Banks can be considered as pluralistic organizations for being characterized by
diffuse power and knowledge-based work processes [5]. In such pluralistic contexts,
Actor Network-Theory (ANT) [6, 7] offers an opportunity to describe and explain
how support networks are built inside banks during the process of adopting new
technologies. This theoretical approach is particularly useful for describing the
emergence of new strategic technology in organizations with significant fragmen-
tation of power and objectives and is considered a sound alternative for investigating
the adoption of new technologies particularly in such pluralistic contexts [5]. Since
big data demands substantial investments and many internal changes in processes
and policies, its adoption affects a broad number of people and areas in the bank.

Following the Actor-Network Theory precepts, this study was developed to
provide a script to understand big data implementation in banks. A cross-case
analysis within the studied banks unveils a similar model for big data incorporation,
from the pioneers of the concept inside banks to the creation of study groups to
expand knowledge about the concept and the technologies related to it. Articulation
of this initial group with other areas in the bank and definition of the potential
applications that will eventually justify the required investment come next on the
path to big data adoption. This study also reveals how this articulation process takes
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place using specific communication elements, such as proof of concept, to exem-
plify the applications of such technology within the bank.

2 Emergence of Big Data in Banks

As pointed out by some researchers [3, 8], big data has captured the attention of
senior managers like few other technologies did before. Thus, for the purpose of
this study, more important than adopting a precise definition of big data, we seek to
understand how and why those managers became aware of the relevance of this
new technology for their businesses and started to create conditions for it to be
incorporated to the banks corporative strategy. Previous studies recognize the
importance of different actors, like vendors and adopters, building the discourses
that support new technologies adoption, but highlight the lack of knowledge we
have about it [9].

Banks are among organizations that have already envisioned the potential
benefits of using big data [10, 11]. This is coherent with the banks’ history of
intensive use of ICT and with the challenges of data management and competition
in this area [12]. As banks search for innovative approaches for dealing with the
new data management challenges, big data emerges with solutions and tools for
managing the incoming data and the traditional established database with great
ability [10, 11].

On the other hand, the current challenges faced by banks are not limited to data
volume or management, but have to do with other transformations in this market
[11]. There are changes in the expectations of clients, who are more and more used
to technological applications and virtual services [10]. Whether in emerging
economies or in stabilized markets looking for new niches to compensate the
saturation of traditional customers and banking products, there is a growing number
of clients and services.

For major banks, particularly in the retail market, big data is being used to
understand aspects of the customer relationship that they were previously unable to
get at. For big banks, which are already struggling to deal with the huge amount of
transactional data, the priority focus of big data implementation relies on structured
data, rather than focusing on broader analysis based on customer services usage and
consumption patterns [3]. However, others expect major impacts from big data
coming from analysis on unstructured data, like sentiment analysis based on data
gathered from bank clients on social media platforms [13].

The realization of big data potential benefits in banking goes beyond the tech-
nical aspects, implicating on the banking organizational structure and mobilizing a
plurality of actors inside and outside the bank. The lack of historical information
make the room to big data implementation strategy be defined as a dynamic,
iterative and learning process, like observed in other researches analyzing the
strategizing process in IS field as a whole [2].
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3 Actor-Network Theory (ANT)

This study uses the ANT concepts to tell a story about big data adoption in three
banks in Brazil, a conceptual approach that allows a holistic view of this phe-
nomenon. ANT elements can appropriately frame the process by which this
adoption took place, by identifying the actors, their relationships and how they
evolved over time towards the objective of positioning big data solutions as the
irreversible path for banks data management evolution.

ANT offers a vocabulary for interpreting and describing the adoption of a
technology based on the connection (network) between human and non-human
entities (actors), providing a social and technical description of the process of
ordinance and associations of heterogeneous elements. This vocabulary allows the
elaboration of a narrative that follows the entities involved in the incorporation
process of a new strategic technology, like big data, without imposing a predefined
analytical framework (structure, values, etc.).

ANT allows an understanding of big data adoption that goes beyond the tech-
nological issue, unveiling also the social connections developed to make it the
emerging solution for the new data management problems in banks. The adoption
of big data involves a relationship between an ample and diversified set of actors,
since it impacts the organizational structure, and demands large investments and
great changes in the internal and external policies of the banking environment. ANT
allows the identification of how these actors link together within the networks to
consolidate a translation strategy, focusing on the dynamics of this phenomenon’s
trajectory, instead of centering on the duality of cause/impact [14].

ANT is an alternative way of studying pluralistic contexts because it helps to
describe and explain how it is possible to build networks that define technologies
from a strategic standpoint [5]. ANT provides tools to describe and explain how,
despite the fragmentation of power and goals, it is possible to create support around
definitions of a particular technology up to the point it is taken for granted.
For ANT, the adoption of a strategic technological artifact (e.g., big data) can be
considered an organizational strategy, since its realization becomes true by the
creation of an organizational actors (human and non-human) network that support it.

Among ANT’s key elements [15], this study will especially employ the concept
of “translation” that represents the interactive process occurring between the diverse
“actants” in a social network through the consolidation process of one solution
recognized as the only way of solving a given problem. In this study, the translation
approach is used to describe the interactions between diverse groups inside the bank
during the adoption of big data as a new technology platform for data management.

For ANT, there are four moments in translation: problematization, interessment,
enrolment and mobilization [5]. Problematization identifies the moment when a
problem is defined and a particular solution is presented by an initial set of actors as
an “obligatory passage point”. Interessment marks the movements of this initial
group to line up the solution defined with the main actor’s interests. Enrolment is
characterized by the stages of consensus built up among the diverse actors around
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the negotiated solution. Mobilization comprehends the articulation needed to define
an implementation model, considering the means to make it happen. In this way, the
definition of a strategic decision for adopting a new technology that will impact
many organizational processes is related to the creation of a network for supporting
such a decision and that dynamically emerges through this translation process.
Strategizing, in this sense, is a ‘translation’ process [5].

ANT has shown to be an appropriate alternative “for the generation of detailed
and contextualized empirical knowledge” in the Information Systems field [16],
particularly when there is a wish to unveil “implicit parts of techno-scientific
devices” [17]. For similar reasons, other authors also encourage the use of ANT in
IS research [15].

ANT also considers the ways in which certain objects can act as agents (named
‘actants’ by ANT researchers). For example, strategic plans, once constituted, can
create affordances or constraints as far as concerns human actors. Thus, the use of
ANT for investigating strategizing in pluralistic contexts is appealing [5]. The
appropriateness of the ANT approach to this study is even more explicit if the many
examples of its use in cases dealing with the implementation of technological
artifacts are considered.

4 Methodological Procedures

Three major banks operating in Brazil were selected to participate in this study,
representing each of the three macro-segments of this business sector (one public
bank, one private Brazilian bank and one foreign institution). The participants
agreed to supply information since the interviewees and institutions could not be
identified.

Some dialogical principles are recommended to produce significance from
empirical material in critical and interpretative research [18], such is the case of this
study. They are: authenticity, plausibility, criticism, and reflexivity. The following
description connects the methodological procedures employed in this research
study to each one of these principles.

To guarantee authenticity, this study contains interviews carried out between
May/2014 and May/2015 with 13 executives, 6 from business areas and 7 from IT
areas, with an average of more than 20 years’ service in their companies. The
number of interviewees per bank was: 4 from the public bank, 3 from the multi-
national bank, and 6 from the Brazilian private bank. Two interviews were con-
ducted remotely, while the others were conducted personally, with an average
duration of 1.3 h. The interviewees have an average time in the company of over
20 years and six of them (two in each bank) hold high-level executive positions.
Authenticity is also guaranteed by the fact that two of the authors of this study have
had significant professional experience with the studied banks. Internal documents
from these banks and from Febraban (Brazilian Federation of Banks) publications
about big data were also used as information sources.
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To make sense of the story to be told and, therefore, guarantee the plausibility
principle, interviews were recorded, ensuring the veracity of the gathered infor-
mation and providing the possibility of detailed reviews of the collected data. All
documents provided were the subject of careful analysis and checked for possible
different interpretations among the authors.

The critical perspective of the study is supported by the theoretical approach
used, which intends to make readers reexamine the assumptions made in the pro-
cess of introducing new technology. ANT provides a theoretical alternative that
goes beyond the description of diffusing new technology, showing that the stability
envisioned in the diffusion models is provisional and represents “only the ‘tip of the
iceberg’, hiding a multifaceted and complex set of social-technical practices” [5].

After listening to all interviews, we organized a storyline that made possible to
identify a pathway where the translation moments could be described for each bank.
Based on these storylines, we then created a reflexive cross case analysis to describe
the translation moments related to the introduction of big data in each bank, pro-
viding a very personal interpretation of big data in the studied banks.

5 Cases Description

There follows a brief description of each case to provide the reader an overview of
the context of the three banks investigated in this study.

5.1 Bank B1

At Bank B1, a public bank, the interest in big data technologies first appeared in
2010, when a new technological platform was prospected in order to deal with the
challenge of the high volume of data being produced during implementation of the
unified customer database. To the data coming from clients that were generated in
the traditional channels was added a large volume of external information, in
particular, non-structured data from mobile devices, like georeferenced data, and
from social media, like Facebook and Twitter.

By 2011, Bank B1 was unable to find any technology in the market that could
meet its requirements for integrating the massive amount of new data into the
existing and fully functioning Customer Relationship Management (CRM) model
that had been implemented in the bank almost one past decade. It was realized that
adopting emerging technologies, which at the time were associated with big data,
this evolution could be provided. In the words of one of the Bank B1 interviewees:

Within the CRM functional model created in 2011, there was a component to which no
technological solution could solve. Currently it’s possible to realize that this demand can be
easily attended by big data, with all processing power to deal with big volumes of data.
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In 2012, big data was included in the strategic IT planning of Bank B1 and in
2013 a multidisciplinary team, including personnel from all IT subareas, was cre-
ated. This group aimed at studying big data technologies to create a conceptual and
structural model for coping with the new necessities of the bank’s business areas.
According to one of the Bank B1 interviews:

The multidisciplinary team started to study and deepen in the technology. It was an ini-
tiative started by IT Board of Directors, involving people from IT Architecture,
Development and infrastructure teams. All IT areas were represented

As this task could not be carried out only by IT personnel, people from business
areas joined the team to facilitate the discussion of non-technical, although critical
questions that emerged from the big data study. Since knowledge of this field was
still very technical, a proof of concept, shaped in a small and limited application,
was developed to facilitate the knowledge sharing process. After this proof of
concept, one of the regional customer relationship areas requested the first appli-
cation of big data in Bank B1. In the opinion of one IT manager at Bank B1:

The big challenge [at that time] was to have everyone in the same page. That way should be
possible to show the whole organization the advantages of this new technology, how far we
can go with it.

The dissemination of the concept of big data to other business areas was made
possible by spreading knowledge about the possibilities of this new data manage-
ment platform. That was the role of the multidisciplinary team that then organized
meetings with some business areas in order to design specific solutions to be tested
in controlled environments.

By 2014, Bank B1 had already prepared an operational structure to support big
data solutions, while it continued prospecting new technologies in the market.

5.2 Bank B2

At Bank B2, a multinational private bank, executives in the business areas first
learned about big data in 2010 in a presentation made by technology suppliers
during an international conference. In this initial contact, big data was introduced as
a solution for the management of big repositories and the real value of investing in
such a solution was still not very clear. One of the interviewees at Bank B2
reminded:

The Big Data expression was first heard in some international conferences […] this ter-
minology, already used in the market […] was presented as one of the solutions for huge
volume of data repository […] It was not clear what that meant.

In 2012/13, due to a drastic growth in data volume in Bank B2, the subject was
once again brought to the table. Executives recognized that the existing data
warehouse solution, which was only few years old, was insufficient for meeting the
current capacity and response time needs. The bank intensified its search for a new
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approach to organizing its data environment and big data started being seen as an
appropriate alternative to this end. However, the institution would need to under-
stand that the current technology was exhausted and adopting a new one was a
point of no return. Although they knew that important changes should be done to
implement this new solution, there was some inertia in the process. As one exec-
utive of Bank B2 said:

We realize that it was a no return point when we tried to improve the technological solution
used that time, and there was nothing else to do. We contacted the supplier, and they asked
us to change things, to implement others, but, in fact, nothing changed.

In 2013, with the support of their international headquarters, a multidisciplinary
forum was created to make strategic decisions regarding data management. From
this forum emerged the necessity of establishing a CDO (Chief Data Officer)
position within the bank and the need to create a pattern and indicators for moni-
toring data quality and control. One interviewee from Bank B2 said:

many decisions related to data management were distributed in the company […] some
committees to discuss data strategy were created and I started to attended them. It was when
the need of a CDO (Chief Data Officer) started to be discussed, as well as implementation
of data quality standards and control over sensitive data.

This forum initially comprised people from business areas, but without the
participation of the IT area. As these discussions would demand a more techno-
logical point of view and few people in that group had any technical knowledge,
when sub-groups were created to deal with specific questions, and technology was
one of them, the IT people were invited to join.

During 2014, this multidisciplinary group initiated discussions on which tech-
nology would better fit the institution’s needs, and they already included big data.
The strategy was to create a data management environment to serve the demands of
the business areas. This strategy was supported by the international headquarters,
which already had a platform for housing big data projects. The headquarters team
also disseminated ideas about big data and its benefits to the bank and provided
guidance about how to get the maximum value from existing data. Big data cases
were shared to guide and stimulate new project initiatives.

In 2015, for the first time, Bank B2 considered replacing the current technology
by a big data solution. As noted by one the Bank B2 executives:

In 2015, we opened a discussion about how the change from the Data Warehouse to a Big
Data structure. The current solution was no longer attending us for years.

Questions were no longer being asked as to whether the bank would invest in big
data, but rather how its cost would be apportioned within the company. One
challenge identified at Bank B2 was building an unified data environment.
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5.3 Bank B3

At Bank B3, a Brazilian private bank, the term big data came up to cope with the
need of processing the large volumes of data coming from electronic channels.
According to one of the interviewees in Bank B3, even though only dealing with
structured internal databases, the challenge of processing this huge volume was an
obstacle for some requested analysis:

That time, the Director of Electronic Channels wanted to have the electronic channels log
analyzed, what was being hard to deliver.

In 2011/12, a group of IT specialists and a few people from business areas
started researching big data technologies, initially on visiting to companies in
Silicon Valley.

At the time, a working group was created inside the bank since the technology
suppliers and consultants working with Bank B3 could not provide the needed
support because they were also at the big data learning stage. One of the inter-
viewees at Bank B3 was in this group and reminded:

Technical discussions occurred with the objective of understanding the Big Data concept.
I also went to USA with the mission of deepen the understanding of Big Data.

Bank B3’s IT executives were introduced to big data in 2012, during presen-
tations by the pioneer working group. In a meeting with seven IT directors, a
consensus was created about big data being part of the new data architecture to be
developed.

However, it was not yet clear on which applications big data should focus. As
few innovative cases in banks were known, the working group asked for support
from external consultants to identify proper solutions for fulfilling Bank B3’s needs.
Then this group proposed a proof of concept to exemplify the value of this new
technology to the bank. In the words of one Bank B3 interviewee:

We discussed the feasibility of an internal case within the modeling team, and we decided
to run a proof of concept of big data involving people from the company.

The processing of statistical credit risk models, based on a large volume of data,
became the opportunity needed for proposing the first big data application. This
proof of concept was then presented to the executive committee, which endorsed it.
In the first four months of 2013, with other demands for big data applications
coming in, the big data group inside the bank realized that when data quality is low,
not even big data technologies can come up with good results. The importance of
reinforcing data quality was recognized as being an important part of the big data
process in the organization. One Bank B1 interviewee reminded:

We learnt that enrich the data, data quality, is part of Big Data process.

Paradigm changes were needed to allow the design of big data architecture
within Bank B3. There was a lot of confusion between traditional statistical
modeling and big data. Even the technology procurement process had to be
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changed to acquire big data infrastructure solutions. One of the statements rein-
forced this idea:

Some companies had already commented about the difficulties, but one thing is to hear
about, other thing is to live the experience […] It was not clear that existed a data quality
issue […] It was a paradigm shift, a learning process.

Suppliers and consultants’ recommendations were important, but the internal
studies developed were determining factors to consolidate big data in Bank B3, as
expressed in one of the interviews:

It was only possible because were assigned internal people to study about […] just like a
center of excellence.

6 Adoption of Big Data by Banks

The big data discourse was raised by a pioneer group within the banks—people
from the IT area in banks B1 and B3; people from business areas in B2 Bank—after
recognizing the limitations imposed by current data management platforms, espe-
cially regarding volume and data formats. This is the moment of problematization,
when big data appears as a potential solution for these banks.

Realizing that the use of this new technology will demand many changes in a
bank’s data management concepts, study groups were created to generate and share
knowledge about big data. This is when interessment is installed. Forums, which
are still limited to the groups that first brought the concept to the bank, are then
organized. The study groups in banks B1 and B3 were basically formed by IT staff,
while in B2 Bank the team was multidisciplinary and dominated by business areas.

In the groups from Business or IT areas searching for technological alternatives
for solving specific bank needs, big data emerged as the only solution available or
the “obligatory passage point”. Multidisciplinary study groups and debate forums
about concepts and applications spread the idea of big data as the solution for
meeting the challenges of multiple areas inside the banks. Proof of concept and
idealization of sound projects helped to establish the alliances and working groups
necessary for boosting the adoption of big data in banks. Leaders in the initiatives
for big data make the necessary resources available for developing big data projects
in banks. Table 1 presents a comparative summary of the cases according to the
ANT translation model rational.

The applicable big data solution only materializes if and when IT and the dif-
ferent business areas in the bank work together to define what the main projects
should be. To make this enrollment moment happen, it was necessary to develop
specific communication instruments. In the case of banks B1 and B3, proof of
concept was the key element for convincing the decision makers and creating
consensus about the need for big data and the potential benefits of adopting it.
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Materializing projects means defining who pays the bills. Once the priorities for
big data implementation have been defined, it is necessary to decide how to share
the costs, thus providing the resources for transforming big data ideas into concrete
technological artifacts. On the one hand, modifications in IT structures required by
the new demands of big data should not be accounted for in the business areas; on
the other, applications’ development costs are usually paid by the requesting areas.
At Bank B2, the discussion about sharing costs is still on going and, so, no
application has been implemented. At banks B1 and B3, proofs of concept helped
secure the necessary political support for releasing the resources needed for
developing the projects.

The influence of external actors in the big data adoption process in all translation
moments was also captured from the interviews, reinforcing the movements that
generate the support network that will make such technology available in the

Table 1 Comparative summary of cases in the translation model

Bank B1 Bank B2 Bank B3

Problematization IT area; Need to
manage data volumes
for channel integration;
BD emerges as a
solution to new volume
and the inclusion of
mobile and external
data from social
networks

Teams outside of IT;
Contact BD in
international
conferences; Potential
to overcome
established limits of
Data-Warehouse

Analysis of electronic
channels logs;
Expertise disseminated
to IT and business
areas; Simulations for
representing potential
benefits

Interessment Multidisciplinary IT
team to study of BD
solutions available in
market

International corporate
team requests
suggestions for new
projects; Forums to
disseminate knowledge

Statistical risk model
impossible to process
with existing tools; risk
areas and other viewing
BD as a solution for
large volumes of data

Enrollment Proof of Concept
sensitizes business
areas about BD
potential benefits

Multidisciplinary
groups; Discussion of
concepts to carry out
projects

Spread the concept to
key leaders of the
organization;
Responsibility for
projects: IT and
business; international
consultancies help
define conceptual
model

Mobilization Demand to develop
new applications

Project implementation
not started yet

Resource approval by
the executive
committee to develop
database applications;
Break paradigm:
configuration servers
and purchase of IT
solutions
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organization [1]. Although we could not make any interview with people from
outside the banks, in the interviewees’ discourse we identified a recurring reference
to vendors and the intense external search for better knowledge about big data in
conferences and banking sector meetings.

7 Concluding Remarks

Based on the ANT analysis of the three cases, it was possible to describe the
strategizing process of implementing big data in banks by showing patterns of
strategic decision being established through the creation of networks that lead, in
practice, to a translation process in the data management structure of each studied
bank. Following the ANT precepts, this study unveiled the stages to be overcome in
the process of implementing strategic projects, such as big data, and how this
process can be translated into strategizing by building networks inside organiza-
tions on the path to create a common view of the technology solution.

Since in pluralistic organizations there are many instances of power and multiple
objectives to be accomplished, this strategizing process can only be constructed in
synchrony with the network that defines it [5]. By understanding this process of
strategic systems implementation as translation, executives and managers, either
from business and technology areas, can develop active engagement around
objectives that will determine a sequence of routine events leading to strategic
orientations inside banks.

This study intends to make an interesting case by using ANT for understanding
big data implementation in banks, what brings some level of novelty. Instead of a
prescriptive discussion on big data implementation [19], ANT provides a more
critical perspective. ANT as a research strategy, in particular on this topic of big
data, puts a strong emphasis on empirical enquiry, in part composed of the careful
tracing and recording of relational networks, showing “how ordinary and mundane
they often are” [16].

Although the study focuses on the Brazilian banking scenario, the degree of
technological sophistication of the sector in the country [20] arouses an interest in
the results of this study in other contexts.

As limitations of this study, it should be emphasized that it is still at an initial
phase and the 13 interviews carried out provided only partial information about this
process. It does not include of all the organizations’ representatives actors, from
inside and outside the banks. Learn about the vendors perspective would be par-
ticularly important because of their role in building the dissemination of the big data
inside the banks [9].

By focusing on the initial phases of the big data implementation process, this
study could also not check if the intended strategic change was successfully
achieved by this implementation. Nevertheless, it can show how firms pursuing
strategic change go through a process of incorporating a set of highly specialized
features introduced by a new strategic technology, such as big data.
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E-learning Effectiveness from a Students’
Perspective: An Empirical Study

Leonardo Caporarello, Beatrice Manzoni and Martina Bigi

Abstract E-learning is pervading higher education, being a convenient training
opportunity in a busy and demanding society. Despite being a popular phenomenon
both in research and in practice, e-learning is however far from being successfully
implemented in any context. This is a matter of both inadequate exploration of the
learners’ perspective and insufficient reflection about the implications for the
instructors. This paper focuses on the first aspect, surveying 277 university students
about their opinion and experience of e-learning. The results are partially unex-
pected and expected: first, despite recognizing a positive future trend for e-learning,
students are still confused with regard to its meaning and have a only limited
awareness of its potentialities. Secondly, despite the general familiarity with its use,
there is still a high percentage of students who haven’t used e-learning yet and who
are uninterested in using it. Thirdly, e-learning seems to present more advantages
than disadvantages, yet there are still many areas to work on to make e-learning
really works. Based on these findings, we develop some managerial implications for
instructors and educational organizations.

Keywords E-learning � Students’ satisfaction � Technology-based education �
Implications for instructors

1 Introduction

Technology is becoming progressively widespread in education. In particular
e-learning is pervading higher education [1, 2], representing a tool for accelerating
the formal and informal learning effectiveness [3–6] and being a convenient
opportunity in a busy and demanding society.
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Numerous are the definitions of e-learning in the literature [e.g. 1, 7, 8]; here we
refer to this phenomenon as it has been recently defined as “the use of Internet and
new multimedia technologies to advance the quality of lear-ning by providing
access to resources and services as well as enabling remote exchange and
collaboration” [9].

Yet despite being popular, e-learning is far from being successfully implemented
in any context.

Although the debate in both academic and practitioner literatures is wide and
extensive, the effective contribution of e-learning systems is still an open issue also
because most discussions have focused more on technical, financial and adminis-
trative aspects than didactic issues [10]. Even those studies focusing on didactic
issues have predominantly studied ways for the instructors to use technology. With
few exceptions [e.g. 10–12], the students’ perspective, in terms of readiness, sat-
isfaction, performance with regard to e-learning, is rarely addressed. Instead,
especially now that e-learning is widespread, investigating learners is key for
making significant improvements in the way we use e-learning systems.

Given this, the aim of this paper is to understand whether e-learning can be
considered as a valid and powerful learning system for students’ learning and to
provide some managerial implications and recommendations for instructors based
on the learners’ viewpoint.

The paper is structured as follows. First we review the debate on e-learning
advantages and disadvantages and critical success factors taking into account the
instructors’ perspective mainly. Secondly we explore the students’ general opinions
towards e-learning, and the main advantages and disadvantages they experience in
the e-learning context, based on the data we collected. Finally we offer instructors
food for thoughts with regard to effective design and use of e-learning systems, by
listing some managerial implications.

2 Effective or Ineffective E-learning Systems:
This Is the Quest

Information and communications technology are quickly evolving and are now
pretty much pervasive in our professional and personal life. Consequently, the use
of technology for educational purposed is evolving as well, and e-learning repre-
sents one of its most relevant applications [4].

Despite their use, e-learning however remains underutilized [13] particularly if
we take into account its potentialities. The real effectiveness of e-learning systems
and how to make them really widespread are therefore still under debate.

The adoption of e-learning in education, especially for higher educational
institutions has several benefits. E-learning is considered among the best methods of
education and has motivated universities to invest their resources on implementing
Web-based or online courses. Many studies and authors have provided benefits
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derived from the adoption of e-learning technologies into schools [14]. These
benefits are in particular flexibility, interactivity and efficiency: e-learning can be
done at any time, at any place and from anyone; it frees instructors and learners
from physical interaction constraints; it is more affordable and it can save time and
money [15, 16]. Ensuring the realisation of these benefits is a way to ensure
e-learning’s effectiveness as well [17].

Instead, the high cost of technology and the lack of a strategy [18, 19] together
with a lack of ability to stimulate active interaction within the e-learning course [20]
are the main ones driving ineffectiveness.

In general research has proved that understanding these factors is essential to
improve e-learning utilization, satisfaction and performance [21].

Starting from them, research has theorized factors affecting the successful
implementation of e-learning. For example, Wu et al. [22] identified the learners’
cognitive beliefs (self-efficacy and performance expectations), the technological
environment (system functionality and content feature), and the social environment
(interaction and learning climate); while Basak et al. [16] suggested an even more
omni-comprehensive model, including technological, institutional, pedagogical,
management, ethical, evaluation, resources, social interaction factors.

However, these models have been predominantly developed and tested from the
instructors’ point of view, despite the relevance of understanding how all these
variables come into play in the learner’s experience from his/her own perspective.

In the literature, there is only a limited number of very recent studies investi-
gating how students perceive e-learning, comparing students’ preference and
self-assessment of learning for onsite, online and hybrid delivery methods [23];
revealing students’ readiness [24] and implementation issues with regard to
e-learning [12]; exploring the factors that affect online performance in collaborative
distance learning environments [10]; understanding the critical success factors for
their success [2].

Despite these attempts educational organizations require more research to
achieve successful strategies, including the delivery, effectiveness, and acceptance
of the courses [15]. In fact, the solution does not lie into offering any conceivable
course and attempting to replicate classroom, it surely cannot meet the students’
expectations and may lead to failure.

Given this, this study aims at investigating the following three issues, in order to
equip instructors and education organizations with insights on the use they can
make of e-learning:

• The general opinion university students have towards e-learning, both with
regard to what they mean by e-learning, and to its future trends.

• The experience students make of e-learning, taking into account their frequency
of use, the reasons why they use it and their satisfaction.

• The advantages and disadvantages students recognize in the e-learning systems.
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3 Methodology

The empirical research was conducted in 2015 among university students, col-
lecting a sample of 277 students who answered an online questionnaire. The
questionnaire included both multiple choices, and Likert scales questions about the
personal experience of e-learning, its future developments, advantages and
disadvantages.

The sample can be described as follows. 56.4% are female and 43.6% male
respondents, aged between 19 and 30 years old. Within the women sub-sample, the
distribution compared with age follows general data in a more constant way,
whereas the male sample presents a high concentration of students aged between 28
and 30, and a higher presence of students older than 34, compared with the age
range immediately preceding (between 31 and 33 years old).

With regards to nationality, the sample is mainly composed of Italian students
(88.99%), with the remaining part being Spanish (3.52%), French (2.20%), and
Russian (2.20%). Other nationalities accounted for 3.08%.

39.65% of the sample attends a Graduate course, followed by 21.15% of stu-
dents who attends a Master’s Degree program. The remaining sample is thus dis-
tributed: 18.94% of students attend Undergraduate studies courses, 15.42% attends
other courses, and 4.85% attends a Ph.D. program.

Business and Economics is the main discipline studied (42.73%), followed by
Engineering (14.54%), Humanities (13.66%), Social Sciences (11.89%), Science
(9.69%) and others (7.49%).

The psychometric properties of the scales were assessed in terms of internal
consistency. In fact, Cronbach’s alpha for each construct exceeds 0.65, confirming
the internal consistency.

4 Results

4.1 Students’ Opinions Towards E-learning,
Today and in the Future

A first area of questions aimed at investigating the students’ self-awareness with
regards to e-learning’s meaning and trends.

45.81% of students think that e-learning consists in using electronic devices to
learn (including the delivery of content via electronic media, such as internet, audio,
video, satellite broadcast, interactive TV, CD-ROM…). 30.84% retains that it’s a
mixture of processes aimed at knowledge acquisition and use, where this knowl-
edge is mainly distributed through electronic devices depending on networks and
computers. Finally 23.35% defines e-learning as the technology shifting the Web to
turn it into a participatory platform, in which people not only consume content
(via downloading) but also contribute and proceed new content (via uploading).
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This highlights that there is still confusion with regard to a common e-learning
definition, which means that, despite being a widespread concept, e-learning
requires greater clarity.

With regard to the prospective use of e-learning, the data shows us a positive
trend: 64.76% of students believe that e-learning will strongly grow in the future,
with positive outcomes on its development. 17.62% of students retain, on the
contrary, that e-learning will not experience an expansion, and will even decline in
the coming years, while a similar percentage thinks that it will not experience any
significant modification, both positive and negative.

This general positive trend is linked to the widespread opinion (according to
67.40% of the sample) that e-learning systems can facilitate learning and motivate
students.

4.2 Students’ Experience of E-learning

A second area of questions aimed at understanding the students’ familiarity with
e-learning. 48.02% of the interviewees attended an e-learning course, while 21.59%
stated to never having attended an e-learning course, but could take the idea into
consideration in the following 24 months. 20.26% of the sample was not interested
in any e-learning course and this data can be interpreted in light of the disadvan-
tages e-learning presents and which will be described in the following part of the
paper (Table 1).

In the survey, students were also asked to reflect upon their satisfaction with
regards to e-learning. Overall, e-learning is perceived as a suitable, effective option
for delivering training. Half participants were satisfied with their courses. All things
considered, 86% of the sample would like to take another e-learning class in the
future and suggest the same experience to others (Table 2).

Moreover, the survey also shows that most of the respondents (84.40%) believe
they have learnt what they needed. However only 47% of those who learnt
something shared the acquired knowledge with other students. This possibly sug-
gests that e-learning mainly promote individual type of learning rather than social
type learning.

With regard to how they use e-learning systems, students report that they see
these systems as mainly an online platform, a place where you can download and

Table 1 Have you ever attended an e-learning course?

Yes, in the last 12 months 35.68%

Yes, in the last 24 months 6.17%

Yes, not in the recent past 6.17%

No, but I’m willing to attend one in the next 12 months 6.17%

No, but I’m willing to attend one in the next 24 months 3.96%

No, but I would like to do it in the future 21.59%

No, and I’m not interested in 20.26%
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share materials. More than 55% of students admit to use e-learning as a sharing tool
and as a way to download materials. This presumably suggests that the knowledge
and the awareness about e-learning systems are pretty limited. Students underes-
timate the possibility to use the e-learning systems to review concepts, take
self-assessments, and interact with other participants and with the instructors,
outside the class’s physical boundaries.

4.3 The Perceived Advantages and Disadvantages
of E-learning

In the survey, students were also asked to reflect on the positive and negative
aspects of the e-learning system they experienced.

The major advantages are flexibility in terms of time and space, easiness and
speed in sharing material and the possibility of receiving material from the teacher
via a download (Table 3).

With regards to disadvantages, a first observation relates to the fact that they are
fewer than the advantages: 463 against 684. The highest rated disadvantage of
e-learning system is the “reduced social interaction” compared to a traditional
learning context (Table 4).

Results partially differ among different sub-groups, depending on gender and
age, while in previous sections no significant difference among sub-groups was
registered.

Table 2 Rate you
satisfaction of your e-learning
courses

Strongly satisfied 10.09%

Satisfied 40.37%

Neutral 35.78%

Dissatisfied 11.93%

Strongly dissatisfied 1.83%

Table 3 Perceived advantages of e-learning (more than one answer is possible)

Increasing flexibility (time and place) 129

Sharing of teaching materials 107

Downloading teaching materials (e.g. slides) 100

Updating teaching materials 82

Improving interaction processes with teachers 68

Getting a quick feedback 68

Improving collaboration and coordination among students 46

Improving the development of student’s knowledge and skills 43

Fostering interaction processes among students 41

Total 684
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With regard to gender, female respondents have reported a higher score than
male respondents on the following three variables: getting a quick feedback,
improving collaboration and coordination among students, and updating teaching
materials.

With regard to age, it is worthy of note that younger students are more critical
than older ones towards e-learning: in fact they underline many more disadvantages
than advantages.

5 Managerial Implications and Conclusions

This study provides insights for educational organizations to understand what
changes are needed in e-learning processes and systems, providing an updated
overview of the students’ perspective on e-learning and linking this perspective
with the existing models of e-learning effectiveness (e.g. [16]) (see Table 5).

First we suggest that there is still confusion with regard to what e-learning is,
even if it is thought that it improves learning and motivation and it is going to grow
as a phenomenon. This confusion was also reported by Akaslan et al. [12], due to
the fact that individuals and organizations use e-learning for many different
activities and e-learning is implemented using different technologies.

In order to increase clarity, instructors and organizations should invest on both
technological factors to make the use of technology even easier and institutional
ones to make a cultural change happen in terms of learning culture [25].

Secondly, according to our data, for many students e-learning is mainly a
technological platform enabling the download of materials. This suggests that
students have had only limited chances to experiment the other potentialities of
e-learning in terms of interaction and assessment for example. They have therefore
only a limited understanding of what they can do with e-learning systems and how
these systems can improve their satisfaction as well as their learning performance.

This should make instructors pay attention to institutional factors, in order to
make people understand how to learn, and be familiar with e-learning systems even
before using it. This might also imply initiating and managing a change in the
learning culture. Moreover it also implies working on pedagogical factors, to ensure

Table 4 Perceived disadvantages of e-learning (more than one answer is possible)

Reducing social interactions 122

Increasing extra costs in terms of technological equipment 62

Reducing the opportunity to understand the students’ learning style 60

Facing some technological-related issues 59

Working better for students with technological and computer skills 59

Lacking of readiness of faculty members 58

Being difficult to self-organizing the learning schedule 43

Total 463
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the proper design and implementation of e-learning courses. Technological factors
are also critical to support the pedagogical ones, because instructors should also
think about strengthening those functionalities that are in particular underused (e.g.
the ones related to social interaction) and creating learning opportunities that
comprises a wider use of the e-learning possibilities.

Table 5 Students’ perceptions and implications for instructors

Areas of investigation Main findings Managerial implications for
instructors and educational
organizations

Students’ opinion
towards e-learning

• There is confusion about a
common and agreed definition
of e-learning

• There is a diffused belief that
e-learning is going to grow in
the future

• E-learning can facilitate
learning and increase
motivation

• Foster a change in study habits
and in the learning culture and
ensure institutional support as
well as financial one to make
this change happen

• Improve the technological
factors, in terms of ease of use,
reliability, efficiency, but also
technical support for instructors
and students to facilitate a
broader adoption of e-learning
systems

Students’ use
experience of
e-learning

• E-learning is perceived as an
effective option for delivering
training

• E-learning seems to mainly
promote individual type of
learning rather than social type
learning

• E-learning is mainly an online
platform for sharing materials.
Its potentialities are
underestimated

• Change the mind-set of the
learners to broaden their
understanding of e-learning

• Design e-learning systems
taking into account pedagogical
factors, that include content
analysis, audience analysis,
learning strategies

• Improve the technological
factors to be able to exploit all
the potentialities of e-learning
in terms of functionalities

Students’ perception of
advantages and
disadvantages of
e-learning

• Reported advantages are more
than disadvantages

• The major advantages are
flexibility in terms of time and
space, easiness and speed in
sharing material and the
possibility of receiving material
from the teacher via a
download

• The major disadvantage is the
“reduced social interaction”
compared to a traditional
learning context

• Invest in social interaction
factors, creating occasions for
social interaction among
participants and with the
instructor

• Provide tools and occasions for
evaluation, developing learning
assessments and allowing for
easy and continuous feedback

• Ensure the right support from a
management team in charge of
developing contents and
managing the delivery. This
team should support both
instructors and learners
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According to our data there is still a significant percentage of students who had
no experience in e-learning and no interest in experiencing it. This asks educational
organizations and instructors to investigate the reason why: is it a matter of non
curiosity, or of perception of too many disadvantages in this type of learning
experience or of too limited occasions to use them? Depending on the answer,
instructors should focus on changing the learning attitudes, making the use of
technology easier, improving the learning experience or providing more diverse
occasions for use.

Thirdly, we confirm that there are several recognized benefits in the e-learning
systems, but still many disadvantages as well, mainly related to the limited inter-
action among participants and with the instructors. This presents significant prac-
tical implications: when instructors design their e-learning offer, they have to
consider not only the technical aspects, but also social interaction factors, as well as
management, evaluation and resources factors. Creating occasions for social
interactions, having the right competences and sufficient resources to manage the
online content development process, developing a system to offer feedback and
evaluation are all critical factors.
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The JamToday Network: The European
Learning Hub for Applied-Games
for Learning Environments

David Crombie, Pierre Mersch, Iana Dulskaia and Francesco Bellini

Abstract The paper presents early results of the first European applied game-jam
network called JamToday. The JamToday Network was set-up in 2014 with the
support from the European Commission Programme CIP-ICT-PSP being the first
pan-European Network dedicated to applied game design. It brings together dif-
ferent types of partners (such as creative clusters, game companies, education and
research institutes, public sector institutions, municipalities etc.) from various
sectors, fields and expertise for running game jams across Europe to make a real
change in making games on themes like eSkills, Health & Wellbeing and Learning
Maths and applying them in learning environments. The paper presents the work
achieved by the JamToday Network in the first two years and very concrete and
practical tools and methodologies developed by the JamToday Network to support
game-design approaches for learning environments from design to transfer and
evaluation.
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1 Introduction

In recent years, the Game Jam approach has been increasingly effective in bringing
together the appropriate stakeholders around broad themes and challenges. There is
now a need to focus on establishing a sustainable learning hub for raising awareness
of educational games and their use within learning environments. The European
Game Jam Learning Hub, JamToday,1 aims to establish a central networking hub
for the sustainable implementation and uptake of the next generation of educational
games across Europe. Game Jams have been instrumental in stimulating innovation
in the creation, implementation and deployment of educational games. JamToday is
supporting this by creating toolkits and providing support for events across Europe,
at local, regional and national levels. And given the emerging focus on new
learning environments, JamToday is also supporting the move towards games as
contextual interventions and foster awareness-raising and innovation between the
games and learning sectors with the intention of demonstrating real-life impact. The
JamToday hub thus provides stewardship for this emerging area and ensures that
stakeholders maintain a balanced understanding of the main issues and the
implementation hurdles that need to be overcome. JamToday seeks to provide a
replicable model of good practice in the design of transformative environments and
to provide methods and tools that have been validated from several perspectives.
Each year, JamToday is setting up game jams in at several locations across Europe.
Every JamToday Competition focuses on a particular theme. Combining observa-
tory and knowledge-base functions, JamToday provides methods for measuring and
assessing the impact of different approaches.

2 Theoretical Background

2.1 What Is Applied-Game Design?

Nowadays, game-based learning has gradually gained recognition at policy and
academic level and many universities offer training and research in ‘serious games’.
However, in many instances the serious games—being developed with sacrifice of
fun and entertainment in order to achieve a desired effect—resulted in a poorly
designed solution that is rarely accepted by the intended users.

As game-based learning is focused on achieving the particular objectives of
given educational content through game play, players’ attempts to solve problems
are maintained throughout the learning session. Learning strategies and gaming
strategies adopted to implement problem solving strategies in game-based learning
may be the primary factor behind the high achievements in both learning and
gaming [1].

1http://www.jamtoday.eu/.
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Game jam could be defined as: an accelerated opportunistic game creation event
where a game is created in a relatively short timeframe exploring given design
constraint(s) and end results are shared publically [2].

The European Game Jam Learning Hub, JamToday is a pan-European network
that seeks to support the development of game-based prototypes through so-called
game-jams. JamToday approach to game design is based around the idea of ‘ap-
plied games’ that are defined as ‘games that are deployed for purposes like training,
education, persuasion, physical exercise; i.e. all games that bring about effects that
are useful outside the context of the game itself’ [3]. In this approach, it is the way
that a game is applied that defines its usefulness outside the context of the game
itself. At the core of this approach lies the idea that applied game-design tries to
retain core game design concepts in the wider areas of application and the broader
context of use. Indeed the approach has been deployed across many diverse fields,
from education and healthcare to defence and museums.

However, this is a complex process, as finding a good balance between the fun
and the applied part of the game is often a challenge. Moreover, people who work
in game companies are mostly not experts in the field for which the game is being
created. For these reasons, the JamToday network aims at building bridges between
game designers and other stakeholders in order to maximise the impact of applied
games. Game jam is one of the instruments used by the JamToday Network to
create these bridges and develop game concepts for a specific thematic area.

The JamToday Network aims to develop game-based prototypes for training
environments. Through game jams, the network aims to reinforce the links between
game professionals and professionals from the context of use in order to maximise
impact and take-up of games in learning and training environments.

JamToday provides a replicable framework for the co-design and
co-development of game-based prototypes for learning environments. It also pro-
vides tools to facilitate the implementation and validation of game prototypes in
learning and training contexts.

2.2 Games for Learning and Training Environments: The
Policy Context and Main Barriers

Over the last decade, the European Learning and Training sector went through
significant changes supported by central authorities at National and European
levels. For example, with the European Framework for Key Competences for
Lifelong Learning, we observe that the focus is shifting from the provision of
knowledge towards the provision of competences. The Europe2020 Strategy [4]
also calls for further innovation in the education sector as one of the key elements in
smart growth for Europe.

Over recent years, the value of game-based learning has slowly been recognised
and initiatives are emerging to support game-based learning in formal education
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programmes. In order to support further use of games in education, the European
Schoolnet and the Interactive Software Federation of Europe have for example
recently organised a set of online workshops on the use of Games in Schools.

As the use of games by children is rivalling that of television [5] and studies
reveal that young people all over Europe are playing computer games on a regular
basis the recognition of the value of games in learning to support the development
of key competences is slowly emerging [6]. However, educators have been
ambivalent about this, as technology is still only marginally applied in educational
contexts [7].

A report called “Report on the educational use of games” [8] explains the value
of games in learning contexts by pointing out that “there is a widely held view that
games software is capable of developing a degree of user engagement which could
be usefully harnessed in an educational context”. The area of game-based learning
and Digital Game-Based Learning and teaching examines all types of digital games
use from the perspective of learners and teachers [9]. It is a relatively new field,
which has only recently been reviewed, and has largely focused on school-based
education and some aspects of life-long learning (see for example [10–12]).
However, the value of using game design principles to address the needs of the
learner has proven to be an innovative addition to the traditional teaching methods.

Learning is perceived by most researchers as a multidimensional construct of
learning skills, cognitive learning outcomes, (e.g. procedural, declarative and
strategic knowledge), and attitudes. The state of the art pedagogy indicates that
“designing effective learning environments where knowledge is generated from
integrated experience with complex tasks may be more appropriate for many
domains of learning compared to isolated, instructivist activities that separate
knowledge from action and theory from practice, like learning and practicing
separately” [13]. Computer games have a great potential to provide such learning
environments [14]. As such, games have a power of engagement that can be
explained via intrinsic motivation, reflection and transfer [15].

“Like any innovation, games must be deployed in a measured and systematic
way that maximizes their benefits while minimizing the negative consequences”
[16]. The discussion over the inclusion of games in learning environments has been
running for some time and can be characterized in the following way. For some,
there is little place for games and gamification in education. This argument rests
primarily on the absence of empirical evidence showing that real learning takes
place and secondly arguing that skills acquired through gaming are not transferable
to the real world. Other negative issues include: the cost of introducing games,
distraction from learning other skills, social isolation and shortened attention span.

Furthermore, a Report published by the European Schoolnet ‘How are digital
games used in schools?’ [17], found that the main obstacles mentioned for not using
games in school were (in ranking order): (1) cost and licensing, (2) timetable of the
school, (3) finding suitable games, (4) attitudes of other teachers, (5) training and
support, (6) inappropriate content, (7) worries about negative aspects, (8) insuffi-
cient evidence of value, and (9) examinations.
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Moreover, despite a rise in the recognition of the value of game-based learning,
some authors point out that often little attention is given to how to implement them
in learning environments and how to ensure there are significant learning outcomes
[18].

3 Case Study: The JamToday Network: Game-Jams
for Applied-Games for Learning Environments

Based on a thorough literature review and consultation with experts, the European
Game Jam Learning Hub, JamToday has developed a framework with validated
methodologies and tools to harness the potential of game-based learning from
design to deployment and evaluation. The JamToday Network seeks to provide a
replicable model to provide concrete answers for the introduction of applied-games
into learning environments.

Through the active involvement of different stakeholders in so-called game jams
for the development of game-based learning prototypes and by providing guidelines
on how to implement these educational games in thematic areas the JamToday
Network seeks to provide a replicable model to bridge the gap between game
professionals and professionals from the context of use.

This way, the JamToday network aims at engaging teachers in the design and
deployment of game-based learning prototypes thus raising awareness about the
potential of games for learning and training environments and supporting the
deployment of games into learning environments.

Game Jams have been successfully organised for several years around the world
and are a powerful instrument to stimulate innovation in the creation, development
and deployment of educational games. They offer the possibility to develop an idea
into a potentially innovative solution around specific themes while at the same time
offering the opportunity to explore the process of development (e.g. programming,
game and interaction design, narrative exploration or artistic expression).

Typically, game jams last 48-h. Over a weekend people from different sectors
are brought together to brainstorm and develop game-based solutions for tricky
problems. JamToday is the first network specifically organising game jams for
applied games.

Each year, JamToday sets up game jams in several locations across Europe
focusing on a particular theme.

In order to assist game-jam organisers, the JamToday networks has developed an
online Toolkit that provides a detailed overview in 5 modules of the different steps
to organise a successful game-jam.

The JamToday Toolkit is conceived as a step-by-step guide explaining how to
run a game jam following the JamToday formula and how to implement the out-
comes with help of the JamToday network into learning environments. It deals with
aspects such as:
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• Stakeholders and target participants
• Legal aspects
• Funding and finance
• Communication and Promotion
• Practicalities
• Transfer and assessment

The JamToday model is open, transparent, versatile and replicable. While game
jams are at the core of its methodology, the JamToday network is more than a
platform seeking to bring people together for just a weekend.

Prior to each game jam, JamToday fosters the identification of the most relevant
regional stakeholders to invite to take part in the game jam for maximising the
impact. JamToday provides guidance on how to carry out a stakeholder mapping
analysis and how to mobilise the right stakeholders before, during and after the
game jam. These are for example game and sound designers but also thematic
experts, teachers, parents, problem owners, investors, representatives from local and
regional authorities etc. In this way, JamToday aims to make the processes at stake
in the creation of applied games more transparent to all stakeholders by providing
the necessary know-how and expertise and by bringing together the different people
who are involved in the process of designing and deploying game-based approaches
to learning.

In order to be the most effective, JamToday does not only provide the tools to
bring relevant stakeholders together in the most meaningful way. It also provides
tools to assess the potential of applied games and a framework to evaluate the best
outcomes from each game jam. At the end of each game jam, a jury assesses each
game prototype. Following that, a group of experts evaluates further the best out-
comes of each game jam on different criteria:

• Game transferability in the learning sector
• Coherence with the proposed assignment
• Pedagogical potential of the game
• Innovativeness of the games
• Motivation

Ultimately, after the evaluation of the potential of a game concept, prototypes
should be introduced into the thematic area. It has to be noticed that the outcomes of
game jams are merely game prototypes that cannot be treated as fully functional and
completed games in transfer activities.

The JamToday Network has therefore developed a set of versatile tools to
facilitate the implementation of these educational game prototypes into learning and
training contexts:

• Games-Scope is a tool developed to validate/evaluate the potential of a
game-prototypes and to learn to critically analyse a game prototype and discuss
elements that make a good concept
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• GameSpark is another tool that is developed to evaluate a playable prototype of
an applied game. Since the tested game prototypes are in a very early stage of
development, Game Spark intends to gather data on the potential for further
development rather than actually testing its effect. Game Spark consists of a
Teacher Expert Observer Form (TEOF), and a Student Expert Player Form
(SEPF). The SEPF is developed in two versions: a version for the very young
(SEPF Junior), using very basic questions and smileys as answer scale, and a
version for older children. We recommend the Teacher Expert to choose the
most suitable version.

To support the transfer in learning and Training environments, JamToday also
hosts workshops with professionals from the learning sector aimed at introducing
the best games from the JamToday game jams into the education environments and
to enable educators to use educational games in their classrooms.

4 Lessons Learned from the First Game Jams
on “Improving ICT Skills” and “Adopting Healthier
Lifestyles”

Each year, JamToday tackles a specific thematic area and enters in dialogue with
experts and professionals from the field of application in order to best address the
theme and formulate an assignment for the game jams. In 2014, the theme
addressed was “Improving ICT skills” and in 2015, the theme addressed was
“adopting healthier lifestyles”. This section presents the annual themes addressed
by the JamToday Network, the common assignment to the different game-jams and
the main outcomes and lessons learned from the first editions of the JamToday
game-jams.

4.1 Improving ICT Skills and Adopting Healthier Lifestyles:
Policy Context and Exiting Initiatives Relevant
for the JamToday Game Jam Assignments

In 2014, the thematic area addressed by JamToday was “Improving ICT skills” and
in 2015, the theme addressed was “Adopting healthier lifestyles”. This section
provides some contextual information on the policy context and existing initiatives
in Europe related to these themes.

Both at European and national levels, there is broad consensus among policy
makers about the crucial importance of e-skills for Europe in the knowledge-based
economy: e-skills shortages, gaps and mismatches and a digital divide will affect
negatively growth, competitiveness, innovation, employment and social cohesion in
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Europe. As new technologies are developing rapidly, e-skills are increasingly
sophisticated and need to be constantly updated. There is a critical need for indi-
viduals with creativity, innovation and higher-level conceptual skills. A recent
study for the European Commission interested in the “international Dimension and
the Impact of Globalisation” [19] on eSkills recently highlighted the crucial need
for integrated policies as the world is confronted with a growing e-skills gap that
can in turn curb economic competitiveness and recovery. The report highlights that
“As part of the new global sourcing models, different skill sets are required in
different regions, and new technologies keep demanding changes in the type of
skills required. These new technological trends are likely to act as further drivers of
increased demand for ICT practitioners over the coming years.”

For many years, the development of digital skills has therefore been identified by
European policy makers as one of the most pressing issues to address. The
Europe2020 Strategy [4] identifies digital literacy as a key competence for the
younger generation. Before that, digital skills were already supported by the
eLearning initiative at the dawn of the millennium and further elaborated in the
Communication on e-Skills [19]. Recently, the lack of ICT skills has been identified
by the European Digital Agenda [20] as one of the seven most important obstacles to
harnessing the potential of ICT. This has for example lead Policy makers to call for
further innovation in the education system for smart growth in Europe (Europe 2020)

At national level, there also are very high levels of activity in the Digital Literacy
domain and in the e-Skills area where the focus is on ICT practitioners and pro-
fessionals rather than the population at large [21]. A mapping of policies dealing
with e-skills in the EU-28 recently found that there are some 100+ policies dealing
broadly with e-skills (including in particular policies such as digital literacy/user
skills and e-inclusion).

Generally speaking, the report on the “international Dimension and the Impact of
Globalisation” [19] identifies twelve key policies from the analysis of the existing
policies dealing with eSkills across Europe:

• Including ICT in education reform is considered to be a key factor
• Teacher training curricula needs to include ICT
• Immigration policy reform should be implemented to attract talent
• ICT career opportunities and career paths should be strongly promoted
• Labour market monitoring is needed at national and EU level
• The uptake of the e-Competence framework should be promoted
• Member States should consider multi-stakeholder partnerships
• ICT training and educational curricula should meet labour market demand
• Up-skilling and re-skilling measures help ICT professionals to take new jobs
• Matching of jobs and ICT professional competences needs to increase
• ICT education for girls should be promoted
• Member States should create a dedicated entity to design and implement a

coherent and consistent long term e-skills strategy (e.g. ICT skills sector council,
national coalition etc.)
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Based on an extensive literature review and consultation with experts from the
ICT and Learning sector through an Expert Advisory Group meeting held in
Brussels on 28 February 2014, JamToday has defined a common assignment for all
the game jams that were held in the context of JamToday.

Following that workshop, a general assignment was defined with a short
introductory text. This assignment has been used in all game-jams.

While being specific and open at the same time the assignment aims at tackling
issues that emerged from the literature review carried out by the JamToday
Consortium and the consultation of thematic experts that participated in the Expert
Advisory group. Moreover, the JamToday evaluation Framework and selection
criteria have been defined as a replicable model tailored to the annual theme. In
2014, the assignment was

We don’t want to address learners in a vacuum. We want to address both
teachers and learners.

We don’t want to address coding in a vacuum. We want to address not just the
coding but also the experience and impact and in this way address meaningful
coding as a way of reinforcing critical thinking.

For some, just solving the puzzles is enough. But the fun of coding lies in solving
the puzzle and by doing so, building something that works and something that gives
pleasure to others.

So, the assignment is:
“Develop a game that stimulates teachers and learners to work together with

coding logic in order to promote critical thinking, creativity and design”.
In 2015, the annual theme addressed by JamToday was “adopting healthier

lifestyles”. With the input of the expert advisory group, the game jam in the second
year of JamToday focused on adopting healthier lifestyles with the following
guidelines in mind.

The objective was to use a new concept of health and well-being that is currently
being appropriated in the preventative health care sector. The definition is changing
to one of ‘positive health’ with a correspondingly stronger focus on
self-empowerment and resilience, rather than curing and medication.

Games can approach health and well-being from a human perspective instead of
a medical perspective. For the game jam assignment, JamToday proposed to focus
on the broader personal context and motivational habits in a playful way instead of
a proscriptively medical way.

JamToday invited participants to develop games that should encourage collab-
orative play and interchangeable role-play to support not only behavioural change,
but behavioural maintenance. Play together and change roles to understand one
another’s perspective.

As game designers, participants were also invited to keep a strong focus on the
end-users and pay special attention to the learning environment.

For the second year, the assignment was less specific than in the first year and a
JamToday decided to use a catch phrase or an image to spark creativity, debate and
surprising concepts rather than a too specific assignment.
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4.2 Towards Applied-Games for Learning Environments

Based on the JamToday Toolkit and the JamToday model, in 2014, game jams were
successfully organized in 8 European locations from June till October 2014. In
2015, game jams have been organised on the theme of health in 13 European
locations. In all locations, jammers worked on the common assignments presented
above. The assignment were introduced to the jammers on the first day of the game
jam.

In total more 498 participants participated in one of the JamToday game jams
and more than 100 game-based learning prototypes were successfully developed.
JamToday constantly monitors its activities and the following chart summarises the
main figures (Fig. 1).

A wide range of participants participated in the game jams with very different
profiles. The youngest participant was 5 year-old and the oldest was over
50 year-old.

All game-prototypes are available from the JamToday online Learning Hub.
Each organizing country selected a winning game, and external experts then

evaluated these games.
The evaluation framework combined quantitative and qualitative data and

evaluated the game prototypes on several criteria:

• Technical evaluation of the games
• Focus of the games on the assignment
• Learning sectors and transferability

The evaluation of the game highlighted that the technical quality of the games
developed is in general more than satisfying, especially considered the particular
environment (the Game Jams) in which they were developed, and the largely
non-professional composition of the various development teams. The games
developed did tackle the assignment proposed, and they proved to be able to foster

Fig. 1 JamToday main key performance indicators
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the key skills required by the assignment. The games were tackling in general
mostly the K-12 and High School sectors of learning; however, some of the games
proved to be applicable also in other learning sectors.

As pointed out earlier, the ultimate aim of applied-game is the meaningful
application of game-based principles in the fields of application. To reach this
objective, the JamToday Network has entered in consultation with experts from
various fields in order to define the game-jam assignment and professionals from
the field of application have also taken part in the game-jams. Furthermore, the best
games have also been presented to professionals from learning and training envi-
ronments in regional training workshops. These workshops were organised in 7
regions to introduce the best games from the JamToday game jams into educational
environments and to enable educators to use educational games in their lessons to
improve students’ coding skills. Workshops were organised in Stuttgart, Germany,
Sofia, Bulgaria, Barcelona, Spain, Turin, Italy and Milan, Italy, Leuven, Belgium
and Graz, Austria.

The success of the first editions with game jams organised in a total of 16 EU
locations shows that the JamToday Toolkit is a useful tool that has enabled partners
without experience in running game-jams to successfully run and attract
participants.

The experience from the game jams held in the context of the JamToday
Network highlighted a great variety of approach from the game jam organisers.
Some partners had no previous experience in running game-jams while others had
been organising game jams for many years in other contexts such as the Global
Game-jam. Similarly, there was a great difference in the experience partners had in
working with game companies. This open approach has enabled the Network to
reach a large number of participants with very different profiles. At the end, while
some game-jams gathered professional and semi-professional participants (such as
students in game design) others have gathered a mix of children and adults without
necessarily previous experience in coding or developing games. As a consequence
the games developed also have very diverse identities: some are rather simple video
games others are more advanced while other teams have opted for analogue board
games.

The analysis of these JamToday game jams shows that there is a consensus
amongst game-jam organisers on the relevance of the game-jam instrument as an
efficient way to quickly develop and explore new solutions to a problem, raise
awareness about the potential of applied-game design and bring together stake-
holders from different horizons with a potential to have concrete socio-economic
impact. From the games developed during the game-jams, some are now being
taken further to market, jammers decided to work together beyond the jam, some
are now pre-incubated in local incubators etc.)

Organisers of jams where jammers with no previous experience in programming
were positively impressed by the efficiency of the JamToday model, which allowed
people with no programming background to develop video games.

As anticipated, involving experts and industry professionals was mentioned as
one of the key factors to success. Experts and industry professionals are particularly
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useful to provide context information related to the theme or help teams to adjust
their expectations and support them in keeping align with the assignment.

The flexible approach followed by JamToday has enabled organisations with
different profiles and agendas to successfully run a game-jam. Impact of the
approach can be identified not only for the learning environments for which the
games are developed. In fact, the positive impact of the JamToday approach can be
measured on other variables such as:

• Capability to broaden the network for game jam organisers
• Peer-learning for game-jam participants
• Capacity to attract people that would normally not work with games and impact

on the awareness about the potential of applied games for people outside the
gaming sector

• Capacity to trigger interest in working on new themes for game-developers or
with other fields of application

• Impact on game companies that can experiment with new contexts and new
themes

• Capability of the game-jam to bring participants in contact with new economic
actors at regional levels

• Talent discovery
• Improving collaborative creation of applied games
• Opportunities for new collaboration for participants
• Entrepreneurial discoveries

5 Conclusions and Future Research

JamToday is a pan-European network that was established in 2014. It is the first
network dedicated to the organisation of game jams for applied games. Each year,
JamToday tackles a thematic area. JamToday seeks to provide a replicable model
that helps maximising the impact of game-design for learning environments. At the
core of the JamToday methodology is the organisation of game-jams. The
JamToday framework offers support from planning to evaluating and transfer of
game-based learning prototypes.

Between 2014 and 2016, close to 500 participants took part in one of the
JamToday game jams to develop close to 100 game-based prototypes on a common
assignment. JamToday provides the tools to identify and attract the right stake-
holders and be a platform to meaningfully bring stakeholders with different back-
grounds and expertise together in co-design exercise thus fostering dialogue, mutual
learning, co-creation and quick prototyping sessions.

The experience from JamToday highlighted that game jams are an effective tool
to foster such cooperation, which in turn can yield changes in attitudes towards
game-based learning and foster dialogue between stakeholders for the promotion
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and development of game-based solutions for learning environments and a way to
raise awareness about the potential of applied-game design.

Game Jams are also a good way for people external to the game world to get an
insight into game-design processes.

JamToday also provides tools to facilitate the implementation and validation of
game prototypes in learning and training contexts.

The lessons learned from the successful editions of the JamToday game-jams
will help the JamToday network to enhance the tools developed to support the
organisation of game jams, which in turn can be used by new members willing to
join the JamToday network to become a sustainable learning hub for raising
awareness of educational games and their use within learning environments. In
2016 the theme addressed will be “Improving the learning of mathematics” and
game jams will take place in Europe, North Africa and North America.
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Let’s Learn Together: Team Integration
Climate, Individual States and Learning
Using Computer-Based Simulations

Leonardo Caporarello, Massimo Magni and Ferdinando Pennarola

Abstract The present study analyses individual learning in a computer-based
simulation setting (business game). In particular, the study points out the impor-
tance of the team environment in stimulating individual states that may foster
individual learning. By taking into account 402 individuals who participated in a
computer-based simulation, we underscore that individual perception of integration
climate fosters individual curiosity and decreases individual aggressiveness.
Moreover, we outline that individual curiosity does have an impact on individual
learning.

Keywords Business game � Team learning � Curiosity � Technology-based
education

1 Introduction

As employee learning plays a pivotal role for organizational innovation and com-
petitive advantage [1], business schools are increasingly seeking approaches that
allow enhancing individual learning. Indeed, learning has been outlined as a fun-
damental element for reaching sustained performance and to prepare individuals
and organizations to continuously react and adapt to shifting goals, priorities, and
environmental challenges. Due to the increased importance of learning, business
schools are enhancing their efforts in order to design training interventions, which
may foster individual learning [2].

In pursuing this goal, educational institutions are leveraging on the opportunities
offered by the pace of technological innovation through incorporating
technology-based tools for stimulating individual learning. The increased importance
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of technology based tools in managerial training can be traced back to the fact that
technology is considered as a key resource for providing participants’ enhanced
learning experiences [3]. Such a perspective is also confirmed by previous research,
which underscored that participants’ interest in and demand for technology-based
learning are increasing over time [4].

From a research standpoint, technology-mediated tools received attention with a
primarily descriptive approach, or by comparing it to traditional management
education (e.g. [5]).

One of the most popular and recognized methods for creating an enhanced
experience in the classroom relies on computer-based simulations or business
games [6], defined as interactive computer-simulated work environments in which
trainees assume different roles to enact real-life scenarios [7]. Such a perspective is
also corroborated by an interview to Roberto and Edmondson from the Harvard
Business School: “Simulations provide one way to provide some variety in peda-
gogy. They also provide that rapid feedback on student decision-making which is
so critical for their learning” and “A sim requires action and decisions. Students are
right in the mix having an experience as opposed to reading about an experience.
Team-based sims have the added value of getting students to deal with team
dynamics-just like in real life.”

Computer simulations in management universities or business schools are often
defined as business games. Notwithstanding the wide interest generated by business
games, many calls have still to be addressed with regards to design and utilization.
Managerial business games are fertile ground for experimentation. If compared with
paper-based case histories, they seem to be less consolidated in terms of design
methodologies, usage suggestions and results measurement. The aim of this article
is to collect empirical evidence on the design and the utilization aspects of a
computer-based business game in teams. The use of business games in a learning
context is based on several assumptions that can be traced back to learning theories
that look at interactive approaches for fostering individual learning and on the
complementary assumptions of collaborative learning [8].

Many studies have shown that a positive climate among subjects is fundamental
to improve the productivity of their learning process [5]. Thus, group dynamics
have a strong impact on learning results within a team-based context, such as the
collaborative learning environment. Moreover, group relational dynamics are even
more relevant when the team is engaged in solving challenges that require an
exchange of information and social interaction [9], and the impact of such rela-
tionships is more effective when the challenge to be faced is complex and char-
acterized by interdependencies among individuals [10]. We argue that team
dynamics and processes may activate individual states that favour individual
learning in a computer-based simulation context.

Drawing on the theories of individual learning and team processes, we develop a
model which considers team behavioral integration as positive contextual element
that may activate individual curiosity and decrease individual level of aggressive-
ness, thus allowing individuals to reach higher levels of learning in a
simulation-based setting. Figure 1 depicts the research model.
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2 Theory and Hypotheses

2.1 Social Learning in Simulation-Based Context

The effectiveness of a business game can be related to the mechanism that it can
activate both at the individual and group level in order to connect information and
develop knowledge. In particular, cognitive theories refer to learning as an active
and constructive process carried out by the individual [11], and this it is better
achieved when individuals are actively involved in the process itself with the
acquisition, generation, analysis and elaboration of information. In a complemen-
tary fashion, Vygotsky argues that learning is a social process, initially shared by
individuals, and then internalized and personalized by each subject [12]. Thus, the
individual learning is better activated not only by involving the subject, but also by
developing a social setting of collaborative learning. Through discussion, conver-
sation and comparison, participants develop interpretations of and solutions to the
proposed problem-solving situation. Such approaches are even more effective when
knowledge of the general problem-solving strategies is acquired through practical
resolution of complex problems [13].

2.2 Team Integration Climate and Individual States

Psychological climate plays a pivotal role in influencing individual behavior and it
represents an appropriate perspective for developing a better understanding on how
context may affect individuals’ states. Such an effect is particularly relevant in
localized settings, where individuals are immersed in situations where they need to

Fig. 1 Research model
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activate interdependent actions to face the challenges that need to be faced [14].
Team climate is based on the fact that context may enhance the emergence of
specific behaviors within the team. More specifically, previous studies outlined that
team climate can be defined as the perception that the processes, the behaviors and
the norms within a team promote the integration of knowledge and information
exchange among members. Integration climate is rooted on team behaviors that
encourage the interaction among members in order to embrace different perspec-
tives in facing problems. As such, members who pertain to a team with high
integration climate are more likely to discuss in a constructive fashion without the
fear of hiding knowledge or information, but with the aim of exploring different
angles for approaching a specific task

On the basis of this we argue that a climate for integration may foster individual
curiosity, defined as the experience of cognitive arousal during the interaction.
Indeed, when individuals are involved in constructive discussion and idea sharing
with other team members they are more likely to be cognitive activated, thus
increasing their desire to find new ways to solve a problem and to proactively
contribute to the group activity. Thus, as the individual perceive to be immersed in
a context that stimulates sharing of ideas and knowledge, they would develop a
cognitive state that favors exploration and it is inquiring. In other words, individuals
who are immersed in such kind of situation are likely to be more curios and better
explore the simulation and its dynamics.

Besides activating a positive state, we argue that individual’s perception of
integration climate may smoothen the occurrence of negative states that may
hamper the individual learning process in a group setting. Indeed, when individuals
feel that they are immersed in a context where the norm is sharing information and
knowledge, they would be less likely to develop defensive attitudes that may be in
contrast with the environment, which they are embedded in. Indeed, if the climate
fosters norm of collaboration and sharing, individual behaviors is likely to be
influenced by such norms, thus making less likely that individuals embrace indi-
vidualistic oriented states, such as aggressiveness. Aggressiveness state is indeed
characterized by an attitude toward competitiveness and taking advantage of indi-
vidual opportunities even if not beneficial for the group [15]. An aggressive state is
likely to foster individuals’ focus on themselves and on outperforming others.
Therefore, a climate that stimulates interaction and sharing among team members is
likely to diminish the occurrence of such negative state. Thus, individuals immersed
in a computer based simulation, but who share an integration climate, would be
more likely to play having in mind the goals of the group. Therefore they would
approach the simulation with the intent of favoring the team outcomes rather than
their personal outcomes. On the light of these arguments, we state the following:

H1: Integration climate will be positively associated with individual curiosity
H2: Integration climate will be negatively associated with individual aggressiveness
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2.3 Individual States and Learning

Individuals who are experiencing a curiosity state present higher levels of attention
to the external stimuli in order to satisfy their need for cognitive challenge [16].
Such higher degree of attention brings individuals to be more prone to acquire all
the information [17] that are provided by the simulation and all the knowledge
coming from other members. In such a way, being more inquisitive in approaching
the simulation may lead them to be more likely to understand the dynamics of the
simulation and the related contents. For such a reason, individuals who present high
degree of curiosity are more likely to present higher levels of learning when
immersed in a computer based simulation.

Conversely individuals, who perceive a high degree of aggressiveness when
interacting with the group in a simulation setting, are more focused on protecting
their information and to understand how to maximize their outcome from the
situation [18]. For this reason their attention is focused on issues that are not related
to knowledge acquisition and to the inquire state that is associated with learning. In
so doing their attention toward the simulation content is not enough for activating
an effective learning process.

According to the above-mentioned reasoning we underscore the following:

H3: Curiosity will be positively associated with learning
H4: Aggressiveness will be negatively associated with learning

3 Method

3.1 Sample and Measures

Participants are 402 individuals who participated in a training seminar on team
management and leadership adopting a team-based computer simulation. Team
members are seated around a table, in front of a computer station, and able to freely
talk with each other throughout the game. The simulation is developed in five
rounds and the team members play the role of a cross functional team which has to
launch a new product on the market. On the basis of their decisions, the simulation
reacts and provides a different scenario. To be successful as individuals and as a
team, members must unify their efforts (such as interpreting the different set of
information provided by the simulation). Indeed, when team members pool their
knowledge and data, better decisions can be taken, which in turns positively affect
both individual and team simulation scores. The simulation is developed in a way
that complexity and knowledge integration necessity are higher at each step. Thus,
on the basis of the simulation reactions, members may learn that in such kind of
team-based situation information sharing and joint decision-making lead to
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advantages both for the individual and for the whole team. After the five rounds, a
questionnaire has been distributed to each team member in order to assess the
interactions with the teammates as well as the interaction with the simulation. Then
simulation results were shown and subjects were debriefed.

Data have been gathered through a fully standardized questionnaire (five-point
likert scale) developed upon scales already validated in prior research studies.

Individual learning. We adopted a six-item scale relying on the work of Hoegl
and Gemuenden [19]. The scale was adapted to the simulation context. The cron-
bach alpha of the scale was 0.85.

Behavioral integration climate. We measured the individual perception of
integration climate by adopting 4 items derived from Li and Hambrick [20]. The
coefficient alpha was 0.80, which is consistent with previous studies.

Curiosity was assessed with two items from Agarwal and Karahanna [16] and
tapped into the extent the experience arouses an individual’s sensory and cognitive
curiosity. The cronbach alpha of the scale was 0.64.

Aggressiveness was measured with two items assessing the degree of competi-
tiveness and lack of supportiveness from Erdogan et al. [18]. The cronbach alpha of
the scale was 0.56. Whereas the cronbach alpha is lower than the usual average
values, we maintained the scale because both items were strongly loading on the
aggressiveness factor.

3.2 Analyses and Results

We used partial least square (PLS) to analyze our data. PLS is a structural equation
modelling technique which adopts a component-based technique to calculate the
relationship between constructs, and variance explained by the theoretical model.

According to Agarwal and Karahanna [16] data analysis process was split in two
phases. In the first step we established the psychometric validity of the measures,
while in the second we tested our hypotheses. The psychometric properties of the
scales were assessed in terms of items loading, internal consistency, and discrim-
inant validity. All items loaded respectfully on their corresponding factor. In order
to assess the discriminant validity the square root of the average variance extracted
(AVE) should be higher than the interconstruct correlations. All the constructs share
more variance on their indicator than other constructs. Overall, we conclude that the
measures testing the model all display good psychometric properties.

Figure 2 reports the significant paths coefficients and the explained variance for
the model. Following Agarwal and Karahanna [16] we avoided the confounding of
results based on specific individual characteristics including in the analysis two
control variables: age and gender. As none of the controls were significant, they
were dropped from the final model. These results support hypotheses 1 and 2 thus
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underscoring a positive effect of integration climate on curiosity and a negative
effect on aggressiveness. Moreover, results corroborate hypothesis 3 underscoring a
positive influence of curiosity on learning, while they do not support H4.
The overall variance explained in individual learning is acceptable (R-sq = 0.16).

4 Discussion

The objective of this research was to understand the mechanisms that activate
learning in a team based simulation setting. Our study thus makes a number of
contributions to the learning literature and broader education and information
systems field. It puts factors associated with cognitive states and team processes in
the study of simulation-based training. In particular, the paper shows that team
context shapes the emergence of individual states that favor learning. Research on
computer mediated simulations remains lacking form this perspective and there are
several calls for shedding light on the relationship between learning environment
and individual states. Moreover, our study also extends learning research by
identifying contextual influences on the expression of individual emergent state in a
learning setting, integrating individual learning and team learning domains.

First, our results show that individual states improve individual learning and they
represents important mechanisms through which the group environment influences
the individual learning process in a computer based simulation setting. As such,
curiosity emerges as important enabler in this context. Second, we see that the role
of aggressiveness does not affect learning. This suggests that curiosity and
aggressiveness affect learning independently of one another. Moreover, it appears
that team integration climate represents an important trigger for supporting

Fig. 2 Results. *p < 0.05, ***p < 0.001
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individual learning in a simulation setting. These findings contribute to the literature
in several important ways. First, this research contributes to and extend the research
on technology simulations by better understanding the mechanisms that favor their
effectiveness. A majority of the research on technology-mediated learning has been
focused on the antecedents, while not explaining the way through which such
antecedents are activated. Second, from an individual level perspective, our
research complements previous research pointing out the positive effect of indi-
vidual states for learning purposes, thus outlining that university and instructors
should foster the emergence of curiosity for designing computer based simulations
and for fostering learning. Finally, based on social learning theories our findings
show an interesting effect of the perception of team environment and the individual
states that affect learning. In other words, instructors and institutions should be
attentive in developing learning environments in which individuals are fostered to
collaborate and are likely to exchange their knowledge and information. In so doing
educational institutions may foster the effectiveness of computer based simulation
for learning purposes.
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Part III
Societal Innovation and Challenges



The Perception of the Benefits
and Drawbacks of Internet Usage
by the Elderly People

Dilwar Hussain, Penny Ross and Peter Bednar

Abstract This project looks into the perception of the benefits and drawbacks of
Internet usage by elderly people, born from the mid 1920s to the early 1940s, also
known as the ‘silent generation’ (Lustria et al. in Health Informatics Journal 17
(3):224–243, [1]). As governmental services are gradually becoming online, elderly
people are required to use the Internet in order to complete the compulsory task(s).
The Internet can be a challenging technology for the silent generation due to their
experience and knowledge in using the computer and Internet. At the same time
elderly people are anxious about Internet security, as they believe they can be
victimised, hence the reason why the generation avoids the technology as much as
possible. Participants also believed there was no need to use the Internet, as they
have managed without the technology throughout their career. The paper also
discusses the key elements by outlining the benefits and drawbacks relating to
age-related disabilities, affordability, and privacy/security issues. In addition
accessibility, usability and design issues are discussed and how that benefits and
affects interaction with the Internet from a socio-technical perspective. During the
observations participants were observed on how they interact with the Internet. The
research suggests participants’ experienced accessibility, usability and design issues
(i.e. using the mouse, keyboard, font-size, and logging-in).
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1 Introduction

The inspiration behind this project originates from the researcher’s family back-
ground experience on the adoption of Internet technology by the seniors. The
researcher initially observed how family members struggled when using the tech-
nology, which inspired the author to conduct further research in regards to the topic.

The Internet can be seen as the core communication medium in the Network
Society [2]. The Network Society is associated to the social, political, economic and
cultural changes, which is caused by the spread of networks, communication
technologies and digital information [2]. The Internet plays an important part in our
everyday life and is the biggest computer network in the world, connecting millions
of computers. This paper discusses research conducted with the elderly people
(silent generation - born in the mid 1920s to the early 1940s) [3]. The research was
designed to analyse and observe participant’s perception and interaction with the
Internet (World Wide Web). The findings are examined based on a socio-technical
perspective, as the analysis is supported by numerous academic literatures.

The majority of today’s silent generation has limited knowledge and experience
in using and interacting with the Internet and computers [4]. Our research findings
suggest that those participants who have adopted the Internet mentioned (80%) they
gain benefit by searching and browsing information on the Internet, such as health
related information. However those who gave not adopted the Internet felt
uncomfortable and insecure using the Internet, as they felt they have managed
without the Internet all their life, therefore the participants did not feel the need to
adopt to the Internet. A number of research questions have been identified in order
to break down and accomplish the overall objectives of the study. Answering these
research questions will provide a better understanding of the subject and the factors
influencing it.

1.1 Research Questions

1. Do elderly people benefit from accessing the Internet?
2. What are the reasons for not using the Internet amongst the target group?
3. What types of problems do elderly people encounter accessing the Internet?
4. Do elderly people prefer to use the Internet or prefer manual transactions? i.e.

physically going to the bank instead of online banking or pen and paper
applications instead of online applications.

5. Does Internet technology make everyday life style tasks easier? i.e. online
banking, electronic governmental services, online shopping etc.

When it comes to Internet use experienced as useful by individual human being
the question becomes clearly a socio-technical issue [5]. One reason for why people
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do not use the Internet is because it is not experienced as useful from their own
perspective. The ‘beginner Internet learning classes’ are described as a socio-
technical system of elderly people, incorporating varied worldviews [6] that exists
within the system and factors influencing perceived usefulness of solutions. The
author then outlines two different types of users (Internet and non Internet-users),
which determine purposes, and perception of the benefits and drawbacks of Internet
usage.

2 Background

A selected number of topics have been chosen to investigate ‘the perception of the
benefits and drawbacks of Internet usage by elderly people’. Initially the term
‘elderly’ is defined in the context of the study. However different countries around
the world had different perception in defining the term elderly. Therefore the study
was aimed based on a generation, called the ‘silent generation’ (born in the mid
1920s to the early 1940s) as majority of the authors from the literature defined
elderly within this category. Key elements of the Internet usage will be outlined to
explain the benefits and barriers the elderly encounter. The literature review con-
sisted of exploring barriers relating to Internet adoption such as age related dis-
abilities, expenditure and affordability, privacy, security, trust relations and risks
elderly people encounter whilst adopting the Internet. Research was also carried out
on the accessibility, usability and design of the webpages and how that affects the
elderly’s interaction with the Internet. Other research was conducted on how the
elderly retrieve valuable training and support in using the Internet, for example if
the participants are achieving some level of experience by attending the Internet
tutorial classes.

3 Research Method

Throughout the investigation of the topic, primary and secondary research has been
conducted by adhering to the Triangulation research methodology. The primary
research consisted of two research tools, including observations and
structured/semi-structured interviews, which provided a mixture of quantitative and
qualitative data. The scope of the project included investigating the perception of
the benefits and drawbacks of Internet usage by the elderly people (silent genera-
tion). The selection of participants was restricted to Portsmouth (Hampshire) and
Swindon (Wiltshire). Furthermore observations were conducted by attending local
community centres and libraries, which provided training courses for the beginner
elderly Internet/computer users. In total 8 different beginner training classes were
attended in order to observe how elderly users interacted with the Internet.
Moreover in depth interviews were conducted with 14 participants, 6 being Internet
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users and 8 being non-Internet users, as this provided the perception of both users.
Electronic survey was considered, however this method was not undertaken as it
could lead to the results being biased because not all users have access to or uses the
Internet [7]. For this study the research methodology was inspired by the
Triangulation Methodology illustrated in Fig. 1.

Triangulation is a method used to analyse the data collected in a study by using
multiple methods to collect data on the same topic [9]. The method assured validity
of the research by using variety of approaches to collect data on the same subject.
There are four types of triangulation methods [10], such as Data Triangulation. This
is when data is gathered through different sampling strategies where parts of the
data are collected during different time periods and social situations and on a variety
of people. Investigator Triangulation is when more than one researcher is involved
in the research to gather and analyse the data. Theoretical Triangulation is when
more than one theoretical position is used in interpreting data and Methodological
Triangulation is when more than one method is used to gather primary data by the
researcher. After considering all four methods the Data Triangulation and
Methodological Triangulation was adhered. This is because the data was gathered
from two different sources by multiple methods and increased the validity of the
data [10]. Additionally data triangulation provides an advantage in social research,
as it provides confidence in the collected data, with clear and deeper understanding
of the phenomena [11]. The Triangulation Methodology provided additional
sources of information and often gave more insight into the selected topic. The
methodology was also beneficial when inadequacies found in one-source data is
minimised when multiple sources confirmed the same or similar data. For example
multiple sources provided verification, assurance and validity while complementing
similar data [11]. Moreover the data and information is supported in multiple types
of research, which provided ease to analyse data to draw conclusions.

Fig. 1 Triangulation
methodology (Adapted from
[8])
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Initially the focus was on planning and designing the research tools and strategy,
for the interview questions and the structured template to record the results of the
observation. The interview questions were identified based on the secondary lit-
erature research and was piloted and evaluated further. While testing the data
collection form, feasible amendments and improvements were made. For example
reflecting on the way the questions were asked during the interviews to reduce the
bias by listening to or revising the previous interview scripts/recordings.

The review of the academic research materials has been used to develop foun-
dations of knowledge of elderly people’s perception on the Internet technology
usage. For example how they believe the Internet will be useful and the benefits and
barriers they encounter whilst interacting with the Internet. The observation study
template (Fig. 2) monitors the difficulties the users encountered whilst using the
Internet. The common barriers identified were accessibility, usability and design
issues as well as experiencing difficulties logging-in i.e. emails. The research data
was analysed using social-technical framework of reference to systemically com-
prehend the complexity of the topic [6, 12]. Figure 2 illustrates 75 participants have
been observed in total of 8 different observations classes, as the participants
required assistance/help 211 times. Out of the 75 participants 70 believed they
achieved some level of experience by attending the tutorial class. Taking notes by
pen and paper was common (31 users) as it helped the participants learn and
remember the tasks and procedures.

4 Data Analysis

The interviews gathered a large amount of qualitative data, which enabled the
researcher to gain a deeper insight and understanding of the topic. The results of the
interviews were used to compare the findings with the observation results. Whilst
conducting the interviews two different templates were used, one for Internet users
and the other for non-Internet users. The templates consists of pre-defined ques-
tions, however as the interviews were structured and semi-structured the questions
varied depending on how the interviewees answered the questions [13, 14].

Textual analysis coding method was used in order to analyse the interview
results by highlighting the key themes and categorising the responses into

Total Participants: 75 (Total Number of Organisations: 8) 120 minutes 

Number of times seeking assistant: 211 Trainee’s experienced level of achievement: 70

Keyboard 
Typing

Mouse
Usability

Display Step-by-step 
note taking

Accessibility 
Issues

Trouble
Logging-in

44 40 25 31 34 24

Fig. 2 Observation results/template
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appropriate groups [13, 14]. Below illustrates a number of examples of the inter-
view responses being analysed by highlighting the most frequent and repetitive
responses. For example Table 1 illustrates the analysis of Internet users, where 6
participants stated the Internet could be used to improve knowledge and skills.

Analysis Internet Users (Table 2)

Analysis Non-Internet Users (Table 3)

Table 1 Types of benefits
users think they can gain by
using the internet

Data item—categories Number of
occurrences

Total

Research purposes ✗✗ 2

Improve knowledge and
skills

✗✗✗✗✗✗ 6

Solving problems ✗✗✗ 3

Hobby ✗✗✗✗ 4

Perform tasks in own comfort ✗✗✗✗ 4

Socialise and network ✗✗ 2

Save money ✗ 1

Table 3 Reason for not
using the internet

Data item—categories Number of occurrences Total

No knowledge ✗✗✗✗✗✗ 6

Don’t require it ✗✗✗✗✗ 5

No access ✗✗ 2

Complicated and confusing ✗✗✗✗✗✗ 6

Disability ✗✗ 2

Expenditure ✗✗ 2

Don’t feel safe ✗✗✗ 3

Table 2 Types of problems
encountered accessing the
internet

Data item—categories Number of occurrences Total

Connection failure ✗✗✗ 3

Slow connection ✗✗ 2

Resolving technical issues ✗✗✗ 3

Pop-ups ✗✗✗✗ 4

Usability issues ✗✗✗ 3
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5 Research Topic

5.1 Generation

Firstly the underlying worries were defining the term “who are the elderly?” This is
because after carrying out the literature search (secondary research), it appeared that
different countries around the world had different perceptions when defining the
term “elderly”. This has led the researcher to come to a conclusion and conduct the
primary research based on a generation. The generation that was chosen was the
“silent generation”, where people were born in the mid 1920s to the early 1940s [7].
The generation “baby boomer” was considered (born between 1946 and 1964) [7].
However the “silent generation” was selected because the majority of authors in the
literature defined elderly within this category.

5.2 Benefits of Internet

After interviewing two groups of participants; Internet users and non-Internet users,
the researcher intended to discover what benefits elderly people think they can gain
by using the Internet or if they were to use the Internet. The interview results
suggest that all participants believed the Internet could be a useful tool for
improving general knowledge and skills, whereas 50% of the non-Internet users had
the same perception. In addition 65% of elderly participants who use the Internet
mentioned, the Internet could be used for hobby purposes and 57% of participants
stated it could also be useful for performing tasks in your own time and comfort.
However there does not seem to be enough evidence from the literature review that
suggests the perception of elderly people regarding why they believe the Internet
can be a useful tool. On the other hand the findings have agreed with Eastman’s
[15] and Castells [16] study, where both Internet users and non-Internet users
thought the Internet could be useful for communicating [2] and networking with
families and friends around the world. In addition participants believed it can save
money, i.e. you do not have to use your landline to communicate with people in
different countries.

The interview results attempts (Internet users) to answer the first research
question ‘Do elderly people gain benefits accessing the Internet?’ After inter-
viewing users that practice using the Internet, 80% of the respondents mentioned
they gain benefit by searching health related information. This shows positive
correlation with the literature review where Robertson-Lang et al. [17] research also
discovered the Internet was a significant resource for searching health related
information. This topic is the most common searched field the elderly perform
online [8]. It was also found in the secondary and primary research that elderly
people generally used the Internet for searching holidays, travel information and
checking the weather online [3, 18]. Fifty percent of the participants used the
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Internet for communication purposes, such as emailing and social networking. Once
again the primary research was consistent with the secondary research, as emailing
was one of the most common activities on the Internet the elderly performed [15].
However participants that did not use the Internet for emailing was because they
experienced problem-remembering their login details i.e. username and password.

The primary research discovered, a participant found the Internet beneficial by
using the ‘click and collect’ facility. This has found to show some level of simi-
larities with the secondary research, as the literature review suggests elderly people
adopt the Internet for various reasons such as online shopping [19]. On the other
hand the primary research indicates 65% of the participants used the Internet for
watching and reading the news and 50% used the Internet to listen to music and
watch videos. However the researcher did not come across any research where
elderly people tend to use the Internet to listen to music and watch videos. This was
an unexpected surprise, as the researcher was not expecting elderly people to watch
videos and listen to music online. An assumption was made beforehand that elderly
people would prefer to watch videos on TV or listen to music from a tape recorder
or radio.

5.3 Reasons for not Using the Internet

‘What are some of the reasons for not using the Internet?’ was the second research
question the researcher intended to retrieve answers from by interviewing
non-Internet users. Seventy-five percent of the participants mentioned they do not
use the Internet because they do not have enough knowledge about the technology
and did not know how to use a computer. These findings were also supported by
Jokisuu’s [20] study. Further research by Ogozalek’s [21] study discovered that
elderly people who did not use the computer mentioned they do not require a
computer at all, hence why they don’t use the technology. This was found to be
partially accurate in the primary research, as 63% of the non-Internet users com-
mented they do not require using the technology. Where one participant stated “I
don’t require using it for any sort of reason”. Six out of eight non-Internet users
seemed to be finding the technology complicated and confusing, hence the reason
for not adopting the Internet. Olphert et al. [22] describes the cost of accessing the
Internet can also be an important factor. Where 15.4% of Lee’s [23] participants
stated, “It cost too much to purchase Internet access”. These findings show to be
similar with the primary research, where 25% of the interviewees found expenditure
as a barrier for not using the Internet.
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5.4 Internet Security

Another barrier for not using the Internet is because not all users felt it was safe
[24]. A study by Lee [23] justifies the perception and the barriers of Internet
security which elderly people encountered. The secondary findings suggest elderly
people avoid tasks on the Internet, which involve providing financial information
[25]. This was because of fearing their personal information may be at risk as
elderly users were concerned about security issues [24]. These findings were found
to be accurate by the primary research, where 82% of Internet users and 86% of
non-Internet users felt anxious and worried about Internet security, especially
regarding financial information. Despite the fact there are security features available
to protect users from theft and fraud [24], the majority of the participants preferred
not to carry out tasks involving personal data. This explains why one of the par-
ticipants in the primary research claimed they had been victimised in the past.

A participant also mentioned when they are browsing on the web and carry on
the search, the next day the same search is displayed on the screen. This made the
user anxious thinking they are being followed or watched. However this was
relating to “cookies” as the participant was not educated in this area. This finding
was unexpected and turned out to be important, which was not identified in the
secondary research. The study has taught the researcher it is important that users are
educated about Internet security in order to make them feel a little more confident
when using the technology.

5.5 Usability Issues

The researcher conducted interviews and observations to examine the types of
problems elderly people encounter whilst accessing the Internet (research question
3). According to the interview (Internet users), 66% of participants explained they
encountered usability issues, such as finding pop-ups as a big frustration and
problematic. These findings were supported by Gatto and Tak’s [26] study, which
suggest positive correlation, where participants experienced spam and pop-ups to be
the biggest cause of frustration, which potentially leads to viruses. In addition
interview results suggests 50% of the participants found connection failure and
resolving technical issues challenging, which led the participants to not use the
system. These findings turned out to be critical, which was not discovered in the
secondary research.

As participants experienced usability issues, they decided to keep a list of
step-by-step instructions of how to use the website they frequently visit [27]. These
findings are supported by the observation results, as 45% of the beginner Internet
learners took step-by-step notes whilst attending the tutorial sessions. An Internet
user also commented the step-by-step notes could become invalid as the
design/layout of websites can occasionally change. This was also echoed by
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Nielsen [27], as the author’s study explains the notes can become irrelevant when
the design of the website changes. This led to further challenges as users had to
re-learn and understand the new design and take new notes. The observation result
also suggests 58% faced problems using the keyboard. For example participants
were confused when using specific symbols and functions. Another usability issue
identified during the observation was the difficulty in using the mouse. Users were
occasionally confused between the right and left mouse click. These findings are
also supported by Gatto and Tak’s [26] research, whose findings showed similar-
ities with regards to usability issues.

5.6 Accessibility Issues

Good et al. [18] study discovers participants faced accessibility issues whilst using
the Internet, which was generally caused by visual impairments [28]. Visual
impairments led to participants having difficulties to read written instructions and
manuals from the display screen [29]. This behaviour was also observed during the
observation as 45% of participants encountered accessibility issues, such as eye-
sight problems. In addition the findings show correlation with the interview results,
as 25% of the elderly Internet users and all the non-Internet users explained they
experience eyesight problems. Therefore showing positive correlation between the
primary and secondary findings as users with visual impairment experienced dif-
ficulties to see written content on the display screen. This implies that not all elderly
users are aware of the ‘font enlargement’ feature or possibly the websites are not
applying to the W3C standards and regulations [30].

The analysis of Internet users and non-Internet users discovered participants
having ‘shaky hands’, which led to difficulties in using the mouse and keyboard.
However during the observation it was identified those participants were using
special keyboards and ergonomic mouse in order to assist them to use the Internet.
This is described by Mitzner et al. [31] study, as the author states there are adaptive
features and hardware available to support users with accessibiliy issues.

5.7 Internet or Manual Transactions

The fourth research question focussed on “if elderly people preferred to use the
Internet or manual transactions to complete tasks”. For example if the participants
preferred to use the Internet or preferred face-to-face interaction, i.e. physically
going out to shop instead of online shopping, going to the bank instead of online
banking. The primary results indicate 67% of the silent generation preferred
face-to-face interaction. This was found to be accurate with Beneke et al. [4]
research. The author highlights, participants preferred face-to-face communication
instead of using the Internet. However on the other hand 16% mentioned they do
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prefer to use the Internet or it may depend on the situation. Moreover 2 users stated
they do prefer online shopping as it allows more comfort and avoids queuing up
and carrying shopping bags. This research showed consistency with Sum et al. [19]
study where using the Internet for online shopping provided an advantage, as
shoppers do not have to carry shopping bags home. It can be agreed online
shopping can be advantageous, however there are disadvantages as 66% of elderly
people disliked online shopping because they did not feel secure and confident
providing their financial information [25].

5.8 E-Government

Both Internet and non-Internet users were interviewed to get their perception on the
governmental services going online (E-Government). The majority of the Internet
users believed the service could be beneficial as the process could be quicker and
efficient. This shows similarities with the secondary research as the elderly Internet
participants used the Internet for governmental services, such as paying bills and
taxing their vehicles [4, 32]. However the Internet users argued the service should
be optional by having both facilities available, as not everyone knows how to use a
computer and the Internet. Moreover 50% of the interviewees mentioned they do
prefer pen and paper applications, where the other 50% did not mind using either
facility. The non-Internet participants were not pleased about e-government service
as they claimed they “don’t like technology”. All the non-Internet participants
argued that there should be alternative methods available. Despite the fact gov-
ernmental services are going online, it still does not encourage all elderly partici-
pants to adopt the Internet. Participants believed they can discover alternative
methods i.e. getting their family members to complete tasks.

5.9 Computer Training

The primary research has discovered 37% of non-Internet users are aware of the free
public computer training sessions for elderly people. This shows similarities with the
secondary research, as there are public libraries that provide both Internet access and
training for elderly beginner users [33]. Therefore this leads 63%of non-Internet users
not being aware of the free computer training sessions. This suggests that perhaps the
classes are not being advertised appropriately as the majority of the elderly people
were not aware of the facility. Fifty percent of the participants mentioned they would
consider attending the free classes. The other 50% stated they would not attend the
class because they did not feel the need to use the Internet as they have managed
without it throughout their career. Eighty-seven percent of the participants that do not
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use the Internet tend to seek assistance from other members if a task requires using the
Internet. This informationwas interesting, as the researcher did notmanage tofind any
similarities during the secondary research.

6 Conclusion

The project emphasised the perception of the benefits and drawbacks of Internet
usage by the elderly people (silent generation). However after completing the study,
it can be perceived that the drawbacks of Internet usage are being commonly
discussed, while the benefits are being overlooked. Despite the challenges of using
the Internet, It can be suggested those elderly people who have adopted the Internet
do benefit from the technology. While the non-Internet participants who have no
experience of using the technology had a negative perception and did not show
much interest.

Although the use of the Internet can be beneficial for the silent generation and in
some situations has a positive impact in their life style, it can also come across
equally having several drawbacks. Overall, the research suggests those elderly
people that have adopted the Internet and attended the socio-technical environment
[11] to learn to use the Internet seemed to gain some level of benefit by using the
technology. Elderly people with negative perceptions of the technology, result in
lack of motivation [17, 34] and determination to learn to use the Internet.
Non-Internet users believed they managed without the technology throughout their
career; therefore they can carry on without it. One of the key underlying reasons for
not using the Internet is because a number of participants were not willing to learn
to use the technology. This can be due to the socio-technical environment as not all
participants found the beginner learning classes convenient i.e. location [35].
However those who are practicing to use the Internet did seem to find the tech-
nology challenging and complicated. This suggests, perhaps web developers should
consider making web pages more user friendly in order for it to be accessible,
usable and less complex [6] for all types of users, enabling simpler interaction
between people and technology.

Expenditure and affordability was identified as a barrier, as not everyone
believed it was worth paying for the technology if they were not going to make
good use of it. The cause of Internet security threats and online hacking has also
made elderly people anxious in using the technology. A number of participants felt
worried and insecure when it relates providing financial and personal information;
therefore the generation prefers face-to-face interaction [36] like the “old fash-
ioned” way.

Numerous participants did not provide the researcher consent to carry out the
observation study, which was a limitation. This was because a number of users felt
uncomfortable and anxious learning, whilst being observed by an external
researcher [11]. The barriers and challenges stated as the limitations of the research
could be seen as potential future recommendations. One of the recommendations
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for future research will be to conduct both electronic and paper based surveys. The
electronic survey was not carried out on its own because it may provide biased
results, as responses from non-Internet users will not be achieved.
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Collaboration Dynamics in Healthcare
Knowledge Intensive Processes: A State
of the Art on Sociometric Badges

Davide Aloini, Chiara Covucci and Alessandro Stefanini

Abstract Modern organizations, particularly in Healthcare, increasingly adopt
knowledge Intensive Processes (KIPs) and use work teams to perform knowledge
intensive tasks and coordination activities. Despite a growing interest on the topic
of KIPs, studies analyzing the role of interactions among knowledge workers and
their collaboration dynamics as drivers of process performance are still lack in the
literature. This research aims to offer a methodological support towards a more
quantitative and systematic analysis of such process dynamics. Thus, a state of the
art is assessed by a structured and in-depth investigation of the academic literature.
Results focus on Sociometric badges/sensors as an innovative way and potential
valuable tool to quantitatively analyze social dynamics of collaboration in KIPs by
measuring participant interactions and group behavior. Main benefits and possible
alerts are identified and analyzed in order to provide valuable directions for
applications and further research.

Keywords Knowledge intensive process � Sociometric badges � Healthcare �
Literature review

1 Introduction

Unstructured processes, also known as Knowledge Intensive Processes (KIPs), are
defined as processes where execution is mainly driven by contingent decisions
taken by the actors so that the process is rarely characterized exactly by the
same pattern. These kind of processes are quite common in a variety of business
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applications. Think, as just an example, at the many R&D activities aiming at New
Product Development, or also to highly customized professional services. In
Healthcare, for example, highly-structured work involves most of the organizational
processes including some production and administrative activities (diagnostic
exams, patient admission/discharge, appointment scheduling, etc.). However, other
business services are hardly dependent on the patient case, medical knowledge and
evidence. Hence, they involve collaborative features and unstructured processes
that do not have the same level of predictability< (e.g. clinical procedures, medical
treatment processes). See Kemsley [19] for a detailed classification of structured
and unstructured processes.

Evidence shows that unstructured processes are at the core of many business
activities and the understanding of surrounded dynamics is critical for managers. In
this setting, in fact, traditional Process Management Systems aiming at improving
operations in the work environment offer a limited support and are hard to adapt
since they mostly apply to fully structured processes with controlled interactions
between participants. A major assumption and limitation to PMS suitability is that
such processes, after having been modelled, can be repeatedly instantiated and
executed.

Numerous works in the Business Process Management (BPM) literature focused
on the issues of how to model low or un-structured processed, trying to identify and
formalize in a flexible way the activity sequencing and related decision logic [6, 7].
However, while offering a methodological support to deal with KIPs’ coordination
system, just few of them [15, 24, 26, 38] explicitly focus on the analysis of
interactions among knowledge workers and their collaboration dynamics, which
instead seem really to be the performance drivers of this kind of processes.

Modern organizations, in fact, increasingly adopt work teams to perform knowl-
edge intensive tasks and coordination activities [10, 14, 45] so that the comprehension
of the collaboration dynamics is becoming more and more important to improve their
performance.HealthcareKIPs, for example, are very ad hoc processes [13, 30], highly
subjected to human collaboration, and participants—including patients sometimes—
have the expertise and autonomy to decide their own working procedures. Therefore,
these processes have a high degree offreedom and variability, the order of execution is
non-deterministic but strongly affected by social interactions among process partic-
ipants (e.g. surgery activity as in [17, 12, 39]).

The debate on the topic is still developing and there is a need to shed further
light on how collaboration dynamics and interactions among process participants
could drive performance of KIPs. Particularly this paper would be a first step in
order to identify valuable ways to study behavioural dynamics within such class of
processes in order to enable a more robust and reliable technical/managerial anal-
ysis. A first step in this direction is here accomplished by a systematic and in-depth
investigation of the literature.
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2 Research Background

2.1 Knowledge Intensive Processes: Features
and Challenges

Panian [36] defined KIPs as “knowledge-centric processes” performed by
Knowledge workers “they create, acquire, distribute and finally apply knowledge
through experiences and collaboration with others”. As a consequence, the coor-
dination structure of KIPs is goal-oriented and mostly driven by knowledge. In this
setting, both formal/informal and tacit/explicit knowledge is fundamental for pro-
cess decisions and progress. Also, the collaborative nature of the process work
stresses the importance of interactions and behavioral collaboration dynamics for
the outcome. In this section, we offer a preliminary overview of KIPs features and
current research challenges.

KIPs are usually considered as a distinct class of processes because of their
specific characteristics, which are reported here following (Fig. 1 presents a
framework explaining KIPs’ structure). See also Di Ciccio et al. [6].

1. Knowledge Intensity. Knowledge is the key element that drives the knowledge
workers’ behaviour and the evolution of the process path. The knowledge
workers are the main constrains in the process development.

2. High Variability. KIPs do not share a general workflow structure. Every case
might change in an unpredictable way because of the high number of different
variables that affect the process. Also external events, or interrelated cases, may
strongly affect the main business case, changing the previously used pattern and
the knowledge workers’ decision making.

Fig. 1 KIPs framework
(Source [6])
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3. Information Complexity. Information required for process decisions is a crit-
ical issue in KIPs. Experience has a fundamental value in these processes and
serves as a guide in processing future activities. In order to influence correctly
the pursuance of the KIPs process, information must be available at the right
time.

4. Collaboration and coordination. Collaboration and coordination along the
process are usually guaranteed by different ways: interviews, informational
exchanges, meetings, team work and similar ones. The presence of multiple
participants and roles with a high degree of autonomy make the management of
collaboration and coordination more complex.

5. Time Variance. The unpredictability and the external influence on the process
make it difficult to evaluate in advance the time required for process execution.
The standard processes’ measures, as time and cost, are hardly applicable.

6. Goal Oriented. KIPs might require a long time to be carried out, so that a series
of intermediate milestones and goals are usually defined to monitor the progress
of the activities.

Due to this complexity, engineering of knowledge-intensive processes is far
from being mastered [6]. Up to date, the BPM community has mostly focused on
supporting the coordination structure (relying on the traditional notion of process
models, valid for structured processes), and has often neglected collaboration
aspects which instead are typical of KIPs. Nevertheless, nowadays KIPs are
considerably important as they represent a consistent part of modern business
processes both at a managerial and operational level. A first methodological issue
to be solved is how to model and analyze this kind of processes in order to
understand process determinants. Thus, enabling a more systematic KIPs’ analysis
is one of the main challenge in order to define the right design parameters and
keep them under control, possibly finding a “balance between practices and
procedure” [36].

2.2 Literature Review

As previously stated, analyzing KIPs is a tricky task since it firstly requires a hard
modelling effort to transform complex process knowledge and interactions in a
standard flow including: the activities and control-flow; the data perspective; and
the resource perspective [25]. Up to date, traditional tools and methodologies are
not properly suitable and/or adaptable to this purpose.

Thus, studies in BPM literature which try to address KIP perspective mostly aim
to solve the gap between dynamism and standardization of the process in order to
keep it under control. Two prominent perspective can be identified: studies
investigating the KIP coordination structure and studies trying to support KIP
collaboration mechanisms. Summarizing, main streams can be classified as follows:
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– Knowledge Management and Information System studies which aim at coding
and standardizing knowledge and experience of process participants (e.g. cre-
ating an integrated database of cases to collect relevant reference patterns).
These knowledge and patterns can be transferred and applied—also through
new information systems—in new cases to flexibly support process coordination
and agile workflow management [6, 36].

– Modelling studies developingflexible declarative languages that can be effectively
used to support modelling activities. Resulting models have no rigid control-flow
structure. Nonetheless, they try to introduce formal objects to indicate the envi-
ronmental elements that might affect the process [6].

– Collaboration and Behavioural studies. Research focuses on the development
and refinement of collaboration tools in order to better support information and
knowledge exchange within and throughout the KIPs. This is in the aim to
manage the complexity and the dynamism of these processes [31, 36].Other
studies analyse behavioural patterns in KIPs, i.e. the way in which people
organized and accomplish their work in order to identify regularity in patterns
and possible relations with process performances [7, 37]

This work belongs to this last stream and particularly contribute to investigate
process interaction between team members in collaborative tasks.

3 Research Objectives

The ultimate aim of this research is to explore how the collaboration among
knowledge workers can affect performance of Healthcare KIPs. In so doing, this
paper would be a first step in order to understand how process interactions and
collaboration dynamics between KIPs’ participants could be effectively measured
and analyzed in a direct and quantitative fashion.

Research on collaborative processes, inside real organizations, is usually done
through interviews, direct observations, questionnaires and IS reports [5, 3]. These
data collection methods are affected by subjectivity of observed and observers, and
limit richness, quality and reliability of data [2, 23, 27, 33]. At our best knowledge,
in this context, many methodological concerns are still open and studies analyzing
this point are lack in the literature.

Thus, we assess a systematic and in-depth investigation of the literature in order
to understand current approaches, focusing in particular on studies reporting
quantitative analysis of social interactions using Sociometric badges. Sociometric
badges, in fact, might offer a novel and more systematic way to quantitatively
investigate KIPs collaboration dynamics. These tools (invented by the group of
Pentland at the MIT Media) can automatically and directly measure individual and
collective dynamics in a quantitative way [33]. Thanks to direct and quantitative
measurement, the Sociometric badges seem to be able to overtake the most
important limit in the studies of collaborative processes.
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Here following the main research objectives:

– Investigate the applicability of Sociometric badges to the KIP analysis
– Identify potential strengths/benefits and possible risk/alerts for Sociometric

badges adoption.

4 Research Methodology

Stage 1—Data collection. The examined papers consist of articles and conference
papers indexed by SCOPUS database. Therefore, we checked the studies published
by the most important worldwide specialists: Emerald, IEEE, Science Direct,
Springer and the other most important journals and conferences. We used the
keywords SOCIOMETRIC BADGE and SOCIOMETRIC SENSOR in abstract,
keyword and title, for the initial phase of data collection. In this way, we were
reasonably confident that the main works, in the analyzed field of study, were
selected.

Initially we collected 31 papers: 8 journal articles and 23 conference papers.
After a preliminary screening of the studies, 4 conference papers were considered
out of the scope of analysis. After that, a second and more in-depth analysis of the
documents was performed in order to select the works definitively consistent with
the methodological purpose of this research. We discarded the studies not properly
focusing on Sociometric measurement (3 documents) and those analyzing the same
case study from a similar perspective (3 conference papers reports evidence by the
same case study). We decided to keep only one of them. Figure 2 shows the main
phases of the data collection and refinement. The final sample of interest was made
of 22 papers, of which 8 articles and 14 conference papers. It is a small sample still
but interesting considering the novelty of the field.

Two paper out of 22 treat Sociometric sensor rather than Sociometric badges.
Even if we did not consider differentiation between these two tools in the analysis,
it is valuable to notice that Sociometric badges catch measurement about physical
activity, relative and absolute position, and speech activity whereas Sociometric
sensor just collect data only on the relative and absolute position.

31
8 Journal P.

23 Conference P.

4 not pertinent

27 documents

Preliminary screening 

27

In-depth documents analysis 

2 same studies

3 not focused on SB

22 documents

14 Conference P.

8 Journal P.

Fig. 2 Data collection
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Stage 2—Data analysis. Once selected, papers were analyzed as follows:

– In a first step, we analyzed the time-trend of published documents, distinguished
between conference papers and journal articles.

– A second step consisted of a very in-depth analysis of the selected papers, in
order to provide a comprehensive picture of the current research in the field,
especially from a methodological viewpoint: using Sociometric badges to ana-
lyze unstructured processes. At this stage, we have classified contributions
according to the following four dimensions:

1. Research type, we distinguished among Technical research, Empirical research,
Review, and Research proposal/Theoretical papers.

2. Field of application, we identified the field in which the study was carried on.
We recognize some research as Social Science, because some studies do not
focalize on a particular economic sector but only on the personal or social
behaviours/attitudes.

3. Research scope, we distinguished between Individual Research and Social
Research. The Individual Research focuses on the personal behaviour, trying to link
the individual sociometric data with attitudes, personal nature and/or individual
performance. Rather, the Social Research focalizes on the aggregated behaviour,
trying to link the sociometric data with group (team) attitudes, group nature and/or
group performance. Some studies might involve both the approaches.

4. Process Performance, we have discriminated between papers that tried to link
sociometric data with process performance and those not. In fact, to understand
how the KIPs’ dynamics influence process performance is at the core of our
proposal.

Stage 3—Discussion. Contributions were analysed in order to catch how
Sociometric badge technologies can support or facilitate a quantitative analysis of
unstructured processes. Preliminary findings allow to get some direction on
Pros/Cons and about possible interesting directions for further research in
healthcare.

5 Findings

5.1 Time-Trend of Published Documents

Our analyses show the novelty of the research in the field of Sociometric sensor,
with the first studies dated back to 2008. In addition, the time-series show that this
field of study is slowly maturing, with the growth of more robust research presented
by scientific journal. Direct and quantitative approaches are highly desirable to
investigate collaboration dynamics and behavioural issue in KIPs. Definitely,
Sociometric badges still have a great potential in this direction. Methodological
recommendations could be of huge value for researchers at this maturity stage.
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5.2 State of the Art

Table 1 presents papers classified according to the Research type. As expected,
empirical research is dominant in this field. This preliminary evidence seems to
support the utility and suitability of Sociometric tools for improving and extending
research on collaboration, both inside organizational contexts and in society.

Table 2 presents papers classification according to the Field of application. We
distinguished among Service, Social Science, Manufacturing, and Simulation. As
for simulation, we considered the application of Sociometric badges in simulated
settings rather than in a real environment. Research using Sociometric badges
mainly addresses the service sector. This fact suggests a full applicability of
sociometric approach to the service setting, where there is a relevant incidence of
KIP. Analysing studies on services, we can underline a major presence of software
firms and research institutions/universities. Some works also concern to healthcare,
we point out one research study in a ward, Post-anesthesia care unit (PACU), inside
the Boston hospital [34]. In addition, Yu et al. [44] simulated the use of Sociometric
badges inside an Emergency Room in order to demonstrate the applicability of such
technique in that contest.

Table 1 Research type

List of papers

Empirical research Stehlé et al. [40]; Chancellor et al. [4]; Orbach et al. [35]; Johannes
et al. [16]; Alshamsi et al. [1]; Kalimeri et al. [18]; Do et al. [8];
Watanabe et al. [42]; Lepri et al. [28]; Tripathi and Burleson [41];
Dong et al. [9]; Niinimäki [32]; Olguín et al. [34]; Kim et al. [21];
Kim et al. [20]; Wu et al. [43]

Technical research Olguín et al. [33]; Yu et al. [44]

Review Kim et al. [22]; Fischbach et al. [11]

Research
proposal/Theoretical

Kim et al. [23]; Lyra et al. [29]

Journal articles in italics

Table 2 Field of application

List of papers

Service Chancellor et al. [4]; Olguín et al. [33]; Kim et al. [23]; Do et al. [8];
Watanabe et al. [42]; Lepri et al. [28]; Tripathi and Burleson [41]; Dong et al.
[9]; Niinimäki [32]; Olguín et al. [34]; Kim et al. [21]; Fischbach et al. [11];
Lyra et al. [29]; Wu et al. [43]

Social science Stehlé et al. [40]; Alshamsi et al. [1]; Kalimeri et al. [18]; Kim et al. [20]

Manufacturing Orbach et al. [35]

Simulation Yu et al. [44]; Johannes et al. [16]

Journal articles in italics
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Table 3 shows papers according to the Research scope. It demonstrates that
sociometric badges/sensors can be proficiently applied both to Individual and Social
research. Therefore, the sociometric method can be used to link the individual
sociometric data with attitudes and individual performance, and in parallel, to link
the group sociometric data with group (team) attitudes and group performance.
These elements shed further light on the great potential of this tools in exploring
collaboration structure of KIPs.

In Table 4 papers investigating Process Performance are reported. Some papers
were considered Not Pertinent to the classification (literature reviews). Results
show that Sociometric badges could support researchers to link the individual
behaviours and attitudes, and group (team) behaviours and attitudes to the indi-
vidual and/or group (team) performance. In particular, almost all contributions [9,
20, 34, 39–43] are focused on the identification and measurement of team (or other
work group) performance. To understand how the process dynamics influence
performance is one of the most interesting and challenging question to grasp for
KIP management and the sociometric approach is relevant and valuable in this
purpose.

Table 3 Research scope

List of papers

Individual studies Olguín et al. [33]; Chancellor et al. [4]; Alshamsi et al. [1]; Yu et al.
[44]; Johannes et al. [16]; Stehlé et al. [40]; Kalimeri et al. [18]; Kim
et al. [21]; Lepri et al. [28]

Social studies Orbach et al. [35]; Do et al. [8]; Watanabe et al. [42]; Kim et al. [20];
Wu et al. [43]; Tripathi and Burleson [41]; Niinimäki [32]; Lyra et al.
[29]

Individual and social
studies

Kim et al. [23]; Dong et al. [9]; Olguín et al. [34]

Journal articles in italics

Table 4 Process Performance

List of papers

Process performance Lepri et al. [28]; Watanabe et al. [42]; Dong et al. [9]; Tripathi and
Burleson [41]; Olguín et al. [34]; Kim et al. [20]; Wu et al. [43]

Without process
performance

Orbach et al. [33, 35]; Chancellor et al. [4]; Alshamsi et al. [1]; Yu
et al. [44]; Johannes et al. [16]; Stehlé et al. [40]; Do et al. [8];
Niinimäki [32]; Lyra et al. [29]; Kalimeri et al. [18]; Kim et al. [21];
Kim et al. [23]

Not pertinent Kim et al. [22]; Fischbach et al. [11]

Journal articles in italics
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6 Discussion and Conclusions

Preliminary findings from the literature allow to understand some important aspects,
strengths and limitations, about the applicability of sociometric methodology inside
organizational settings, in particular to analyze the collaborative processes of
Healthcare organizations.

One of the most important challenges in studying collaborative processes is due
to data collection that is frequently assessed by interviews, direct observations,
questionnaires and reports [3, 5]. Thus, data collection is not real time but mediated
and performed in batch and discontinuous way which imply a lower data richness,
quality and reliability. In addition, standard methods to measure and evaluate
human behavior often suffer from subjectivity and memory effects [33], or face
problems with the influence of the observer on the system [2, 23, 27].

Sociometric badges can automatically and directly measure individual and col-
lective patterns of behavior, predict human behavior from unconscious social sig-
nals, identify social affinity among individuals working in the same team, and,
eventually, enhance social interactions by providing feedback to the users of system
[33]. Therefore, the Sociometric badges are able to measure individual and col-
lective patterns of behavior directly and in a quantitative way, overtaking the most
important limit in the studies of collaborative processes. Furthermore, Sociometric
badges are able to guaranty the privacy; in fact, it is impossible to determine the
content of the conversation or identify the speaker from the sociometric data. In this
way, these badges are likely to be far less intrusive than a human observer,
potentially limiting any social facilitation distortions to the data [33].

On the other hand, the Sociometric badges methodology presents even some
weaknesses. Researchers find relationships between sensor data and
individual/organizational attitudes or performance, but they generally do not
identify causal relationships. The approach is more useful in discovering correla-
tions between the data, rather in detecting possible explanations of phenomenon
(e.g. [9, 34]). Another open issue, about sociometric approach, is the influence on
the results by the specific contest under investigation. Indeed, the patterns of
behavior, attitudes etc. may be affected by various external factors as the specific
organizational environment, the national culture, the sector of activity, the educa-
tional level, etc. This fact may introduce the problem in the generalization of the
results obtained with the Sociometric badges methodology. Therefore, in the
research design phase, it is fundamental to pay attention to the various external
factors that could affect the collected data.

Lastly, although the data capture and processing is relatively simple, the data
management could be relative difficult due to the large volumes of data usually
obtained in this type of research.

Concluding despite the existent weaknesses of this review mostly due to the very
nascent stage of research, evidence is mostly positive and encourages researchers to
adopt Sociometric badges or at least test them in a wider set of organization.
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In further development, we aim to use Sociometric badges in healthcare orga-
nization for the study of collaborative processes. Currently we have identified a
preliminar test case and we are refining the research design and data collection
protocol.
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Generation X and Knowledge Work:
The Impact of ICT. What Are
the Implications for HRM?

Daria Sarti and Teresina Torre

Abstract This chapter aims to demonstrate the positive impact of the use of ICTs
and knowledge work content on employees’ wellbeing. Our focus is on generations
at work, and specifically generation X, which is underexplored in the current
research debate but relevant in terms of the organizations’ human capital. The
relationship between knowledge work content and wellbeing of Generation X has
been explored along with the impact that the use of ICT may have in this
relationship. The findings of the analysis, carried out on a sample of 5,557
employees in Europe (data source: WVS 2010–14), demonstrate that the use of ICT
is important for the wellbeing of all generations. We also demonstrate that different
levels of knowledge work content have an impact on employees’ wellbeing, and
this relationship is stronger for Generation X, while increase in ICT usage may have
an adverse effect on it. Our results offer interesting stimuli for a debate between
scholars and practitioners in the management of employees, calling for attention to
the controversial effect of ICT usage and to this mid-generation, too.

Keywords Generation X � Generations � Knowledge work � ICT � HRM

1 Introduction

Many scholars, as well as practitioners in organizational contexts have emphasized
for some decades the importance of managing diversity in organizations as a rel-
evant challenge in the management of human resources [1–7]. Also, authors have
suggested that each organization has to identify specific strategies and methods to
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ensure that all employees have the opportunity to maximize their potentials and to
enhance workers’ self-development, to enlarge their contribution to the organiza-
tional goal [8, 9]. By the way, Williams and O’Reilly [10: 120] concluded that
‘diversity is most likely to impede how organizations function. In order to reap the
benefits of workforce diversity, organizations must actively manage it’. According
to seminal studies [10–14], there are different sources of diversity in organizations.
Some of them are considered in a narrow way focusing essentially on race and
gender, while others are broad and include soft dimensions, such as values, per-
sonality, attitudes, religion, educational level, job tenure [15, 16]. For a long period,
the second approach has been preferred. Indeed, current trends in demographics are
hard-testing organizations in the management of ‘so many diversities’ connected to
the age of workers [17–19].

A vast and deeply-rooted debate on generations at work [20] has been domi-
nating the literature on diversity management over the past two decades [21–23].
Presently, this theme appears to be particularly topical than ever, due to the
increasing interest in aging of workforce and to the emergence of inter-generational
conflicts, which become more relevant in times of crisis.

Many scholars devote their attention to general aspects such as motivational fac-
tors for different generations of workers [24–26], variances in work values [27–29]
and workplace attitudes as well as behaviours shown by various generations [27, 30].
As concerns the relationship between ICT and generations, most of the researchers’
interest is dedicated to the so-called ‘generation gap’ [31].

In general, it seems that most care is dedicated to the relationship between aging
and younger generations, while not much concern has been paid to middle gen-
eration employees, known as Generation X (i.e. people born between the Sixties
and Seventies) [27, 32, 33].

The aim of this paper is to highlight this generation, suggesting its significance
in terms of contribution to the overall human capital of organizations. Furthermore,
in the theoretical perspective of Job Resource-Demand (JR-D) model, we are
interested in proving that knowledge work content may represent an antecedent of
employees’ wellbeing, especially for the Generation X; while ICT usage may
represent for people belonging to the so-called mid-generation a potential ‘job
resource’ or a source of stress depending on the level of knowledge content of
work. In other words, we think that for people belonging to Generation X, the
introduction of ICT may play a crucial role and be a source of individual strain for
those whose job profiles show high levels of creativity and intellect. For workers of
Generation X in charge of manual and routine tasks, that is with low knowledge
content, ICT may have a positive relationship with individual well-being.

The paper has been organized in the following manner: In the second part, the
theoretical background is offered and our hypotheses are introduced; in the third
paragraph, we present the analysis and the most relevant results. Finally, some
preliminary suggestions in relation to our central question have been offered and
considerations useful for future research activities proposed.
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2 Theoretical Background

2.1 Generations and Knowledge Work

Two main perspectives emerge from studies about generations. The first is focused
on the idea that a ‘generation’ is made by people born in the same time span [34]
and that chronological age is associated with a set of attitudes and preferences [35].
The second, following Mannheim’s approach [36: 302], suggestes that ‘generations
are connected through the transmission of persons passing through time, who come
to share a common habitus and lifestyle’. According to this viewpoint, a generation
is defined on the basis of the significant events which affect members of a group
[30, 33]. This interesting viewpoint brings to a relevant problem in the opera-
tionalizing process of the concept. Otherwise, several researchers have identified
generations’ limits [33]. In our study, we refer to the more diffused classification,
which considers three generations currently in the labour market. They are: Baby
Boomers, Generation X and Generation Y [28, 37].

From our review of organizational and managerial studies, we find that there is a
lack of research on the mid-generation. Indeed most of the researches are concerned
on aging generations and on the youngest ones. Many studies focus on highlighting
Baby boomers’ difficulties in learning [38, 39] and their resistance to change as well
as inflexibility [32]. Some authors point out the need to motivate aged workforce
[40, 41] and suggest that to improve working conditions can increase their pro-
ductivity [42], empowering key knowledge transfer and retention of core compe-
tencies in the organizations [43, 44]. Meanwhile, for the youngest generation at
work—Generation Y—a lively and wide debate is on. It discusses their attitudes,
motivators and socialization process [45] and it shows concern on effective ways to
manage and lead such new generations of workers [46–48].

Despite few studies devoted on Generation X, we believe that more attention
should be paid to it owing to its valuable participation in organization perfor-
mance. Indeed, employees of this generation contribute significantly to the
organizations’ human capital on the basis of their knowledge and experience,
which have to be transferred to younger co-workers. Indeed, members of
Generation X are more educated than previous generations [49] and more easily
trainable [50]. Further, they represent a vast proportion of overall workforce [51],
while there is evidence of lower levels of satisfaction [52] and continuance
commitment among them compared to other generations [53]. Studies demon-
strate further that Generation X members may be more committed to their careers
than their organisations [54, 55]. Also, authors [56] show a reduction in midlife
concerns and strains when a successful adaptation to age-appropriate adult roles
is achieved (e.g., high responsibility work roles). Therefore, considering the
higher educational level of Generation X and the fact that its members work hard
with regard both to the number of hours a week and to the engagement they show
[49], we posit that:
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• HP1. Members of Generation X demonstrate high levels of knowledge work
content compared to the other generations.

2.2 ICT and Wellbeing

There are many publications on the beneficial and detrimental effects that the use of
ICT may have on individuals. Some researches highlight the positive consequences,
considering ICT as a source that can make individuals ‘nearer’ them, in terms of
space and time, and feed their—already existing—social relations, thus impacting
positively their working quality [57]. On the other hand, some studies suggest that
ICT may cause isolation and antisocial behaviours [58]. However, this latter per-
spective does not appear to be coherent with the working environment where
socializing is a crucial element of the definition of the organization itself. In this
connection, we recall the classic notion of the organization proposed by Barnad
[59]. He defines the enterprise as a cooperative system (exactly based on cooper-
ation among individuals) in which the social nature of an organization is a con-
stitutional element and communication represents an essential condition. In this
perspective assuming the viewpoint of the work setting, we hypothesize a positive
relationship between ICT use and individuals’ wellbeing so that:

• HP2. The use of ICT has an overall positive impact on individuals’ wellbeing.

2.3 Knowledge Work and Generations’ Wellbeing

There is a wide debate on the importance of creativity and intellectual work, also
known as knowledge work [60] for organizational success and individual wellbe-
ing. Indeed, according to the authors enriched jobs are more challenging than
simplified jobs, while relatively simple and routine jobs do not support high cre-
ativity. It is proved that job enrichment increases individual satisfaction [61]; fur-
ther, empowerment and job enrichment are found as direct antecedents of job
satisfaction [62]. Also, it is demonstrated that knowledge workers are more moti-
vated compared to blue collars [63]. Thus, we posit that:

• HP3a. Knowledge work content has an overall positive impact on individuals’
well-being.

Studies on generations highlight that Generation X members and Baby Boomers
value intrinsic rewards—that are directly connected with enriched work content—
more than Generation Y. Thus, a work context that provides intrinsic rewards is
more valued by generation X members compared to generation Y [64]. Also, it is
proved that Generation X prefers organisations which offer skills development [33].
On the other hand, Baby Boomers, as the generation more proximal to retirement,
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tend to consider these dimensions less relevant, being more oriented towards a
future without work. Thus, we posit:

• HP3b. Knowledge work content has a higher impact for Generation X’s
well-being compared to other generations.

2.4 ICT, Knowledge Work and Generations’ Well-Being

Although the use of PC technology may be of great help in daily activities and for
reducing the impact and strain arising from routine tasks, it may not aid success in
creative and intellectual activities. This is especially true for mid-generation
members, who have lived the change produced by the pervasive presence of
technologies in the early stages of their lives.

If the diffusion of new social media increases the democratization of communica-
tion, those people holding a managerial role and occupying a nodal position in a
communication network (that probably belongs to Generation X’s members) have to
devote more time and experience to a deep change of mind-set necessary in this dif-
ferent context. At the same time, the interactivity typical of social media induces the
expectation of immediate feedback, producing situations of pressure towards the
receivers of the communication itself. In this sense, we hypothesize that positions that
are enriched in terms of work contents may as well see a reduction in the positive
relationship existing between ICT and perceived sense of satisfaction (well-being).
A previous study suggests that ‘computer-mediated groups took longer to reach con-
sensus than did face-to-face groups’ [65: 1128], this might unfavourably impact such
kinds of people, who most of the time have to take decisions or support the group in
achieving solutions.

This reasoning finds theoretical support within the JD-R model perspective, a
field of research studying job characteristics as determinants of organizational
behavior [57, 66]. Following this stream, we posit that for Generation X knowledge
works, the introduction of ICT may play a crucial role, coping with lower levels of
well-being (and by consequence of life satisfaction) and be, more than for other
generations, a source of individual strain. On the other hand, for people in charge of
manual or routine tasks, that is low-level knowledge content of work, ICT may
have a better relationship with individual well-being. Thus, we hypothesize that:

• HP4. High levels in use of ICT for Generation X reduce the positive relationship
between work content and individuals’ well-being and low levels of ICT use
increase the relationship between work content and individuals’ well-being.

3 Analysis and Results

Our research has been developed using a secondary source, which allows adequate
observation of the phenomenon we are interested in. In this paragraph, we first
present the methodological approach and then we describe the results obtained in
order to verify the previously introduced hypotheses.
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3.1 Method

The database of World Values Survey (WVS) is used in our analysis. Data are
taken from the Wave 6 data covering the 2010–14. Only data available from EU
countries are included in this work in order to consider a relatively homogeneous
sample. Eight European Countries—see Table 1—are analysed since for these
Countries data relevant to our analysis were available.

Only people who declared their status of employment are included in the final
sample. It comprises 5,557 individuals belonging to different generations:
Generation Y (N = 1107), Generation X (N = 3148) and Baby Boomers
(N = 1302). The size of the three samples is large enough to allow comparisons. In
Table 2, main characteristics about the samples are shown.

3.2 Variables in the Analysis

The dependent variable here considered is individual well-being. It is measured
with the question: ‘How much satisfied are you with your life?’. The range of
response was based on a 10-point scale from 1 = completely dissatisfied to
10 = completely satisfied.

Table 1 Distribution of generations of our sample by Countries

Generation Y Generation X Baby Boomers

Cyprus 167 15% 310 10% 119 9%

Germany 250 23% 662 21% 242 19%

Netherlands 113 10% 511 16% 296 23%

Poland 126 11% 252 8% 112 9%

Romania 155 14% 384 12% 94 7%

Slovenia 54 5% 337 11% 121 9%

Spain 107 10% 305 10% 89 7%

Sweden 135 12% 387 12% 229 18%

1107 3148 1302

Table 2 Characteristics of our sample

Generation Y
(%)

Generation X
(%)

Baby Boomers
(%)

Gender Male 54 52 53

Female 46 48 47

Managerial
role

Managerial role 23 34 37

Non managerial
role

77 66 63
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The independent variables of this study are: ICT and knowledge work content.
ICT is measured with two different scales available in the WVS dataset. One is

related to the frequency in use of PC technology; the other is connected with the use of
new social media. The use of PC technology is assessed with the single-item question
‘How often do you use a personal computer?’. The range of response was based on a
three-point scale from 1 = never to 3 = always. The use of social media is measured
with three items (frequency of use of mobile, email and internet) ranging from
1 = never to 5 = daily. Alpha was above the recommended value of 0.7.

Knowledge work is measured with two dimensions: intellectual-manual work
content and creative-routine work content. Following previous studies [67, 68],
creative work content is defined as the employees’ generation of novel and useful
ideas concerning products, procedures, and processes at work’ [69: 964].
Intellectual work may be defined as ‘the use of non–empirical form–abstractions
which may be represented by nothing other than non–empirical, “pure” concepts’
[70: 67]. Routine-creative is measured with a single question, which was: ‘Nature
of tasks: routine versus creative?’. The range of responses was based on a 10-point
scale from 1 = mostly routine tasks to 10 = mostly non-routine tasks. The
manual-intellectual content of work is measured with a single item question that
was: ‘Nature of tasks: manual versus intellectual?’. The range of response was
based on a 10-point scale from 1 = mostly manual tasks to 10 = mostly
non-manual tasks.

In order to identify different generations the following criteria are adopted [27,
71]: Baby Boomers are those subjects born between 1943 and 1960, Generation X
are individuals born between 1961 and 1981. Finally, Generation Y’s members are
individuals born in 1982 and later. These are controlled in the analysis as dummy
variables.

In the study, some control variables are used. These are: gender (1 = male;
2 = female), managerial position (1 = yes; 2 = no) and number of children.

3.3 Results

The Statistical Package of Social Sciences (SPSS Version 20) is used to analyse the
data.

3.3.1 Levels of Work Content Among Generations: The Relevance
for Generation X

Results of a descriptive analysis demonstrate that the major intellectual content of
work is performed by Baby Boomers (M = 6.1334) and Generation X
(M = 5.9189), while the level of intellectual content of work among employees of
Generation Y is moderately lower (M = 5.5807). Also, creative work is on an
average higher for Baby Boomers (M = 5.4768) and for Generation X
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(M = 5.2518), while the level of creative work among employees of Generation Y
is moderately lower (M = 4.9402).

In order to demonstrate the first Hypothesis, a one-way ANOVA is performed to
compare the means of the two variables of intellectual and creative work content
across the three generation groups mapped herein.

The results indicate that there is a significant effect of the generation on the level
of intellectual work performed, F(2, 5500) = 9.317, p < 0.001 and on the level of
creative work, F(2, 5504) = 10.612, p < 0.001.

The assumption of homogeneity of variance is violated; therefore, the
Brown-Forsythe F-ratio and Welsh F-ratio are computed in both cases. Results
F(2, 3627) = 9.360, p < 0.001 and F(2, 2419) = 9.367, p < 0.001—demonstrate a
significant effect of the generation on the intellectual content of work. Also, data
shows: F(2, 3690) = 10.792, p < 0.001 and F(2, 2442) = 10.927, p < 0.001 which
is a significant effect of the generation on creative work. The Tukey post hoc test is
used to demonstrate that Generation Y has significantly lower mean than other
generations for both creative and intellectual work. In other words, Generation X
and baby boomers do not differ significantly in intellectual and creative work
content (HSD Tukey test).

Results prove that Generation X displays high levels of work content both
intellectual and creative. In particular Generation X is paired with baby boomers in
terms of high levels of intellectual and creative work content compared to lower
levels for Generation Y. Thus, HP1 was supported.

3.3.2 ICT and Individuals’ Well-Being: The Moderating Role
of Work Content

In order to run a regression analysis an exploratory factor analysis (EFA) is applied
to the independent variables. A principal component analysis with varimax rotation
is used. Two factors based on eigenvalues-greater-than-one rule are identified: ICT
(four items) and content of work (two items). The two factors explain 67.538% of
the variance in the sample data. The Kaiser-Meyer-Olkin (KMO) measure of
sampling adequacy is satisfactory at 0.685. The factors are used as independent
variables for our regression analysis. A regression analysis is performed with life
satisfaction as dependent variable in order to verify the other hypothesis. The
analysis is performed in four different steps. At the first step the control variables
are included: gender, managerial position and number of children. In the second
step, a block entry of the dummy variables for generations (X, Y and Baby
Boomers) is introduced. Later the main effect of the independent variables is added
to the equation—i.e. the two factor identified through the EFA. In the fourth step
two-way interaction terms are included—as it is recommended in the literature, this
model includes all possible two-way interactions [72]—and also the three-way
interaction term is entered in the same step in the full model (Table 3).

Results show a significant relationship between ICT and wellbeing, thus, sup-
porting Hypothesis 2.
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Hypothesis 3a, according to which there is a positive relationship between
knowledge work content and individuals’ well-being is supported. Furthermore, it
is found that this relationship is stronger for Generation X, thereby supporting
Hypothesis 3b. Indeed, the interaction effect for Generation X is found in the
relationship between knowledge work content and well-being (b = 0.041, p < 0.1)
thereby demonstrating that for Generation X the relationship between knowledge
work content and well-being is stronger than for other generations.

Figures in the regression table further show that the knowledge work content,
ICT and Generation X in combination have a negative effect on wellbeing. Thus, it
is proved that a moderation effect exists between knowledge work and ICT for
Generation X compared to other generations.

In other words, the results demonstrate that an increase in ICT usage reduces the
positive relationship between knowledge work and individuals’ well-being in
Generation X, and so, Hypothesis 4 is supported.

4 Conclusions, Limitations and Further Research

This paper wishes to investigate well-being, ICT and knowledge work content
among generations at work. In particular, our focus is on Generation X, which is
expected to be relevant in terms of organizations’ human capital, despite it appears

Table 3 Regression analysis for individual wellbeing

Step 1 Step 2 Step 3 Step 4

Control variables

Gender 0.017 0.018 0.004 0.004

Managerial position −0.071*** −0.074*** −0.027a −0.028a

Number of children 0.045** 0.062*** 0.088*** 0.089***

Generation

Generation Y 0.041* 0.034a 0.034a

Generation X 0.001 −0.005 −0.005

Main effect

Knowledge work content 0.149*** 0.114***

ICT 0.113*** 0.118***

Moderation effects

Kn. work content*GenX 0.041a

Kn. work content*ICT 0.027

ICT*GenX −0.011

Kn. work content*GenX*ICT −0.055*

R2 adj 0.014 0.015 0.040 0.042

Note Values are standardized beta values
a<0.10
***p < 0.001; **p < 0.01; *p < 0.05
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to be underexplored in current research. Indeed, in the first result of the present
research, it is proved that individuals in Generation X perform intellectual and
creative tasks at higher levels, like Baby-Boomers, compared to Generation Y.

More in detail, our aim is first to prove that a relationship exists between the use
of ICT and individuals’ well-being and to investigate the role played by the level of
knowledge work content—which are differently influenced by ICT use itself—and
well-being and then whether an interaction effect exists among these three variables.
The question has a certain relevance, as it is ascertained that well-being represents
an important condition for working well and, by consequence, it seems necessary
that organizations make efforts to promote employees’ well-being, particularly for
those workers, who look weaker in this perspective. Also, the increase in the need
for ICT tools as well as the enrichment of work are relevant phenomena that impact
differently, according to specific features of each different generation. The evidence
shown in this study demonstrates some important acquisitions, and the first of this is
that ICT is important for all generations’ well-being.

Furthermore, we demonstrate that different kinds of knowledge work contents
impact the relationship between the use of ICT and well-being for Generation X.
This conclusion confirms previous studies, which propose positive implications of
structural flexibility in today’s technologies and strengthens the classic idea that a
qualitatively rich job may be more interesting for workers, especially for those
engaged in creative and intellectual jobs, like the Generation X’s members.

The current study demonstrates that when ICT is introduced for people
belonging to the same mid-generation, whose tasks have low levels of intellectual
and creative contents, the relationship between ICT interventions and individuals’
well-being becomes stronger. It is possible to think that, for those positions, a
positive impact in terms of perceived increase in job resources—that is, an increase
in the ICT usage—may be experienced in terms of discretion and growth as well as
learning opportunities.

The particular relevance of the topic and its preliminary stage of analysis sug-
gest, of course, a particular attention in the conclusions. Hence, further and deeper
research into different kinds of jobs and different kinds of technologies for any
generation at work may be useful to look into the question we are interested in.

The importance of this is set to increase for the pervasive role that ICTs are
continuing to play; a role which produces different effects, according to the experi-
ence of each generation. Also, it could be interesting to examine if culture, both
organizational and national ones, influences well-being and its relationship with ICT.

This work aims to suggest insights that would enable HR departments to manage
better, that is, more effectively, this mid-generation in coherence with one of the
most acclaimed diversity management approach which is described as a ‘diversified
approach to management of human resources, whose aim is to create an inclusive
working environment, to favour the expression of individual potential and to use it
as strategy to reach the strategic objectives’ [73: 14, our translation]. In other words,
in this perspective, diversity is a reality to face and manage through effective and
suitable strategies and actions rather than a value to pursue [74: 154], exactly like
the presence of many generations in organizations [19, 75].
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The present study has one major limitation: it is based on secondary data. This
means that the population studied and the measures undertaken may not be exactly
those which the researchers may have chosen to collect for the specific topic.
Nevertheless, the use of a database such as WVS makes available the advantage of
having a very large sample—which offers the statistical power required to obtain
significant interactions; on the other hand, it raises questions about the reliability of
the measures that—for this study—also lead to a low percentage of variance
explained by the model.

Also, we are aware of the limitations associated with the use of a single-item
measure for overall life satisfaction as a dependent variable, since it may be affected
by a wide number of factors, apart from those investigated. However, previous
studies have proved the high correlation of life satisfaction with job satisfaction and
its usefulness in work-related studies [76, 77] and this is, according to our opinion,
particularly true for individuals belonging to Generation X, which are at the ‘peak’
of their working life.

In conclusion, we think that our work contributes to get evidence of a this
phenomenon on a wide sample of generations’ members and provides interesting
insights into a topic of increasing relevance in the current debate on generational
relationships and on the role of ICTs in work organization and work conditions,
since these fields are considered particularly tricky.
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Abstract Nowadays, organizations face the co-presence of three generations of
workers (“baby boomers”, Xers and Yers). However, another generation will join
the workforce in the next years: the generation Z. Accordingly, companies must be
able to understand their characteristics and expectations, in order to manage their
generation mix. This study aims to fulfill a consistent gap in the extant literature,
also providing important managerial implications, when formulating three propo-
sitions: (a) there are specific aspects which Zers give more importance when
choosing their job; (b) the use of technology and the typology of technological
devices characterize the digital employee experience of the generation Z; and (c) the
entry of the new generation of workers has an impact on diversity management
practices within organizations. After a comprehensive review of the literature, we
analyze and discuss the results of a survey among 298 young people, belonging to
the generation Z. The findings reveal both a universal profile of the future gener-
ation of workers, together with their digital behaviors.
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1 Introduction

Companies around the globe are facing great changes driven by the current social
and economic environment. These changes lead companies to consider different
ways of managing diversity in the workforce. Human Resource Management
(HRM) must take into account the identity of each individual and specific groups of
people to proactively manage them, since the heterogeneity of the elements that
make up the cultural and cognitive mix of human resources represents a positively
related factor to the achievement of a durable, competitive advantage [1–7]. Among
the others, the variety of age constitutes one of the fundamental issues of diversity
management. People’s behaviors, job needs and preferences and their attitudes
towards digitalization change with age. This lead to a changed relationship between
the company and workers [8]. The social sciences identify the time period ranging
from approximately 16 to 25 years of every individual’s life, the laps in which
expectations and values are formed and developed, in relation to the social context
of reference [9]. Organizations that take into account the importance of under-
standing this phenomenon reach distinctive advantages.

Nowadays, we see the co-presence of three generations within companies (the
“baby boomers”, the Xers and the Yers). In addition, another generation will join
the workforce: the Zers. They represent the population of today’s students and
future workers and consumers and they are “digital natives”. Their higher level
of interconnectedness might shape the way this generation view and live rela-
tionships. Consequently, when taking into consideration the generational change
phenomenon, organizations can intervene in two ways: (1) inducing a change
through diversity and knowledge management, and the implementation of con-
tinuous training programs; or (2) through the turnover, entering new resources
with different characteristics from those typical of previous generations. This
second possibility is translatable in the insertion of young people in the com-
pany, but it must be preceded by a careful analysis of their own reality reference.
Despite the urgency of considering this issue, only few studies have tried to sum
up Zers’ main traits. In detail, the extant literature reveals not consistently
defined findings on their typical characteristics [10–13], leaving quite unexplored
their potential attitudes towards organizations and their digital behaviors. In
order to fill this gap, our study survey 298 young people belonging to the
generation Z, revealing interesting results both for theoretical research and
managerial practice.

The paper is structured as follows. The next section provides a review of the
literature and the resulting research propositions. The third section presents the
research methodology. In the fourth section we highlight main findings and provide
a deepened discussion. Conclusions and further insights are presented in the final
section.
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2 Literature Review and Research Questions

2.1 Age in Diversity Management

In literature, diversity management is considered as an integrated approach to
HRM, aimed at creating an inclusive work environment. This setting should be
capable of promoting the expression of individual potentials, a strategic tool for
achieving organizational goals [1].

While discussing the current literature, Di Mauro [14] highlights three main
perspectives of intervention: (a) elimination of discrimination in favor of equality;
(b) recognition and appreciation of differences; and (c) promoting the development
of people and organizations. While the first one concerns the identification and the
consequent elimination of inequalities and discriminations within the workplace,
the second one refers to the creation and promotion of an organizational culture that
can positively enhancing the aforementioned differences. Finally, the third per-
spective stresses on individual differences, which are considered in terms of
capabilities and specific knowledge. In this context, HR practices should target the
promotion of principles of inclusiveness, participation and collaboration.
Contributions that individuals can make in terms of novelty and quality are reflected
in the development of personal-based programs. The main objective shifts to the
possibility of reaching a mutual growth, both individual and organizational.
Consequently, as evidenced by Costa and Gianecchini [15], organizations have to
abandon the stereotypes that have characterized them until a few years ago.
Moreover, the variety of age constitutes one of the fundamental issues of diversity
management. Specifically, there are several variables that affect aging impact on the
organization; above all there is the generation gap between older workers and new
entrants into the labor market [15]. These two groups of workers are profoundly
different from each other and one of the most challenging goals for the company is
to be able to combine their distinct characterizations, so as to enhance the mix. In
fact, the combined effects of the demographic change in industrialized countries
have led to a significant shift in the age structures of labor markets, resulting both in
a decrease of necessary human resources and an increasing demand for highly
skilled employees [16]. In line with these considerations, organizations aim to fully
exploit the opportunities of diversity, avoiding all the related disadvantages [13, 17]
by actively managing diversity [17–19].

According to sociological research, the term generation represents the set of
individuals of around the same age. At the same time, however, it could refer to all
the people who live in the same time frame, even having different ages [20].

This classification allows to study the phenomenon of social differentiation.
According to this paradigm, different individuals within the same organization
occupy different roles [21]. At the same time, they might occupy the same positions
with different values, opinions, attitudes and behaviors [21].
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The social sciences identify the time period ranging from around 16 to 25 years
of every individual’s life, the laps in which expectations and values are formed and
developed, in relation to the social context of reference [9]. Organizations must
consider the importance of understanding this phenomenon, in order to reach dis-
tinctive advantages. This will allow you to better manage the different generational
groups consequent to prepare action plans [21].

2.2 The Generation Mix

Based on the literature and on events that have characterized the history of the labor
market, it is possible to divide generations in five main categories: (a) traditional-
ists, also defined the silent generation; (b) baby boomers; (c) generation X;
(d) generation Y; and (e) generation Z [21].

Following Howe and Strauss [22], it is possible to identify three major attributes
to recognize the nature of a generation: (a) the perceived membership; (b) the
common beliefs and behaviors; and (c) the common location in history. Moreover,
expectations for the future has profoundly changed among different generations,
shaped by main events characterizing each reference period, together with the
weight attached to the significant features compared to the expected job, and the use
of technology [23]. We will refer to these categorizations to analyze generational
characteristics, and in the development of items in our empirical study.
Accordingly, our first proposition is: There are specific aspects which Zers give
more importance, when choosing their job.

Traditionalists represents extremely disciplined individuals, born between 1900
and 1945. They have mainly conservative and traditional ideologies. The costume
and the consequences of international conflicts that have characterized this era have
made these individuals very close to the formal logic of the organization, in which
the leader is the center of an unquestioned subordination [24, 25]. The sense of
ethics and the respect of the rules are the basic principles on which to base the
employment relationship. A strong sense of loyalty is also deeply rooted in these
people, characterizing their ability to work with connotations of dedication and
sacrifice [25]. Much of their knowledge is experiential and this raises significant
concerns for organizations, about the time when these individuals will not be able to
pass it on to subsequent generations, leaving a gap extremely difficult to fill [22]. In
line with this characteristics, the top five traits of this generation, provided by the
Generational Differences Survey Report by the SHRM [25] are: (a) they plan to stay
with the organization over the long term; (b) they are respectful of the organiza-
tional hierarchy; (c) they like structures; (d) they accept the authority of different
figures in the workplace; and (e) they give their maximum effort.

The second generation of “baby boomers” represents people born in the decade
after the end of World War II, currently facing retirement [9, 22, 24, 26]. Despite a
diffusion of some stereotypes among the literature, baby boomers represent a
generation with radically different desires and aspirations from those who preceded
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them [22, 27]. They are born in a rather prosperous period, beneficing of the
explosion of the tertiary sector and a housing market on the cheap. In fact, this
generation encompasses a substantial portion of the world’s population, especially
in developed countries [28]. One of their main characteristics is the risk-aversion.
At the same time, they maintain a deep-rooted sense of loyalty to the organization
(as happened for the previous generation). Technologically, however, they repre-
sent a critical issue in terms of skills and willingness to adapt [29]. According to the
top five traits of this generation, provided by the Generational Differences Survey
Report by the SHRM [25] are: (a) they give their maximum effort; (b) they accept
the authority figures in the workplace; (c) they are results-driven; (d) they plan to
stay within the organization over the long term; and (e) they tend to retain what they
learn.

The third generation represents the so-called Xers, as a term popularized by
Coupland [30]. The Cold War, the fall of the Berlin Wall and a significant reduction
in the birth rate (a totally opposite phenomenon to the previous generation) are the
most significant events that have influenced thoughts, values and beliefs of this
generation. Xers are people born between 1965 and 1980 and some researchers call
them “baby busters”, highlighting “the drop-off or bust in births following the Baby
Boomer generation after World War II” [30: 2]. Compared to previous generations,
they appear to be more heterogeneous in terms of race, social class, religion,
language and gender [22]. The typical personality of Xers is competitive, inde-
pendent; they point to a career path that develops upwards, starting from the most
operational levels [30–32]. Temperamentally, they seem to act more for their own
advantage [30]. In addition, historical and economic events that have accompanied
(and accompany) their working lives, making them skeptical not only of the pre-
vious generation, firmly tied to the position reached, but also considering the
entrance of the youngest, because they have desirable characteristics for the labor
market [30, 32]. The pervasive entry of new technologies in the economic envi-
ronment makes them pioneers on the one hand, as well as incomplete on the other
hand [25, 33–36]. The top five traits of this generation, provided by the
Generational Differences Survey Report by the SHRM [25] are: (a) they became
technologically savvy; (b) they are pioneers of informality; (c) they learn quickly;
(d) they seek a work-life balance; and (e) they embrace diversity.

The fourth generation is represented by the Yers (also named Millennial
Generation, Generation Next, Net Generation or Dot Generation) [37]. It generally
refers to people born between 1981 and 1994 [30]. These individuals have made a
difference in the definition of new ways of managing human resources, since they
had access to technology from their youth (computers and mobile phones). This has
meant new employers being updated with their strategies. The historical events that
have marked this generation include the attack of September 11, 2001, the Enron’s
scandal, the development of Google and the financial crisis erupted in 2008 [9].
This generation lives in a flexible labor market characterized by and precarious
jobs, where many possibilities for continuous updating and the “just-in-time” logic
accompany the concept of prolonged “employability”, as opposed to the typical
reality of the previous generations [38]. The multimedia universe in which they are
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connected enables them to have experiences that go far beyond those that were
considered normal experiences by Generation X [24, 39–41]. In practice, this
generation challenges traditional organizational management models. To provide an
example: the social dimension of interpersonal relations challenges traditional
boss-subordinate relationships, as well as the interactive mode between collabo-
rators. Communication becomes fundamental and it changes with the transition
from “one-to-may” to “many-to-many” [42]. The use of new technologies makes
this generation multi-tasking and more flexible, without sacrificing, but maintaining
the right work-life balance [22]. They are less inclined to net hierarchical subdi-
visions and to formalism, while they appear to be more inclined to the development
and maintenance of interpersonal relationships [40, 43]. Numerous studies sup-
ported by empirical evidence have focused on their ambitions, expectations and
behaviors. Starting from them, HRM strategies and practices started to focus on the
possibility of providing benefits for the promotion of the psychological well-being
of young workers. Formalizing these characteristics, the Generational Differences
Survey Report by the SHRM identified the following top-five traits [25]: (a) they
are technologically savvy; (b) they like informality; (c) they embrace diversity;
(d) they learn quickly; and (e) they need supervision. In fact, according to different
studies [44–46] Yers did not result as independent requiring a certain degree of
guidance from their supervisors (possibly behaving as mentors), notwithstanding
flexibility.

The final generation on which literature is focusing and towards which all the
most important business realities pose attention, is the generation Z. In the literature
and among practitioners they are also called Generation M (for multitasking),
Generation C for (Connected Generation), the Net Generation or the iGeneration
[47]. The label used for this generation is not standardized, as well as the age range
within which integrate individuals in question is not universally defined. In our
research we consider the range of people born between 1990 and 2009 [10, 48].
They represent the first generation that has not experienced the pre-Internet world.
Consequently, they can be considered as digital natives. Their historical back-
ground is the era of terrorism, the recession and the climate change, but they are
considered to have the potential to reverse the course of this decline. They represent
the population of today’s students and future workers and consumers. For these
reasons, it has still been difficult to highlight clearly all their typical characteristics,
as currently in definition and evolution. Only few studies have tried to sum up some
hypothetical traits, deriving them from findings of previous surveys among previ-
ous generations [49]. Regardless of any consideration on the fundamental impact of
digitization on this generation, Neil Howe and William Strauss [12, 13] identify
seven personality traits, basing on the analysis they conducted in the US: (a) they
feel special, firmly believing in their ability to address the future trends and
becoming builders of their own destinies; (b) they are protected, not only by their
families, but also by their superiors; (c) they are confident and optimistic about the
future; (d) they are quite conventional; (e) they are team-oriented, because of their
increased possibility of connection with others, primarily related to the level of
technological sophistication they bring. This might imply a greater propensity to

246 C. Meret et al.



cooperation; (f) they aim to feel blessed and aim to achieve greater personal ful-
fillment in the future, relying on a higher level of education; and (g) they feel under
pressure and believe that success in the future is based on choices made today [50].

2.3 The Impact of Digitalization Among the Generation Mix

In recent years, ICTs has had a profound impact on human resources and contin-
uous innovations in technology will fundamentally change the way HR work is
accomplished (e.g. eHRM) [51–54]. Moreover, IT has the capacity of mediating the
relationships between employees and supervisors, and between individuals in
general and the whole organization, deeply modifying the ways by which com-
municate, and the way we connect to each other [51, 55, 56]. In accordance with
different authors [29, 57], age is one of the factors that influence the intention to use
an information system.

Kumar and Lim [59] analyze the use of IT systems among baby boomers,
discovering they primarily use mobile phones for voice calls, and hardly ever use
them for texting, or internet facilities (i.e. emails, downloads). Morris and
Venkatesh [60] demonstrate that age differences in information processing have a
strong impact on older workers’ computer-based tasks and performance. Other
researchers have also supported that older people have a more difficult time
adapting to changes in their work environments, trying to refuge in more familiar
methods [60, 61]. The authors also show that there are real differences in the
relevance of different factors influencing technology adoption and usage in the
workplace, linked to age [59, 60]. In particular, “younger workers appear to be
more driven by underlying attitudinal factors whereas older workers are more
motivated by process factors” [60: 392]. Accordingly, generational conflicts over
technological issues are often representative of fundamentally different approaches
to change [25]. Moreover, different generations prefer diverse methods of com-
munication, having different levels of comfort with technology [25]. Differently
from baby boomers, some of the Xers were raised on technology, with personal
computers becoming common even early in their lifetime and workplaces, mainly
using technology for convenience purposes [23, 25, 30, 45]. They also interact with
technology, believing they need to have computer skills to be successful in their
jobs [23]. On the other hand, according to Bannon et al. [49], Yers are more
technology-savvy, since they grew up with wireless devices and they are connected
with others through social networks. In addition, peers have grown up in online
environments [62]. In line with these considerations, Junco and Mastrodicasa’s [63]
research outlined some typical behaviors related to Yers’ digital behavior. Above
all, they confirmed to be multitasking, and the 40% of them used the web to get the
most of the news, while the only the 10% used television. We expect to get similar
information from our investigation. According to Hershatter and Epstein [64], the
most apparent difference between Yers and other generations is their distinctive
relationship with technology, which has changed the way they see the world, their
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positive experience within organizations and institutions, and the way they interact
with them. According to them, technology is considered their “sixth sense” and
their use of ICTs clearly shows preferences for using technology to capture, sys-
tematize, broadcast their feelings, opinions, and experiences [64].

Gen Z is represented by “digital natives” but, according to Withe [10], despite
their technology proficiency, Zers might prefer person-to person relationships to
online interaction. Nevertheless, because of social media, they are comfortable with
engaging with friends all over the world, so they seem to be well prepared for a
global business environment [65]. Peer groups have increased their importance and
they are always present. This higher level of interconnectedness might shape the
way this generation view and live relationships. Similarly, to the previous gener-
ation, they expect everything to be immediately accessible through the Internet
[66], but “Google” has become a verb for them. In line with the previous consid-
erations, the last two generations, as early adapters to emerging technologies and
“digital natives”, should have an innate benefit in instinctively understanding
potential applications and advantages, when rapid changes in technology occur.
Consequently, our second proposition is: The use of technology and the typology of
technological devices characterize the digital employee experience of the genera-
tion Z. As a consequence, the third proposition is: The entry of the new generation
of workers has an impact on diversity management practices within organizations.

3 Research Methodology

In line with the exploratory purposes of this study, we performed a survey-based
descriptive analysis, particularly useful for investigating the profile of Zers, as well
as their interests and attitudes towards technologies. A sample of 323 participants
was recruited using the snowball sampling procedure that “yields a study sample
through referrals made among people who share or know of others who possess
some characteristics that are of research interest” [67]. Initial participants were
checked only for age. In line with the extant literature, which generally refers to
Generation Z as people born between 1990 and 2009 [10, 48], we chose individuals
aged between 16 and 26.

At first, the questionnaire was developed in the Italian language (source version);
at a later stage, it was translated into English (target version) by a professional
bilingual translator using the back-translation process [68, 69]. The comparison
between the back-translated version and the source version has confirmed a good
equivalence of meaning of the items. Finally, the questionnaire was distributed in
both languages: Italian for residents in Italy, and English for participants of all other
countries. In this way, the empirical investigation also takes account of cultural
differences across countries. The questionnaire consisted of three main sections.
The first section collected structural data of respondents, specifically their age,
gender, nationality, country of origin, education, residential status and employment
status.
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The second section delved into the expectations of generation Z about their
future ideal job (e.g., “What are your plans for the future?”, “Where do you see
yourself working in the future?”), using multiple choice questions. In addition,
participants were inquired about the importance they attribute to several aspects of
job, when considering a perfect job. They were status, autonomy, trust, career,
salary, possibilities to learn and develop yourself, good relationships with col-
leagues, time flexibility, space flexibility (working from home), decision making,
job security, knowledge sharing among colleagues, building relationships and
networking. The degree of importance was detected through a 5-point Likert-type
scale ranging from 1 to 5 where 1 is “Not significant” and 5 is “Very significant”.

The third section collected responses about Zers’ digital behaviour. More
exhaustively, it intended to shed light on the present attitudes of Zers towards
technologies in order to predict their future behaviours in organizational environ-
ments (i.e., “Which mean of communication do you use the most?”, “How many
different social media (Facebook, Twitter, Instagram) do you use?”, “How many
hours a day do you use the internet and your social media accounts?”, “How often
do you check your Facebook, Twitter, Instagram, etc.?”). When asked to answer on
the usage of technology, the items were radio, TV, newspapers/magazines, online
magazines and websites, and social media (Facebook, Twitter, Skype, LinkedIn,
YouTube). A five point Likert-scale ranging from 1 (“Never”) to 5 (“Always”)
assessed this question. Moreover, participants were asked to indicate the main
motivation of using Internet (e.g., Social networks, Communication, Research,
Emails), and the reasons why technology is important for them (i.e., “To get
information anytime anywhere”, “To connect with others”, “To work and collab-
orate”, “To be more productive”, “Other”).

Self-administered questionnaires were employed trough the online platform
“Google Forms”, and collected from April to May 2016. A total of 298 complete
responses were coded for descriptive data analysis (25 were excluded due to partial
responses).

4 Main Findings and Discussion

Since the survey had been closed, we collected 298 answers. Among the respon-
dents, the 63% were female and the 37% male, with an average age of 22, 2 years
old. The 70% of participants were Italian, while the 30% were from other countries,
with a prevalence of people from the East of Europe. According to the target of our
investigation, more than 70% of the respondents are attending high schools (33%)
or a bachelor study program (41%), while the remaining part is attending a master
program or has different occupations. Consequently, the 74% of the total amount of
people declared to be a student, while the others are divided between employed and
unemployed. Despite the expectations, only the 63% of respondents still live with
their family; the others live alone or with flat mates.
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According to the literature, our results confirm their tendency to build their
future based on a higher level of education. In fact, the majority of respondents
actually attending a high school and bachelor programs has expressed the intention
to obtain a master degree. Moreover, regarding their plans for their future works,
most of the respondents aim to join a multinational company. Surprisingly, the
second choice in order of relevance is represented by the category of “other”. This
may represent both an incognizance of the significance of some terms (such as SME
or NGO), or a contrast to the literature, which assumes that Zers are confident and
optimistic about the future. In addition, the opportunity of becoming an entrepre-
neur only represents the 12% of respondents, which is in contrast to the prevalent
literature that sees Zers as entrepreneurial people, becoming builders of their own
destinies. In line with the explorative intent of our research, our results support the
first proposition by highlighting Zers’ responds, when asked to assess the most
important aspects they consider, when choosing their first jobs. Despite the average
results were quite homogeneous, we observed some important findings.
Accordingly, people belonging to Z generation performed the following responses
(Fig. 1).

Firstly, the majority of Zers believe the following aspects to be the most
important ones: (a) building relationships and networking; (b) job security; (c) good
relationships with colleagues; (d) possibilities to learn and develop yourself;
(e) trust; and (f) autonomy. Specifically, the 75% of respondents judged the pos-
sibility to learn and develop themselves to be the main aspect in their future jobs. In
the second and third positions are respectively trust and job security. This data
reveals they actually look for a higher level of education and learning possibilities
but, again in contrast with the literature, we interpret these three findings as indi-
cators of a scarce confidence and optimism. In fact, the possibility to learn and

Fig. 1 Most important aspects of jobs among Zers. Source own elaboration
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develop ourselves allows us to enlarge the amount of personal competences: this
increases the chances of re-employment, in a progressively more flexible work
environment. Furthermore, we noticed an absence of a quantitative effect by cul-
tural diversity; despite the questionnaire was addressed to people from 25 different
countries, we only observed small differences in percentage, related to the
expressed preferences in: (a) space flexibility (Italian 5%, Other 6%); (b) status
(Italian 6%, Other 7%); (c) trust (Italian 9%, Other 8%); and (d) autonomy (Italian
8%, other 7%).

Notably, the survey has provided impressive results compared to current man-
agerial practices, which nowadays seem to increasingly converge towards the
approach of smart working. In fact, the two aspects of Time and Space Flexibility
turn out to be the ones where young people appear to give less importance ever.
Consequently, we thought the result was linked to gender differences, as we col-
lected a majority of female respondents. However, even confronting the average
values in the male-female comparison, the results are consistent. In addition, we
assumed that the results could be attributed to cultural differences. However, the
comparison between Italian and foreign responses presented no conflicting values.

Going back to gender differences, we only detected a really low discrepancy
when looking at a difference of 0.4 average point associated with the aspect of job
security (females have expressed an average score of 4.6, while males of 4.2).

Therefore, we think that such results may be indicative of an increased con-
vergence and homogenization of preferences among Zers, both in terms of gender
and cultures, confirming the extant literature.

Finally, there is a strong commonality across respondents which upholds our
second proposition by analyzing the digital behavior of Generation Z. The same
variables (cultural differences and gender) are studied to investigate their effects on
the use of social media among Zers. Firstly, it is notable that the mostly used ones
are social networks (Facebook, Twitter, Skype, LinkedIn and YouTube), since the
83% of respondents declared to use them “always” (56%), and “very much” (27%).
Secondly, on-line magazines and websites are used by the 64% of young people,
with the 36% of them affirming to use them “always”, while the 28% answered
“very much”. In line with our expectations, digital natives barely prefer to use
magazines and newspapers. Furthermore, we investigated Zers’ behaviors when
interacting with social networks and social media. Our study confirms their most
extensive use of social networks, revealing that the 35% of respondents use them
for 1–2 h per day, the 36% have declared an equivalent use of 2–4 h per day, while
the 27% make use of social networks for more than 4 h per day. In addition, Zers
use social media mainly to entertain conversations with instant messaging tools
(80%) and to make phone calls (14%). Sending an e-mail or a SMS are the most
important functions only for the 2% of peoples. To execute the abovementioned
activities, the 55% of respondents have from one to three social media accounts.
Additionally, according to the literature [12, 13, 66] and in line with our expec-
tations, the most important function of technology is represented by being con-
nected with others and get information anytime and anywhere (81% of
respondents). Again, we highlighted a neutral effect of nationality and gender.
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5 Conclusions and Future Research

The current social and economic environment is challenging the way companies
around the globe are facing profound changes in their business and in the
workforce.

Furthermore, since the use of technology is becoming more and more pervasive,
particularly among younger generations, it has changed the way individuals com-
municate, live and work. In line with these considerations, companies must consider
different ways of managing diversity in the workforce. Thus, understanding the
relevant characteristics of the new generation of workers will help HRM to induce a
change through the combination and the adaptation of practices, involving different
generations of workers. Strengthening our first proposition, we outlined that, the
possibility to learn, job security and trust, are the top-three characteristics Zers
consider in choosing the perfect job, without discrimination on gender and cultural
differences between countries. This homologation drives to a major managerial
implication, which supports our third proposition: with advancing years, diversity
management should focus on Aging and not on cultural differences, when managing
the generation mix. Moreover, the second major managerial implication concerns
smart working. Changes in the economic environment require new approaches to
organizing work: smart working is one of the most discussed among organizations.
However, in contrast with the changes taking place, our survey reveals surprisingly
relevant results. People belonging to Z generation do not seem to give importance to
time and space flexibility, regardless of gender and country of origin. In line with this
outcome, managers must find a way to combine different necessities and expecta-
tions among the generation mix, within their organization. Concerning Zers’ digital
behavior, our research supports our second proposition and drives to a threefold
managerial implication: (a) the very high level of interconnectivity detected, together
with the level of technology usage, allow managers to define the appropriate support
for the maximization of Zers’ performance; (b) the very high level of interconnec-
tivity detected, in combination with the typology of technological device, allow
organizations to (re)organize their structures; and (c) their high level of connectivity
and their “social” digital behaviors will change the way organizations will manage
individual and social capital, and the generation mix. This shift is already emerging
when looking at the widespread of ICTs in formal and informal education [70].

Moreover, our study contributes to the advance in literature in several ways.
Since the increasing older workforce and the influx of ICT into a wide variety of
work settings is motivating a re-examination of the literature concerning ageing and
work performance [71], this is the first study that examines the expectations and the
behavior of the next generation of workers, jointly analyzing the role of ICTs.
Secondly, given the limited nature of the few existent studies on generation Z, we
contribute to the empirical research providing a universal profile from a hetero-
geneous sample. Accordingly, the discrimination between different countries, as
well as the differentiation per gender, has been neglected until now. Finally, by
improving our explorative analysis, we will bring significant advancements and
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insights to diversity management, which will have to be rethought and reformulated
on the basis of changes that are taking place.

The major limitation of the study concerns its nature: it represents a first
descriptive analysis that aims to address an emerging phenomenon. Clearly, the
composition and the relatively small dimension of our sample, together with the
lack of validate scales, limit the generalization of the results. For these reasons,
future steps of the research will include a more detailed analysis aiming at vali-
dating the preliminarily identified profile. In detail, we plan to conduct the analysis
through a larger sample and a comparison with previous generations, both in terms
of personal characteristics and digital behaviors. Finally, measures of correlation
and test of independence will be employed in order to validate the association
between variables and the significance of group differences that exist according to
demographic characteristics.

From a practical perspective, this kind of study will offer managers the oppor-
tunity to implement HR practices, knowledge management practices and inter-
ventions and new diversity management operations, aimed at overcoming
limitations linked to generational differences within their organizations. At the same
time, it will be possible to devise ways in which positively exploit these differences,
through the promotion of diversity, in order to reach both an individual and
organization growth [1–7, 17–20].
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Initiatives Addressing Confidentiality
in Electronic Health Records Architectural
Consideration and Patient Engagement
in Healthcare IT

Nabil Georges Badr

Abstract This paper reviews the literature on electronic health records and sum-
marizes a few persistent challenges that electronic medical record (EMR) systems
must address relating to security and safety of patients. A discussion on patient
engagement and its connection with confidentiality in Health IT is followed by
examples with an emphasis on the personal health record portal implementation at
Kaiser Permanente. Next, through review of practitioner and architectural guideline
documentation, a summary of concepts for electronic health records architectural
considerations for privacy with the implementation of technologies such as access
controls, encryption and data handling best practices. In this position paper, two major
initiatives are revealed: (1) The premise of patient engagement and (2) the guidelines
for a “Robust Health Data Infrastructure Architecture” platform for Health IT.

Keywords Health IT ecosystem � Electronic health record � Electronic medical
record � Confidentiality

1 Introduction

Healthcare IT has been a subject of worldwide concern for more than a decade [1].
Healthcare is one of the largest segments of the US economy, approaching 20% of
GDP (AHRQ pub. 14-0041-EF). Federal law requires all health insurance com-
panies and healthcare providers to use electronic medical records (EHRs) by 2015.
This paper narrows its focus on the discussion of privacy issues in healthcare IT
(HIT) in the context of the United States.

Health information technology (HIT) is information technology applied to health
and healthcare. It supports health information management across computerized
systems and the secure exchange of health information between consumers, provi-
ders, payers, and quality monitors with the use of electronic medical record systems.
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In a distinction made by HIMSS Analytics, “An electronic health record
(EHR) focuses on the total health of the patient. In contrast, electronic medical
records (EMR) contains the medical and treatment history of the patients in one
practice” (HIMSS Analytics). An EMR is a digital version of a paper chart that
contains all of a patient’s medical history from one practice. An EMR is mostly
used by providers for diagnosis and treatment. An EMR is a narrower view of a
patient’s medical history, while an EHR can be seen as a collection of EMR data as
a more comprehensive report of the patient's overall health.

EMR adoption in the US is still in its launch: providers were found more likely
to access EHR based information for higher-risk patients than for those who
received less frequent care [2]. Partial implementations of EHR features such as
closed loop medication administration (32% of US hospitals) have proven the most
significant progress. Yet, to this date, less than 5% of US hospitals have reached full
EMR implementations with cumulative capabilities supporting Continuity of Care
Data (CCD) transactions across Emergency (ED), Ambulatory, and Pediatrics (OP);
Kaiser Permanente hospitals are in the lead.1

U.S. Congress enacted the Health Insurance Portability and Accountability Act
(HIPAA) in 1996 and followed it by the Health IT for Economic & Clinical Health
Act (HITECH) in 2010. Extending its predecessor, policy makers intended
HITECH to hold service providers and vendors with access to healthcare infor-
mation accountable for compliance.

OnMarch 23, 2010, President Obama signed the Patient Protection andAffordable
Care Act (P.L. 111-148). The law puts in place comprehensive health insurance
reforms applying new consumer protection regulation, improving quality of care and
lowering cost in the objective of increasing access to affordable healthcare.

Privacy laws such as HITECH and HIPAA, typically consist of technical con-
trols, a written information security plan, compliance with “Meaningful Use”, and
breach notification protocols. In addition to improving quality, safety and efficiency
of healthcare, complying with “Meaningful Use” means maintaining privacy and
security of patient health information, better clinical outcomes, and more robust
research data on health systems. In order for physician to meet EHR Meaningful
Use requirements and qualify for federal reimbursements through the American
Recovery and Reinvestment Act (ARRA), organizations must protect their elec-
tronic health information by implementing proper controls, including encryption.

1.1 Motivation

Information collection, storage, and management is central to the practice of
healthcare. With the advent of EHR, patient health information have an opportunity
to become more widely available for providers and healthcare managers to broaden

1http://www.himssanalytics.org/stagesGraph.asp.
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its potential use beyond individual patient care [3]. This is seen to trouble patients’
and providers’ expectations of privacy that kept medical records confidential
between providers and patients.

Studies among patients have reported that 13% of respondents reported having
withheld information from a provider because of privacy/security concerns [4]. The
greatest perceived danger to patients is not that their EHR data might be misused,
rather, that their data could be used not as intended.

Health Information Technology (HIT) owners and operators find a pressing need
to focus their attention on creating and operating a solid electronic healthcare IT
ecosystem. This ecosystem is founded on Digital Health Services that are trans-
forming the way health IT data is created, digitized, collected, exchanged, analyzed,
used and reported. Clinicians are encouraged to leverage the EHR’s value in quality of
care and discuss patients’ privacy concerns during clinic visits, while policy makers
consider how to address the real and perceived privacy and security risks of EHRs [5].

CAN HEALTHCARE IT ADDRESS THE SECURITY AND PRIVACY
ISSUES IN ELECTRONIC HEALTHCARE RECORDS?

1.2 Approach

This position paper reviews the literature in EHR and summarizes a few persistent
challenges that EMR and related HIT systems must address relating to confiden-
tiality of patient data. A discussion on patient engagement and its connection with
confidentiality in Health IT is followed by examples with an emphasis on the
personal health record portal implementation at Kaiser Permanente.

This paper’s contribution is staged from the perspective of information systems
applied to the medical field of practice, we conducted the review to cover four
threads:

1. Publications in the field of health informatics, namely the Journal of the
American Medical Informatics Association and the International Journal of
Medical Informatics;

2. A review of relevant practitioner publications such as Health Affairs, triangu-
lated with federal agency publications concerned with the progress of innova-
tions in health IT;

3. An overview of the implementation of EHR at Kaiser Permanente illustrating
facts from their experience in patient engagement;

4. Finally, the witness of a few case studies performed by HIMMS2—The
Healthcare Information and Management Systems Society (HIMSS is a global,
cause-based, not-for-profit organization focused on better health through
information technology (IT). HIMSS leads efforts to optimize health engage-
ments and care outcomes using information technology).

2http://www.himss.org/.
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In the next section, we review practitioner and architectural guideline docu-
mentation, and present a summary of concepts for EHR architectural considerations
for privacy with the implementation of technologies such as access controls,
encryption and data handling best practices.

2 Literature Review and Discussion

The flow of information in primary care practice has preoccupied practitioners since
before the turn of the century. Substantial benefits through routine use of electronic
medical records were touted to include improved quality, safety, and efficiency,
along with increased ability to conduct education and research. Evidence of sub-
stantial and often unexpected related safety risks posed by the use of EHRs should
be considered alongside the potential benefits of these systems [6].

Risk assessments are recommended with a focus on building the policies and
procedures with the objective of establishing protection of consumer information.
Interestingly enough, practitioners and lawmakers are now drawing parallel expe-
riences from the banking industry for data privacy and protection. This includes the
rigor of risk management tools such as STRIDE to identify, manage and protect
against data security breaches [7].

Legislation such as the Federal Information Processing Standard 199 and the
Federal Information Security Management Act (2002) defines information security
measures of protecting information and information systems from unauthorized
access, use, disclosure, disruption, modification, or destruction. These measures are
codified as three essential attributes:

Integrity—guarding against improper information modification or destruction,
and includes ensuring information non-repudiation and authenticity;
Confidentiality—preserving authorized restrictions on access and disclosure,
including means for protecting personal privacy and proprietary information; and
Availability—ensuring timely and reliable access to and use of information.

For this paper, we adopt the definition of “Privacy” defined by the ONC (Office
of the National Coordinator of Healthcare IT—U.S. Department of Health and
Human Services) framework as an individual’s interest in protecting his or her
individually identifiable health information and the corresponding obligation of
those persons and entities accessing, using, or disclosing that information to respect
those interests through fair information practices [8]. This definition maps directly
to the information confidentiality attribute of information security.
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2.1 Patient Engagement Through Health IT

Patient engagement is about providers and patients working together to improve
health. A patient’s greater engagement in healthcare is known to practitioners to
contribute to improved health outcomes.3 HIMMS reports that “Patients want to be
engaged in their healthcare decision-making process, and those who are engaged as
decision-makers in their care tend to be healthier and have better outcomes”.
A current study agrees on the fact that patient engagement in healthcare could
improve medication adherence [9] for example. Recently, a research conducted by
Columbia University, stipulates that privacy (confidentiality) is an important
by-product of patient engagement [10].

Patient engagement is an emerging concept in health IT. It is one of the five
goals of the federal government’s meaningful use program. Stage 3 of the
“Meaningful Use” EHR incentive program requirements encourages patient
engagement through various means, including the integration of patient-generated
data into clinical care documentation and quality measures (see Footnote 1).
The HIMSS patient engagement framework provides a five-milestone roadmap for
health providers looking to support patients through the use of IT tools and
resources: inform me, engage me, empower me, partner with me, and support my e-
Community.

The significant growth in healthcare applications designed for consumer mobile
devices provides a platform for individuals to collect, track, store, and transmit
personal health information. These data could cover care experience surveys,
symptom assessments, self-management diaries, demographics, etc. and integrated
as patient-generated data in EHR. Boston Children’s Hospital, for instance,
implemented a Discharge Communication Platform (DisCo) which sends families
either a text message or an email with 3 questions within 24 h of discharge to
provide an additional layer of support for the discharged child and their caregivers
—with real time follow up with a member of the medical team.4 Another hospital
(National Children’s Hospital in Washington, DC) relied on handheld technology
with Apps (Doc Journal) as means for patients and families to better engage with
their care team through online health information entry, pharmaceutical references,
journaling, etc (see Footnote 4).

Patient engagement is expanding into patient-generated health data (PGHD)
where the patient captures the data and transfers it to the central system.
Practitioners will then pick up the data, review it and authorized into the database.
Marceglia et al. [11] developed a conceptual representation of the potential inte-
gration between a system centered on patient engagement and the clinical data
captured in the electronic medical record (Fig. 1). Ideally, a real-time model of data
acquisition and validation would place the patient at the controls of his or her
personal health data and establish grounds from proper clinical use of this data [12].

3http://www.himss.org/library/patient-engagement-toolkit.
4http://www.himss.org/library.
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Research on potential challenges of patient engagement in Health IT publications
is still scarce. Studies have shown that patient collected clinical data are not always
reliable [13]. Patient engagement could involve a plethora of data sources such as
social media and online patient communities for information exchange, wearables
and mobile apps [14]. Some approaches tend to use devices that may not be trusted as
clinical devices such as mobile phone apps. Other approaches use clinical instru-
ments, however, as they depend on the health literacy of the patient and sometimes on
systems capacity [15], human or machine processing power [16]. From the practi-
tioners’ viewpoint, this increase in patient access to information may lead to potential
conflicts with reluctant care providers aiming to protect health information for rea-
sons of trust, territorialism or in the context of patient-physician confidentiality [17].

2.2 Patient Portals: Cornerstone for Patient Engagement

Patient portals are believed to be the gate to a wide scope of patient engagement
[18]. Research is clear on the fact that IT platforms can enhance patient engagement
and improve health outcomes [19]. For instance, patient portals have been shown to
enhance adolescent healthcare quality and adolescents readily use a confidential
portal [20]. However, “flexible, standardized, and interoperable solutions must be
integrated with outcomes-based research to activate effectively patients as partners
in their healthcare” [17]. Few studies address the potential connection between the
usability of electronic health records and what features should be incorporated for
data protection from errors and unauthorized access [19]. As an illustrative

Fig. 1 Conceptual representation—Integration between a system centered on patient engagement
and the clinical data captured in the medical record. Source Marceglia et al. [11]
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evidence in patient engagement in healthcare, this paper presents Kaiser
Permanente’s (KP) patient portal’s implementation of an online personal health
record.

KP’s Online Personal Health Record. Leading the US implementations of
EMRs, with a primary focus on patient engagement,5 Kaiser Permanente prioritises
fostering patient engagement through a holistic strategy of care coordination,
technological innovation, and community outreach.6 Kaiser Permanente (KP),
founded in 1945, aligned a vision of a “Real-time, Personalized Healthcare”,
inspired by Dr. Sidney Garfield, MD co-founder, to offer online health services in
1996. In 2004, Kaiser Permanente launched an electronic health record online
portal (EHR), KP HealthConnect™ [21]. KP has deployed mobile computer carts
that allow doctors to maintain their patient contact. Physicians and nurses use the
system in front of the patient engaging the latter in the healthcare process.7

With a focus on patient engagement, KP deployed a patient facing portal through
which patients can enrol online, complete surveys, review their lab tests and receive
recommendations from their primary care physician for continuity of care [22]. The
online personal health record (PHR) includes a patient health record with com-
prehensive documentation across care settings inpatient and outpatient, clinical
decision support, and complete, real-time connectivity to lab, pharmacy, radiology,
and other ancillary systems. Members, who are also KP’s health Insurance Plan
subscribers, can use KP provided tools to manage their health benefits, including
estimating the cost of treatments and viewing medication formularies. For Kaiser,
blending traditional office visits with this modality of care has proven effective for
this nationwide provider. The decrease in office visits in favor of scheduled tele-
phone visits and secure e-mail messaging created operational efficiencies by
offering nontraditional, patient-centered ways of providing care [23].

Designed with a bilingual interface (English and Spanish), KP serves 10.2
million members. This digitized health ecosystem offers member access to their

Public 

Member and Proxy access

Members can act on behalf of another family member (child or adult) to access online services. 

Electronic 
connectivity 
- E-mail assigned 

physician
- Ask questions of 

pharmacists
- Contact member 

services.

Health and wellness: 

- View health and drug 
encyclopedias

- Take a health assessment
- Information about 

popular health topics
- Use health calculators
- Follow tailored behavior 

change programs

Clinical transactions
- View, schedule, or 

cancel appointments
- Refill prescriptions 

for themselves and 
other family 
members. 

Personal health record
- My Health Manager 
- View medical 

record (lab results, 
immunizations, past 
office visits, 
prescriptions, 
allergies, and health 
conditions) 

Account management:
- Manage their health 

benefits
- Estimating the cost 

of treatments 
- View medication 

formularies.

Fig. 2 Representation by the author from information in Silvestre et al. [22]

5http://mobihealthnews.com/29985/in-depth-a-brief-history-of-digital-patient-engagement-tools.
6https://store.healthleadersmedia.com/patient-engagement-for-population-health-the-kaiser-
permanente-msha-models-1
7http://www.healthleadersmedia.com/content/MAG-88640/Behind-the-Wires.
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information, an option for proxy access for family members and a public portal for
health management to the public (Fig. 2).

2.3 EHR Architectural Considerations for Privacy
and Confidentiality

Architectural consideration in implementing a Digitized Health IT are specific to
the ability of the data to be protected from unauthorized access, use and distribu-
tion. Prescriptions for cloud computing versus locally hosted solutions are con-
tradicting in the way that they may or may not protect the confidentiality of the data
[21]. Expanding on such infrastructure requirements, the next section of this paper
addresses the fundamental components of a data architecture that aims at stan-
dardizing principles of confidentiality in Electronic Health Records, standards that
would maintain confidentiality of the data across the digitized Health IT ecosystem.

On 4/09/2014, the Healthcare Research and Quality (AHRQ) released the
JASON8 report detailing a framework for a “Robust Health Data Infrastructure
Architecture” (Fig. 3). In a nutshell, this framework introduces a common markup
language for healthcare including controlled vocabularies referred to as the Fast
Health Interoperable Resources (FHIR) being refined by the HL7 and the HIT
Standards Committee. According to plans for an Interoperable Health IT

Fig. 3 JASON’s proposed architecture for the exchange of health information Source “A Robust
Health Data Infrastructure,” publication number 14-0041-EF—figure

8JASON is an independent group of scientists who advise the United States government on matters
of science and technology whose efforts are facilitated by the MITRE Corporation.
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infrastructure published by the Office of the National Coordinator for Health IT in
the US, one of the guiding principles for EHRs protect privacy and security in all
aspects of interoperability.

Access Control. The target digitized healthcare IT ecosystem is comprised of
many entities, all of which interact with the patient, including pharmacies, clini-
cians, payers, insurance, caregivers/family/friends, laboratories, data repositories,
researchers, etc. All of these entities need to be connected to a secure IT infras-
tructure that provides technical and semantic interoperability and guarantees trust
across healthcare environments. As healthcare data is stored, accessed and trans-
ferred in the healthcare environment, it is necessary to track its provenance, e.g.,
origin, across the continuum of care and lifespan of the data.9

Research has shown that EMR systems implementations should contain ade-
quate safeguards for patient privacy and confidentiality [24]. Health Level 7 (HL7)
standards activities contribute towards the goal of creating standardized digital
services infrastructure by providing an information model, metadata and security
and privacy mechanisms. Vendors building EMR software and devices and services
for the HealthCare IT ecosystem, are encouraged to develop and publish APIs
based on the JASON architecture for medical-records data that would enable their
health records to be exchanged across the healthcare environment. These APIs must
follow the “robustness principle” (i.e. be liberal in what you accept and conser-
vative in what you send). The architecture consolidates policy-related mechanisms
into a well-defined access control system that, at a minimum, provides identity
management, user authentication, and user authorization.

Encryption. The Robust Health Data Infrastructure Architecture suggests that all
data be encrypted at rest and in motion, in accordance with the HIPPA rule of
Meaningful Use. An encryption layer ensures the confidentiality of data, an authority
is needed to control distribution of the cryptographic keys required to access the data,
thus reinforcing the principle of separation of key management from data manage-
ment addressed by Data Segmentation for Privacy standards in the HL7 and the
Standards and Interoperability (S&I) frameworks. Measures for identity, authenti-
cation and privacy services are employed with the necessary key based encryption.

Encryption may not protect against data errors such as data that has been
compromised, however it does provide safeguard for data breach [25]. Concepts
such as patient controlled encryption schemes are being exploited to achieve secure
and private medical records while maintaining the efficiency and functionality,
including search-ability and delegation [26]. Encryption methods are investigated
and proposed for record data, namely the attribute based encryption method, pre-
scribed for a potentially cloud based data would provide the security to the database
[27]. This encryption method would offer the opportunity for hosted application to
offer hosted applications with “reasonably” good privacy.

9JASON. “A Robust Health Data Infrastructure,” prepared for the Agency for Health Care
Research and Quality, AHRQ publication number 14-0041-EF, Rockville, MD, 2014.
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Data Provenance and Atomic Data. Recent studies show measurable benefits
emerging from the adoption of health information technology; these benefits range
from efficiency and effectiveness of care, provider and patient satisfaction, pre-
ventive care and patient safety [28]. Legislators, scientists, and information tech-
nology research and development in efforts to find measures that maintain privacy
of patient data with the capability to serve public health [29] and clinical research
Henry et al. [30].

In accordance with the HIPPA rule of Meaningful Use, the data provenance
(source of the data) metadata is captured in EHRs typically include time/date
stamps, authorship information, and contextual transactions information.

Additionally, EHR data is to be represented as discrete data elements (atomic
data) with associated metadata, separating chart (data dissociated from the patient)
and record data (patient data) for additional privacy, acknowledging the need to
support clinical trials and clinical research while protecting patient privacy. This
principle is manifested into efforts to separate clinical data from patient biographical
data. The latter is protected to maintain patient privacy. The clinical data is hence
available for use as atomic data to empower practitioners in diagnosis, fuel big data
analytics tools for clinical research [31] and evidence based data for policy gov-
ernance of general public health [32].

3 Conclusion

A foundational concept of information sharing in healthcare is to avail patient
health and biography information to the providers of care. Despite extensive efforts
in privacy legislation, patients still express great concern of privacy/security of their
health related information. The greatest perceived danger to patients is not that their
EHR data might be misused, rather, that their data could be used not as intended.

The discussion section of this paper has exposed approaches in theory and
practice, through a foundation of a robust health data infrastructure architecture
designed to achieve the balance between data availability and confidentiality.
Guidelines were summarized that emphasize encryption of data at rest and in
movement, data separation between clinical atomic data and health record private
data, and the necessity of metadata on data provenance that include time/date
stamps, authorship information, and contextual transactions information enabling
the traceability of the information for validation and control over confidentiality.

Concerns of confidentiality may be seen to outweigh benefits of quality of care.
In a look at the future, a vision of consumers in control of their information through
Consumer Health Informatics (CHI) is paving the way for fully transparent health
records [33]. These building blocks would facilitate the use of applications in a
patient-centered medical home, patient decision aids and personal health manage-
ment tools, and patient self-serve kiosks.

Patient engagement practices, enabled by secured portals, bring the control of
who can have access to patient data. In our example, Kaiser’s business model is a
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closed network model of insurance, hospitals, pharmacies and health professionals.
The control over data capture, usage and preservation is an achievable objective.
Challenges will prevail specifically in distributed health information systems with
multiple providers with EMR system implementations and maturity levels.
Legislators have been enthusiastic to maintain the balance between protecting
private information and pertinent disclosure of that information to authorized points
of care. Consequently, such access to data would demand the development of
policies and procedures related to record management baring concerns of accuracy,
integrity, and quality in patient records, especially in such situations where patient
data entries are permitted and incorporated into the record.

References

1. Bates D. et al. (2003, Jan/Feb). A proposal for electronic medical records in U.S. Primary
Care Journal of the American Medical Informatics Association 10(1), 1.

2. Vest J. R. (2009). Health information exchange and healthcare utilization. Journal of medical
systems 33(3), 223–31.

3. Caine K., & Tierney, W M. (2015, Jan, 30). Journal of General Internal Medicine 1, S38–41.
4. Campos-Castillo, C., & Anthony, D. L. (2015). The double-edged sword of electronic health

records: Implications for patient disclosure. Journal of the American Medical Informatics
Association, 22(e1), e130–e140.

5. Tucker, C. M., Arthur, T. M., Roncoroni, J., Wall, W., & Sanchez, J. (2015). Patient-centered,
culturally sensitive healthcare. Am. Journal of Lifestyle Medicine, 9(1), 63–77.

6. Donaldson, L. (2015). Patient safety and healthcare It (p. 291). Mastering Informatics: A
Healthcare Handbook for Success.

7. Xin, T., & Xiaofang, B. (2014). Online Banking Security Analysis based on STRIDE Threat
Model. International Journal of Security and Its Applications, 8(2), 271–282.

8. Kotz, D., Avancha, S., & Baxi, A. (2009, November). A privacy framework for mobile health
and home-care systems. In Proceedings of the First ACM Workshop on Security and Privacy
in Medical and Home-Care Systems (pp. 1–12). ACM.

9. Oberlin, S. R., Parente, S. T., & Pruett, T. L. (2016). Improving medication adherence among
kidney transplant recipients: Findings from other industries, patient engagement, and
behavioral economics—scoping review. SAGE Open Medicine, 4.

10. Higgins, T. (2016). The PACT of patient engagement: Unraveling the meaning of
engagement with hybrid concept analysis.

11. Marceglia, S., Fontelo, P., & Ackerman, M. J. (2015). Transforming consumer health
informatics: connecting CHI applications to the health-IT ecosystem. Journal of the American
Medical Informatics Association ocu030.

12. Huerta, T. R., Walker, C., Murray, K. R., Hefner, J. L., McAlearney, A. S., & Moffatt-Bruce,
S. (2016). Patient safety errors: Leveraging health information technology to facilitate patient
reporting. Journal for Healthcare Quality, 38(1), 17–23.

13. Singh, K., Drouin, K., Newmark, L. P., Rozenblum, R., Lee, J., Landman, A., … & Bates, D.
W. (2016). Developing a framework for evaluating the patient engagement, quality, and
safety of mobile health applications. Issue Brief (Commonwealth Fund) 5, 1–11.

14. Pavliscsak, H., Little, J. R., Poropatich, R. K., McVeigh, F. L., Tong, J., Tillman, J. S.,… &
Fonda, S. J. (2016). Assessment of patient engagement with a mobile application among
service members in transition. JAMIA 23(1), 110–118.

15. Garg, S. K., Lyles, C. R., Ackerman, S., Handley, M. A., Schillinger, D., Gourley, G., … &
Sarkar, U. (2016). Qualitative analysis of programmatic initiatives to text patients with mobile

Initiatives Addressing Confidentiality in Electronic … 267



devices in resource-limited health systems. BMC Medical Informatics and Decision Making
16(1), 1.

16. Shapiro, M., Johnston, D., Wald, J., & Mon, D. (2012, Apr). Patient-generated health data. In
White paper: Prepared for Office of Policy and Planning, Office of the National Coordinator
for Health Information Technology. Research Triangle Park, NC: RTI International.

17. Wiljer, D., Urowitz, S., Apatu, E., DeLenardo, C., Eysenbach, G., Harth, T., et al. (2008).
Canadian committee for patient accessible health records c. patient accessible electronic
health records: exploring recommendations for successful implementation strategies. Journal
of Medical Internet Research, 10(4), e34.

18. Tulu, B., Trudel, J., Strong, D. M., Johnson, S. A., Sundaresan, D., & Garber, L. (2016).
Patient portals: An underused resource for improving patient engagement. Chest, 149(1),
272–277.

19. Sawesi, S., Rashrash, M., Phalakornkule, K., Carpenter, J. S., & Jones, J. F. (2016). The
impact of information technology on patient engagement and health behavior change: A
systematic review of the literature. JMIR Medical Informatics 4(1).

20. Thompson, L. A., Martinko, T., Budd, P., Mercado, R., & Schentrup, A. M. (2016).
Meaningful use of a confidential adolescent patient portal. Journal of Adolescent Health, 58
(2), 134–140.

21. Chen, S. W., Chiang, D. L., Liu, C. H., Chen, T. S., Lai, F., Wang, H., et al. (2016).
Confidentiality protection of digital health records in cloud computing. Journal of Medical
Systems, 40(5), 1–12.

22. Silvestre, A., Sue, V. M., & Allen J. Y. (2009). If you build it, will they come? The Kaiser
Permanente Model Of Online Healthcare Health Affairs 28(2), 334–344;.

23. Chen C, Garrido T, Chock D, Okawa G, Liang L. (2009, Mar-Apr). The Kaiser permanente
electronic health record: Transforming and streamlining modalities of care. Health Affairs
(Millwood) 28(2), 323–33.

24. Bayer, R. et al (2015) New challenges for electronic health records confidentiality and access
to sensitive health information about parents and adolescents JAMA. 313(1), 29–30.

25. Barkhuysen, P., deGrauw, W., et al. (2014). Is the quality of data in an electronic medical
record sufficient for assessing the quality of primary care? Journal of the American Medical
Informatics Association, 21, 692–698.

26. Benaloh, J., Chase, M., Horvitz, E. & Lauter K. (2009). Patient controlled encryption:
Ensuring privacy of electronic medical records. ACM 978-1-60558-784-4/09/11.

27. Neetha X. and Chandrasekar V. (2015). Cloud computing data security for personal health
record by using attribute based encryption. International Journal of Information, Business
and Management 7(1), 209–214.

28. Buntin M. B., Burke, M. F., Hoaglin M. C. & Blumenthal D. (2011). The benefits of health
information technology: A review of the recent literature shows predominantly positive.
Results Health Affairs 30(3), 464–471.

29. Moody-Thomas, S., Nasuti, L., Yi, Y., Celestin, M. D., Jr., Horswell, R., & Land, T. G. (2015).
Effect of systems change and use of electronic health records on quit rates among tobacco users
in a public hospital system. American Journal of Public Health, 105(S2), e1–e7.

30. Henry, Y., Harkins, V., Ferrari, A., & Berger, P. B. (2015). Use of an electronic health record
to optimize site performance in randomized clinical trials. Journal of Clinical Trials, 5(208),
0870–2167.

31. Wang, Y., Kung, L., Ting, C., & Byrd, T. A. (2015, January). Beyond a technical perspective:
understanding big data capabilities in healthcare. In Wang, Y., Kung, L., Ting, C.C. & Byrd,
T.A. (Eds.), Beyond a technical perspective: understanding big data capabilities in healthcare.
Proceedings of 48th Annual Hawaii International Conference on System Sciences (HICSS),
Kauai, Hawaii.

32. Greenes R A., (2014) Clinical decision support, the road to broad adoption. (2nd ed.),
Academic Press. doi:10.1016/B978-0-12-398476-0.00032-4.

33. Walker, J., Darer, J. D., Elmore, J. G., et al. (2014). The road toward fully transparent medical
records. New England Journal of Medicine, 2014(370), 6–8.

268 N.G. Badr

http://dx.doi.org/10.1016/B978-0-12-398476-0.00032-4


Time Accounting System: Validating
a Socio-Technical Solution for Service
Exchange in Local Communities

Tunazzina Sultana, Angela Locoro and Flávio Soares Corrêa da Silva

Abstract This paper reports the first validation steps of the prototype of a Time
Accounting System (TAS), which has been designed and developed to investigate
how a technology that facilitates service exchanges using local currency can be
accepted in a developing country, namely in Bangladesh. The paper describes the
results of two Confirmatory Focus Groups (CFGs) that have been developed to
assess the functionalities of the TAS. The main goal of these CFGs was to inves-
tigate how interactive and simple the system must be to be accepted by users, given
that, based on some previous studies, the idea/concept of a TAS is expected to
spread over in Bangladesh.

Keywords Time accounting system � Confirmatory focus groups � Qualitative
prototype validation

1 Introduction

The impacts and consequences of Information Technology (IT) offers to designers
and researchers a number of interesting aspects to study: on the one hand, tech-
nological innovation opens the opportunities for people to collaborate in “coordi-
nated, efficient and reciprocal service transactions to improve the quality of life for
all” [2]; on the other hand, a large number of developing countries, particularly
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low-income ones, failed in availing themselves of the benefits of ICT: this con-
tributes to the “digital divide” between developed and developing countries.
Fortunately, the Internet growth rate in these countries, particularly from 2000 to
2013, is higher than in the developed countries,1 raising the ground for different use
of ICT and the researchers’ attention. This paper is a sequel of a work that aims to
shed light on a new way of using IT by combining western knowledge and local
needs to address the two following research questions: “Is a time-based service
exchange initiative (TAS) useful and appropriate for Bangladesh?”; and “In the
positive case, how can a time-based service exchange initiative (TAS), be intro-
duced in Bangladesh?”. The motivation to investigate the TAS concept in the
context of developing countries was based on the idea that such kind of systems can
bring a social and economic change in these countries in terms of addressing the
care of the elderly people, and the support to unemployed and low-income people
through ICT exploitation.

In this paper, we report the first phase of validation of the prototype of a TAS
that has been designed and developed based on the requirements that were elicited
considering social and technological aspects of the country and derived from an
exploratory survey [28] and two qualitative studies [5]. The design and develop-
ment of the prototype of the TAS were conceived as a continuous process involving
both designers and users, and considering the requirements of the potential users in
order to make it more effective and efficient; and, from this perspective, we argue
that a TAS is as a socio-technical solution that can make service exchanges possible
through a system within a community.

In what follows, we first give some main motivations and background of this
research, and then describe the methodology adopted for this work. We then report
and discuss the main findings from two focus groups that are done to validate the
prototype. We then summarize the insights and the next step of our research in a
short conclusion.

2 Motivations and Background

Developed countries are presently passing the era of scarce governmental resources,
population ageing, and declining of social capital [9]. For these reasons, there are
initiatives trying to take advantage of technologies to tackle those problems and
help create and maintain the social network of interaction, trust, and exchange
among different units of the society [6]. One of these initiatives aim to develop
system like Timebanks, Community Exchanges, and Local Exchange Trading
Systems (LETS), where community members provide each other small services
according to their skills and availability and by relying on the reciprocity within the
whole network of members within the system by using local currencies. One

1ICT Facts & Figures, 2015.
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particularly successful sort of local currency is Time Banking—which we call Time
Accounting System or TAS—[5], spreading quickly in many developed countries
within very short time [6]: for this reason it draws the attention of the researchers to
better understand and support it as a worthy phenomenon.

TAS can be a suitable tool to tackle issues of social exclusion among the
underprivileged people of a society, particularly elderly and low income groups
[21–25], and to involve underemployed people who have a formal employment by
connecting them through and within the network [3, 8–10, 18, 23]. A systematic
survey of the literature [29] has shown that the use of technologies in support of
local communities in developing countries is quite limited, especially when new
forms of collaboration are involved. This fact, together with the increasing diffusion
and adoption of ICT tools and devices (especially social network applications),
create the conditions to investigate whether ICT based platforms can be used in
developing countries beyond the simple aim of increasing socialization [27].

Our previous work has indicated that a TAS can be a useful and suitable tool to
address the different problems mentioned in the previous paragraphs [5, 28] and is
expected to spread over Bangladesh if it is well publicized and well understood by
the receiving people. Hence, a prototype of a TAS has been designed and developed
taking into account requirements that have been elicited through surveys and group
discussions, and by involving potential users.

Since this research theme is new and there were no previous experiences to be
leveraged in this effort, especially because every local conditions can determine
different outcomes, our choice was to focus our research on a specific country,
Bangladesh, that is interesting for its positive attitude towards innovation and could
allow an easier research design since the author of this paper lives in Bangladesh
and therefore has strong knowledge and personal motivations in this research.
Moreover, since Bangladesh is experiencing the growing number of older popu-
lations [12, 15, 30] and now it is passing through the third stage of the demographic
transition [13, 14], and it is going to face all of the associated challenges (health
problem, social exclusion, mobility problem, unemployment, etc.), the very long
run objective of this work is to promote and leverage the experience of use of TAS
applications, to check their role in improving the elderly care and in offering new
possibilities to the local people to reduce their unemployment and to improve the
quality of their current socio-economic conditions. Hence, we are motivated to
investigate the potential for the adoption of a TAS system in the Bangladesh urban
domain, since the benefits of local exchange seem to be particularly fitting the urban
social structure of Bangladesh [5].

3 The Methodology

We organized and moderated two Confirmatory Focus Group discussions in
September 2015, within the community of Bangladeshi residents in Milan, with the
aim of evaluating and refining the design of a TAS. This system should help them
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exchange ancillary services in their daily life. The group discussions were con-
ducted by adopting the methodology proposed by [7] and used also by [4], since
this method is extremely helpful to investigate new ideas for two reasons: (i) the
refinement and improvements in the design which is done through exploratory
focus groups (EFGs); (ii) the confirmation or evaluation of the utility of the design
through confirmatory focus groups (CFGs) by involving actual and potential users.
Moreover, this method was considered as the best one for this project since it will
allow to go for a further rigorous investigation of the design in case of future
development.

Usually, a focus group is a moderated discussion involving a relatively small
group of participants (from six to twelve) who discuss freely about: (i) how
promising and appealing they consider a prototype or an early version of a software
artifact (Exploratory Focus Groups, from now on EFGs); (ii) the extent to which
they consider that a refined prototype of an artifact is aligned with their desired
requirements (Confirmatory Focus Groups, from now on CFGs). This discussion is
usually held with the help of a moderator, who must be knowledgeable about the
artifact under evaluation and stays in charge of supporting and guiding the dis-
cussion [17].

In our case, one of the authors, who is a member of the design team as well as
member of the group of potential users of the TAS, played the role of a moderator.
In these discussions, we pursued and ensured a relax sessions with potential users of
the TAS application in a more informal manner so that we get frank opinions
without hesitation or plain compliance [16]. Moreover, in order to encourage any
kind of feedback, positive or negative, the moderator was highly receptive to
criticisms and suggestions. Complying with the suggestions found in specialized
literature [26], a person who has in-depth knowledge about the concept of a TAS
was also enrolled as a silent observer of the focus groups, in order to take detailed
notes of any exchange between the participants, particularly of non-verbal com-
munications such as facial expressions. A typical focus group lasts about two hours
and is usually recorded with the consent of the participants.

The CFGs involved twelve participants, lasting for four hours altogether. The
participants in the CFGs were selected from the pool of participants in those EFGs
whose outcome were the preliminary design guidelines for the development of the
TAS prototype. A short report about these EFGs can be found in [5]. We also chose
the members so as to maximize their variance with respect to education and income:
as a result, the focus groups were comprised of service holders, retired service
holders, businessmen, professionals, educated unemployed individuals, uneducated
unemployed individuals, educated housewives, less-educated housewives, and
students. The participants of the CFGs were selected and divided in 2 focus groups
of 6 participants each, so that the groups were all homogeneous with respect to
gender, age, use of smart phone and employment condition (the CFGs were con-
figured as shown in Table 1). In this discussion, we deliberately exclude ‘65+’ age
group outcomes, as they were collected in another work as full requirements for an
elderly-based TAS, where they could express their interest to get assistance and
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company at their old age as well as to change their role in the society from service
receivers to service co-creators and providers [29].

We invited the participants to evaluate and discuss whether their previous
requirements for the design of a TAS had been met and to evaluate if the sequences
of steps to complete a task with the present prototype seemed sensible and rea-
sonable. Discussions were done in a quiet room in which only the participants, the
observer and the moderator were present.

We started our discussion by briefing about our objectives to the participants,
and then we showed them a PowerPoint presentation. In that presentation, the slides
contained different screenshots of the prototype. We displayed a total of twelve
slides, representing the procedure of completing different tasks for making a
transaction through our TAS.2 In this case, we used the screenshots of tasks related
to the issues which had been considered crucial during EFGs, and essential for the
acceptance of a TAS.

We deliberately avoid allowing the participants to interact with the actual pro-
totype of the software since our next phase of validation aimed at usability testing
by the users to know how the users feel when they use the prototype of a TAS to
identify the usability problem with the interface of the prototype. Moreover, the
interaction with the actual prototype at this phase might bias them positively during
the usability testing.

As previously observed, the respondents were initially wary of engaging into
transactions with strangers through the system: they were concerned about the
disclosure of identity of the TAS users, since they are likely to receive or provide a
service through a TAS only if they can rely on the service receiver and/or the
provider. Moreover, they were also interested in a system that would help them
select their own zone of interest for a service. There were two main reasons for this
requirement: (1) the members of a TAS are expected to be acquainted with each
other and belong to the same community (which also addresses the identity issue)
and (2) the help that they might be looking for through a TAS can be given mostly
by their geographical neighbors. Additionally, users expressed interest in the pos-
sibility to book services in advance, in order to adjust their needs within routine

Table 1 The composition of each CFG

Gender 1 M & 1 F 1 M & 1 F 1 M & 1 F

Age <25 25–44 45–64

Smart phone user User User User

Employment status Unemployed Employed Employed/Unemployed

2In our TAS application a user (termed as Offerer) can declare her availability to offer any service
(termed as Offer). A user (termed as Requester) can express his need (termed as Want).
A Requester can have a Want for an Offer and the Offerer can accept the Want of the Requester.
A Requester can reserve an Offer, and the Offerer can commit to provide that Offer. When the
Offerer delivers the service to the Requester, a transaction is completed either by the Requester or
the Offerer acknowledging the time received or used, respectively.
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agendas of growing complexity. Therefore, we took the snapshots that were related
to these particular issues and showed how those issues had been addressed in the
prototype by answering any question about the information given in the slides. The
discussions were organized according to specific questions for evaluating the
prototype against the objectives mentioned above, leaving however room for the
spontaneous questions. All the questions were phrased in an open-ended manner so
that the participants could express their opinions freely.

The discussions were recorded with the permission of participants, and then two
authors carried out affinity clustering with paper copies of their transcripts. We
applied a hybrid approach [11], which combines inductive analysis to yield pre-
liminary themes with deductive thematic analysis to reflect on the detected themes
with respect to prior findings.

During the transcription, we assigned to each participant a unique identification
number, e.g., P1, P2, etc. We then performed content analysis to identify themes
and elements of interest. The detailed analysis of the discussions is reported in the
next sections, where we group the relevant passages under three themes with
supporting quotations and discuss them accordingly.

4 Analysis and Results of CFGs

Table 2 summarizes the main themes and their topics as they emerged from the
analysis of the group conversations. The detailed analysis and description of all the
identified themes and topics is reported in the next paragraphs.

4.1 Crucial Previous Requirements

All participants acknowledged that the prototype has complied with the previous
requirements that were explored during EFGs; the sequences of steps to accomplish
tasks are easy to follow and clear to understand. As the technological environment
in Bangladesh is changing rapidly due to public and private initiatives in the ICT
sectors [19, 31], recent changes in the technological environment of the country can
accelerate the possibility of grasping the idea of TAS in its present form.

Table 2 The main theme with sub-topics emerging from the CFGs

Technical issues Non technical issues

Crucial previous requirements
— Informal tutorship for non
tech-savvy people
— Users identity/privacy
— Zone Selection
— Service Reservation

New requirements
— Language concerns for
acceptability
— Time transfer capability
— Mobile phones support
— How-to for new users

Reinforcement of
previous concerns
— One hour equals one
hour?
— Promotion and
motivation
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P5: “Nowadays people are used to exploit online services for bus or train ticket or they pay
their bill online […] the procedure seems more similar to hotel booking […] so I think it is
easy to understand […]”

People are getting more familiar with technology and digital devices. Indeed, the
discussants raised with an assertive attitude the issue about not tech-savvy ones,
considering that they could be supported by other people. In the EFGs we had
already tackled this issue, and again this has been raised and solutions were pro-
posed in the CFGs discussions.

P9: “They can ask to any family member […] in the urban area it will not be a problem at
all […] but in the rural area, it may happen that the only mobile holder is out of home […]
in this case, if there is any nominated person by the coordinator, he could solve this
problem”

Based on crucial previous requirements, we have also collected some new ideas
to be considered as refining requirements. These are described in the “New
requirements” section.

In our previous discussions, we have found that people were concerned about
personal safety issues, which pushed them to admit their preference for TAS
members of their same zone. CFGs discussions acknowledged that the present
prototype is appropriate to reduce the wariness about this.

P5: “In fact, if I can check the user profile, it is ok for me […] and if they are from my same
area, I am more relaxed […] and now we can check the area first […] this makes my task
easy […]”

Although the discussants agreed that the present prototype covered the most part
of the personal safety issues, interestingly they came up with new ideas about the
selection of the service providers. These can be considered as new requirements.

4.2 The New Requirements

A second theme has emerged on ‘personal safety issues’ and ‘ease of under-
standing’ as optional or new requirements for a TAS adoption. As a part of their
local culture, people usually consider a female and an old person to be less risky
when they let them in their house.

P8: “[…] If the age and the gender can be seen from the user profile, it would be better; I
can decide whether I will prefer to select a male or female for receiving help in cooking
[…]”

This was explained by another participant as follows:

P12: “[…] Certainly, I will prefer a male when the service will not be provided in my
house, and in case, if I need to allow someone to enter into my house, I would prefer
someone of my father’s age […]”

Time Accounting System: Validating a Socio-Technical … 275



While age is identified as a crucial factor for the personal safety issue (the older,
the safer), it is also recognized that younger individuals are more suitable for
specific tasks, as one of the participants put it:

P8: “[…] it would be better if I can see the age when I need to ask for such help that require
physical labor, for example bring water or sack of rice from the shop […]”

Some participants also expressed concerns about the language (either Bengali or
English) and the alphabet (either Bengali or Roman) available in a TAS. In order to
get more acceptability and popularity, their opinion was that the interface should be
in both languages.

P12: “[…] I always prefer to read Bengali for better understanding, but I prefer to write in
English on computer […] because it takes me much time when I write in Bengali on
computer, I get used to write in English”

These opinions could be explained in terms of socio-cultural and technological
factors related to discomfort in typing using the Bengali alphabet. As expected,
people are more comfortable with their mother tongue for speaking, reading or
writing. However, if anyone wants to write using the Bengali alphabet on a mobile
phone or computer, he/she needs specialized software to support the Bengali
alphabet. Moreover, the peculiar pronunciation of the Bengali alphabet makes it
more difficult to write [20]. As a consequence, users prefer to use the English
alphabet for writing Bengali, e.g. AAMI, which means ‘I’, instead of writing the
same word using the Bengali alphabet. There are evidences that this pattern of
writing helps them express what they want to say in a better way than writing in
English [1].

At present, the interface of the prototype is in English, as this was the preferred
language of the EFGs participants, which has been also confirmed by the CFGs
participants. However, considering the issue of acceptability of a TAS, the final
choice will be an interface with the availability of both languages.

Participants reported that, although most of the TAS activities were simple and
easy to understand, it would be better to have detailed information about a TAS and
a video tutorial regarding how to use the system: this would imply a simpler
understanding for visitors or first time users.

P2: “[…] It seems very easy to me, activities look like what we usually do for hotel booking
[…] few days back, I used AirBnB for searching accommodation for personal reason […]
the procedure was the same […] if you want to make the things easier, you can make a link
for video tutorial for different task […]”

The discussion then moved to the problem of the digital divide: what would
happen to people who have limitations to or no internet access? Those who live in
urban areas are in advantage compared with those who live in rural areas. The
solution was proposed by the discussants themselves: as possessing a mobile phone
in every household is no longer a new phenomenon, a TAS should provide a mobile
notification of the required service. Since many people do not afford internet and a
Smartphone, it is easy to understand why participants opt for mobile notifications.
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An important point here is that the high diffusion of mobile phones can be relevant
for the acceptability of TAS.

Last but not least, the most surprising and interesting idea raised by the dis-
cussants was about the transfer of ‘time credit’ to another area or another member.
The groups were so enthusiastic about the concept that they discussed about the
possibilities and necessities of using ‘time balance’ for their near and dear ones

P5: “[…] I think there should be an option for using the points for our family members who
are living in Bangladesh […] you know, sometimes I feel very sad that am not in a position
to help my parents in their work or to be with them in their need […] I am earning money
here […] sending it to them […] but I am not there […] And they have some difficulties in
their everyday needs […] which cannot be solved by money […] they look for someone
who can help them go to town and visit a doctor […] seek help from my relatives for this
task […] or they do shopping by themselves, it seems that I am doing nothing for them […]
there is no value of my money […] I mean […] if I can use my credit to receive help from
someone in Bangladesh who can help my parents in their shopping […] would be great
[…]”

We consider this idea as one of the best outcomes of this phase, since this could
help people keeping in touch even if they are distant from each other due to
livelihood or other reasons. In fact, there are around 0.1 million Bangladeshi people
living in Italy and they form one of the largest immigrant populations in this
country.3 Livelihood is considered as one of the main reasons for this migration.
Most of these people are involved in formal and informal employment and they
send money to their families back in Bangladesh. A TAS with the ‘time transfer’
capability is perceived as a bridge between these migrants and their relatives in their
home country to keep and foster their relationship: they think that ‘time transfer’
can be as important as money transfer. Moreover, this idea shows the potential of a
TAS as a tool for social capital development beyond the concept of
“neighborhood”.

4.3 Reinforcing Previous Concerns

Despite our effort to keep the discussion within the track of our TAS prototype
acceptability, some of the participants raised their concern for the mentality of the
Bangladeshi people in accepting the TAS principles, i.e., the evaluation of a service
in the ‘same unit of time’ scale. This might raise some problems at the inception
stage of the idea, since people are used to evaluate physical labor and mental labor
differently.

P5: “[…] If someone brings a bag of 20 kilos to my house in 15 minutes and someone else
can fix a problem on my mobile phone in 15 minutes, how can you evaluate it in the same
scale? People may not accept this easily”

3https://en.wikipedia.org/wiki/Bangladeshis_in_Italy, https://en.wikipedia.org/wiki/Bangladeshi_
diaspora#Italy.
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This wariness was also flanked by the fear of any abuse of the system by the
users themselves:

P6: “[…] I think it is necessary to submit at least one paper document to the coordinator or
to any specified person so that each person could be traced in case of any possible abuse
[…]”

However, other participants were contrarian to this feeling of untrust:

P2: “I think in voluntary activities people will not do such immoral activities […] because
they will come voluntarily […] no one will punish anyone who does not help others […]
anyway, in the worst case you can think for the photocopy of the ID […] which is very
unique”

Furthermore, the participants made a link between the voluntary attitude behind
the participation in a TAS and religious viewpoints for negating the idea of abuse:

P2: “[…] Usually, when we come forward to help others voluntarily, religious view works
within our brain, i.e., if we do something good for others, we will get a good return from
Allah […] so I think if someone gets involved in this system, he will not have that bad
intention […]”

Irrespective of its link with religion, the usefulness and the necessity of a TAS
was discussed in regard to its acceptability in Bangladesh.

P7: “[…] In fact, religion came after society. In the primitive time, there was no religion,
but there was society […] people helped each other, this cooperation helped build the
society […] so […] different people will join with different inspirations […] it will give
different types of utilities to different types of people […]”

5 Discussion and Conclusion

In this paper, we have reported the evaluation of the prototype of a TAS as a proof
of concept to be introduced in Bangladesh. The findings can be discussed con-
sidering two major dimensions: (i) effectiveness, i.e., to what extent the prototype
seems sensible to complete a particular task on a TAS; (ii) and satisfaction, i.e., to
what extent the prototype seems compatible with the requirements of the users. In
general, both groups confirmed that the prototype seemed reasonable and sensible
to complete a particular task for accomplishing a transaction through a TAS, and the
requirements expressed in the EFGs were met. This showed a general satisfaction
with the prototype.

Participants raised many issues regarding ‘personal safety’, ‘comfort with
technology’ and ‘ease to understand’, among other issues. Despite the fact that the
present prototype satisfies the participants in terms of achieving the goal of a TAS
which was built with special attention to local socio-cultural and technological
condition, they came up with new ideas and therefore show the direction for further
work. Finally, the overall discussion indicates that the prototype has complied with
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the requirements elicited in the EFGs. There was a positive and constructive attitude
among the participants towards the idea of a TAS. The participants were found very
interested in a TAS and in the involvement in a TAS when there will be one
available; they came up with the very visionary idea of transferring time credit
between the areas and between the members of the system living in Bangladesh.
They felt that this option would add extra value to the acceptance and use of a TAS
in that country.

In the qualitative research that we have used for the evaluation of the present
prototype to the aim of introducing it in developing countries, we have found a high
level of acceptance from the users (focus groups participants). In this paper, we
have also reported the participants’ new requirements/requests for the system that
could make it more user friendly and acceptable in the domain where it will be
introduced. However, we take into account the limitations of this work: (i) not
testing the usability of the current prototype; (ii) and validating the prototype in
focus groups involving only the Bangladeshi people living in Milan.

The limitations of this study provide direction for future research: (i) test the
usability of the current prototype in order to assess the user experience with a TAS,
which would help us identify usability issues with the prototype interface; (ii) val-
idate the prototype among the Bangladeshi people in Bangladesh, to unfold the
functionalities of a TAS and help improve its design.

Despite the limited scope of validating the prototype in a different social context,
i.e. not in Bangladesh, we emphasize that this research has the potential to identify a
promising idea of TAS to be introduced as a socio-technical solution for the
development of local communities. This work can then be seen as a contribution
towards experimenting a system which plays an increasingly significant role in the
western countries in alleviating the problems that these two different economies—
developed and developing—are likely to share in the future, as a consequence of the
economic crisis and of the aging of their population.
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