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Preface

Welcome to the proceedings of the 12th edition of RFIDSec. Since 2005, RFIDsec has
become the premier venue devoted to security and privacy of radiofrequency identi-
fication (RFID). This year RFIDsec broadened its scope to security and privacy in all
application areas related to any constrained devices, with the event being renamed the
Workshop on RFID and IoT Security (previously Workshop on RFID Security and
Privacy). This reflects the fact that the nature of radio-enabled item identification and
automatic data capture has significantly changed over the years, driven by the interest
in overarching applications such as the Internet of Things and cyber-physical systems.
This year also marked the first occasion of RFIDSec being held outside of Europe and
the USA. We were excited to host RFIDSec in Asia’s World City.

RFIDsec 2016 assembled five technical sessions with exciting results in RFID and
IoT security. Eleven regular papers and three short paper were selected after a rigorous
review process of 30 submissions. The review procedure included a review phase, with
each paper receiving at least three reviews, followed by discussion between the Pro-
gram Committee members and the program chairs. The program also included three
invited talks and one tutorial. In the first invited talk “Secure Proximity Verification and
Localization: Challenges and Solutions.” Aanjhan Ranganathan of ETH Zurich spoke
about attacks on proximity and location systems, and presented some work on coun-
termeasures for GPS spoofing attacks. In the second invited talk “IT+OT=IoT? On
Security for Industrial Control Systems,” Nils Tippenhauer of the Singapore University
of Technology and Design talked about industrial IoT and presented practical examples
of security issues within deployed industrial control systems. In the third talk, the
audience were given a industry perspective on IoT security by Duncan Wong of the
Hong Kong Applied Science and Technology Research Institute (ASTRI). Finally,
David Cox of the University of Birmingham presented a tutorial on the Chameleon, an
RFID emulater and reader platform developed by Kasper & Oswald GmbH.

We thank all authors and participants who contributed to make this event a great
success, the Technical Program Committee members and additional reviewers who
worked on the program, and the volunteers who did much organization behind the
scenes. We greatly appreciate the input of the RFIDSec Steering Committee, whose
help and advice was invaluable, and we would like to thank the Department of
Computer Science at City University of Hong Kong for supporting for this event and
providing assistance with general arrangements.

December 2016 Gerhard P. Hancke
Konstantinos Markantonakis
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Security Analysis of Niu et al. Authentication
and Ownership Management Protocol

Masoumeh Safkhani1, Hoda Jannati2, and Nasour Bagheri2,3(B)
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Institute for Research in Fundamental Sciences (IPM), Tehran, Iran
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3 Electrical Engineering Department,
Shahid Rajaee Teacher Training University, Tehran, Iran
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Abstract. Over the past decade, besides authentication, ownership
management protocols have been suggested to transfer or delegate the
ownership of RFID tagged items. Recently, Niu et al. have proposed
an authentication and ownership management protocol based on 16-bit
pseudo random number generators and exclusive-or operations which
both can be easily implemented on low-cost RFID passive tags in EPC
global Class-1 Generation-2 standard. They claim that their protocol
offers location and data privacy and also resists against desynchroniza-
tion attack. In this paper, we analyze the security of their proposed
authentication and ownership management protocol and show that the
protocol is vulnerable to secret disclosure and desynchronization attacks.
The complexity of most of the attacks is only two runs of the protocol
and the success probability of the attacks is almost 1. We also proposed
an improved version of the protocol which is secure against the attacks
presented in this paper.

Keywords: RFID · Ownership transfer · Secret disclosure attack ·
Desynchronization attack

1 Introduction

Radio Frequency IDentifiction (RFID) is a wireless identification technology
which contains tags, readers and servers and works using radio waves. Tag is
a microchip which connects to the objects and the reader can read or modify
the information of tags. Complex operations can be done in the servers and also
more information about tags and readers are stored in them [14].

Electronic Product Code Class-1 Generation-2 (or in brief EPC-C1G2) [8]
is one of the important standards related to passive tags which supports only

c© Springer International Publishing AG 2017
G.P. Hancke and K. Markantonakis (Eds.): RFIDSec 2016, LNCS 10155, pp. 3–16, 2017.
DOI: 10.1007/978-3-319-62024-4 1



4 M. Safkhani et al.

Cyclic Redundancy Check (CRC) functions, Pseudo Random Number Genera-
tor (PRNG) functions and lightweight operations such as AND, OR, XOR and
etc. Due to the widespread use of passive tags, many EPC-C1G2 complaint pro-
tocols such as authentication [15], ownership transfer [11], tag search [20], dis-
tance bounding protocols [12], grouping proof [17] and etc. have been designed.
There also are many reports on vulnerabilities of these protocols against different
attacks [3,4,13]. All of these efforts show that designing a secure protocol in the
framework of EPC-C1G2 is not a straight forward task and we still need secure
protocols in this area. Recently, in response to this need, in [16], Niu et al. pre-
sented a mutual authentication and ownership management protocol including
ownership transfer and ownership delegation in order to provide location and
data privacy in EPC-C1G2 passive tags. Their protocol relies only on pseudo
random number generators and exclusive-or operations for execution. Both oper-
ations are easily implemented on low-cost RFID passive tags that comply with
EPC-C1G2 standard. Niu et al. claim that their protocol provides location pri-
vacy, backward privacy, forward privacy and also suitable security against replay
attack, desynchronization attack and windowing.

In this paper, we analyze the security of the authentication and ownership
management protocol proposed by Niu et al. and show that unfortunately their
security claims do not hold. In particular, their protocol is vulnerable against
secret disclosure and desynchronization attacks. In fact, this paper shows that
this need is still unmet.

The rest of this paper is arranged as follows: In Sect. 2, we review authenti-
cation and ownership management protocol proposed by Niu et al. Secret disclo-
sure and desynchronization attacks against the protocol are presented in Sects. 3
and 4 respectively and finally Sect. 7 concludes the paper.

2 Review of Niu et al. Authentication and Ownership
Management Protocol

There are four types of players in the protocol proposed by Niu et al. [16]:
(1) A trusted third party TTP , (2) An RFID tag T , (3) An old owner (reader
RID1) and (4) A new owner (reader RID2). It must be noted that Niu et al. have
assumed all the protocol parameters are 96 bits to preserve compatibility to EPC
standard and all 96-bit parameters are broken into six 16-bit words because of
convenience of the protocol implementation [16]. To prevent desynchronization
attack, they also have assumed that the reader and the tag both should maintain
their old and current pseudonyms and keys.

In the following, we begin with an overview of the system notations, then
their protocol is described in three phases. EPC is the unique and static elec-
tronic product code of the tag T and IDS is the pseudonym of the tag T .
RIDi

denotes the identifier of ith reader. K is a secret key which is shared
between the tag T and its owner, KM is a master key which is shared between
the tag T and its owner (the owner of the tag T with KM is able to mod-
ify the key K) and KTTP is a secret key which is shared between the tag
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T and TTP . W (i) denotes ith 16-bit of W and PRNG(.) denotes a 16-bit
pseudo random number generator. Per(X,Y ) also denotes the permutation of
X = x1x2 . . . xn according to Y = y1y2 . . . yn (xi, yi ∈ {0, 1}, for 0 ≤ i ≤ n)
as Per(X,Y ) = xk1xk2 . . . xkm

xkn
xkn−1 . . . xkm+2xkm+1 where m (0 ≤ m ≤ n)

is the hamming weight of Y , so that yk1 = yk2 = . . . = ykm
= 1 and

ykm+1 = ykm+2 = . . . = ykm
= 0 for 1 ≤ k1 < k2 < . . . < km ≤ n and

1 ≤ km+1 < km+2 < . . . < kn ≤ n.

Mutual Authentication Phase
In the mutual authentication phase of Niu et al. protocol the reader RID1 (the
old owner of the tag T ) authenticates the tag T before the reader RID1 delegates
the ownership of the tag T to the reader RID2. This phase of the protocol is
described below:

1. To start this phase of the protocol, the reader RID1 (the old owner of the
tag T ) generates two random numbers rnd1 and rnd2. Then, it computes
A(i) = rnd1(i) ⊕PRNG(K(i) ⊕RID1(i)) ⊕PRNG(K(i) ⊕RID2(i)), B(i) =
rnd2(i) ⊕ PRNG(rnd1(i) ⊕ K(i)) and C(i) = PRNG(rnd1(i) ⊕ RID1(i)) ⊕
PRNG(rnd2(i) ⊕ RID2(i)) for i = 1, . . . , 6.

2. The reader RID1 sends A, B and C to the tag T .
3. After receiving the messages A, B and C from the reader RID1, the tag T

computes rnd1(i) = A(i)⊕PRNG(K(i)⊕RID1(i))⊕PRNG(K(i)⊕RID2(i)),
rnd2(i) = B(i) ⊕ PRNG(rnd1(i) ⊕ K(i)) and C ′(i) = PRNG(rnd1(i) ⊕
RID1(i))⊕PRNG(rnd2(i)⊕RID2(i)) for i = 1, . . . , 6. Then, the tag T verifies
whether C ′ ?= C is or not. In the case of equality, the tag T authenticates
the reader RID1, updates K(i) and IDS(i) as K∗(i) = Per(rnd1(i),K(i)) ⊕
K((i+1) mod 6) and IDS∗(i) = Per(rnd2(i),K(i))⊕K(i) respectively, and
computes D(i) = PRNG(K∗(i) ⊕ IDS∗(i)) for i = 1, . . . , 6.

4. The tag T sends D to the reader RID1.
5. After receiving the message D from the tag T , the reader RID1 com-

putes K∗(i) = Per(rnd1(i),K(i)) ⊕ K((i + 1) mod 6), IDS∗(i) =
Per(rnd2(i),K(i)) ⊕ K(i) and D′(i) = PRNG(K∗(i) ⊕ IDS∗(i)) for i =
1, . . . , 6. Then, it verifies whether D′ ?= D is or not. In the case of equality, it
authorizes the tag T and updates K and IDS as K∗ and IDS∗ respectively.

Ownership Delegation Phase
In ownership delegation phase of the protocol, the reader RID1 (which is the old
owner of the tag T ) wants to delegate all its rights over the tag T to the reader
RID2 by using the parameter called ticket. The old owner RID1 and the tag T
both compute ticket = KM ⊕EPC ⊕ rnd1 ⊕ rnd2. Then, the reader RID1 sends
ticket, EPC, IDS and K through a secure channel to the reader RID2 (the new
owner RID2 of the tag T ). Ownership delegation steps are as follows:

1. The reader RID2 sends its identification RID2 and a Query command to the
tag T .

2. The tag T sends its IDS to the reader RID2.
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3. The reader RID2 generates one random number rnd3, computes
E(i) = rnd3(i) ⊕ PRNG(K(i) ⊕ RID2(i)) ⊕ PRNG(K(i)) and F (i) =
PRNG(ticket(i) ⊕ rnd3(i)) for i = 1, . . . , 6.

4. The reader RID2 sends E and F to the tag T .
5. After receiving the messages E and F from the reader RID2, the tag T

computes rnd3(i) = E(i) ⊕ PRNG(K(i) ⊕ RID2(i)) ⊕ PRNG(K(i)) and
F ′(i) = PRNG(ticket(i) ⊕ rnd3(i)) for i = 1, . . . , 6. Then, the tag T verifies
whether F ′ ?= F . In the case of equality, the tag T authenticates the new
owner RID2 and updates K(i) and IDS(i) as K∗(i) = Per(rnd3(i),K(i)) ⊕
K((i + 1) mod 6) and IDS∗(i) = Per(rnd3(i),K(i)) ⊕ K(i) respectively as
well as computing G(i) = PRNG(K∗(i) ⊕ IDS∗(i)) for i = 1, . . . , 6.

6. The tag T sends G to the reader RID2.
7. After receiving the message G from the tag T , the reader RID2 com-

putes K∗(i) = Per(rnd3(i),K(i)) ⊕ K((i + 1) mod 6) and IDS∗(i) =
Per(rnd3(i),K(i)) ⊕ K(i) and G′(i) = PRNG(K∗(i) ⊕ IDS∗(i)) for i =
1, . . . , 6. Then, it verifies whether G′ ?= G is or not. In the case of equality, it
authorizes the tag T and updates K and IDS as K∗ and IDS∗ respectively.

Complete Ownership Transfer Phase
Since the old owner RID1 holds the same values shared between the new owner
RID2 and the tag T , the above mentioned ownership delegation transfer does
not provide backward privacy. In order to address this pitfall, Niu et al. have
proposed the complete ownership phase by using TTP in which all its rights
over the tag T are transferred to the reader RID2 as a new owner. This phase is
described below:

1. TTP generates a random number rnd4, calculates H(i) = rnd4(i) ⊕
PRNG(KTTP (i)), L(i) = PRNG(KM (i) ⊕ rnd4(i)) and K∗

M (i) =
PRNG(Per(KM , rnd4(i)) for i = 1, . . . , 6. Then, TTP updates KM as K∗

M .
2. TTP sends K∗

M to the reader RID2 (the new owner). It also sends H and L
to the tag T .

3. Once the tag T received the messages H and L, it retrieves rnd4(i) as H(i)⊕
PRNG(KTTP (i)) and computes L′(i) = PRNG(KM (i) ⊕ rnd4(i)) for i =
1, . . . , 6. Then, the tag T verifies whether L′ ?= L. In the case of equality, it
updates KM (i) as K∗

M (i) = PRNG(Per(KM (i), rnd4(i))) for i = 1, . . . , 6.
4. New owner RID2 and the tag T go to mutual authentication phase. If mutual

authentication succeeds, the ownership transfer has successfully been done.

3 Secret Disclosure Attack on Niu et al. Authentication
and Management Protocol

In this section, we show that it is possible to disclose secret parameters in Niu
et al. authentication and management protocol efficiently. The main observation
is that in this protocol the 96-bit parameters are divided into 16-bit strings
and messages are generated using a 16-bit PRNG. On the other hand, several
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related works have shown that it is hard to achieve high security using small
components [19]. Based on this observation, we present an attack to disclose
secret parameters in this protocol.

In an off-line phase of the attack, the adversary creates a table TB and for
0 ≤ x < 216 stores (x, PRNG(x)) in TB. Hence, given TB and PRNG(x), it
is possible to determine possible values of x. We use (A,B,C)K

j

rj1,r
j
2

to show the

messages based on the secret key K = Kj and random values rnd1 = rj1 and
rnd2 = rj2. The secret disclosure attack works as follows:

1. Assume that the current state of the tag T and the reader RID1 is (K0,
IDS0, K1, IDS1) where K0 and IDS0 are the old key and pseudonym
as well as K1 and IDS1 are the current key and pseudonym of T . The
adversary also has a table TB include (x, PRNG(x)) for 0 ≤ x < 216.

2. In the mutual authentication phase, the reader RID1 (old owner of the tag
T ) sends (A,B,C)K

1

r11 ,r
1
2

to the tag T .
3. The tag T updates its state to (K1, IDS1, K2, IDS2) and sends D(i) =

PRNG(K2(i) ⊕ IDS2(i)) to the reader RID1 for i = 1, . . . , 6.
4. The adversary eavesdrops (A,B,C)K

1

r11 ,r
1
2

and D. The adversary also deter-
mines possible values of K2(i)⊕ IDS2(i), for i = 1, . . . , 6, using TB and D.

5. In the ownership delegation phase, the reader RID2 (new owner of the tag
T ) sends its identification RID2 and a Query command to the tag T .

6. The tag T sends its IDS2 to the reader RID2.
7. The adversary eavesdrops IDS2 and determines possible values of K2, given

the result of step 4.
8. The reader RID2 generates a random number r23 and computes

E(i) = r23(i) ⊕ PRNG(K2(i) ⊕ RID2(i)) ⊕ PRNG(K2(i)) and F (i) =
PRNG(ticket(i) ⊕ r23(i)) for i = 1, . . . , 6 and sends E and F to the tag
T , where ticket = KM ⊕ EPC ⊕ r11 ⊕ r12.

9. The adversary eavesdrops E and F and determines possible values of r23 and
ticket using TB.

10. Once the tag T received the messages E and F , it authenticates the new
owner RID2 and updates K(i) as K3(i) = Per(r23(i),K

2(i)) ⊕ K2((i +
1) mod 6) and IDS(i) as IDS3(i) = Per(r23(i),K

2(i)) ⊕ K2(i).
11. The tag T computes Gi = PRNG(K3(i) ⊕ IDS3(i)) for i = 1, . . . , 6 and

sends it to RID2.
12. The adversary eavesdrops G and uses TB to determine possible values of

K3(i) ⊕ IDS3(i) for i = 1, . . . , 6.

Given information extracted in steps 7 and 9, the adversary has some possible
values of K2(i) and r23(i) for i = 1, . . . , 6. On the other hand, given K2(i),
K2((i+1) mod 6) and r23(i), it is possible to determine K3(i) and IDS3(i). Hence,
given the extracted information from step 12 of the attack, it is possible for the
adversary to filter the wrong guesses for the extracted K2(i) and r23(i). Following
the given attack, the adversary can extract the tag’s secret parameters, i.e.,
K2, IDS2,K3 and IDS3. The major complexity of the attack is eavesdropping
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one run of the protocol and doing 216 calls to a PRNG function in an off-line
mode and the success probability is almost 1.

Moreover, each tag has a secrete parameter KTTP which is shared between
the tag and the TTP . This parameter is expected to be known only by the tag
and the TTP , even not a legitimate owner. Now, we present an attack to retrieve
this parameter by a legitimate old owner. In this attack, the old owner at the
first generates the table TB and for 0 ≤ x < 216 stores (x, PRNG(x)) in TB.
Next, assume that the current secret shared between the tag T and the owner
is K1

M and the TTP wants that all rights over the tag T are transferred to the
reader RID2 from the reader RID1. The attack procedure which is performed by
the reader RID1 is as follows:

1. In the complete ownership transfer phase of the protocol, the TTP
generates a random number r14 and updates K1

M (i) as K2
M (i) =

PRNG(Per(K1
M (i), r14(i)) for i = 1, . . . , 6.

2. The TTP calculates H1(i) = r14(i) ⊕ PRNG(KTTP (i)) and L1(i) =
PRNG(K1

M (i) ⊕ r14(i)) for i = 1, . . . , 6 and sends K2
M to RID2 (the new

owner of the tag T ) and H1 and L1 to the tag T .
3. The old owner RID1, as the adversary, eavesdrops H1 and L1.
4. Given the eavesdropped H1 and L1 and the table TB, the old owner RID1

does as follows for all i = 1, . . . , 6:
– Computes r14(i) = PRNG−1(L1(i)) ⊕ K1

M (i);
– Assigns H1(i) ⊕ r14(i) to PRNG(KTTP (i)) and calculates KTTP (i) by

looking up at TB.

Following the above passive attack, the old owner retrieves r14(i) and KTTP (i)
for i = 1, . . . , 6. Since KTTP is the value that is needed as the permanent para-
meter to access the tag T , the old owner RID1 finds a permanent control like
TTP on the tag T in this attack. On the other hand, the old owner RID1 knows
K1

M and it can calculate K2
M (i) = PRNG(Per(K1

M (i), r14(i))) which is the secret
parameter shared between the tag T and the new owner RID2. This informa-
tion compromises the new owner privacy. The complexity of the given attack
is eavesdropping a sessions between the target tag and the new owner and the
success probability is almost 1.

Now we present another attack that an adversary can follow to extract KM

and PRNG(KTTP ). Similarly, as the off-line phase of the attack, the adversary
generates the table TB and for 0 ≤ x < 216 stores (x, PRNG(x)) in TB. Then,
the adversary does as follows:

1. In complete ownership transfer phase of the protocol, the TTP gen-
erates a random number r14 and updates K1

M (i) as K2
M (i) =

PRNG(Per(KM (i), r14(i)) for i = 1, . . . , 6.
2. The TTP calculates H1(i) = r14(i) ⊕ PRNG(KTTP (i)) and L1(i) =

PRNG(K1
M (i) ⊕ r14(i)) for i = 1, . . . , 6 and sends K2

M to RID2 (the new
owner of the tag T ) and H1 and L1 to the tag.

3. The adversary eavesdrops and blocks H1 and L1.
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4. The tag T will not authenticate the new owner RID2 and the TTP
generates another random number r24 and updates K1

M (i) as K3
M (i) =

PRNG(Per(K1
M (i), r24(i)).

5. The TTP calculates H2(i) = r24(i) ⊕ PRNG(KTTP (i)) and L2(i) =
PRNG(K1

M (i) ⊕ r24(i)) for i = 1, . . . , 6 and sends K3
M to the new owner

RID2 and H2 and L2 to the tag T .
6. The adversary eavesdrops H2 and L2 and does as follows for all i = 1, . . . , 6:

(a) For j = 1, . . . , 216 does as follows:
– r14(i) ←− j;
– PRNG(KTTP (i)) ←− H1(i) ⊕ r14(i);
– K1

M (i) ←− PRNG−1(L1(i)) ⊕ r14(i);
– r24(i) ←− PRNG−1(L2(i)) ⊕ K1

M (i);
– If H2(i) = r24(i) ⊕ PRNG(KTTP (i)), return K1

M (i) and
PRNG−1(PRNG(KTTP (i)))

Following the above attack, the adversary retrieves r14(i), r
2
4(i), K

1
M (i) and

KTTP (i) for i = 1, . . . , 6. Since KTTP is the value that is needed as the per-
manent parameter to access the tag T , the adversary RID1 finds a permanent
control like TTP on the tag T in this attack. On the other hand, the adversary
extracted K1

M and r24 and she can calculate K3
M (i) = PRNG(Per(K1

M (i), r24(i))
which is the secret parameter shared between the tag T and the new owner
RID2. This information compromises the new owner privacy. The complexity of
the given attack is eavesdropping two sessions between the target tag and the
new owner and blocking one session and the success probability is almost 1.

4 Desynchronization Attacks on Niu et al. Authentication
and Management Protocol

In this section, we explain two different desynchronization attacks against Niu
et al. authentication and management protocol on mutual authentication phase
and ownership delegation phase.

4.1 Desynchronization Attack on Mutual Authentication Phase

As explained in Sect. 2, in the mutual authentication phase of the Niu et al.
protocol, the reader RID1 generates two random numbers rnd1 and rnd2 and
sends A,B and C to the tag T . Once the tag T received the messages A, B and C,
it verifies the received values, updates K and IDS to K∗ and IDS∗ respectively
and sends D to the reader. In addition, the designers stated that [16, p. 4, Sect.
II. B] “both the reader and the tag should maintain a copy of the old key and
IDS to avoid desynchronization problems”. Now we present a desynchronization
attack which works even with this assumption.

We use (A,B,C)K
l

rj1,r
j
2

and (D)K
l

rj1,r
j
2

to show the messages based on the secret

key K = Kl and random values rnd1 = rj1 and rnd2 = rj2. The procedure of the
proposed attack is as follows:
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1. Assume that the current state of the tag T and the reader RID1 is (K0, IDS0,
K1, IDS1) where K0 and IDS0 are the old key and pseudonym as well as
K1 and IDS1 are the current key and pseudonym of the tag T .

2. In the next mutual authentication phase, the reader RID1 sends (A,B,C)K
1

r11 ,r
1
2

to the tag T .
3. The tag T updates its state to (K1, IDS1, K2, IDS2) and sends (D)K

2

r11 ,r
1
2

to
the reader RID1.

4. The adversary blocks (D)K
2

r11 ,r
1
2
.

5. Since the reader RID1 does not receive the tag’s feedback, it will assume that
the tag T does not recognize K1 and sends (A,B,C)K

0

r21 ,r
2
2

to the tag T .
6. However, the tag T has no record of K0 and will not authenticate the reader

RID1 anymore and the tag T and the reader RID1 has been desynchronized.

One may argue that the reader RID1 will try with K1 once again. In this
case, the adversary does as follows:

1. Assume that the current secrets of the tag T and the reader RID1 is (K0,
IDS0, K1, IDS1).

2. In the next mutual authentication phase, the reader RID1 sends
(A,B,C)K

1

r11 ,r
1
2

to the tag T .

3. The tag T updates its states to (K1, IDS1, K2, IDS2) and sends (D)K
2

r11 ,r
1
2

to the reader RID1.
4. The adversary stores (A,B,C)K

1

r11 ,r
1
2
.

5. The reader RID1 also updates its state to (K1, IDS1, K2, IDS2).
6. Since the designers stated that [16, p. 3, Sect. II. A] “before either delegation

or complete ownership transfer take place, mutual authentication is needed to
verify the authority of all parties involved”. So, the adversary blocks all the
messages of the phase after authentication which can be delegation phase or
complete ownership transfer phase so. Once again the mutual authentication
phase starts.

7. In the next mutual authentication phase, the reader RID1 sends
(A,B,C)K

2

r21 ,r
2
2

to the tag T .

8. The adversary stores (A,B,C)K
2

r21 ,r
2
2

and prevents the tag T to receive them.
9. Since the reader RID1 does not receive the tag’s feedback, it will assume that

the tag T does not recognize K2. So, the reader RID1 sends (A,B,C)K
1

r31 ,r
3
2

to the tag T .
10. The tag T updates its state to (K1, IDS1, K3, IDS3) and sends (D)K

3

r31 ,r
3
2

to the reader RID1.
11. The reader RID1 also updates its state to (K1, IDS1, K3, IDS3).
12. The adversary sends (A,B,C)K

1

r11 ,r
1
2

to the tag T .

13. The tag T sends (D)K
2

r11 ,r
1
2

to the expected reader and updates its state to
(K1, IDS1, K2, IDS2).

14. The adversary prevents the reader RID1 to receive (D)K
2

r11 ,r
1
2
.
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15. The adversary sends (A,B,C)K
2

r21 ,r
2
2

to the tag T .

16. The tag T sends (D)K
4

r11 ,r
1
2

to the expected reader and updates its state to
(K2, IDS2, K4, IDS4).

17. The adversary prevents the reader RID1 to receive (D)K
4

r11 ,r
1
2
.

After the above attack, the reader has K1, IDS1,K3, IDS3 as its records
of secret parameters while the tag T has K2, IDS2,K4 and IDS4. It is clear
that, after the given attack neither of the tag’s records for secret parameters
matches the reader’s records for secret parameters. Hence, the tag and the reader
have been desynchronized. Although it may be possible to contact the trusted
third party(TTP) to re-synchronize the tag, but this attack shows that the given
protocol does not satisfy the designers expectation. The complexity of the attack
is a few runs of the protocol while the success probability is almost 1.

4.2 Desynchronization Attack on Ownership Delegation Phase

In the ownership delegation phase of the protocol, the old owner RID1 sends
ticket, EPC, IDS and K through a secure channel to the new owner (the
reader RID2). The reader RID2 generates a random number rnd3 and computes
E and F using K and rnd3. Then, the reader RID2 sends E and F to the tag
T . Once the tag T received the messages E and F , it verifies the received values
and updates K and IDS to K∗ and IDS∗ using rnd3. Then, the tag computes
G using K∗ and IDS∗ and sends it to the reader RID2. In the protocol, the
parameter G(i) for i = 1, · · · , 6 is not dependent on K∗(i), IDS∗(i) and the
random number rnd3(i) selected by the new owner RID2. It is computed only
using the secret key K(i) as shown as follows:

G(i) = PRNG( K
∗
(i) ⊕ IDS

∗
(i) )

= PRNG( Per(rnd3(i), K(i)) ⊕ K((i + 1) mod 6) ⊕ Per(rnd3(i), K(i)) ⊕ K(i) )

= PRNG( K((i + 1) mod 6) ⊕ K(i) );

In other words, the response of E and F which are computed by rnd3 and K,
i.e., G, is computed by K not K∗ and rnd3. Now, we show that this property
can be used by the attacker to perform desynchronization attack in the own-
ership delegation phase of the protocol. We use (E,F )K

j

rj3
and (G)K

j

to show

the messages based on the secret key Kj and the random value rnd3 = rj3. We
assume that both parties are synchronized in state (K1, IDS1). The procedure
of the proposed attack is as follows:

1. To update the tag T by the new owner (the reader RID2) for the first time,
the new owner sends (E,F )K

1

r13
to the tag T .

2. The tag T updates its state to (K2, IDS2) where K2(i) = Per(r13(i),K
1(i))⊕

K1((i + 1) mod 6) and IDS2(i) = Per(r13(i),K
1(i)) ⊕ K1(i). Then, the tag

T sends (G)K
1

to the reader RID2.
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3. The adversary prevents the reader RID2 to receive (G)K
1

and stores it.
4. Since the reader RID2 does not receive the tag’s feedback, it will assume

that the tag T does not receive (E,F )K
1

r13
. Therefore, RID2 chooses another

random number r23 and sends (E,F )K
1

r23
to the tag T again.

5. The adversary prevents the tag T to receive (E,F )K
1

r23
and sends (G)K

1
(which

is stored by the adversary in step 3) to the reader RID2.
6. Note that according to the property G which is not dependent on the ran-

dom number selected by the reader, the reader RID2 detects the validity of
(G)K

1
. So, the reader RID2 updates its state to (K3, IDS3) where K3(i) =

Per(r23(i),K
1(i)) ⊕ K1((i + 1) mod 6) and IDS3(i) = Per(r23(i),K

1(i)) ⊕
K1(i).

After the above attack, the reader RID2 has K2 and IDS2 as its records of
secret parameters while the tag T has K3 and IDS3. It is clear that, these two
states are not the same and the adversary succeeds in performing desynchro-
nization attack between the tag T and the new owner RID2. Although it may be
possible to contact the old owner RID1 to re-synchronize the tag, but this attack
shows that the given protocol does not satisfy the designers expectation. The
complexity of the attack is only three runs of the protocol and the probability
of a successful de-synchronization attack is equal to 1.

5 Improved Protocol

This paper and similar articles in the field of cryptanalysis of RFID security
protocols such as [1–5,9,10,18] demonstrated that designing a secure protocol
without using a secure cryptographic element has not been achieved. So in this
section, to improve the Niu et al.’s protocols we propose to use recent available
lightweight block ciphers such as SIMON [6], SIMECK [21] and PRESENT [7]
that are very lightweight and can be used in constrain environments such as
RFID passive tags. Therefore, we use a lightweight block cipher denoted by E
instead of PRNG in the messages of the protocol.

Improved Mutual Authentication Phase
In the improved mutual authentication phase of protocol the reader RID1 (the
old owner of the tag T ) authenticates the tag T before the reader RID1 delegates
the ownership of the tag T to the reader RID2. This phase of the protocol is
described below:

1. To start this phase of the protocol, the reader RID1 (the old owner of the tag
T ) generates two random numbers rnd1 and rnd2. Then, it computes A =
rnd1 ⊕EK(RID1)⊕EK(RID2), B = rnd2 ⊕EK(rnd1) and C = Ernd1(RID1)⊕
Ernd2(RID2).

2. The reader RID1 sends A, B and C to the tag T .
3. After receiving the messages A, B and C from the reader RID1, the tag T

computes rnd1 = A⊕EK(RID1)⊕EK(RID2), rnd2 = B⊕EK(rnd1) and C ′ =
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Ernd1(RID1) ⊕ Ernd2(RID2). Then, the tag T verifies whether C ′ ?= C is or
not. In the case of equality, the tag T authenticates the reader RID1, updates
K and IDS as K∗ = Per(rnd1,K) ⊕ K and IDS∗ = Per(rnd2,K) ⊕ K
respectively, and computes D = EK∗(IDS∗).

4. The tag T sends D to the reader RID1.
5. After receiving the message D from the tag T , the reader RID1 computes

K∗ = Per(rnd1,K) ⊕ K, IDS∗ = Per(rnd2,K) ⊕ K and D′ = EK∗(IDS∗).
Then, it verifies whether D′ ?= D is or not. In the case of equality, it authorizes
the tag T and updates K and IDS as K∗ and IDS∗ respectively.

Ownership Delegation Phase
In ownership delegation phase of the proposed protocol, the reader RID1 (which
is the old owner of the tag T ) wants to delegate all its rights over the tag T to
the reader RID2 by using the parameter called ticket. The old owner RID1 and
the tag T both compute ticket = KM ⊕ EPC ⊕ rnd1 ⊕ rnd2. Then, the reader
RID1 sends ticket, EPC, IDS and K through a secure channel to the reader
RID2 (the new owner RID2 of the tag T ). Improved ownership delegation steps

are as follows:

1. The reader RID2 sends its identification RID2 and a Query command to the
tag T .

2. The tag T sends its IDS to the reader RID2.
3. The reader RID2 generates one random number rnd3, computes E = rnd3 ⊕

EK(RID2) ⊕ EK(ticket) and F = Eticket(rnd3).
4. The reader RID2 sends E and F to the tag T .
5. After receiving the messages E and F from the reader RID2, the tag T com-

putes rnd3 = E ⊕ EK(RID2) ⊕ EK(ticket) and F ′ = Eticket(rnd3). Then, the
tag T verifies whether F ′ ?= F . In the case of equality, the tag T authenticates
the new owner RID2 and updates K and IDS as K∗ = Per(rnd3,K) ⊕ K
and IDS∗ = Per(rnd3,K) ⊕ K respectively as well as computing G =
EK∗(IDS∗‖rnd3).

6. The tag T sends G to the reader RID2.
7. After receiving the message G from the tag T , the reader RID2 computes

K∗ = Per(rnd3,K) ⊕ K and IDS∗ = Per(rnd3,K) ⊕ K and G′ =
EK∗(IDS∗‖rnd3). Then, it verifies whether G′ ?= G is or not. In the case
of equality, it authorizes the tag T and updates K and IDS as K∗ and IDS∗

respectively.

Improved Complete Ownership Transfer Phase
The above mentioned improved ownership delegation transfer has not the prop-
erty of the backward privacy since the old owner RID1 holds the same values
shared between the new owner RID2 and the tag T . In order to address this pit-
fall, same as Niu et al.’s protocol we propose the improved complete ownership
phase by using TTP in which all its rights over the tag T are transferred to the
reader RID2 as a new owner. This phase is described below:
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1. TTP generates a random number rnd4, calculates H = rnd4⊕EKTTP
(KTTP ),

L = Ernd4(KM ) and K∗
M = Ernd4(Per(KM , rnd4)). Then, TTP updates KM

as K∗
M .

2. TTP sends K∗
M to the reader RID2 (the new owner). It also sends H and L

to the tag T .
3. Once the tag T received the messages H and L, it retrieves rnd4 as

H ⊕ EKTTP
(KTTP ) and computes L′ = Ernd4(KM ). Then, the tag T ver-

ifies whether L′ ?= L. In the case of equality, it updates KM as K∗
M =

Ernd4(Per(KM , rnd4)).
4. New owner RID2 and the tag T go to mutual authentication phase. If mutual

authentication succeeds, the ownership transfer has successfully been done.

6 Security Analysis of the Improved Protocol

Since the improved protocol is based on Niu et al.’s protocol, so its resis-
tance against other attacks except secret disclosure attack and desynchroniza-
tion attacks is same as Niu et al.’s protocol security. The improved protocol also
resists against the mentioned attacks in this paper as follows.

6.1 Resistance Against Secret Disclosure Attack

Because of using a lightweight block cipher instead of PRNG, in the improved
protocol, the adversary cannot do offline evaluations of block cipher and so the
mentioned disclosure attack in the Sect. 3 is not applicable on the improved
protocol, assuming that the key size matches the desired security level, e.g. 64
bits.

6.2 Resistance Against Desynchronization Attack

To resistance against desynchronization attack, in the improved protocol we
assume that the tag saves both old and new keys and IDS and the reader
saves only the recent used key and IDS. Also in the protocol messages all
tag responses i.e. D = EK∗(IDS∗) = EPer(rnd1,K)⊕K(Per(rnd2,K) ⊕ K) and
G = EK∗(IDS∗‖rnd3) = EPer(rnd3,K)⊕K((Per(rnd3,K) ⊕ K)‖rnd3) are depen-
dent to random numbers which are generated by the reader. So the improved
protocol is not vulnerable against desynchronization attack which was described
in Sect. 4.

7 Conclusion

In this paper, we scrutinized the security of the mutual authentication and own-
ership transfer management protocol proposed by Niu et al. Precisely, we present
secret disclosure and desynchronization attacks against the protocol with the
complexity of a few runs of the protocol and the success probability of almost



Security Analysis of Niu et al. Protocol 15

1. Finally, we improved the protocol’s vulnerabilities by using lightweight block
ciphers in the protocol’s messages and proved its resistance against the attacks
presented in this paper and the other passive and active attacks.

This paper shows that the need to secure EPC-C1G2 complaint protocols is
still unmet and the new secure protocols must be designed.
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Abstract. Abundant experiments have shown that phantom source
nodes cannot leave far away from the real source node. In this paper, we
propose a novel position tracking based source location privacy (PTSLP)
protection scheme for wireless sensor networks (WSNs). First, we con-
struct a phantom area in order to make phantom source nodes being far
from the real source node. Secondly, we combine shortest path routing
and random routing to forward packets to sink node rather than deviat-
ing from sink node. Then, we make every packet pass through a special
area called trace cost area which consists of many sensor nodes with dif-
ferent weights in different areas and finally reach the ring around sink
node. Compared with SLP-E, which fails to take overlapping path into
consideration, our proposed scheme can reduce overlapping path. Sim-
ulation results show that PTSLP can increase safety time and enhance
source location privacy in WSNs.

Keywords: Wireless sensor networks · Source location privacy · Trace
cost

1 Introduction

As an important part of the Internet of Things [1], wireless sensor networks
(WSNs) [2–7] have played a vital role in military, healthcare, industry and many
other fields to help people acquiring accurate and reliable information in any
place any time, such as environment monitoring, disaster warning and traffic
management. However, due to some common features of WSNs such as limited
resources and simplified communication protocol, it is very easy for adversary to
launch cyber attacks such as that which causes serious location privacy leakage
problem [8]. For example, in animal-monitoring application, adversary can catch
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animals’ locations by monitoring traffic path [8]; in intelligent transportation,
adversary can get users’ privacy by analyzing users’ trace and habit [9].

Nowadays, with the development of WSNs, source location privacy becomes
a hot issue and raises a lot of attention. So far, privacy in WSNs can be cate-
gorized as data privacy and context privacy [10]. Data privacy aims to protect
sensitive data collected by sensor nodes. For examples, methods like anony-
mous and recombination are used to protect data privacy. For context privacy,
it mainly focuses on source location privacy (SLP) and sink location privacy.
The main protections behind the context privacy (e.g., geographic routing [11],
random walk [12], phantom source nodes [13], fake source nodes [14], etc.) are to
prohibit adversaries from reaching the source node by analyzing data traffic and
tracing back. In the classic Panda-Hunter model [8], when a sensor node detects
the panda, it becomes the source node and sends message to the sink node peri-
odically. Hunters can listen to the messages and trace back to the source node.
In this model, location privacy is to prevent the adversary from finding panda
while messages can be sent to sink node. As a solution, deploying phantom nodes
can protect SLP to some extent. However, the scheme has a leakage that the
adversary may find source node easily.

Considering the problems of phantom source node, in this paper, we propose
a position tracking based source location privacy (PTSLP) protection mechanism
for WSNs to prevent adversaries from reaching the source node and resist angle
attack. We propose a new concept, trace cost, to formalize the difficulty that
the adversary faces. Packets in a trace cost area are transmitted with random
routing and thereby the safety time of the whole network is increased. In our
scheme, steps can be summarized as follows.

– Establish a phantom area which is to decrease the probability of acquiring
the real source node.

– Combine two routing strategies (i.e., shortest path routing and random rout-
ing) to make sure the packets can be transmitted to the sink node rather than
deviating from sink node.

– Construct a trace cost area to further enhance SLP.
– Form a ring around the sink node to resist angle attack.

With these four steps, SLP is maintained and the safety time of network can
be improved. In the first step, the phantom area is divided into several parts
and all the phantom nodes are deployed in different parts. When a packet leaves
the source node, it first starts a h-hop random walk to the phantom source
node and is then routed to the sink node. In this way, the phantom source
node can be far from the real source node. In the second step, by combining
the shortest path routing and random routing, we make sure that the packet is
routed toward the sink node rather than deviating from it. If we only use the
random routing strategy, the packet has the probability that it cannot reach
the sink node. In the third step, packets are routed with random routing in the
trace cost area. For examples, the route may pass through mountains, plains
or forests, which can slow down the adversary’s tracking speed. In the fourth
step, packets will be routed in a ring for several hops with different directions,
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either in clockwise or anticlockwise, which can resist angle attack to some extent.
Simulation results will show that PTSLP can increase safety time and improve
source location privacy in WSNs, compared with SLP-E [15]. Even though SLP-
E can make packets transmit in all directions, but it does not consider the
situation that a phantom node can be selected as the source node’s next hop for
many times, which increases the energy consumption of nodes and overlapping
degree of transmission path. When the overlapping degree of transmission path
increases, the source location privacy decreases.

The rest of this paper is organized as follows. Section 2 presents the related
work. Section 3 outlines the network model. Section 4 introduces the proposed
PTSLP scheme. Section 5 shows the simulation results. Finally, Sect. 6 makes
the conclusion.

2 Related Work

So far, many location privacy protection protocols have been proposed. Li et al.
[10] summarized the traditional panda-hunter model. When a node detects the
panda, it becomes a source node and sends packets to sink node periodically.
He et al. [16] used flooding to send packets. However, this method sends packets
to all the neighbor nodes and source location privacy mainly depends on the
number of nodes between the source node and sink node. Moreover, flooding
consumes too much energy and may not be suitable for large networks.

For the purpose of decreasing the negative effects of flooding, Lu et al. [17]
presented a method using phantom source nodes to protect source location pri-
vacy. Each packet will first start a h-hop random walk. After the random walk
finishes, the last node of the random walk becomes a phantom source node and
then this phantom source node transmits packets to sink node by the shortest
path routing or flooding. However, these phantom nodes cannot leave far away
from the real source node. Thus, this approach may not provide enough privacy
protection.

Yao et al. [18] used h-directed hop random walk to make phantom nodes far
away from the real source node. In h-directed hop random walk, each packet
is given a direction and neighbors of a node are divided into either the far or
close list. Next hop is chosen in the far list which makes phantom source nodes
far away from the real source node. However, these phantom nodes often gather
close to each other.

In [15,19] Chen et al. proposed a limited flooding protocol. First, the source
node starts a limited flooding for h hops. After limited flooding finishes, a phan-
tom area is formed and nodes within the phantom area become phantom source
nodes. Second, each packet is transmitted in all directions to phantom source
nodes. This method also takes visible area into consideration, which provides
good source location privacy. But in each transmission, the real source node has
to perform a limited flooding repeatedly, therefore consuming too much energy.

Moreover, in order to make phantom nodes to be deployed more uniformly
and decrease overlapping transmitting paths, Zhao et al. [20] presented a pro-
tocol named RAPFPR based on angle and probability. First, a phantom area is
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divided into several parts and packets are transmitted into different parts. Sec-
ond, from a phantom source node to the sink node, RAPFPR takes probabilistic
forwarding strategy that only some of the nodes take part in each transmission,
which decreases overlapping paths. In [21] Zhang et al. presented EPURA and
further addressed angle problem in phantom area. In [22] Liu et al. improved
the energy consumption problem by choosing nodes with the minimum energy
cost as next hop.

Wang et al. [23] presented a protocol named PRLA to protect source location
privacy. In PRLA, a visible area is taken into consideration and a phantom area
is formed by phantom nodes. First, when a packet leaves the source node, it will
start a random walk for h hops and the last hop of the random walk becomes a
phantom source node. Phantom source nodes work similarly as the real source
node to confuse adversaries. After that, packets are routed from a phantom
source node to sink node by the shortest path routing strategy.

3 Network Model

3.1 Scenario

We consider a scenario that all the sensor nodes are randomly deployed. Figure 1
shows our network model which is based on the model proposed in [15]. In our
model, there are four kinds of nodes in the network: source node, sink node, ring
nodes and common nodes. Once a sensor node detects the event, it becomes a
source node. The source node will then generate encrypted event packets and
send them to sink node periodically. However, an adversary, who tries to localize
the source node, should be prevented from acquiring this kind of information.
They usually try to locate the source node by hop by hop back tracking from
the sink node. The purpose of our scheme is to protect the location of source
node and increase the time that adversary takes to find the source.

Fig. 1. Network model
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3.2 Node Capability

We assume that nodes have the same capability of computing, communicating
and storing. Each node only can have direct link with its one-hop neighbors.
Moreover, all the sensor nodes in WSN are homogeneous, which means all the
sensor nodes have the same initial energy levels and communication ranges. Each
node is assigned a unique ID and a pair of public/private keys for encrypting
and decrypting packets. Each node keeps a list of its neighbors which stores their
IDs and communication information.

3.3 Adversary Model

Our adversary model is human, e.g., hunters. So, the adversary has to trace
back on his own feet. The reason why we choose this restrictive model is that
in the wild environment, the aim of hunters is to capture animals like panda,
then hunters kill them or sell them. The more advanced equipment they use,
the higher probability they will be found, because there are many monitoring
systems in these rare animals shelter. In view of this, this adversary model is
realistic. Commonly, an adversary has sufficient energy and enough memory for
data storage, as well as equipment to monitor packets. The monitoring range of
an adversary is equal to the communication radius of common nodes and the
speed of an adversary can refer to speed of human. Moreover, in order not to
be detected, the adversary only performs passive attacks such as traffic analysis
and hop by hop back tracking.

4 Source Location Privacy Protection Based on Trace
Cost

The proposed PTSLP is described in this section. Firstly, the sink node initial-
izes the whole network by periodically broadcasting beacon messages. After the
network initialization, every sensor node in the network knows their neighbors
and parents. When a sensor node detects the event, it becomes a source node.

First, the source node will perform a h-hop random walk and thereby common
nodes in h-hop random walk will get their distance to source node. Then, the
source node will send packets for h-directed hops to phantom nodes. After a
packet is routed to a phantom node, it will be routed to the sink node with the
combined shortest path routing and random routing, then the packet will pass
a sophisticated area which will increase the adversarys trace time. Finally, the
packet will be routed to a ring node and then be routed to the sink node through
the shortest path routing, which can resist angle attack to some extent. Detailed
notations in our scheme are summarized in Table 1.

4.1 Network Initialization

The sink node broadcasts beacon messages periodically. When a node gets the
broadcasted message, it first gets the hop information from the message and
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Table 1. Parameter introduction

Parameter Definition

h The hop of random walk

H The hop between source node and sink node

r The radius of visible area

R The communication radius of nodes

Rmax The max range of phantom area

rs The radius of ring around the sink node

α The system constant

λ The density of ring node

Ps The Phantom source node

N The number of sensor nodes

rebroadcasts the new message to its neighbors. Other nodes use the same method
to get information about their hope distance to sink node. After all the nodes
in network get the message, they will have the information of the hop counts
to sink node. When a node detects an activity, it becomes the source node and
then sends packets to sink node timely.

4.2 Phantom Area

When the network has been initialized, the source node will first calculate the
range of the phantom area. As shown in Fig. 1, the shaded area is the phantom
area and nodes such as Ps1, Ps2 are phantom source nodes. The phantom area
is assumed to be a circle even though it is an uneven geographical environment.
Nodes in phantom area will have a certain distance to source node. The dis-
tance to source node is obtained in the same way as the network initialization.
The source node broadcasts beacon message periodically. When a node gets the
message, it only records the minimum hop count. After these nodes get the hop
counts to the source node, the phantom area is formed and is divided into several
equal sectors. Each sector spans an angle θ, thereby we have 2π/θ sectors.

Then the nodes in the visible area have to be removed. Because if nodes in
these areas are chosen to be the next hop of the message, it is very easy for
an adversary to trace back and finally catch source node since these nodes are
extremely close to source node, and the adversary may monitor the communica-
tion among nodes and capture the packet, then reaches source node by tracing
back hop by hop. So, in our scheme, we not only take visible area into consid-
eration, but also expand the range of invalid region. By creating two tangents
between visible area and the ring around sink node, then the overlapping area
in phantom area is removed.
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4.3 Combination of Two Routing Strategies

After a packet is routed to a phantom source node, then it will be transmitted
to the ring nodes. Different from traditional routing strategy which uses only
one routing method, in our scheme, we mix two routing strategies together: the
shortest path routing and the random routing. Hence, when a node receives a
packet, it will decide which routing strategy should be used.

In our scheme, we use a random number to make the two routing strategies
work together. We first draw a random number between 0 and 1. If the number
is larger than 0.7, the shortest path routing is selected, otherwise the random
routing is selected.

The mixed routing strategy will work for a certain period. When choosing the
next hop, our scheme first narrows the candidate region by using two tangents
which is drawn from ring around the sink node to visible area. As shown in
Fig. 2, the dotted lines between Ps1 and sink node are two tangents. Each node
first draws two tangents and then next hop is selected in tangent area to make
sure packets will be routed to the sink node instead of getting far away from
sink node. Other sensor nodes work likewise.

Fig. 2. Combination of two routing strategies

In the tangent area, our scheme increases the angle of invalid region of the
phantom area. As shown in Fig. 1, for common visible area, the angle of invalid
area can be calculated by the following equation:

θ =
arcsin( r

Rmax
) + arcsin( r

H )
π

(1)

where H is the distance between the real source node and the sink node, r is the
radius of the visible area, Rmax is the radius of the phantom area.

When we take account of two tangents, this angle will get bigger. After
combination of two routing strategy, packets will be transformed into the trace
cost area and ring around the sink node. The trace cost area is a special area in
which packets are routed by random routing and nodes in this area are mainly
deployed in mountains, plains, and forests, which conforms to real environment.
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4.4 Ring Routing Around Sink Node

Ring around the sink node is shown in Fig. 3. After a packet passes the trace
cost area, it will be relayed to nodes in the ring around the sink node. In order
to form the ring, some parts of the network are divided into small grids and
several nodes will be placed in each grid. Ring nodes are randomly chosen from
the nearby grid according to the residual energy of nodes, which means a node
that has more residual energy has a higher likelihood to be arranged as a ring
node.

Ring nodes will consume huge energy after several turns since all the packets
are transmitted to ring nodes. Hence, ring nodes can be replaced by nodes in
the corresponding grids. When a packet arrives at a ring node, it creates a
random hop. This hop represents how long the packet can be transmitted. During
each transmission, this random hop has two opposite directions: clockwise and
anticlockwise. Transmitting in this way can prevent adversary from deducing the
location of the source node by reverse extension cord of each packet. By the end
of random hop, packets will be routed to sink node by shortest path routing.

Fig. 3. Ring routing around the sink node

For reducing the energy consumption, we adapt the formula in [24] to calcu-
late the radius of the ring around the sink node. We first set the sink node as
center to establish axis and partition the ring into 8 parts. Energy consumption
is proportional to the square of distance as the following equation:

εtotal = 8αλ

∫ π
4

0

∫ s
cosθ

0

(r − e)2r dr dθ (2)

After derivation, we can evaluate the suitable ring radius.
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5 Performance Evaluation

In this section, we evaluate our scheme through extensive simulations. We mainly
consider two metrics: safety time and energy cost. Energy cost is the average
energy consumed by nodes during one round data transmission. We use the
number of hops to represent safety time and safety time is the number of packets
that have been sent to sink node before the source node is captured by the
adversary.

5.1 Simulation Environment

We have implemented the proposed PTSLP with MATLAB. In our simulation,
1000 nodes are deployed in a 600 m * 600 m square area. The communication
radius of a node is 30 m. The radius of the ring and the visible area are 75 m and
50 m respectively and the maximum range of the phantom area is 150 m. For
each transmission in network, there only exists a source node and a sink node.
The simulation is performed for 400 times.

The performance of the PTSLP simulation is evaluated by two parameters,
safety time and energy cost. We analyze the two parameters by varying the
random walk hops from 2 to 10 and the hops between source node and sink
node from 12 to 20. Then, safety time and energy cost of PTSLP and SLP-E
[15] are compared.

5.2 Simulation Results of Safety Time

We evaluate the performance of our scheme by varying the hops of the random
walk between 2 and 10 and the hops between source node and sink node from
12 to 20. The simulation results are shown in Figs. 4 and 5.

Fig. 4. Safety time under hops from source to sink
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Fig. 5. Safety time under random walk hops

As presented in Fig. 4, safety time fluctuates when hops from source to sink
varies. The reason that safety time is not linear is that each packet has to pass
the trace cost area, and in this area, packets are routed in the random routing
strategy. So the main determination of safety time depends on hops in the trace
cost area while hops from source to sink play an auxiliary function in safety
time. But when the number of hops increase, the safety time tends to increase
and the safety time of our scheme is acceptable.

As shown in Fig. 5, when hops of the random walk varies, the overall perfor-
mance of safety time is rising even though with some fluctuation. The reason is
that these nodes are closer to sink node compared with other nodes at 4 to 6
random hops. Moreover, the transmission path of these nodes in the trace cost
area are not long enough, so safety time decreases.

5.3 Simulation Results of Energy Cost

We compare the energy cost of PTSLP and SLP-E under two different variables:
the random walk hops and the hops from source node to sink node.

As shown in Fig. 6, the overall trend of energy cost is ascendant. When the
hops of the random walk increase progressively, energy cost increases steadily
even in the middle of line chart declines for a little. It is because energy cost is
proportional to hops while hops are composed of several parts. Energy cost will
change when parts of hops change. The maximum energy cost stays in the trace
cost area and it varies greatly. So, as explained in Sect. 4.2, the trend of energy
cost mainly depends on hops in the trace cost area.

As shown in Fig. 7, the tendency of energy cost is steady. When we do not
consider the first point, we can see energy cost enhances when hops from source
node to sink node increases. The reason is that when hops from source node to
sink node increase, each packet needs more hops to be relayed. The increased
hops account for why energy cost grows.
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Fig. 6. Energy cost under random walk hops

Fig. 7. Energy cost under hops from source to sink

6 Conclusion

In this paper, we have proposed the PTSLP protection mechanism for WSNs.
Particularly, by utilizing the phantom source nodes and two routing strategies,
source location privacy in WSNs can be maintained. In addition, the ring around
the sink node can prevent the adversary from the angle attack in WSNs. Simula-
tion results have shown that the proposed PTSLP mechanism is able to improve
the safety time for WSNs, compared with SLP-E.
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Abstract. As a typical application of Internet of Things (IoT), wire-
less sensor networks (WSNs) have been widely used in many fields, such
as remote healthcare, to gather data of monitoring area. However, due
to open nature of wireless channel and limited computing and storage
resource of sensor node, how to guarantee the sensitive sensed data are
only be accessed by valid user becomes an important issue. Many user
authentication protocols for WSNs have been proposed to address this
issue, however, previous work more or less have their own weaknesses.
Recently, Gope and Hwang proposed a lightweight anonymity authenti-
cation for WSNs, and they claimed that their protocol is secure against
most attacks. However, our analysis indicates that their protocol still has
some design and security flaws. To address the security issue for WSNs, a
user authentication protocol with privacy protection for WSNs has been
proposed. The analysis and comparisons results show that the proposed
protocol is a robust and security one for WSNs.

Keywords: Wireless sensor networks (WSNs) · Authentication · Key
agreement · User anonymity

1 Introduction

Wireless sensor networks (WSNs) play an important role in Internet of Things
(IoT), which have been widely used in many fields to collect data of specific
monitoring area, such as in remote healthcare and environment monitoring.
Typically, a wireless sensor network is formed by a gateway node and numer-
ous sensor nodes through wireless communication, where sensor nodes are used
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to collect environmental data for specific area and then these data would be
forward to gateway via a wireless channel. Generally, a sensor node has lim-
ited storage, computing and power resource, while gateway usually has more
powerful capability. In some applications of WSNs with high timeliness, such as
remote healthcare, user needs to access the sensors’ data directly by using mobile
device. Therefore, how to verify the validity of the user is an important issue
for security of WSNs. As a basic security mechanism for many network based
applications, user authentication has also been used in verify validity of user
for WSNs, and researchers have proposed many user authentication protocols
for WSNs. However, the wireless sensor network is full of malicious attacks due
to its open characteristic of wireless channel. Besides, the resource limitation of
sensor node makes traditional public key cryptography algorithms like RSA are
not suitable for WSN environments. At the same time, it is hoped that the user
authentication protocol should meet more security and function features, such as
mutual authentication, key agreement, user anonymity, and resist most of known
attacks. Therefore, compared with traditional network environments, the design
of security and efficient authentication protocol for WSNs is a big challenge.

In 2009, Das [2] first introduced a password and smart card based two-factor
user authentication protocol for WSNs, which becomes foundation of the follow-
up work. However, some researchers [6,7,13] pointed out that the protocol in
[2] exists some function and security drawbacks, such as it cannot offer mutual
authentication, user anonymity and key agreement, and it is also vulnerable to
gateway bypassing, password guessing, sensor node capture and denial-of-service
attacks. Later, some symmetric cryptography based user authentication proto-
cols have been proposed to provide lightweight and efficient security protection
for WSNs. However, most of these protocols are found vulnerable to potential
malicious attacks. In fact, there is a contradiction between security and effi-
ciency, i.e. traditional public cryptography based protocols can provide high level
of security, however it may inefficient for WSNs, while symmetric cryptography
based protocols are just the opposite. To balance this contradiction, elliptic curve
cryptography (ECC) is introduced to the design of authentication for WSNs due
to it is efficient than RSA and can provide the same security level as RSA with
much shorter key length. In 2011, Yeh et al. [13] presented an ECC-based two-
factor authentication protocol for WSNs. However, the mutual authentication
cannot be achieved in their protocol. Later, Shi et al. [11] proposed an improved
ECC-based authentication protocol to address the flaws of the protocol in [13].
The protocol in [11] is efficient and can provide more features than the protocol
in [13]. Unfortunately, Choi et al. [1] pointed out that the protocol in [11] is
suffer from unknown key share attack and stolen smart card attack, and they
presented an enhanced protocol for WSNs. Recently, Gope and Hwang [4] puts
forward a lightweight authentication protocol with user anonymity for WSNs,
and they claimed that their protocol provides most of security and function fea-
tures with high efficiency. However, we find their protocol vulnerable to some
attacks and exists some design flaws. To balance the contradiction of security
and efficient, we proposed an ECC based user authentication for WSNs.
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The rest parts of the paper are arranged as follows: Sects. 2 and 3 give the
review and cryptanalysis of the protocol in [4], respectively. The proposed pro-
tocol and the corresponding analysis are provided in Sect. 4 and 5, respectively.
Finally, Sect. 6 concludes the full paper.

2 Review of Gope and Hwang’s Protocol

In this section, we review Gope and Hwang’s authentication protocol for wireless
sensor networks [4]. Their protocol is composed of four phases, i.e. registration,
authentication and key exchange, password renewal, and dynamic node addition
phases. Since the last phase has no relation with our cryptanalysis, we just briefly
introduce the first three phases of their protocol as follows, and the notations
used in their protocol are shown in Table 1.

Table 1. The notations used in this paper

Notation Description

U, GW, SN User, Gateway, and Sensor node, respectively

IDU , PWU Identity and password of user U

AIDU , SID One-time alias identity and shadow identity of user U

IDG, ω Secret identity and secret key of gateway

SNid Identity of sensor node

Nu Random number generated by user U

SK Session key shared between U and Sn

Kug, Kem Shared key and shared emergency key between U and GW

Kgs Shared secret key between GW and Sn

TSug Transmission sequence number of U ’s login request message

h(·) One way hash function

⊕ XOR operation

‖ Concatenation operation

A An attacker

2.1 Registration Phase

To access the sensor data through the wireless sensor networks, a user U needs
to register at gateway GW as follows.

Step 1: User U chooses an identity IDU , and submits it to GW via a secure
channel.

Step 2: When receiving the registration request from user, GW generates a 128
bit length random number ng, and calculates secret key Kug = h(IDU‖ng) ⊕
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IDG. Besides, GW generates a 64 bit length transmission sequence number
TSug, which is used to identify the login message belongs to which user, and will
be increased by 1 if a session is successfully authenticated between U and GW .
Furthermore, in order to handle the desynchronization problem between U and
GW , GW generates a set of shadow identities SID = {sid1, sid2, . . .} for U ,
where sidj = h(IDU‖rj‖Kug) and rj is a 128 bit random number. Then, GW
calculates the corresponding set of emergency keys Kem = {kem1 , kem2 , . . .},
where kemj

= h(IDU‖sidj‖r′
j) and r′

j is a 128 bit random number for kemj
.

Step 3: GW stores {Kug, (SID,Kem), TSug, h(·)} into a smart card, and issues
it to U securely. Besides, GW calculates ID#

U = IDU ⊕ h(IDG‖ω‖TSug),
K#

ug = Kug ⊕ h(IDG‖IDU‖ω). For Kemj
∈ Kem, GW produces a set

K#
em by calculating k#

emj
= kemj

⊕ h(IDG‖IDU‖ω). Then, GW stores
{ID#

U ,K#
ug, (SID,K#

em), TSug} in the database.

Step 4: When getting the smart card, U chooses a password PWU , and calcu-
lates K∗

ug = Kug ⊕ h(h(IDU ) ⊕ h(PWU )) and f∗
U = h(h(Kug) ⊕ h(PWU ) ⊕

h(IDU )). For each sidj ∈ SID and kemj
∈ Kem, U computes sid∗

j =
sidj ⊕ h(h(IDU ) ⊕ h(PWU )) and k∗

emj
= kemj ⊕ h(h(IDU ) ⊕ h(PWU )) to form

SID∗ = {sid∗
1, sid

∗
1, . . .} and K∗

em = {k∗
em1

, k∗
em2

, . . .}. At last, U replaces Kug,
SID and Kem with K∗

ug, SID∗ and K∗
em, respectively, and the parameters in

the smart card are {K∗
ug, f

∗
U , (SID∗,K∗

em), TSug, h(·)}.

2.2 Authentication and Key Exchange Phase

When U wants to access the data of sensor node SN , the following steps are
performed among U , GW and SN to achieve mutual authentication, and at last
a shared session key is agreed between U and SN . Besides, in case of desynchro-
nization between U and GW , the user is asked to use data pair of (SID,Kem)
to perform the authentication, and we illustrate these steps as ′.

Step 1: U → GW : MA1 = {AIDU , Nx, TSug, SNid, V1}.
U inserts the smart card into a terminal, and inputs IDU and PWU . The

smart card calculates Kug = K∗
ug ⊕ h(h(IDU ) ⊕ h(PWU )), fU = h(h(Kug) ⊕

h(PWU )⊕h(IDU )), and checks whether f∗
U = fU . If they are not equal, the ses-

sion is rejected by the smart card. Otherwise, the smart card generates a random
number Nu and computes pseudonym identity AIDU = h(IDU‖Kug‖Nu‖TSug),
Nx = Kug⊕Nu, and V1 = h(AIDU‖Kug‖Nx‖SNid). At last, U submits the login
request message MA1 = {AIDU , Nx, TSug, SNid, V1} to GW .

Step 1′: U → GW : MA1 = {AIDU , Nx, SNid, V1}
The smart card chooses a data pair (sid∗

j , k
∗
emj

), and computes sidj = sid∗
j ⊕

h(h(IDU ) ⊕ h(PWU )), kemj
= k∗

emj
⊕ h(h(IDU ) ⊕ h(PWU )). Then, the smart

card sets AIDU = sidj and Kug = kemj
. As like in step 1, the smart card

submits MA1 = {AIDU , Nx, SNid, V1} to GW .
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Step 2: GW → SN : MA2 = {AIDU , SK ′, T, V2}.
When receiving the login request message from U , GW checks whether

the transmission sequence number TSug existed in its database. If not, the
session is terminated by GW , and U is asked to use shadow ID and emer-
gency key pair to initiate the login request. Otherwise, GW decodes IDU and
Kug from ID#

U and K#
ug which are corresponding to TSug by using its secret

key ω. Then, GW checks whether V1 = h(AIDU‖Kug‖Nx‖SNid). If not, the
session is rejected by GW . Otherwise, GW calculates Nu = Kug ⊕ Nx and

checks AIDU
?= h(IDU‖Kug‖Nu‖TSug). If they are not equal, the session

is terminated by GW . Otherwise, U is authenticated by GW , and GW gen-
erates a session key SK and a timestamp T . Then, GW computes SK ′ =
h(Kgs) ⊕ SK, V2 = h(AIDU‖SK ′‖T‖Kgs). At last, GW forwards the message
MA2 = {AIDU , SK ′, T, V2} to SN .

Step 2′: GW searches if AIDU = sidj is in the database, if so GW takes the
multivariate data corresponding to sidj , and perform the same process as step 2.

Step 3: SN → GW : MA3 = {T ′, SNid, V3}.
When receiving the message MA2 , SN checks the validity of V2 by using Kgs

and the freshness of T . Any failure of these two verifications will deduce the
termination of the session. Otherwise, SN calculates SK = h(Kgs) ⊕ SK ′, and
generates a timestamp T ′ and computes V3 = h(SK‖Kgs‖SNid‖T ′). Then, SN
calculates Kgsnew

= h(Kgs‖SNid) and updates Kgs with Kgsnew
. At last, SN

submits the message MA3 = {T ′, SNid, V3} to GW .

Step 4: GW → U : MA4 = {SK ′′, V4, Ts}
When receiving the message MA3 from SN , GW checks the freshness of

T ′, and checks V3
?= h(SK‖Kgs‖SNid‖T ′). If they are not equal, the ses-

sion is terminated. Otherwise, GW sets TSugnew
= TSug + 1, and computes

Ts = h(Kug‖IDU‖Nu) ⊕ TSugnew
, SK ′′ = h(Kug‖IDU‖Nu) ⊕ SK, and V4 =

h(SK ′′‖Nu‖Ts‖Kug). Then, GW calculates Kugnew
= h(Kug‖IDU‖TSugnew

),
Kgsnew

= h(Kgs‖SNid), and replaces Kug,Kgs and TSug with Kugnew
,Kgsnew

and TSugnew
, respectively. At last, GW forwards the message MA4 =

{SK ′′, V4, Ts} to U .

Step 4′: GW → U : MA4 = {SK ′′, V4, Ts, x}
GW generates a new unique transmission sequence number TSugnew

, and
computes Ts and SK ′′ as step 4 by substituting kemj

for Kug. Then GW gen-
erates a new shared key Kugnew

, and computes x = Kugnew
⊕ h(IDU‖kemj

),
V4 = h(SK ′′‖Nu‖Ts‖x) ⊕ kemj

. At last, GW submits MA4 = {SK ′′, V4, Ts, x}
to U .

Step 5: When receiving the message MA4 from GW , the smart card checks
h(SK ′′‖Nu‖Ts‖Kug)

?= V4. If they are equal, the smart card derives the session
key SK = h(Kug‖IDU‖Nu)⊕SK ′′, which is used to ensuring the following secure
communication between U and SN . Then, the smart card calculates TSugnew

=
h(Kug‖IDU‖Nu)⊕Ts, Kugnew

= h(Kug‖IDU‖TSugnew
). At last, the smart card

updates TSug and Kug with TSugnew
and Kugnew

, respectively.
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Step 5′: The smart card verifies V4 and derives SK. Then, the smart card
computes TSugnew

= h(kemj
‖IDU‖Nu)⊕Ts, Kugnew

= h(IDU‖kemj
)⊕x. At last,

the smart card updates TSug and Kug with TSugnew
and Kugnew

, respectively.

2.3 Password Renewal Phase

By executing this phase, U can update the password without contact with GW .
The user inserts the smart card into a reader, and inputs IDU , PWU and new
password PW ∗

U , and request to update the password. The smart card retrieves
Kug = K∗

ug⊕h(h(IDU )⊕h(PWU )), sidj = sid∗
j ⊕h(h(IDU )⊕h(PWU )), kemj

=
k∗
emj

⊕h(h(IDU )⊕h(PWU )), and calculates K∗∗
ug = Kug⊕h(h(IDU )⊕h(PW ∗

U )),
sid∗∗

j = sidj ⊕ h(h(IDU ) ⊕ h(PW ∗
U )), k∗∗

emj
= kemj

⊕ h(h(IDU ) ⊕ h(PW ∗
U )).

Finally, the smart card replaces K∗
ug, sid∗

j and k∗
emj

with K∗∗
ug, sid∗∗

j and k∗∗
emj

,
respectively.

3 Cryptanalysis of Gope and Hwang’s Protocol

In this section, we analyze the weaknesses of the protocol in [4], and illustrate
the design flaws of their protocol.

3.1 Stolen Smart Card Attack

Previous work [8,10] have illustrated that the information stored in smart card
can be extracted by using side-channel attacks. Therefore, stolen smart card
attack should be considered in the design of smart card based authentication
protocol. In analysis part of Gope and Hwang’s protocol [4], they said that their
protocol can avoid of stolen smart card attack since an attacker cannot obtain
IDU and PWU , but the reality is not the case. As mentioned in previous work
[9,12], user usually chooses easy to remember identity and password with low
entropy, so it is reasonable and realistic that an attacker can guess out user’s
data pair (ID, PW ) within polynomial time by using the method of off-line enu-
meration. In Gope and Hwang’s protocol, if U ’s smart card is stolen by an attack
A, the data {K∗

ug, f
∗
U , (SID∗,K∗

em), TSug, h(·)} stored in U ’s smart card can be
revealed by A, where K∗

ug = Kug ⊕ h(h(IDU ) ⊕ h(PWU )), f∗
U = h(h(Kug) ⊕

h(PWU ) ⊕ h(IDU )), SID∗ = {sid∗
1, sid

∗
1, . . .}, K∗

em = {k∗
em1

, k∗
em2

, . . .}, sid∗
j =

sidj ⊕h(h(IDU )⊕h(PWU )), k∗
emj

= kemj
⊕h(h(IDU )⊕h(PWU )), and TSug is

the most recent transmission sequence number. Then A can guess U ’s identity
and password as follows:

Step 1: Randomly chooses a data pair (ID′
U , PW ′

U ) from Did ×Dpw, where Did

and Dpw denote the identity dictionary and password dictionary of the system,
respectively.

Step 2: Computes K ′
ug = K∗

ug ⊕ h(h(ID′
U ) ⊕ h(PW ′

U )) and f ′
U = h(h(K ′

ug) ⊕
h(PW ′

U ) ⊕ h(ID′
U )).
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Step 3: Examines the validity of ID′
U and PW ′

U by checking whether f ′
U equals

to f∗
U .

Step 4: Repeats above steps until valid data pair (ID′
U , PW ′

U ) is found.
When obtain U ’s valid (ID′

U , PW ′
U ), A can reveal SID = {sid1, sid2, . . .}

and Kem = {kem1 , kem2 , . . .} by calculating sidj = sid∗
j ⊕ h(h(ID′

U ) ⊕ h(PW ′
U ))

for sid∗
j ∈ SID∗ and kemj = k∗

emj
⊕ h(h(ID′

U ) ⊕ h(PW ′
U )) for k∗

emj
∈ K∗

em.
From above analysis, we can see that if U ’s smart card is stolen by attacker

A, then not only U ’s identity and password can be guessed by A, but also
the shadow ID set SID and emergency key set Kem can be calculated by A.
Therefore the protocol in [4] is vulnerable to stolen smart card attack.

3.2 No Provision of User Anonymity

User anonymity is an important feature for authentication protocol, especially
in current ubiquitous network environment. Generally, user anonymity not only
protects user’s real identity from being revealed, but also keeps the user from
being tracked. In each login phase, U submits the login request message MA1 =
{AIDU , Nx, TSug, SNid, V1} to GW . From the description of the protocol in [4],
we can see that U ’s transmission sequence number TSug will increase 1 for each
successful session, so it can be seen as a fixed indicator of U . It is true that
AIDU , Nx and V1 are all dynamically change for each session, however if he/she
can continuous acquire sequence numbers set {TSug, TSug + 1, TSug + 2, ...}
from all eavesdropped login request messages, attacker A can confirm that these
sessions are come from a specific user. Therefore, the protocol in [4] fails to
preserve user anonymity, and an attacker can trace a specific user by checking
user’s transmission sequence numbers via continuous eavesdropping attack.

3.3 Unable to Provide Backward Secrecy

In the protocol in [4], the authors claimed that their scheme aimed to provide
the feature of forward and backward secrecy. However, we find the protocol in
[4] cannot ensure backward secrecy of session key, i.e. the compromise of GW ’s
secret key Kgs in current session will result in the compromise of next session
key between U and SN , and we illustrate this situation as follows:

Step 1: Assume that GW ’s secret key Kgs in current session has been com-
promised by an attacker A, and the exchanged messages {AIDU , Nx, TSug,
SNid, V1}, {AIDU , SK ′, T, V2}, {T ′, SNid, V3} and {SK ′′, V4, Ts} in current ses-
sion among U , GW and SN have been eavesdropped by A. In this session, GW
and SN update the shared secret key as Kgsnew

= h(Kgs‖SNid).

Step 2: A trace next session among U , GW and SN by eavesdropping attack
and checking whether TSug+1 appears in the messages. If so, A records the mes-
sages in this session as {AID∗

U , N∗
x , TSug +1, SNid, V

∗
1 }, {AIDU , SK ′∗, T ∗, V ∗

2 },
{T ′∗, SNid, V

∗
3 } and {SK ′′∗, V ∗

4 , T ∗
s }, where SK ′∗ = h(Kgsnew

)⊕SK∗ and SK∗

is the session key between U and SN in this session.
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Step 3: Since Kgs is compromised by A and SNid is known as plaintext, A can
compute the shared secret key between U and SN as Kgsnew

= h(Kgs‖SNid).
Therefore, A can extract the shared session key between U and SN of this session
by computes SK∗ = h(Kgsnew

) ⊕ SK ′∗.

3.4 Incorrect Password Renewal Phase

From the review of the protocol in [4], we can see that U ’s smart card contains
information {K∗

ug, f
∗
U , (SID∗,K∗

em), TSug, h(·)}, where {K∗
ug, f

∗
U , (SID∗,K∗

em)
are all related to U ’s identity and password, and f∗

U is used for verify the validity
of U ’s identity and password. However, in the password renewal phase of the
protocol in [4], the smart card only renewals {K∗

ug, (SID∗,K∗
em)}, and f∗

U is
remain the original one. Therefore, if U updates the password according to the
protocol in [4], U cannot access sensors any more since the computed fU would
not equal to the stored f∗

U . According to the review of the protocol in [4], we
correct the password renewal phase of protocol in [4] as below:

U inserts the smart card into a reader, and inputs IDU , PWU and new
password PW ∗

U , and request to update the password. The smart card retrieves
Kug = K∗

ug⊕h(h(IDU )⊕h(PWU )), sidj = sid∗
j ⊕h(h(IDU )⊕h(PWU )), kemj

=
k∗
emj

⊕h(h(IDU )⊕h(PWU )), and calculates K∗∗
ug = Kug⊕h(h(IDU )⊕h(PW ∗

U )),
f∗∗
U = h(h(Kug) ⊕ h(PW ∗

U ) ⊕ h(IDU )), sid∗∗
j = sidj ⊕ h(h(IDU ) ⊕ h(PW ∗

U )),
k∗∗
emj

= kemj
⊕ h(h(IDU ) ⊕ h(PW ∗

U )). Finally, the smart card replaces K∗
ug, f∗

U ,
sid∗

j and k∗
emj

with K∗∗
ug, f∗∗

U , sid∗∗
j and k∗∗

emj
, respectively.

3.5 Potential Denial-of-Service Attack

Even if the password renewal phase is corrected as in Sect. 3.4, the protocol in
[4] is still vulnerable to a potential denial-of-service attack. As we know that
the user may input a wrong password when we login to a system. The protocol
in [4] may vulnerable to a potential denial-of-service attack if the user inputs a
wrong password in password renewal phase due to the absence of wrong password
change mechanism. We describe this situation as follows:

When U wants to renewal the password, he/she inserts the smart card into
a reader. Suppose U inputs IDU , a wrong password PW ′

U (�= PWU ) and new
password PW ∗

U , and request to update the password. Then U ’s secret key will be
updated as K ′

ug = K∗
ug⊕h(h(IDU )⊕h(PW ′

U )) = Kug⊕h(h(IDU )⊕h(PWU ))⊕
h(h(IDU ) ⊕ h(PW ′

U )), which is not equal to the original Kug due to PW ′
U �=

PWU . However, since the password renewal phase has no relation with GW , the
shared secret key in GW is still Kug. Therefore, the shared secret key of U is not
the same with those of GW . The desynchronization of shared secret key between
U and GW would cause U cannot pass the authentication of GW anymore, and
the protocol in [4] may vulnerable to denial-of-services.
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4 Proposed Anonymity Authentication Protocol
for WSN

In this section, a strong ECC and biometric based authentication protocol with
user anonymity for wireless sensor network is proposed. Due to space limitations,
we don’t introduce the basic knowledge about ECC and biometric, and the
reader can refer [5] for ECC and [3] for fuzzy extractor. In order to initialize the
system, GW chooses an elliptic curve E over prime finite field Fp, and chooses
an additional subgroup G of E, which is generated by P with a large prime order
n. Then, GW selects a random number x ∈ Z∗

n as a secret key, and computes
the corresponding public key X = xP . Besides, GW chooses a secret key ω. GW
publishes {E,G, n, P,X}. Our protocol contains three phases, i.e. registration,
authentication and key agreement, password change.

4.1 Registration Phase

Registration phase is divided to aspects, i.e. sensor registration and user regis-
tration, and they are both completed in a secure manner.

1. Sensor registration: GW selects a unique identity SNid for each sensor
node, and computes a secret key Kgs = h(SNid‖ω). After that, GW stores
SNid in its database and (SNid,Kgs) in SN . Then the sensor nodes can be
deployed in target area to forming a network.
Remark : To add a new sensor node into the WSN, GW just need to register
the sensor node as this phase, and then it can be added into the WSN.

2. User registration:
Step 1: User U chooses an identity IDU and a password PWU , and
extracts the biometric information in the mobile device with fuzzy extrac-
tor Gen(BIOU ) = (RU , PU ). Then, U generates a random number rU , and
computes HPWU = h(PWU‖rU ). At last, U submits the registration request
(IDU ,HPWU , RU ) to GW via a secure manner.
Step 2: When receiving the request from U , GW first checks whether
IDU is in the database. If not, U is asked to choose a new identity. Oth-
erwise, GW calculates B1 = h(IDU‖HPWU‖RU ), B2 = h(IDU‖ω), and
B3 = h(HPWU‖RU ) ⊕ B2. At last, GW sends the data (B1, B3,X, IDGW )
to U via a secure manner.
Step 3: Upon receiving the parameters, U stores (PU , rU , B1, B3,X, IDGW ,
Gen(, ), Rep(, )) into the mobile device.

4.2 Authentication and Key Agreement Phase

When U wants access the sensory data of sensor node SN with identity SNid,
the following authentication processes should be performed among U , GW and
SN , and at last a session key will be agreed between U and SN for future
communication.
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Step 1: U → GW : M1 = {DIDU , IDG, SNid,D1,D3}
U inputs identity IDU and password PWU , and imprints the biometrics

BIO′
U at the mobile device with fuzzy extractor. The mobile device calculates

RU = Rep(BIO′
U , PU ), B′

1 = h(IDU‖h(PWU‖r)‖RU ), and checks B′
1

?= B1.
If they are not equal, at least one factor of identity, password and biometrics
is not valid, and the login request is rejected by the mobile device. Otherwise,
the mobile device generates a random number a ∈ Z∗

n, and computes B2 =
B3 ⊕ h(h(PWU‖rU )‖RU ), D1 = aP , D2 = aX, DIDU = IDU ⊕ D2, and D3 =
h(B2‖IDG‖D2‖SNid). At last, the mobile device submits the login request M1 =
{DIDU , IDG, SNid,D1,D3} to GW .

Step 2: GW → SN : M2 = {IDG,D1,D5,D6}
Upon receiving the login request, GW computes D′

2 = xD1, ID′
U =

DIDU ⊕ D′
2, and checks whether ID′

U is in the database. If so, GW calcu-

lates B′
2 = h(ID′

U‖ω), D′
3 = h(B′

2‖IDG‖D′
2‖SNid), and checks D′

3
?= D3. If

they are not equal, the request is terminated by GW . Otherwise, GW gener-
ates a random number rG, and computes D4 = h(SNid‖ω), D5 = D4 ⊕ rG,
and D6 = h(IDG‖D1‖rG‖D4‖SNid). Then, GW forwards message M2 =
{IDG,D1,D5,D6} to SN .

Step 3: SN → GW : M3 = {SNid,D7,D8}
When receiving the message from GW , SN calculates r′

G = Kgs ⊕D5, D′
6 =

h(IDG‖D1‖r′
G‖Kgs‖SNid), and checks D′

6
?= D6. If they are not equal, SN

terminates the session. Otherwise, SN generates a random number b ∈ Z∗
n, and

computes D7 = bP , SK = h(D1‖D7‖bD1), and D8 = h(Kgs‖D7‖r′
G‖SNid).

Then, SN submits the message M3 = {SNid,D7,D8} to GW .

Step 4: GW → U : M4 = {SNid,D7,D9}
On receiving the message M3, GW calculates D′

8 = h(D4‖D7‖rG‖SNid), and
checks D′

8
?= D8. If they are not equal, the session is terminated. Otherwise, GW

calculates D9 = h(ID′
U‖D1‖D7‖SNid), and then submits the message M4 =

{SNid,D7,D9} to U .

Step 5: When getting the message M4, the mobile device calculates D′
9 =

h(IDU‖D1‖D7‖SNid), and checks D′
9

?= D9. If they are not equal, the session
is terminated. Otherwise, the mobile device computes SK = h(D1‖D7‖aD7).

4.3 Password Change Phase

This phase allows a user to update password without contact with gateway.
When U wants to change the password, U inputs IDU and PWU , and imprints
the biometrics BIO′

U at the mobile device with fuzzy extractor. The mobile
device calculates RU = Rep(BIO′

U , PU ), B′
1 = h(IDU‖h(PWU‖rU )‖RU ),

and checks B′
1

?= B1. If they are not equal, the request is rejected. Other-
wise, U is allowed to input a new password PW ∗

U . Then the mobile device
calculates B2 = B3 ⊕ h(h(PWU‖rU )‖RU ), B∗

1 = h(IDU‖h(PW ∗
U‖rU )‖RU ),
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B∗
3 = h(h(PW ∗

U‖rU )‖RU ) ⊕ B2. At last, the mobile device replaces B1 and B3

with B∗
1 and B∗

3 , respectively, which finishes the password change.

5 Analysis of the Proposed Protocol

In this section, the security and performance features of the proposed protocol
are analyzed, and the comparisons with other related protocols are given.

5.1 Mutual Authentication

The proposed protocol provides mutual authentication between U and GW and
between GW and SN .

In step 2 of authentication and key agreement phase, GW computes D′
2 =

xD1, ID′
U = DIDU⊕D′

2, and can check whether the identity is valid. Later, GW
calculates B′

2 = h(ID′
U‖ω), D′

3 = h(B′
2‖IDG‖D′

2‖SNid), and can authenticate

U by checking D′
3

?= D3. Only U has a and can retrieve B2 = h(IDU‖ω) using
password and biometric, then GW can ensure that U is a valid user since only
U can generate valid D3. On the contrary, in step 5, U can authenticate GW by
checking whether h(IDU‖D1‖D7‖SNid) equals to D9, this is because that only
GW can reveal U ’s real identity IDU with secret key x. Therefore, the mutual
authentication between FW and SN is achieved in the proposed protocol.

The mutual authentication between GW and SN is relied on the shared
secret key h(SNid‖ω), which is stored in the memory of SN and can be calculated
by GW by using SNid and secret key ω. In step 3 of authentication and key
agreement phase, only SN with Kgs = h(SNid‖ω) can calculate r′

G = Kgs ⊕D5,

D′
6 = h(IDG‖D1‖r′

G‖Kgs‖SNid), and check D′
6

?= D6 to verify the validity of
GW . On the contrary, in step 4 of authentication and key agreement phase, GW

can authenticate SN by checking h(h(SNid‖ω)‖D7‖rG‖SNid)
?= D8.

5.2 Resist Mobile Device Loss Attack

We suppose that U ’s mobile device is lost and obtained by an attacker A, then
A can retrieve the data (PU , r, B1, B3,X, IDGW , Gen(, ), Rep(, )). A can guess
a data pair {ID′

U , PW ′
U}, and in order to verify the validity of the guessed data

pair from B1, A has to know the information RU . However, RU is extracted from
U ’s biometric BIOU with the help of PU , and it can be see as a random number
with long bit length. Therefore, A cannot guess U ’s identity and password from
B1. Besides, without knowing RU and ω, A has no chance to figure out U ’s
identity and password from B3. Therefore, the proposed protocol is free from
mobile device loss attack.

5.3 User Anonymity

A login request message M1 = {DIDU , IDG, SNid,D1,D3} is submitted to GW
when U wants login to SN , where D1 = aP , DIDU = IDU ⊕ D2, D2 = aX,
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D3 = h(B2‖IDG‖D2‖SNid), and a is a random number. In order to obtain
U ’s identity from dynamic identity DIDU , x is required information for A to
calculate D2. However, x is a secret key only known to GW . Therefore, U ’s
real identity cannot be revealed by A. Besides, in the proposed protocol, the
information DIDU , D1, and D3 in login request are dynamically change with
the random number a for each session. Therefore, A cannot trace a specific user
by eavesdropping the login request messages. From the above analysis we can
see that the proposed protocol protects user anonymity really.

5.4 Session Key Agreement and Known-Key Security

In the proposed protocol, a session key SK = h(D1‖D7‖aD7) = h(D1‖D7‖bD1)
= h(aP‖bP‖abP ) is shared between U and SN after the mutual authentication is
achieved, which will be used to ensure subsequent secure communication between
U and SN . Besides, the session key is relied on aP and bP , which are both
different from each session due to the different random numbers a and b are
generated by U and SN , respectively. In the proposed protocol, each session
key in one session has no relation with those of other sessions. Therefore, the
compromise of a session key in one session would not lead to the compromise
of previous established session keys and future session keys, and the proposed
protocol achieves known-key security.

5.5 Perfect Forward Secrecy and Backward Secrecy

As shown in Sect. 5.4, the session key SK = h(aP‖bP‖abP ) shared between U
and SN is only related to the random numbers a and b, which are generated by U
and SN , respectively, for each session. Even if the long term secret information
of U , GW , and SN are all compromised by A, the previous or future session
key SK is still secure since A has to resolve intractable elliptic curve discrete
logarithm problem or elliptic curve Diffie-Hellman problem to get abP from aP
and bP . Therefore, the proposed protocol can achieve perfect forward secrecy
and backward secrecy.

5.6 Resist Replay Attack

In the proposed protocol, the random number mechanism is used to ensure the
freshness of communication messages. In each session, U , GW and SN generate
random numbers a, rG and b, respectively, which ensures that the messages
exchanged among U , GW and SN are valid only for this session and different
from those of other sessions. Therefore, the proposed protocol is free from replay
attack without using timestamp.

5.7 Resist Impersonation Attacks

In the proposed protocol, in order to generate a valid login request message to
impersonate as a user U , A has to know IDU and B2 = h(IDU‖ω). However,
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as discussed in Sect. 5.2, A cannot reveal these information even if he/she has
obtained U ’s mobile device. Therefore, the proposed protocol is free from user
impersonation attack.

Besides, in the proposed protocol, without knowing the secret key x and
ω, no one can masqueraded as the gateway. Therefore, our protocol can resist
gateway impersonation attack.

5.8 Resist Sensor Node Capture Attack

Since the sensor nodes are usually deployed in the region without secure guar-
anteed, it can be compromised by an attacker. If the protocol can ensure that
compromise of some sensor nodes has no security threat to other sensor nodes
are not compromised, we say the protocol can resist sensor node capture attack.
In the proposed protocol, for secure authentication, each sensor node SN stores
a unique secret key h(SNid‖ω), which is calculated by SN ’s identity and GW ’s
secret key ω. Therefore, if A compromises a sensor node SN and obtains the key
h(SNid‖ω), he/she not only cannot reveal GW ’s secret key ω, but also cannot
calculates other sensor nodes’ secret key h(SNid′‖ω). Therefore, the compro-
mised sensor node has no security threat to other sensor nodes, and the proposed
protocol can resist sensor node capture attack.

5.9 Comparisons with Other Related Protocols

In this section, we evaluate the security and performance of the proposed protocol
by comparing our protocol with other related protocols. The following symbols
are defined to simplify the efficiency comparison.

Tm: the time cost of one scalar multiplication;
Th: the time cost of one hash operation;
Ts: the time cost of one symmetrical encryption/decryption operation.
The function and security features comparisons are listed in Table 2, from

which we can see that the protocols in [1,4,11,13] are all timestamp based
protocols, and vulnerable to stolen smart card attack and cannot protect user
anonymity. Besides, the protocol in [13] cannot achieve mutual authentication
and lacks the function of session key agreement, and also vulnerable to sensor
impersonation attack. Gope and Hwang’s protocol [4] still vulnerable to denial-
of-service attack and cannot achieve backward secrecy as they claimed. However,
the proposed protocol can resist most of known attacks.

Table 3 shows the performance comparisons of our protocol with other related
protocols, from which we can see that our protocol is efficient than the protocol in
[13], and almost at the same level with the protocols in [1,11]. In these protocols,
Gope and Hwang’s protocol [4] is the most efficient one. However, it can be
seen in Table 2, Gope and Hwang’s protocol [4] vulnerable to many attacks.
Integrated both security and efficiency aspects, our protocol is most secure one
with acceptable computational efficiency.
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Table 2. Function and security features comparisons

Yeh et al. [13] Shi et al. [11] Choi et al. [1] Gope-Hwang [4] Ours

Mutual authentication No Yes Yes Yes Yes

Session key agreement No Yes Yes Yes Yes

Perfect forward secrecy N/A Yes Yes Yes Yes

Backward secrecy N/A Yes Yes No Yes

Known-key security N/A Yes Yes Yes Yes

Resist replay attack Yes Yes Yes Yes Yes

User anonymity No No No No Yes

Resist sensor impersonation attack No Yes Yes Yes Yes

No timestamp No No No No Yes

Resist DoS attack Yes Yes Yes No Yes

Resist stolen card/device attack No No No No Yes

Table 3. Performance comparisons

Time cost U GW SN Total

Yeh et al. [13] Th + 2Tm 3Th + 2Tm 4Th + 4Tm 8Th + 8Tm

Shi et al. [11] 6Th + 3TH 4Th + 2Tm 4Th + Tm 14Th + 6Tm

Choi et al. [1] 8Th + 3Tm 6TC + 2Tm 45h + 1Tm 19Th + 6Tm

Gope-Hwang [4] 10Th 11Th 3Th 24Th

Ours 5Th + 3Tm 6Th + Tm 4Th + 2Tm 15Th + 6Tm

6 Conclusions

This paper analyzed the design and security flaws of Gope and Hwang’s protocol
[4], and proposed a new user authentication protocol with privacy protection for
WSNs. We analyzed the security features of the proposed protocol and com-
pared it with some previous work in security and performance aspects, and the
comparison results show that the proposed protocol is robust and security for
WSNs with acceptable computational efficiency.
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Abstract. Energy consumption of block ciphers is critical in resource
constrained devices. Unrolling has been explored in literature as a tech-
nique to increase efficiency by eliminating energy spent in loop control
elements such as registers and multiplexers. However these savings are
minimal and are offset by the increase in glitching power that comes with
unrolling. We propose an efficient latch-based glitch filter for unrolled
designs that reduces energy per encryption by an order of magnitude
over a straightforward implementation, and by 28–32% over the best
existing glitch filtering schemes. We explore the optimal number of glitch
filters that should be used in order to minimize total energy, and provide
estimates of the area cost. Partially unrolled designs also benefit from
using our scheme with energies competitive to fully serialized implemen-
tations. We demonstrate our approach on the SIMON-128 and AES-256
block ciphers.

1 Introduction

Energy efficiency is one of the main concerns in low-power implementations of
block ciphers, regardless of the key strength of the algorithm being implemented.
Minimization of energy is important because it allows computation on scavenged
energy, long-running devices on small batteries, and so forth. Aside from energy
efficiency, area cost and latency are secondary concerns. In the consumer elec-
tronics market, a focus on area is justified because area cost translates directly
to monetary cost of a chip. Yet, there are many interesting energy-constrained
scenarios in defense and healthcare where the monetary cost of silicon area is
less critical. In these scenarios, one may wish to trade area against latency by
unrolling repetitive cryptographic operations to perform a larger share of the
computation in each cycle in order to complete operation sooner. This is espe-
cially important for block ciphers such as SIMON that require a large number
of rounds. Yet, in order to be suitable for highly-constrained devices, unrolling
must be done without significantly compromising the energy efficiency of the
computation.

In this work, we address the problem of efficiency in unrolled block ciphers,
by presenting a new technique of combinational checkpointing to minimize their

c© Springer International Publishing AG 2017
G.P. Hancke and K. Markantonakis (Eds.): RFIDSec 2016, LNCS 10155, pp. 47–61, 2017.
DOI: 10.1007/978-3-319-62024-4 4
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energy. We term the approach as checkpointing because we are adding state-
holding elements at intermediate stages of the combinational logic, and each set
of these elements stores an intermediate snapshot of the entire state of the block
cipher operation. The specific contributions we make are as follows:

– We present an efficient latch-based glitch filter design that reduces energy of
unrolled block ciphers.

– We find the optimal spacing of glitch filters in deeply unrolled block cipher
implementations.

– For the first time, we give a technique that allows partially and fully unrolled
block ciphers to have an energy efficiency that is competitive with serialized
implementations.

2 Background and Related Work

There are a variety of low power design techniques for integrated circuits includ-
ing near-threshold and subthreshold operation [9] and adiabatic logic styles [2].
However, in this work we focus exclusively on microarchitectural techniques for
reducing energy instead of exotic circuits. In the remainder of this section, we
review considerations for implementing block ciphers, and existing techniques
for mitigating the glitches that dominate their power consumption.

2.1 Implementing Cryptographic Block Ciphers

Block ciphers are cryptographic primitives used to encrypt and decrypt data,
typically used as part of a larger encryption mode of operation. Block ciphers
are almost always implemented as components of a larger overall system-on-chip
design, and this prevents the block cipher from being freely optimized indepen-
dently of the other SoC components. For example, the block cipher will have to
use the same fabrication process and supply voltage as the other components,
and typically will share a common clock frequency to avoid clock generation and
clock domain crossing. Therefore, any attempt at optimizing block ciphers may
be constrained by these chip-scale implementation decisions.

The block cipher algorithm iterates over a round function for a specified
number of times using different subkeys. The rounds can be implemented through
sequential reuse of a single combinational block for each round, or they can
be unrolled. If a design is fully serialized (no unrolling), one round function is
computed in each clock cycle, and the number of cycles needed to encrypt a block
is the same as the number of rounds in the block cipher algorithm. Yet, small
low-power SoCs will typically operate at slow clock frequencies, and therefore
the clock period may far exceed the critical path delay of a block cipher round.
The latency of the block-cipher is then being increased unnecessarily due to the
serialization of the round function.
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Unrolling a block cipher is the process of instantiating multiple rounds of the
algorithm combinationally to be completed within each clock cycle. Unrolling
allows the result to be computed in fewer cycles at the cost of increased area of
the combinational circuit. Unrolling also saves some amount of register energy, as
energy is not spent storing signals at the output of each round like the fully seri-
alized case. The unrolling of block ciphers as an energy optimization technique
has been explored in a number of recent works [5,13].

2.2 Glitches and Glitch Filtering

The limiting factor in energy minimization of block ciphers is switching energy.
This is especially true in unrolled block ciphers because combinational logic
glitches at the input of each round diffuse through the round to cause more
glitches at the output of the round. Leakage power is negligible relative to
switching power for typical clock periods and technologies used in low power
designs [13]. Fundamentally, glitches occur because of mismatched arrival times
of gate inputs. This causes the gate output to switch once when the first input
arrives, and then switch again when the next input arrives. These two switching
events then propagate to many other nodes and cause more switching events in
a cascading fashion.

Several techniques to filter glitches have been proposed in literature. Pipelin-
ing [8,19] stops glitches because they cannot propagate through a register, as a
register can change its output value only once per clock cycle upon arrival of the
clock transition. Gate-freezing [7] stalls the computation in a gate by using an
NMOS footer transistor to filter 1-to-0 transitions. The stalled gate is allowed
to compute only when its inputs have reached their final state. The scheme has
a limitation in that it allows 0-to-1 transitions to pass through a stalled gate.
Retiming [15] by moving or adding flip-flops in the datapath to high activity
nodes that have a large fanout can reduce glitches and save power. Yet another
approach is delay balancing to equalize input arrival times at a gate and reduce
the number of output switching events [11,12,14].

An AND gate based glitch filtering scheme (Round Gating) was proposed
in [4]. The output signals of each round in this scheme are gated by AND gates
that wait on an enable signal. The enable signal is derived from a delayed clock
such that it goes high to propagate the round outputs through the AND gates
only after they have stopped glitching and become stable. A drawback of this
scheme is that the enable signals must be reset low between the end of one
computation and the start of the next in order to stop propagation of the glitches
in the next operation. When the enable signals go low, waves of 0 s propagate
forward from the glitch filters and propagate through the circuit to charge and
discharge the nodes in the round functions similar to a normal computation of the
round function. Effectively, resetting the glitch filters is thus causing a second,
unnecessary, power-wasting computation to occur. State-retaining barriers [16]
provide a mechanism for preventing this power-wasting computation.
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3 Methodology

Combinational checkpointing is a microarchitectural technique to increase energy
efficiency in a combinational circuit by filtering glitches. In this section, we
describe the application of latch-based checkpoints in a block cipher and the
methodology used to evaluate the approach.

3.1 Proposed Use of Checkpoints for Glitch Filtering

We propose a new standard-cell compatible glitch filtering mechanism as shown
in Fig. 1. The topology is similar to that of round gating using AND gates [4],
except that the glitch filtering element consists of a positive latch implemented
using a multiplexer (MUX) at the output of the round function. The purpose
of the filter is to make sure that any glitching activity from its input is not
propagated to its output.

The operation of the filter is as follows. The MUX holds on to its previous
output value when the enable (select) signal is low, and becomes transparent
when enable is high. This causes the latch to be transparent only during the
enable pulse. The enable pulse is generated at the rising edge of the clock as
the AND of the clock signal and a delayed inverted version of clock. The enable
pulse is propagated to the glitch filters combinationally with timing controlled
by adding a delay element per round function. If the propagation delay of the
delay element (td) is greater than the critical delay of a round function (tr), then
round output ri stabilizes before the rising edge of signal eni, so the latches only
become transparent after the glitching has stopped. Therefore, when this timing
condition (td > tr) is satisfied, glitches generated in round i do not propagate
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Fig. 1. Schematic of latch-based checkpoints for glitch filtering.
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Fig. 2. Timing diagram of glitch filter operation, annotated with the number of switch-
ing events happening at each point in the circuit for SIMON-128.

through the glitch filters to round i + 1. Because the latch stays open for the
duration of the enable pulse, the circuit will function correctly as long as the
round outputs stabilize before the falling edge of eni, but the circuit will not
filter any glitches that arrive when the latch is open, and the glitch filter will
not have the intended effect.

The timing waveform for a single round is shown in Fig. 2. When the enable
signal pulses at the first glitch filter, the stable outputs of round i− 1 propagate
through round i and cause a total of 122 transitions on the 128 round output
signals. The round outputs wait for the enable signal to arrive at the second glitch
filter, and upon its arrival, only 60 transitions occur on the inputs of round i+1;
these 60 transitions are single transitions on 60 of the 128 signals, which is close
to the expected number of bits that would differ between two uncorrelated 128-
bit signals. In this case, the filter has prevented all the spurious glitches from
propagating across rounds.

3.2 Evaluation Methodology

We use the SIMON and AES block ciphers to study the effectiveness of our
glitch filtering scheme. SIMON is a lightweight Feistel cipher suitable for resource
constrained systems, and we use SIMON-128 [6], which has a 128-bit key, 128-
bit block size, and requires 68 rounds for each encryption. Being a very simple
design, the RTL for our SIMON implementation is written by us and validated
for correctness against a software implementation of the same. AES refers to
three standardized variants [17] of the Rijndael cipher, based on a substitution-
permutation network. Relative to SIMON, AES is a more complicated design,
and we specifically use the most complicated variant, AES-256; which has 128-
bit block size, a 256-bit key, and requires 14 rounds per encryption. The RTL for
our AES implementation is publicly available from OpenCores.org [10], and we
validate its correctness against an online AES software implementation. To give
an idea of the relative scales of the two ciphers, the round and key functions of
fully unrolled SIMON require around 30,000 gates, whereas the round and key
functions of fully unrolled AES are more than 8 times larger, requiring around
250,000 gates.

https://opencores.org/
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All of the measurements we present in this work are from simulation. Specifi-
cally, we simulate designs with 45 nm NCSU PDK [1] implemented using CMOS
logic style. Synopsys Design Compiler and HSIM are used for synthesis and cir-
cuit simulation, respectively. We rely on circuit simulation rather than power
simulations using characterized libraries to ensure that we accurately capture
glitch propagation effects. Given the time consuming nature of circuit simula-
tion on large designs, which takes several days per encryption for the unrolled
AES design, we simulate only two encryptions per design, using inputs that are
chosen at random. The first encryption initializes the circuit state, and the sec-
ond encryption is used for measuring metrics described below. The accuracy of
our results should not be compromised by the small number of encryptions sim-
ulated because a block cipher’s behavior is fairly independent of the input value
used. In support of this claim, the energy consumption of partially unrolled (17
rounds) SIMON for 100 random input vectors is shown in Fig. 3. The variation
in energy consumption is small (σ = 0.032 pJ/bit) for the chosen input vectors.

Fig. 3. SIMON-128 energy per encryption histogram for 100 random inputs.

Metrics such as toggle rate and energy consumption are measured during the
circuit simulation and used to compare our scheme’s performance with others.
Toggle rate is measured as the average number of signal transitions at round
outputs per encryption. For example, in SIMON-128 a round output has 128
signals. We compute the total number of signal transitions in all 128 signals
that occur during an encryption operation, and divide by bit-width (128) to
get the toggle rate. We present energy numbers using a metric of energy-per-
encrypted bit denoted as Eenc , which is the total energy consumed to perform
an encryption operation divided by the number of encrypted bits generated
during the operation. When considering individual rounds of the block cipher,
we use as a metric the contribution of that round to the overall Eenc. In our
experiments, clock frequencies are chosen such that idle time is minimal, and
are above 10 MHz in all cases.
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4 Results

In this section we present results showing energy benefits of using checkpointing.
We first demonstrate that glitch filtering using checkpointing leads to a reduc-
tion in toggle rate, which translates to energy savings. Further, we vary the
number of checkpoints to explore the trade off between checkpointing overhead
and glitching energy saved. Finally, we evaluate the effectiveness of checkpoint-
ing in partially unrolled designs, and also estimate area penalty incurred by
checkpointing.

4.1 Comparison of Average Switching Rates

We first study the effectiveness of the proposed glitch filter by counting switch-
ing events on a fully unrolled implementation of SIMON-128. Figure 4 shows a
comparison of signal toggle rates (signal transitions/encryption) for the outputs
of all the 68 round and key functions. In the ideal case of no glitching activity, at
the round outputs, one can expect 0.5 transitions per signal for each encryption,
as round outputs are uncorrelated across encryptions.

When no glitch filtering is used (baseline design), the switching activity is
observed to increase linearly with logic depth (number of rounds). This increase
in switching occurs because the logic of the block cipher tends not to mask
transitions as they propagate, and because the diffusion property of block ciphers
tends to propagate each transition out to many nodes. Our finding of linear
increase is consistent with observations made in previous works [3]. For each
encryption in the baseline design, the average switching across all rounds is 14.16
transitions per signal, and in the later rounds it is 2× larger than this average.

We analyze the effectiveness of checkpointing and two other techniques that
mitigate switching. Compared to baseline, the Round Gating scheme [4] achieves
a much lower average switching of 1.79 transitions per signal. Also, the switch-
ing activity stays fairly constant across rounds because glitches are never prop-
agated across round boundaries. However as noted in Sect. 2, resetting the AND
gates every clock cycle leads to unnecessary switching activity. Our checkpoint-
ing scheme has no such resetting and is therefore able to reduce switching to 0.95
transitions per signal, a 47% reduction relative to Round Gating. For comparison
purposes, we implement SIMON-128 also using WDDL logic style [18]. WDDL
is a dual-rail precharge based logic that is glitch free by design. To mitigate
power side channel leakages, every signal pair in WDDL always has exactly 2
transitions per encryption; specifically, among the true and complementary rep-
resentations of each signal, it is always the case that exactly one representation
goes through a 1–0 transition during precharge and a subsequent 0–1 transition
during evaluation.

4.2 Energy Savings from Checkpointing in Fully Unrolled Designs

The significant reduction in average switching rates implies that glitch filtering
can reduce the overall energy used for encryption. In this section we study the
energy savings achieved by using checkpointing to filter glitches in fully unrolled
implementations of SIMON-128 and AES-256.
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Fig. 4. Comparison of the average toggle rate of the output signals of each round of
SIMON-128 for four different implementation styles.

Fig. 5. Contribution of each round to the overall energy per encrypted bit in four
different implementation styles of fully unrolled SIMON-128

SIMON-128. The energy use of each round in the fully unrolled SIMON-
128 implementation is plotted in Fig. 5. The energy trends are similar to the
toggle rate trends shown in Fig. 4. Table 1 lists the breakdown of energy per
encryption (Eenc) for baseline (no glitch filter) designs and three glitch filtering
schemes. A fully-unrolled implementation with checkpointing (4.46 pJ/bit) per-
forms much better than fully unrolled baseline (25.91 pJ/bit) by saving glitching
energy. Checkpointing is also competitive in energy with a baseline design that
is not unrolled (1-unrolled, 3.78 pJ/bit) while offering single cycle latency, com-
pared to 68 cycles in the 1-unrolled baseline. In comparison to Round Gating
[4], checkpointing consumes 27.9% lower Eenc. The savings comes from a 47%
reduction in toggle rate which leads to a 44.6% reduction in data and key compu-
tation energy specifically, while the costs of other components are similar across
the two schemes. Note that WDDL and Round Gating schemes have similar
toggle rates, yet WDDL consumes 2.4× more energy because it uses only pos-
itive gates, and therefore requires approximately 3× more gates to implement
the same function.
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Table 1. Breakdown of Eenc (pJ/bit) in fully unrolled SIMON-128. Glitch filters are
added after every round in Round Gating and our work.

Eenc breakdown Baseline Glitch filtering scheme (68-unrolled)

1-unrolled 68-unrolled Round Gating Checkpointing WDDL

Data 0.58 16.37 1.90 1.07 6.95

Key 0.40 9.42 1.62 0.88 7.42

Glitch Filter – – 2.36 2.20 –

Delay line – – 0.18 0.19 –

Other 2.80 0.12 0.12 0.12 0.45

Total 3.78 25.91 6.19 4.46 14.82

(a) SIMON (b) AES

Fig. 6. Energy/encryption breakdown in fully unrolled implementations using check-
pointing after every round.

Figure 6a shows the breakdown of energy consumption per encryption for
our scheme. As can be seen in the figure, the switching energy does not increase
across rounds, because each round similarly starts its computation from a single
switching event. However, the glitch filters themselves consume about 50% of
the total energy relative to the extremely simple combinational round function
of SIMON. Hence, there is a possibility that using fewer glitch filters might
reduce Eenc further, if the glitches do not increase significantly. We explore this
in Sect. 4.3. It can also be noted that the simple delay line that propagates the
enable is not costly in energy, as it is a single inverter chain relative to a 128-bit
wide computation path. The delay line does not require any tuning if care is
taken by adding some margin (buffers) to ensure td > tr even in the presence of
process variation (Fig. 2).

AES-256. We also study the effectiveness of our scheme for the larger design,
the fully unrolled implementation of AES-256. The energy breakdown per
encryption in Fig. 6b shows that glitches are filtered effectively as there is no
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significant increase in switching energy with logic depth (round number). The
energy cost of glitch filtering is small compared to that of actual computation.
Note that the last round in AES is simpler, and therefore consumes less energy.
The energy breakdown summary is tabulated in Table 2. Our scheme consumes
an Eenc of 9.77 pJ/bit, which is 7.5x lower than fully unrolled baseline and 32.6%
lower than Round Gating. These savings directly come from a lower switching
activity. Unlike the extremely simple round functions of SIMON, AES round and
key functions constitute about 90% of the total energy. As a result, in compar-
ison to Round Gating our scheme saves more energy in AES-256 (32.6%) than
in SIMON-128 (27.9%). It is important to note that our checkpointing scheme
has similar energy efficiency as a fully serialized implementation (no unrolling,
consumes 9.69 pJ/bit) while achieving single cycle latency. This is because the
fully serialized implementation incurs a penalty of 2.19 pJ/bit for loop control
and multiplexing, which is larger than leakage/glitch filter costs associated with
checkpointing. Because AES-256 uses alternating key functions, we also imple-
mented a 2-unrolled baseline design (not in table) that has smaller loop control
penalty, but in that case glitches cause the total energy to increase to 13.7 pJ/bit
for an encryption operation.

Table 2. Breakdown of Eenc (pJ/bit) in fully enrolled AES-256. Glitch filters applied
after every round.

No unrolling Baseline Round Gating Checkpointing

Data 5.95 65.07 11.77 7.70

Key 1.55 8.64 1.82 1.13

Glitch filter – – 0.82 0.82

Delay line – – 0.03 0.07

Other 2.19 – – –

Total 9.69 73.76 14.50 9.77

4.3 Optimal Placement of Checkpoints for Glitch Filtering

In this section we explore the optimal number of glitch filters to use in our scheme
so as to minimize the total energy consumption. Energy optimal glitch filtering
requires finding the right trade-off between the cost of glitch filtering and the
energy saved by filtering glitches. If too many filters are used, then the cost
of the filters themselves will dominate; but if too few filters are used, then the
cost of the glitches will dominate. Figure 7 shows how each round contributes to
the energy per encrypted bit when different number of rounds are implemented
between the checkpoints. When checkpoints are added after every round (spac-
ing = 1) in fully unrolled SIMON-128 (Fig. 7a), more energy is spent in glitch
filtering than is spent in actual computation. However, if spacing is increased to
2 where checkpointing is done every other round, the average energy per round
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(a) SIMON (b) AES

Fig. 7. Energy efficiency varies with the spacing between checkpoints in fully unrolled
designs. Performing more computation between checkpoints reduces checkpointing
energy, but allows more data switching to occur

is decreased. Increasing the spacing beyond 2 further reduces the cost of glitch
filtering but the glitches increase the key and data energy by a larger amount and
the total energy increases. Therefore a spacing of 2 rounds between checkpoints
is optimal for SIMON-128.

The energy breakdown of Eenc for each round of the fully unrolled SIMON-
128 with optimal glitch filter placement is shown in Fig. 8. The even rounds
have more glitching, and only the even rounds spend energy on checkpointing.
At the optimal spacing of 2, the design consumes 4.18 pJ/bit per encryption
which is 6.3% lower than the 4.46 pJ/bit when checkpointing is applied after
every round (Table 1). In addition, the area will be reduced because of the fewer
checkpoints. Any block cipher implementation will have some optimal tradeoff
of checkpointing energy versus glitching, but the specifics are of course design
and technology dependent.

Figure 7b shows that in AES, the much larger round function justifies adding
glitch filtering after every round. Given the small energy cost of the checkpoints
relative to round function, one might consider adding glitch filters at half round
boundaries. Doing this reduces glitches but increases the cost of glitch filter such
that the total energy consumption becomes comparable to glitch filter spacing of
1. Therefore, checkpoint spacing of 1 is optimal in AES-256 as it requires fewer
glitch filters for the same energy efficiency as half-round checkpointing.

4.4 Checkpointing in Partially Unrolled Designs

Partially unrolled designs, which implement some number of rounds combina-
tionally, offer a tradeoff between area and latency of encryption. Aside from this
tradeoff, partial unrolling may also be desirable due to design constraints (area,
clock period) which do not allow for a fully unrolled implementation. Since the
optimal spacing of checkpoints is a low number (every round for AES-256, and
every second round for SIMON-128), it is beneficial to use checkpointing even
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Fig. 8. Energy breakdown of Eenc for each round in fully unrolled SIMON-128 in the
optimal configuration of checkpointing every second round.

for partially unrolled designs. Table 3 shows the energy per encryption numbers
for different partially unrolled implementations of SIMON-128. Glitching in the
baseline design increases with the degree of unrolling and so do the energy sav-
ings offered by checkpointing, up to 84% in the fully unrolled case. Checkpoint-
ing allows for a deeper unrolling with minimal energy penalty resulting in lower
latency. In comparison to the most efficient baseline implementation (4-unrolled,
2.89 pJ/bit), checkpointing enables 34-unrolled design (3.41 pJ/bit) to be com-
petitive in energy at a much lower latency. Fully unrolling helps save loop control
energy but incurs leakage cost, leading to less efficient design (4.18 pJ/bit).

Also, 1-unrolled baseline consumes more energy than the 2-unrolled and 4-
unrolled baselines because the SIMON key expansion function requires storing
keyi−2 in additional registers to compute keyi if no unrolling were done [6]. The
frequencies in Table 3 are chosen conservatively to account for process variations,
but the design could be optimized for performance.

Table 3. SIMON-128 Eenc (pJ/bit) comparison between optimal checkpointing and
the baseline design for various degrees of unrolling.

Unrollings 1 2 4 17 34 68

Baseline Eenc (pJ/bit) 3.78 2.95 2.89 6.15 12.43 25.91

Ileak(µA) 132.58 133.51 169.8 417.4 753.3 1419.8

Frequency (MHz) 1667 833 417 98 49 25

Checkpointing Eenc (pJ/bit) – – 2.92 2.99 3.41 4.18

Ileak(µA) – – 170.4 556.6 1080.2 2016.6

Frequency (MHz) – – 185 73 37 19

Either Latency (cycles) 68 34 17 4 2 1



Energy Optimization of Unrolled Block Ciphers 59

4.5 Area Cost of Checkpointing

Using our glitch filtering scheme does incur some area penalty as tabulated in
Table 4. In terms of number of gate equivalents, we incur a small 3.7% penalty if
checkpoints are added after every round in AES-256. In the case of a lightweight
block cipher like SIMON-128 that has a very small round function and larger
number of rounds, the penalty is more pronounced. For SIMON, we incur a 44%
overhead if checkpoints are placed at the energy-optimal spacing of every second
round. It is worth noting that using checkpoints after every round in SIMON-
128 would incur a much higher 80% area penalty in addition to not being energy
optimal.

With regard to timing, we introduce a small timing penalty because of the
introduction of the glitch filters in the critical path and some timing margin to
make sure the delay element is sufficiently long so that the enable pulse to a glitch
filter arrives after the corresponding round output stabilizes. Though we report
conservative frequency numbers in Table 3 to account for process variations, we
do not have any requirements to double the clock period as in other schemes
such as WDDL or Round Gating.

Table 4. Area penalty of proposed glitch filtering scheme in units of gate equivalents.
Even in absolute terms, the area cost of checkpointing is significantly higher in SIMON-
128 than in AES-256 because the larger number of rounds requires a larger number of
checkpoints, even though the checkpoints are only applied at every second round.

Baseline Checkpointing Area overhead

SIMON-128 56,488 81,321 44.0%

AES-256 342,805 355,630 3.7%

5 Conclusion

In this paper, we have presented an efficient latch-based checkpointing mech-
anism to reduce the energy per encryption of unrolled block cipher implemen-
tations. We demonstrated significant energy savings (28–32%) compared to the
best existing scheme for glitch filtering in unrolled block ciphers. Our scheme
performs well on block ciphers with simple round functions as in SIMON, and
complex round functions as in AES. We also showed that optimal use of glitch
filters can lead to further energy savings, resulting in energy consumption that
is competitive to a fully serialized implementation while maintaining the latency
advantages of an unrolled design. Further, partially unrolled implementations
can also greatly benefit from our scheme in scenarios where design constraints
limit the degree of unrolling. This technique has applications in improving the
efficiency of different unrolled block cipher implementations.
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Abstract. Side-channel attacks put the security of the implementations
of cryptographic algorithms under threat. Secret information can be
recovered by analyzing the physical measurements acquired during the
computations and using key recovery distinguishing functions to guess
the best candidate. Several generic and model based distinguishers have
been proposed in the literature. In this work we describe two contribu-
tions that lead to better performance of side-channel attacks in challeng-
ing scenarios. First, we describe how to transform the physical leakage
traces into a new space where the noise reduction is near-optimal. Sec-
ond, we propose a new generic distinguisher that is based upon minimal
assumptions. It approaches a key distinguishing task as a problem of
classification and ranks the key candidates according to the separation
among the leakage traces. We also provide experiments and compare
their results to those of the Correlation Power Analysis (CPA). Our
results show that the proposed method can indeed reach better success
rates even in the presence of significant amount of noise.

1 Introduction

Side-Channel Analysis (SCA) attacks have become a powerful tool for extracting
secret information from cryptographic devices since the introduction of Differen-
tial Power Analysis (DPA) by Kocher et al. [18]. These attacks exploit the rela-
tionship between the side-channel measurements and the data-dependent leakage
models to reveal some part of the key. The Correlation Power Analysis (CPA)
method [6] is among the most efficient distinguishers when the relationship of
the leakage and data can be approximated with a linear model. However, due to
process variation in nano-scale devices and consequently the increase in the con-
tribution of the leakage component of the power consumption, different leakage
models become necessary. Since the performance of the CPA method strongly
depends on the assumed (linear) leakage model, imprecise predictions can lead
to complete failure of the method. Another major cause of the suboptimal per-
formance of key recovery attacks is the presence of noise in leakage traces. While
the performance of all SCA distinguishers are similar for a large Signal-to-Noise
Ratio (SNR) [20], in real world scenarios it is common that the physical leakage
c© Springer International Publishing AG 2017
G.P. Hancke and K. Markantonakis (Eds.): RFIDSec 2016, LNCS 10155, pp. 62–75, 2017.
DOI: 10.1007/978-3-319-62024-4 5
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measurements contain a significant amount of noise originating from multiple
sources such as the power supply, the specifics of the measurement set-up, the
clock generator, parallel computations etc. As discussed by Mangard et al. [19],
the success of SCA attacks is heavily dependent on the SNR, and thus multiple
noise reduction methods such as filtering, Principal Component Analysis (PCA)
[17], Linear Discriminant Analysis (LDA) [15], singular spectrum analysis [16]
etc. have been studied in the domain of SCA attacks.

Summarizing, we note that there are two main directions for improving key
recovery methods: finding optimal distinguishers, and reducing the noise level in
measurements. In this work we shall address and combine both aspects.

1.1 Related Work

With respect to data (pre-)processing and transformation methods, various ideas
ranging from machine learning, pattern recognition and other localization tech-
niques have been suggested. As an example, some of the techniques have been
utilized for conducting template attacks as first introduced by Chari et al. [8].
Template attacks are the strongest form of side-channel attacks from the infor-
mation theoretic point of view, and can successfully extract secret information
from a limited number of traces. These attacks are typically carried out in two
main steps: a profiling step during which templates corresponding to each sub-
key candidate are derived, and a template matching step during which a new
trace is matched to the templates.

LDA and PCA are among the data transformation methods that have been
used [1,9,22] for feature extraction and dimensionality reduction in template
attacks. While the performance of PCA-based attacks is close to that of LDA-
based attacks when the measurements feature a high SNR, it deteriorates sub-
stantially when the SNR gets lower. LDA-based template attacks have been
shown to lead to better templates especially in the presence of higher noise lev-
els, because of the better separation of the classes in the transformed subspace
and the near-optimal noise reduction [7]. PCA has also been studied for both
data preprocessing and as a method for key recovery. Batina et al. [4] propose
to utilize it as a preprocessing technique before conducting the DPA attack.
The observed benefits of PCA in such scenarios are the noise reduction in the
traces and the better performance of the DPA after the transformation of the
traces into a lower dimension subspace spanned by eigenvectors. In contrast to
this, Souissi et al. [21] have investigated the applicability of the PCA as another
distinguisher by merely using the first principal component.

The Differential Cluster Analysis (DCA) technique introduced by Batina
et al. [2] is also framing key recovery as a classification problem. The authors
use metrics such as sum-of-squared-error and sum-of-squares to derive statistics
about clusters. This method does not require an accurate leakage model, however
including it would enhance the performance. The ANOVA (ANalysis Of VAri-
ance) F -test is using a distance measure between the classes, which is similar to
what we propose in this work [5]. The metric called Normalized Inter-Class Vari-
ance (NICV) is used for leakage detection in SCA. While efficient in determining
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the time where the sensitive information is computed, comparing different leak-
age models or speeding up attacks on asymmetric cryptography, this method
cannot be used as a distinguisher for recovering the secret information.

1.2 Contribution

Our main contribution is a new distinguisher which exploits the near-optimal
noise reduction offered by the LDA transformation. The new distinguisher is
versatile and can be adapted to any leakage model. We test the performance of
our distinguisher using two different low SNR trace sets and show that it has
superior performance compared to CPA.

This paper is organized as follows. In Sect. 2 we discuss background informa-
tion relevant to this work. In Sect. 3 we introduce our attack method. In Sect. 4
we address the caveats. In Sect. 5 we discuss the results of our experiments and
compare the Global Success Rates (GSR) of our attack to that of standard CPA.
We conclude in Sect. 6.

2 Background

Let X denote a random variable over a space X with realization x. X is a
d-dimensional (X1,X2, . . . , Xd) ∈ X d row vector with realization x.

2.1 Side-Channel Analysis

We adopt the terminology and notations of [3], and consider the schematic rep-
resentation of a classic SCA represented in Fig. 1. In this scenario, a targeted
cryptographic implementation is performing an encryption Ek(p) of the plaintext
p using a constant key k. During computation, the sensitive intermediate value
Vs,p that depends on a part s of the key k, and the plaintext p are handled. The
physical leakage generated during the computation of Vs,p is denoted as Yk,p

since the leakage may potentially depend on the whole key k. The adversary
acquires leakage traces by sampling or measuring the side-channel observables
(power, electromagnetic emanation) at successive time instances. The value Yk,p

can be captured in one sample or spread over multiple samples depending on
the implementation details and the parameters of the acquisition. To recover the
key, the adversary predicts the intermediate values handled during the computa-
tion of Ek(p) and calculates the values Vj,p for every possible subkey candidate
j ∈ S. The adversary maps the intermediate values Vj,p to the hypothetical leak-
age value Xj,p by applying an estimated leakage model. To recover k the same
steps are repeated for all the subkeys s.

2.2 Linear Discriminant Analysis (LDA)

LDA is a dimensionality reduction technique used for classification purposes in
machine learning, pattern recognition, etc. For a given data set, LDA seeks the
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Fig. 1. Schematic illustration of a side-channel key recovery

linear combination of features which preserves the class-discriminant informa-
tion. Then, the between-class (SB) and within-class (SW ) scatter matrices are
calculated according to Eqs. (1) and (2) respectively, where μ is the mean of all
the observations.

SB =
|C|∑

j=1

Nj(μj − μ)(μj − μ)T (1)

SW =
|C|∑

j=1

Nj∑

i=1

(xi,j − μj)(xi,j − μj)T (2)

The two matrix values are used to find the projection directions W which
maximize the separation between classes. The separation - J between the classes
is calculated according to Eq. (3). After determining the projection directions,
the observations are transformed to the new space as x̂ = xW .

J(W ) =
WTSBW

WTSWW
(3)

2.3 Information Theoretic Definitions

The entropy of a random variable X [10] represents the uncertainty or the
amount of information content and is defined as:

H[X] =
∑

x∈X
Pr[X = x] · log

(
1

Pr[X = x]

)
. (4)

The conditional entropy, H[X|Y ] of a random variable X given variable Y is the
measure of the uncertainty left about X when Y is known. Finally, mutual infor-
mation I(X;Y ) is a measure of the dependence between the random variables
X and Y and the amount of information they have in common.

2.4 Experimental Setup

For this research, we consider software implementations of AES128 [14] and DES
[13] running on an ARM Cortex-M4F core based board operating at a 168 MHz
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clock frequency. The board has been physically modified and programmed in
order to be a target for SCA and it accurately models current 32-bit embedded
devices. As discussed in Sect. 1, the SNR of side-channel traces is an indication
of their quality. Since we are interested in noisy side-channel traces, we acquire
electro-magnetic (EM) measurements which have lower SNR than the power
measurements (i.e., a more challenging scenario). To do so, we build a standard
setup (as described e.g. in [19]). We utilize a PicoScope 3207B [23] digital oscillo-
scope with a 500 MHz sampling rate. We carry out two measurement campaigns
(one for each cryptographic algorithm implementation), as follows:

TraceSet1: 50 000 traces were obtained for the implementation of the AES128
algorithm. The key was fixed and the traces were obtained for random plain-
text inputs. The SNR value is 1.01 dB.

TraceSet2: 50 000 traces were obtained for the implementation of the DES algo-
rithm. The key was fixed and the traces were obtained for random plaintext
inputs. The SNR value is 2.78 dB.

3 Attack Description

The key recovery attack proposed in this paper relies on the central assumption
that all leakages corresponding to the processing of some fixed key dependent
intermediate value are similar. In other words, when a set of physical leak-
ages Yk,p is classified according to the values of Xs,p as defined in Sect. 2.1,
the between-class to within-class scatter matrices ratio is large. Note that the
above requirement is indeed met in the context of side-channel attacks, as the
instantaneous power consumption of a cryptographic implementation is generally
expected to be data dependent. However, in practice side-channel measurements
often include noise, which leads to a weaker separation amongst classes and in
consequence decreases the success rate of key recovery attacks.

The approach proposed in this work targets such challenging scenarios where
the SNR is low, and achieves key extraction with fewer traces. It consists of two
steps: (i) the leakage transformation step; and (ii) the distinguishing step.

In the following we describe in more detail the working principles of our
attack. In Sect. 3.1 we describe how parts of the plaintext can be used for clas-
sification purposes and how measured leakages can be projected into a sub-
space where they are maximally separated and the SNR level is higher. Then in
Sect. 3.2 we propose a function that enumerates subkeys based on the separation
of the model based classes.

3.1 The Leakage Transformation Step

The objective of the leakage transformation step is to identify and select time
samples where the difference between mean traces corresponding to distinct
classes of intermediates is maximized. In order to apply a LDA transformation
in this step, information that allows for the separation of traces into classes must
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Fig. 2. Schematic illustration of the proposed attack

be available, e.g. one must know the plaintexts or ciphertexts. The sensitive key
dependent intermediate variables are predicted as Vj,p, as represented in Fig. 2.
Although the correct intermediate values Vs,p depend on the unknown subkey
s ∈ S, they may still be classified based only on the value of the plaintext due to
the fact that for any j ∈ S and (p1, p2) ∈ P, if p1 = p2 then Vj,p1 = Vj,p2 . After
separating the physical leakages into groups based on the plaintext or ciphertext
values, the projection directions are calculated and the leakages are projected
onto the new subspace. The transformed leakages are subsequently used for key
recovery, as represented in Fig. 2.

3.2 The Distinguishing Step

The objective of this step is to distinguish between the key candidates. Note
that because the traces have previously been linearly transformed to maximize
the separation between classes, the correlation between the traces and the hypo-
thetical power consumption may be lost. By definition, the transformation is
the sum of the inner product between the leakage with the projection directions
where each direction is a column of the transformation matrix W̃ . It follows that
the magnitudes of the coefficients of each direction are proportional to the con-
tribution of the corresponding samples to the transformation. Figure 3 shows the
Pearson correlation coefficients and the first projection direction for TraceSet1.
While there are clear peaks in the 159µs to 164µs time interval, the domi-
nating samples in the first projection direction are situated in different regions.
Therefore, the need for a new distinguisher that better matches the properties
of the transformed traces arises. To this end, we propose to use the ratio of the
between- and the within-class scatter. The features extracted through the LDA
transformation correspond to the linear combination of the leakage samples that
maximally separate classes. At the same time, for a given leakage model, traces
corresponding to the same values of Xs,p are expected to have similar features.
Since for each projection direction the contribution of each sample of the side-
channel leakages towards this direction is the same, when the projected leakages
are labelled according to the model obtained from the correct key, the separa-
tion of the clusters should be maximum. Whereas, if the model obtained from
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Fig. 4. Visualization of the class separation under different key candidates

the wrong key is used for labelling, the lack of similar features within classes
should lead to a weaker separation as shown in Fig. 4. Since the objective of the
distinguisher is to retrieve ordinal information about the variance of the ratio
matrix, its largest eigenvalue can be a numerical measure for separation [24].

Summarizing, in the second stage |S| models (each corresponding to a dif-
ferent j ∈ S) are computed and the transformed physical leakages are classified
accordingly. After calculating between-class (ŜB) and within-class (ŜW ) scatter
of Ŷk,p, the diagonal matrix of eigenvalues Δ̂ is calculated by eigendecomposing

Ŝ
− 1

2
W ŜBŜ

− 1
2

W = ÛΔ̂ÛT . The eigenvalue is assigned as the candidate score. Finally,
the candidate leading to the largest score is selected as the correct key.

4 Caveats

In this section we explore the two caveats of our method, which are due to
intrinsic characteristics of the LDA transformation.

First, the number of side-channel traces must be larger than the number of
analysed samples. To overcome the need for a very large trace set, it is possible
to analyse only a selected block of samples at a time. In this case for each key
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candidate the number of discriminant scores will be the same as the number of
blocks. If a selected block does not include samples related to the calculation
of the predicted intermediate values, classification of the leakages according to
possible values of the subkey candidate will not be significantly different from
each other. Whereas, in the block where leakage occurs, the correct key candidate
should lead to significantly better separation among the classes. In order to
find the block where the leakage occurs, the scores for each block have to be
normalised and the one with the highest ratio of the scores for the first and
second candidates is chosen as the leaking block. The first candidate of the
leaking block is subsequently chosen as the correct key.

Second, the size of the plaintext space P must be reasonably small. To esti-
mate the between-class scatter, more than one trace should belong to each class.
Since in the classification and transformation stage the number of classes is equal
to |P|, the number of leakage traces needed for finding the projection directions
would be significantly high. This restriction can be avoided by obtaining the
measurements for chosen plaintexts such that text space size is small.

5 Experimental Validation

We now validate our attack methodology using the trace sets described in
Sect. 2.4 under different leakage assumptions. Section 5.1 describes the calcu-
lation of the projection directions and transformation of the traces. In Sect. 5.2
we describe the attacks where the hypothetical power consumption is linked to
the Hamming weight (HW) of intermediate values, and in Sect. 5.3 we describe
how the (partial) identity leakage model can be exploited. We report the per-
formance of the attacks by looking at the GSR, i.e. the ratio of the correctly
guessed subkeys to the total number of subkeys.

5.1 Leakage Transformation

As described in Sect. 2.2, the projection directions that will map the traces into
a new subspace where the ratio of the between-class (SB) and within-class(SW )
scatter matrices are maximised have to be calculated. During the calculation
of these matrices the traces are classified as described in Sect. 3.1. The matrix
of projection directions is built as W = S

− 1
2

W U [9], where U is the matrix of

eigenvectors obtained by eigendecomposing S
− 1

2
W SBS

− 1
2

W = UΔUT . Δ denotes
diagonal matrix of eigenvalues. The projection matrix can be truncated accord-
ing to the Eckart-Young theorem [12] as W̃ = S

− 1
2

W Ũ , where Ũ is the matrix of
eigenvectors corresponding to the m largest eigenvalues.

5.2 HW Leakage Model

As shown in Fig. 1, the intermediate values for both of the implementations are
predicted as Vj,p = Sbox(j ⊕ p) and the leakages are modelled as the HW of
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the intermediate values. The subkeys of the first round key were targeted at
every implementation with the goal of recovering the full round key. As studied
by Doget et al. [11], when the chosen leakage model exactly corresponds to the
actual leakage function of the implementation, CPA has one of the best perfor-
mances for key extraction. Therefore, we have used this method as a reference for
comparing the performance of the proposed attack. It should be noted that while
the CPA attack is based upon an assumption of linear dependence between the
HW of the intermediate values and the actual power consumption, our attack
does not require such a strict relation. We only assume that the power consump-
tion corresponding to the processing of intermediate values that have the same
HW is consistent and it differs from that corresponding to other HW values.
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Fig. 5. Global Success Rate (GSR)

For CPA attacks, the hypothetical power consumption models for each pos-
sible value of the subkey were built and the Pearson correlation coefficients were
calculated for each sample of the trace sets. The key candidate which maximizes
the absolute value of the correlation coefficient was chosen as the correct key.
Both the proposed attack and CPA were run on randomly selected subsets of
the trace sets multiple times and the average results were compared. Figure 5
reports the GSR for both implementations. This figure clearly shows that the
proposed attack is outperforming CPA for both implementations.

The analysis of the leakage traces after the LDA transformation shows that
depending on the number of retained components, the SNR level can be signif-
icantly higher compared to the original traces. The graph in Fig. 6 shows the
SNR levels as the function of the projection directions retained after the trans-
formation. Since the increase in SNR together with the supervised classification
are the reasons for the better performance of the proposed attack method, it is
important to select a significantly large number of components. We have adapted
the heuristics of keeping the directions corresponding to the 95th percentile of
the eigenvalues after the eigendecomposition of S

− 1
2

W SBS
− 1

2
W [25].
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Fig. 6. The SNR before and after the LDA transformation

5.3 Identity Leakage Model

To further extend our experiments, we have also investigated key extraction
when no assumptions about the leakage model are made. To this end, instead
of classifying leakage traces according to the HW of intermediate values, we
separate them according to some selected bits of the intermediate values. Due
to intrinsic properties of the AES ans DES encryption algorithms (in particular:
the bijectivity of the S-box), we will analyse them separately.
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Fig. 7. GSR for the target implementations

AES Encryption. The intermediate values in this case were also predicted as
Vj,p = Sbox(j ⊕ p). The classification of the leakage traces does not depend on
the value of key candidate j due to the bijectivity of the S-box function. The
absence of mutual information leads to the conclusion that the classification
based on the hypothetical intermediate values will be the same for each key
candidate. Therefore, instead of assigning identical intermediate values, we assign
similar intermediate values to the same class. In this context, we define similar
intermediate values as those whose preselected l ∈ {1 . . . 7} bits are equal.
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DES Encryption. The intermediate values were again chosen as Vj,p =
Sbox(j ⊕ p). The mutual information between the classification based on the
intermediate values and the key candidate is larger than 0 due to the non-
bijectivity of the S-boxes. Therefore, it is possible to select l in the interval of
{1 . . . 4}.

As can be seen from the results plotted in Fig. 7, the GSR for the Iden-
tity Model is lower than that of the HW model when the implementations are
attacked with the proposed method. When compared to the results of CPA,
it can be observed that depending on the number of selected bits and traces
the new attack can be more successful in extracting the subkeys. The empiri-
cal study of the S-box functions of the encryption algorithms reveals that the
mutual information between the key candidate and the classification increases
with decreasing l (see Table 1), while the GSR does not follow the same pattern.
When l gets smaller, the number of distinct intermediate values that are assigned
to the same class increases, which leads to weaker separation among classes.
Therefore, a compromise between getting maximum possible mutual informa-
tion and keeping the classes well separable has to be made. Given that for fairly
large amount of traces the performance of the attack is better than CPA even
without making any assumptions about the leakage model, we can argue that
the proposed attack is preferable.

Table 1. The analysis of the mutual information between the key and the classification
for AES and DES S-box outputs

Mutual information

AES DES

l S S1 S2 S3 S4 S5 S6 S7 S8

8 0 – – – – – – – –

7 0.060 – – – – – – – –

6 0.116 – – – – – – – –

5 0.204 – – – – – – – –

4 0.340 0.306 0.294 0.302 0.263 0.285 0.297 0.306 0.296

3 0.545 0.538 0.541 0.541 0.543 0.537 0.544 0.544 0.537

2 0.812 0.859 0.832 0.858 0.827 0.831 0.861 0.867 0.856

1 1.001 1.037 1.023 1.039 1.025 1.011 1.028 1.053 1.019

5.4 Computational Complexity

While the success rates of different key extraction attacks may be high, their
adaptation in real world scenarios is also bounded by the computational com-
plexity. Since the side-channel security evaluations of cryptographic devices can
involve millions of traces, it is desirable to be able to perform the analysis within
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Algorithm 1. Pseudo-code of the proposed attack
Input: Matrix of leakage traces: Y (m × d)
Input: Vector of plaintexts: P (m × 1)
Output: Vector of key candidate scores: k (|S| × 1)

1 [SW , SB ] = scatter(Y, P );

2 T = S
− 1

2
W ;

3 M = TSBT ;
4 [U, Δ] = eig(M);
5 I = sort(Δ);

6 ˜U = U(I);

7 ˜W = T ˜U ;

8 ̂Y = Y˜W ;
9 for j ∈ S do

10 XP = model(P, j);

11 [̂SW , ̂SB ] = scatter(̂Y , XP );

12 ̂T = ̂S
− 1

2
W ;

13 ̂M = ̂T ̂SW
̂T ;

14 [̂U, ̂Δ] = eig(̂M);

15 k(j) = max( ̂Δ);

16 end

the bounds of target time interval. We note that it is not feasible to run the
analysis using the proposed method on a large number of traces.

The analysis of the attack algorithm described in Algorithm 1 shows that
the costly part is the transformation of the original leakage traces to the new
subspace spanned by the eigenvectors of the ratio of scatter matrices. In par-
ticular, the calculation of the between-class and within-class scatter matrices
have the complexity of O(md2) where m is the number of leakage traces and d
is the number of samples. Similarly, the complexities of the operations in lines
2–4 are equal to O(d3). Since the number of traces is larger than the number
of samples as described in Sect. 4, the complexity of the attack is O(md2). The
linear relation between the computational complexity and the number of traces
implies that the attack can indeed be carried out using large number of leakage
traces if the number of samples per trace is kept small.

6 Conclusion

In this paper we have introduced a new method for conducting a key recov-
ery side-channel attack. We have described how the matrix that transforms the
side-channel leakage traces into a new subspace where the SNR is increased
can be constructed. Later, a distinguisher which compares the classifications of
the traces based on different values of the key candidates has been introduced.
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The method has been tested against noisy trace sets with and without mak-
ing assumptions about the leakage model of the implementations. We have also
discussed the theoretical restrictions arising from the application of the LDA
transformation and proposed a method for achieving a higher GSR with lower
number of traces. The experiments conducted on the software implementations
of the AES and DES encryption have confirmed the efficiency of the proposed
method. We have compared the new method to the CPA and have observed that
significantly less number of traces were needed to achieve the same GSR.
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Abstract. ARM NEON architecture has occupied a significant share
of high-end Internet of Things platforms such as mini computer, tablet
and smartphone markets due to its low cost and high performance. This
paper studies efficient techniques of lattice-based cryptography on ARM
processor and presents the first implementation of ring-LWE encryp-
tion on ARM NEON architecture. We propose a vectorized version of
Iterative Number Theoretic Transform (NTT) for high-speed compu-
tation and present a 32-bit variant of SAMS2 technique, original from
Liu et al. in CHES2015, for fast reduction. Subsequently, we present a
full-fledged implementation of Ring-LWE by taking advantage of pro-
posed and previous optimization techniques. Ultimately, our ring-LWE
implementation requires only 145 k clock cycles for encryption and 32.8 k
cycles for decryption for n = 256. These results are more than 17.6 times
faster than the fastest ECC implementation on ARM NEON with same
security level.

Keywords: Lightweight implementation · Lattice-based cryptography ·
ARM NEON architecture

1 Introduction

The 32-bit ARM processor [1] is the most widely used embedded processor in
almost all high-end Internet of Things (IoT) platforms, e.g., mini computer,
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tablets and smartphones, thanks to its low cost and high performance. ARMv6
[2] architecture introduces a small set of SIMD instructions, operating on multi-
ple 16-bit or 8-bit values packed into standard 32-bit general purpose registers.
This nice feature permits some certain operations can be executed in at least dou-
ble speed, without using any additional computation units. From ARMv7 archi-
tecture [3], ARM introduces the Advanced SIMD extension, called “NEON ”.
It extends the SIMD concept by defining groups of instructions operating on
vectors stored in 64-bit D, doubleword, registers and 128-bit Q, quadword, vector
registers. In the literature, many papers presented cryptography primitives on
the embedded processor such as RSA [5], Elliptic Curve Cryptography (ECC)
[6], pairing-based cryptography [26], AES [7] as well as lattice-based cryptog-
raphy [8]. Despite recent research progress, efficient implementation of lattice
based cryptographic algorithm on 32-bit ARM, in particular ARM NEON, is
still an interesting and challenge topic.

1.1 Related Work

The first evaluation of cryptographic algorithm on ARM NEON architecture
belonged to Bernstein and Schwabe in CHES’12 [6]. The authors showed that
NEON supports high-security elliptic curve cryptography at surprised high
speeds. They also summarized the useful instructions set for high-speed cryp-
tography and presented the experimental results of NaCl library on Cortex
A8 core. In 2013, Câmaraand et al. employed the VMULL.P8 instruction to
describe a novel software multiplier for performing a polynomial multiplica-
tion of 64-bit binary polynomial and obtained a fast software multiplication
in the binary field F2m [9]. Their results emphasized the advantage of NEON
for high-speed binary ECC. In SAC’13, Bos et al. in [10] presented a paral-
lel approach to compute interleaved Montgomery multiplication, which is suit-
able to be computed on 2-way single instruction, multiple data platforms, e.g.,
ARM NEON. Seo et al. revisited the work in [10], and introduced the Cascade
Operand Scanning (COS) method for multi-precision multiplication with the
goal of reducing Read-After-Write (RAW) dependencies in the propagation of
carries and the number of pipeline stalls [11]. As a follow up work, Seo et al.
proposed a novel Double Operand Scanning (DOS) method to speed-up multi-
precision squaring with non-redundant representations on SIMD architecture
and investigated RSA-1024 and RSA-2048 on ARM Cortex A9 and A15 cores [5].
Besides public-key algorithm, cryptographic engineers also evaluated the impact
of performance for symmetric ciphers on ARM NEON architecture. In [12], Seo
et al. evaluated and proposed a parallel implementation of block cipher LEA on
ARM NEON and achieved a speed up of roughly 50 % compared to previous
fastest implementation on ARM without NEON. In 2014, Saarinenand et al.
presented the results of authenticated encryption algorithms, e.g., WHIRLBOB
and STRIBOB on NEON platform [13]. In CT-RSA’15, Gouvêa and López used
NEON instructions vmull to multiply two 64-bit binary polynomials and pre-
sented an optimized yet timing-resistant implementation of GCM over AES-128
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on ARMv8 [14]. Similarly, Wang et al. chose the ARM NEON platform and
presented a high order masked AES implementation in [7].

Another interesting research line is to evaluate lattice-based cryptography
(e.g., Ring-LWE) on different platforms. The first practical evaluations of LWE
and ring-LWE based encryption schemes were presented by Göttert et al. in
CHES’12 [15]. The authors concluded that the ring-LWE based encryption
scheme is faster by at least a factor of four and requires less memory in com-
parison to the encryption scheme based on the standard LWE problem. Sujoy
et al. [30] proposed a complete ring-LWE based encryption processor that uses
the Number Theoretic Transform (NTT) algorithm for polynomial multiplica-
tion. The architecture is designed to have small area and memory requirement,
but is also optimized to keep the number of cycles small. Oder et al. in [8] pre-
sented the first efficient implementation of Bimodal Lattice Signature Schemes
(BLISS) on a 32-bit ARM processor. The most optimal variant of their imple-
mentation cost 6 M cycles for signing, 1 M cycles for verification and 368 M cycles
for key generation, respectively, at a medium-term security level. In DATE’15,
De Clercq et al. in [18] implemented ring-LWE encryption scheme on the iden-
tical ARM processors, they investigated acceleration techniques to improve the
sampler based on the architecture of the microcontroller. Namely, the platform
built-in True Random Number Generator (TRNG) is used to generate random
numbers. As a result, their implementation required 121 K cycles per encryp-
tion and 43.3 K cycles per decryption at medium-term security level while 261 K
cycles per encryption and roughly 96.5 K cycles per decryption for long-term
security level. The first time when a lattice-based cryptographic scheme was
implemented on an 8-bit processor belonged to Boorghany et al. in [19,20].
The authors evaluated four lattice-based authentication protocols on both 8-bit
AVR and 32-bit ARM processors. Very recently, Pöppelmann et al. [21] and Liu
et al. [22] studied and compared implementations of Ring-LWE encryption and
the Bimodal Lattice Signature Scheme (BLISS) on an 8-bit platform and presents
efficient ring-LWE results, respectively.

1.2 Motivation

Lattice-based cryptography is often considered a premier candidate for realiz-
ing post-quantum cryptosystems [32]. Its security relies on worst-case computa-
tional assumptions in lattices that will remain hard even for quantum computers.
Although some work has been done, the design and implementation of post-
quantum cryptosystems and protocols is still a big challenge. For example, it
has been recognized in a recent Microsoft Research project [23] and the Canada
“CryptoWorks21” project [24] as well as the European project “PQCrypto” [25].
However, we were surprised to find there exists no previous work about evalu-
ating Ring-LWE encryption or signature scheme on ARM NEON architecture,
which was reported, in 2014, to be present in 95% of mini computers, tablets and
smartphones [14]. This raises one interesting question that how well this “cryp-
tosystems of the future” are suited for today’s most widely used mobile devoices
and one aspect of this question is the performance and memory consumption
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of lattice-based cryptosystems on 32-bit ARM NEON platform. In this paper,
we are going to fill the implementation gap and give our answer for this open
problem.

1.3 NEON PQCryto

This paper studies efficient techniques of lattice-based cryptography and presents
an efficient ring-LWE implementation on ARM NEON architecture, called
“NEON PQCrypto”. NEON PQCrypto includes support for core ring-LWE func-
tions necessary to implement most popular ring-LWE based schemes, i.e. encryp-
tion scheme. In particular, NEON PQCrypto supports the computation of two
most important operations:

– We propose parallel Number Theoretic Transform (NTT) to reduce the exe-
cution time for coefficient multiplication. This method introduces 4-way NTT
computations over SIMD architecture.

– We introduce the 32-bit wise Shifting-Addition-Multiplication-Subtraction-
Subtraction (SAMS2) approach for reduction operation. The approach
replaced the expensive division operation into shifting, addition and mul-
tiplication operations.

– We exploit the incomplete arithmetic for representing the coefficients and
perform the reduction operation in a lazy fashion. This technique avoids one
time of subtraction in each reduction stage.

– Efficient implementation of Gaussian distribution sampler. We employ Knuth-
Yao sampler, LUT and byte-scanning methods. Our implementation exploits
the PRNG based on block cipher, which achieved the high performance with
parallel and pipelined techniques.

NEON PQCrypto achieves high performance without compromising security. By
a combination of proposed and previous optimizations (e.g., Incomplete arith-
metic), we present high speed implementations of ring-LWE encryption for 128-
bit security level on ARM NEON. For 128-bit security level, it only requires
145, 200 and 32, 800 clock cycles for encryption and decryption. The decryption
result outperforms the previous ARM implementation (without NEON) by a
factor of 1.32. When compared with ECC implementation with same security
level, our ring-LWE is 17.6 faster on identical platform.

The rest of this paper is organized as follows. In the next section, we review
the background of Ring-LWE. In Sect. 2, we introduce the optimization tech-
niques for Ring-LWE on ARM-NEON processors. In particular, we propose sev-
eral optimization techniques to reduce the execution time in SIMD architecture.
In Sect. 4, we report the implementation results and compare with the state-of-
the-art implementations.

2 Implementation of NTT

In this section, we describe several optimization techniques to reduce the execu-
tion time of Ring-LWE on ARM NEON architectures. We choose the parame-
ter sets (n, q, σ) with (256, 7681, 11.31/

√
2π) for security level of 128-bit. These
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parameter sets were also used in most of the previous hardware implementations,
e.g., [15,30] and software implementations, e.g., [18–22]. This also helps us to
compare our work with previous works.

2.1 Vectorized Iterative Algorithm

Previous implementations on RISC processors, e.g., [18,21,22], executed the
NTT computation in a sequential fashion. Namely, the coefficient multiplica-
tion is performed in sequence in each iteration. In the following, we propose a
vectorized variant of iterative NTT algorithm, which significantly speeds up the
execution time of NTT operations on ARM NEON. The core idea is to take
the advantages of SIMD instruction set and implement NTT computation in a
hybrid fashion. In particular, when the number of consecutive coefficient mul-
tiplication satisfies the minimum width of SIMD, we compute the SIMD based
vectored computations. Otherwise, when the number of consecutive coefficient
multiplication is smaller than width of SIMD, we simply adopt the sequential
fashion in ARM instruction.

The vectorized variant of NTT computation is given in Algorithm1. As shown
in steps 3 to 12, in the innermost k loop, the index value of consecutive coefficient
multiplication between two coefficients (a[k + j], a[k + j + i/2]) are only 1 and
2 for i = 2 and i = 4 cases, respectively. Thus, we conduct these coefficient
multiplication in a sequential way. On the other hand, the cases i > 4 have
at least four consecutive coefficient multiplication operations, we perform these
coefficient multiplications in a parallel fashion. Specifically, we first conduct the
whole twiddle factors (ω) in consecutive array form (steps 15–18). Observing
that the twiddle factors are fixed variables, we simply compute these values
off-line and store them into a look-up table. Thereafter, in steps 19–28, the
coefficient variables are loaded into registers in consecutive array form such as
Uarray, Varray and ωarray. We conduct the four different modular multiplications
with ωarray[p : p + 3] · a[k + j + i/2 : k + j + 3 + i/2]. After then, the pointer
address of p increases by 4 (i.e. the SIMD width)1. Finally, the multiple number
of coefficient variables are added and subtracted each other, simultaneously.

2.2 Parallel Coefficient Multiplication

The coefficient multiplication is one of the most expensive operations of NTT
computation, since each NTT computation requires n

2 log2n coefficient multipli-
cations. In our implementation, the coefficient is at most 13-bit long, which can
be kept in one 32-bit ARM register. As mentioned before, it is possible to store
two coefficients into one register as De Clercq did in [18]. However, we decide
to store only one coefficient in a register since the product of a coefficient mul-
tiplication can be (at most) 26-bit long. In this case, storing 26-bit in a register
will result in some extra cost to extract the 13-bit operand out of 26-bit before
performing the next step. For ARM NEON, the 128-bit Q register is able to store

1 For AVX256 and AVX512, we can extend to 8 and 16 respectively.
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Algorithm 1. Vectorized iterative number theoretic transform
Require: A polynomial a(x) ∈ Zq[x] of degree n − 1 and n-th primitive ω ∈ Zq

of unity
Ensure: Polynomial a(x) = NTT (a) ∈ Zq[x]
1: a = BitReverse(a) {BitReverse computation}
2: for i from 2 by i = 2i to n do
3: ωi = ω

n/i
n , ω = 1 {Setting twiddle factors}

4: if i = 2 or i = 4 then
5: for j from 0 by 1 to i/2 − 1 do
6: for k from 0 by i to n − 1 do
7: U = a[k + j] {sequential computations}
8: V = ω · a[k + j + i/2] {single multiplication}
9: a[k + j] = U + V {single addition}

10: a[k + j + i/2] = U − V {single subtraction}
11: end for
12: ω = ω · ωi {computation of single twiddle factors}
13: end for
14: else
15: ωarray[0] = ω
16: for p from 1 by 1 to i/2 − 1 do
17: ω = ω · ωi, ωarray[p] = ω {computations of multiple twiddle

factors}
18: end for
19: for j from 0 by i to n − 1 do
20: p = 0
21: for k from 0 by 4 to i/2 − 1 do
22: Uarray = a[k + j : k + j + 3] {parallel computations}
23: Varray = ωarray[p : p + 3] · a[k + j + i/2 : k + j + 3 + i/2]

{multiple multiplications}
24: p = p + 4 {index increment}
25: a[k + j : k + j + 3] = Uarray + Varray {multiple additions}
26: a[k + j + i/2 : k + j + 3 + i/2] = Uarray − Varray {multiple

subtractions}
27: end for
28: end for
29: end if
30: end for
31: return a

four 32-bit wise variables. We load four different aligned consecutive variables
and then conduct the four different multiplications with one single vectorized
vmull instruction.

2.3 Fast Reduction

In NTT computation, the majority of the execution time is spent on computing
reduction operation since it is performed in the innermost k-loop (three times
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nested). Thus, fast reduction operation is an essential for high-speed imple-
mentation of NTT algorithm. Our implementation chooses the prime modulus
q = 7681 (i.e. 0x1e01 in hexadecimal representation).

One of the efficient method for reduction belongs to SAMS2 method, which
was originally proposed in an 8-bit AVR implementation [22]. This method has
optimized the register usages and computation complexity. Since it replaces
expensive operation (e.g., division) with relatively cheaper instructions (e.g.,
addition, shifting, multiplication), the execution time is significantly
improved. However, compared to RISC architecture, ARM NEON has more
distinguished features. First, the length of a word is bigger, i.e. 32-bit per word.
This feature allows us to readily compute the 13-bit wise multiplication in single
instruction and up-to 31-bit shifting can be performed in single cycle. Second,
ARM NEON supplies SIMD instructions, which perform multiple operations
(up-to four 32-bit multiplications) in parallel using single instruction. Therefore,
we have craftily design an enhanced variant of SAMS2 method on ARM NEON
architecture.

We propose an optimized 32-bit wise SAMS2 reduction technique for per-
forming the mod 7681 operation. The SAMS2 method is introduced in [22] and
the method is highly optimized in 8-bit AVR processors in terms of register uti-
lization and the number of operations. However, ARM NEON processor has two
distinguished features over 8-bit AVR. First the processor provide 32-bit word
size. We can readily compute the 13-bit wise multiplication in single instruction
and up-to 31-bit shift is available within single cycle. Second multiple number of
operations are conducted at once by exploiting SIMD instructions. With these
features in mind, we redesign the original SAMS2 for ARM NEON architecture.

This main idea of SAMS2 is to first estimate the quotient of t = a
q , and

then perform the subtraction a − t · q where the value of t is (a � 13) + (a �
17)+(a � 21). The reduction process consists of four different basic operations,
namely, 32-bit wise Shifting → Addition → Multiplication → Subtraction →
Subtraction (SAMS2). As shown in Fig. 1, one Q register consists of four 32-
bit registers. Among them, multiplication over one 32-bit long register (r0, a
quarter of NEON register) is described in detail. Since remaining three 32-bit
registers and r0 register is packed in the Q register, four identical SAMS2 method
is conducted simultaneously. The colorful parts mean that the storage has been
occupied while the white part is not. The reduction with 7681 using SAMS2
approach can be performed as follows:

1. Shifting. We right shift r0 by 13-bit, 17-bit and 21-bit. This outputs results
t0, t1 and t2.

2. Addition. We then perform the addition of t0 + t1 + t2.
3. Multiplication and Subtraction. The third step is to multiply the constant

0x1e01 by (t0 + t1 + t2), which is a 16 × 13-bit multiplication and then
subtract the product from r0.

4. Multiplication and Subtraction. However, the result we get in step 3 may
still be larger than p = 7681, thus, we do the correction by subtracting the
modulus p multiplied by intermediate result larger than 13-bit.
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2
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t0 + t1 + t2
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r0 » 13

w0

w0 » 13 q0
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w0 -- 0x1e01× q0

r0 » 17

r0 » 21

t1

t2

r0 -- 0x1e01× [ t0 + t1 + t2]

3

1

32-bit

Q register: 4×32-bit

Fig. 1. Fast reduction operation with 32-bit wise SAMS2 method for q = 7681. 1©: shift-
ing; 2©: addition; 3©: multiplication & subtraction; 4©: multiplication and subtraction.

In Algorithm 2, pseudo codes for vectorized NTT computation with constant
time reduction is described. Firstly four coefficients (q3) and four twiddle factors
(q1) are multiplied in Step 1. From Steps 2–6, the intermediate results are shifted
to right by 13, 17 and 21-bit and accumulated. In Step 7, we conduct multiplica-
tion with modulo (d0[0]) and intermediate result (q4). This process is readily
available by using vmls instruction, which conducts four different multiplica-
tion and then subtract operations from the destination (q3). From Steps 8–9,
results over 13-bit are shifted and then reduced once again. In case of coefficient
addition, two operands (q2 and q3) are added and then one time of reduction
is follows in Steps 10–12. For subtraction, we firstly calculate the value (4 ×
modulus) in Step 13. After then the value is added to operand (q2). Since the
operand (q3) is placed within [0, 2�log2p�], the subtraction in Step 15 does not
introduce negative values. Conveniently we can conduct one time of reduction
that is same with addition case.

2.4 Coefficient Addition and Subtraction

We employ the incomplete arithmetic to represent the intermediate result of
coefficient. Our implementation of coefficient addition works as follows. We first
perform a normal coefficient addition, after that, we conduct the 13-bit shift
to the right and perform the modular reduction by multiplying the modulus
with the shifted results. Similarly, for incomplete coefficient subtraction, we first
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perform a normal coefficient subtraction, after that, we add 4 × p and then
conduct the 13-bit shift to the right and perform the modular reduction by
multiplying the modulus with the shifted results. This approach replaces the
subtraction into addition which avoids the negative cases.

Algorithm 2. Assembly codes of vectorized NTT for innermost loop
Require: Eight 32-bit coefficients A[0 : 3](q2), B[0 : 3](q3), ω(q1), modulo(q0).

Ensure: Eight 32-bit results C(q5,q10).

1: vmul.i32 q3, q3, q1 {Four 32-bit wise parallel multiplications}
2: vshr.u32 q4, q3, #13 {SAMS2 1©:shifting}
3: vshr.u32 q5, q3, #17 {SAMS2 1©:shifting}
4: vshr.u32 q6, q3, #21 {SAMS2 1©:shifting}
5: vadd.i32 q4, q4, q5 {SAMS2 2©:addition}
6: vadd.i32 q4, q4, q6 {SAMS2 2©:addition}
7: vmls.i32 q3, q4, d0[0] {SAMS2 3©:multiplication & subtraction}
8: vshr.u32 q4, q3, #13 {SAMS2 4©:shifting}
9: vmls.i32 q3, q4, d0[0] {SAMS2 4©:multiplication & subtraction}
10: vadd.i32 q5, q2, q3 {coefficient addition 1©: addition}
11: vshr.u32 q4, q5, #13 {coefficient addition 2©: shifting}
12: vmls.i32 q5, q4, d0[0] {coefficient addition 3©: multiplication & subtraction}
13: vshl.i32 q1, q0, #2 {coefficient subtraction 1©: 4×modulo}
14: vadd.i32 q2, q2, q1 {coefficient subtraction 2©: 4×modulo addition}
15: vsub.i32 q10, q2, q3 {coefficient subtraction 3©: subtraction}
16: vshr.u32 q14, q10, #13 {coefficient subtraction 4©: shifting}
17: vmls.i32 q10, q14, d0[0] {coefficient subtraction 5©: multiplication & subtraction}

2.5 Look-Up Table for the Twiddle Factors

A straightforward computation of ω = ω · ωi on-the-fly needs to perform n − 1
times of coefficient modular multiplications. Both of the computations of the
power of ωn in i-loop and twiddle factor ω = ω · ωi in j-loop can be considered
as fixed costs. We can pre-compute the all twiddle factors ω into RAM which is
similar to the technique used in [22]. Fortunately, ARM-NEON process provides
huge RAM size (1–4 GB) and the storing all the intermediate twiddle factors ω
into RAM is very cheap approach. We only need to transfer the twiddle factor
that is required for the current iteration. For vectorized operation, whole twiddle
factors are stored in aligned vector form which ensures efficient memory access
pattern and vector operations as well.

3 Implementation of Gaussian Sampler

Both key-generation and encryption require the operation of Gaussian samplers,
thus efficient implementation of the Knuth-Yao sampler is another important
factor for a high-speed ring-LWE encryption scheme. In this section, we describe
optimization techniques that can be used to reduce the execution time of the
Knuth-Yao sampler on ARM NEON processors.
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3.1 Pseudo-Random Number Generation

Gaussian sampler needs random sequences. As ARM NEON does not support
the build-in TRNG, our implementation adopts the PRNG algorithm, which
runs the block cipher in counter mode, i.e. it encrypts successive values of an
incrementing counter. There are a number of lightweight block ciphers that can
be used for generating random numbers. Recently, ATmel company introduced
AES peripheral based PRNG [34]. This module is available in modern XMega
products which can be used for high performance of PRNG and Seo et al. in
WF-IoT’14 implemented the AES accelerator based PRNG implementation on
XMega processor [35].

Our implementation exploits the LEA block cipher [33] for random gen-
erations. LEA is a new lightweight and low-power encryption algorithm. This
algorithm has a certain useful features which are especially suitable for paral-
lel hardware and software implementations, i.e., simple ARX operations, non-S-
BOX architecture, and 32-bit word size. We follow the parallel implementation of
LEA introduced by [12]. ARM NEON processor supports 128-bit register which
consists of four different 32-bit registers. By assigning four different 128-bit wise
data into four 128-bit registers, we can conduct four different encryption com-
putations in parallel fashion. Finally, the implementation results achieved 10.06
cycle/byte for encryption by computing four different encryptions at once.

3.2 Look-Up Table for Probability Matrix

In order to ensure a precision of 2−90 for dimension n = 256, the Knuth-Yao
algorithm is suggested to have a probability matrix Pmat of 55 rows and 109
columns [18]. On 32-bit ARM processor, we stored each 55-bit column in two
words, where each word size is 32-bit long. In this case, 9-bit is wasted per each
column and the probability matrix only occupies 872 bytes in total.

3.3 Byte-Wise Scanning

The bit-scanning operation requires to check each bit and decreases the distance
(d) whenever the bit is set. Instead of executing the scanning operation in a
bit-level, we perform the scanning operation in a byte-wise fashion [22]. The
byte-wise scanning method counts the number of bits in the byte and decreases
the distance by the number of bits. Since the byte-wise method does not conduct
the subtraction by each bit, it only requires eight additions, one subtraction and
one conditional branch statements, saving seven conditional branch statements
at the cost of one subtraction rather than bit-wise scanning.

3.4 Efficiently Skip the Consecutive Leading Zeros

The probability matrix includes an occurrence of consecutive leading zeros. In
order to skip the consecutive leading zeros, we conduct the simple comparison
between zero and bit counter. One time of byte comparison can decide that the
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probability matrix has leading zeros or not by byte wise. This approach can skip
one byte-scanning at the cost of one conditional branch statement, if the counter
is zero.

3.5 Look-Up Table in DDG Tree

We exploit the Look-Up Table (LUT) approaches proposed in [18] into byte-wise
scanning implementations. First, we perform sampling with an 8-bit random
number as an index to the LUT in the first 8 levels for a Gaussian distribution
with σ = 11.31/

√
2π. If the most significant bit of the lookup result is reset,

then the algorithm returns the LUT result successfully. Otherwise, the most
significant bit of the LUT result is one, then a LUT failure occurs, and the next
level of sampling will execute. Similarly, a second LUT will be used for level 9–13
in the same Gaussian distribution. Since two levels of LUT method shows about
99% hit ratio, this is the computation efficient approach.

4 Performance Evaluation and Comparison

4.1 Experimental Platform

The ARM Cortex A9 is full implementations of the ARMv7 architecture includ-
ing NEON engine. Register sizes are 64-bit and 128-bit for double(D) and quadru-
ple(Q) word registers, respectively. Each register provides short bit size compu-
tations such as 8-bit, 16-bit, 32-bit and 64-bit. This feature provides more pre-
cise operation and benefits to various word size computations. We complied our
implementation with speed optimization option -O3. In order to obtain accurate
timings, we ran each operation at least 1000 times and calculated the average
cycle count for one operation (Table 1).

4.2 Experimental Results

Table 2 summarizes the execution times of Number Theoretic Transform,
Gaussian sampling, key generation, encryption and decryption of the proposed
implementation for medium-term security level. Our parallel NTT operations
only require 25, 574 clock cycles for 128-bit security level. We also compare soft-
ware implementations of Number Theoretic Transform on different processors.
For the 8-bit AVR and 32-bit platforms, the previous works [8,18–21] and our
implementations adopt the same parameter sets. The most suitable comparison
is 32-bit ARM implementations, since the target processor shares similar ARM
instructions of ARMv7. A comparison of our implementation (parallel) with
De Clercq’s implementation (sequential) clearly show the advantage of NEON
engine, roughly 19% enhancements can be achieved for NTT computation. For
Gaussian sampling, our current implementation is slower than the work in [18].
This can be explained that the authors in [18] adopted build-in true random
number generator (in hardware) and our implementation simply adopts the
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Table 1. Performance comparison of software implementation of Number Theoretic
Transform on different processors.

Implementations NTT/FFT

8-bit AVR processors, e.g., ATxmega64, ATxmega128

Boorghany et al. [20] 1,216,000

Boorghany et al. [19] 754,668

Pöppelmann et al. [21] 334,646

Liu et al. [22] 193,731

32-bit ARM processors, e.g., Cortex-M4F, ARM7TDMI

Boorghany et al. [19] 109,306

DeClercq et al. [18] 31,583

32-bit ARM-NEON processors, e.g., Cortex-A9

This work 25,574

Table 2. Performance comparison of software implementation of lattice-based cryp-
tosystems on different processors (clock cycle 103).

Implementations NTT/FFT Sampling Gen Enc Dec

Implementations on 8-bit AVR processors, e.g., ATxmega64, ATxmega128

Boorghany et al. [20] 1,216.0 N/A N/A 5,024.0 2,464.0

Boorghany et al. [19] 754.7 N/A 2,770.6 3,042.7 1,369.0

Pöppelmann et al. [21] 334.6 N/A N/A 1,315.0 381.3

Liu et al. [22] 193.7 26.8 589.9 671.6 275.6

Implementations on 32-bit ARM processors

DeClercq et al. [18] 31.6 7.3 117.0 121.2 43.3

Implementations on 32-bit ARM-NEON processors, e.g., Cortex-A9

This work 25.5 18.8 123.2 145.2 32.8

pseudo random number generator using software implementation. For 128-bit
security level, our ring-LWE implementation requires only 145, 200 clock cycles
for encryption and 32, 800 cycles for decryption. Comparing with the implemen-
tation on ARM Cortex M4 in [18], the key generation and encryption are slightly
slower while the decryption is faster.

Table 3 compares the results of our ring-LWE encryption scheme with some
classical public-key encryption algorithms, in particular recent RSA and ECC
implementations for ARM NEON platform. The to-date fastest RSA software for
an ARM NEON processor was reported in [5]; it achieves an execution time of
approximately 20.9 M clock cycles for RSA-2048 decryption at the 96-bit security
level. For comparison, our LWE-256 implementation requires only 32.8 k cycles for
decryption, which is more than 639 times faster despite a much higher (i.e. 128-
bit) security level. The fastest implementation ECC software implementations on
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Table 3. Comparison of Ring-LWE encryption schemes with RSA and ECC on ARM
NEON processors (Enc and Dec in clock cycles)

Implementation Scheme Enc Dec

Seo et al. [5] RSA-2048 535,020 20,977,660

Bernstein et al. [6] ECC-255 1,157,952 578,976

This work LWE-256 145,200 32,800

NEON belongs to Bernstein et al. [6]. For comparison, our implementation of ring-
LWE is roughly 8 times faster for encryption and 17.6 for decryption.

5 Conclusion

This paper presented several optimizations for efficiently implementing ring-
LWE encryption scheme on high-end IoT platform, 32-bit ARM NEON architec-
ture. In particular, we proposed three optimizations to accelerate the execution
time of the NTT-based polynomial multiplication. A combination of these opti-
mizations results in a very efficient NTT computation, which is 19% faster than
the previous best implementation. All of these achieved results set new speed
records for ring-LWE encryption implementation on 32-bit ARM NEON plat-
forms. Finally, a comparison of our implementation with traditional public-key
cryptography (i.e. RSA, ECC) also sheds some new light on practical application
of ring-LWE on 32-bit ARM NEON processors.
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Abstract. Side-channel attacks represent a powerful category of attacks
against cryptographic devices. Still, side-channel analysis for lightweight
ciphers is much less investigated than for instance for AES. Although
intuition may lead to the conclusion that lightweight ciphers are weaker
in terms of side-channel resistance, that remains to be confirmed and
quantified. In this paper, we consider various side-channel analysis met-
rics which should provide an insight on the resistance of lightweight
ciphers against side-channel attacks. In particular, for the non-profiled
scenario we use the theoretical confusion coefficient and empirical corre-
lation power analysis. Furthermore, we conduct a profiled side-channel
analysis using various machine learning attacks on PRESENT and AES.
Our results show that the difference between AES and lightweight ciphers
is smaller than one would expect. Interestingly, we observe that the stud-
ied 4-bit S-boxes have a different side-channel resilience, while the dif-
ference in the 8-bit ones is only theoretically present.

Keywords: Lightweight cryptography ·Machine learning ·Comparison ·
Confusion coefficient · CPA

1 Introduction

With the advent of the Internet of Things, we are surrounded with smart objects
(aka things) that have the ability to communicate with each other and with cen-
tralized resources. The two most common and widely noticed artifacts are RFID
and Wireless Sensor Networks which are used in supply-chain management,
logistics, home automation, surveillance, traffic control, medical monitoring, and
many more. Most of these applications have the need for cryptographic secure
components which inspired research on cryptographic algorithms for constrained
devices. Accordingly, lightweight cryptography has been an active research area
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over the last 10 years. A number of innovative ciphers have been proposed in
order to optimize various performance criteria and have been subject to many
comparisons. Lately, the resistance against side-channel attacks has been con-
sidered as an additional decision factor.

Side-channel attacks analyze physical leakage that is unintentionally emitted
during cryptographic operations in a device (e.g., power consumption [1], elec-
tromagnetic emanation [2]). This side-channel leakage is statistically dependent
on intermediate processed values involving the secret key, which makes it possi-
ble to retrieve the secret from the measured data. So-called profiled side-channel
distinguishers assume that the attacker is able to possess an additional device
to the one he wants to attack, and on which he has the freedom of nearly full
control. In this advanced setting, Machine learning (ML) techniques have shown
to be effective in various scenarios (e.g., [3,4]).

Side-channel analysis for lightweight ciphers is of particular interest not only
because of the apparent lack of research so far, but also because of the interesting
properties of S-boxes. Since the nonlinearity property for S-boxes usually used
in lightweight ciphers (i.e., 4 × 4) can be maximally equal to 4, the difference
between the input and the output of an S-box is much smaller than for instance
for AES [5]. Therefore, one could conclude that from that aspect, SCA for light-
weight ciphers must be more difficult. However, the number of possible classes
(e.g., Hamming weight (HW) or key classes) is significantly lower, which may
indicate that (profiled) SCA must be easier than for standard ciphers. Besides
the difference in the number of classes and consequently probabilities of correct
classification, there is also a huge time and space complexity advantage (for the
attacker) when dealing with lightweight ciphers.

Our Contributions. In this paper we give a detailed study of lightweight ciphers
in terms of side-channel resistance, in particular for software implementations.
As a point of exploitation we concentrate on the non-linear operation (S-box)
during the first round. Our comparison includes SPN ciphers with 4-bit S-boxes
such as KLEIN [6], PRESENT [7], PRIDE [8], RECTANGLE [9], Mysterion [10]
as well as ciphers with 8-bit S-boxes: AES, Zorro [11], Robin [12].

In the non-profiled scenario we investigate first the relationship between dif-
ferent key hypotheses with the confusion coefficient [13,14]. Using specific prop-
erties of the confusion coefficient (like the minimum value and the variance) we
give a preliminary classification regarding the side-channel resistance. Further-
more, using simulated data for various signal-to-noise ratios (SNR) we present
empirical results for Correlation Power Analysis (CPA) [15] and discuss the dif-
ference between attacking 4-bit and 8-bit S-boxes. Finally, we compare several
supervised (i.e., profiled) machine learning techniques for PRESENT and AES.

Road Map. This paper is organized as follows. Section 2 gives basic information
on the ciphers and exploitations we investigate. Next, in Sect. 3 we discuss Cor-
relation Power Analysis (CPA), confusion coefficient, and profiled side-channel
analysis. Section 4 concludes and offers directions for future work.
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2 Ciphers and Exploitations

2.1 Investigated Ciphers

AES [5]. The Advanced Encryption Standard (AES) has been standardized by
NIST in 2001 [16]. It has an SPN structure with an internal fixed block size of
128-bits represented as a 4×4 byte matrix. At the beginning, the plaintext state
is xor-ed with the secret key. Subsequently, each encryption round consists of
the application of SubBytes, ShiftRows, MixColumns, and AddRoundKey; in the
last round, MixColumns is omitted.

KLEIN [6]. KLEIN is an AES-like lightweight block cipher. The substitution
stage uses 16 similar involutive 4-bit S-boxes. Similar to AES, each encryption
round consists of AddRoundKey, SubNibbles, RotNibbles, and MixNibbles, fol-
lowed by a final key addition.

PRESENT [7]. PRESENT has a 64-bit block size with a bit oriented per-
mutation layer. The non-linear layer is based on a single 4-bit S-box which
was designed to be optimal in hardware. An encryption round consists of
AddRoundKey, a substitution (sBoxLayer), and a permutation layer (pLayer).
A final key addition is performed after the encryption rounds.

PRIDE [8]. PRIDE has been optimized for 8-bit microcontrollers with a special
focus on the linear layer of the cipher. It is designed in a bit-sliced fashion to
minimize the number of instructions necessary to evaluate it. The 4-bit S-box is
an involution.

RECTANGLE [9]. The state of RECTANGLE is represented as a 4×16 matrix.
The non-linear layer consists of the parallel application of a 4-bit S-box on the
columns of the state and the linear layer is a fixed rotation over a different
amount of steps in each row.

Robin [12]. Robin is one instance of the so-called LS-design, in which the internal
state of the cipher is a matrix of s × L bits. The non-linear layer consists of the
parallel applications of a s × s bits (s = 8) permutation on each column, which
is chosen to be efficiently implemented in a bit-sliced fashion. The linear layer
consists of the application of a linear L × L bit (L = 16) permutation on each
row of the matrix.

Mysterion [10]. The Mysterion cipher is also based on the LS-design principles.
The internal state of the block cipher is organized into a 4 × 32 bit matrix for
Mysterion-128, which is further subdivided into 4 4×8 blocks. A round contains
the following operations: S-box layer, L-Box layer and ShiftColumns. The
S-box layer is a 4-bit S-box called “Class 13”, as introduced in [17], that is
applied in parallel to each column of the internal state.
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Zorro [11]. Zorro is a modified version of AES with a variant of the S-box that
is easier to mask. Fewer S-box calls are performed and the number of multiplica-
tions has been minimized. Besides, the execution is split into “steps” of 4 rounds
and the key (simply the master key) is added only at the end of each step.

2.2 Exploitations

In this paper, our main targets are the weaknesses arising in software implemen-
tations on serial microprocessors. In these applications, the Hamming weight
(HW) and the Hamming distance (HD) leakage model are most commonly found
in practice. More precisely, the loading and storing of data in memory (e.g.,
S-box calls) is usually causing HW leakage, whereas the register updating (e.g.,
writing of intermediate round states) is causing HD leakage. Typically the latter
is less significant than the former, which is why we concentrate on a specific
memory operation.

We focus on side-channel attacks targeting the key processed within the first
round using a divide and conquer strategy. The main common operation all previ-
ous described ciphers share, is first the addition (xor) of the roundkey/masterkey
followed by (at least one) S-box call. Our study therefore concentrates on leakage
measurements X arising from an S-box lookup operation within the first round,
i.e.,

X = HW(Sbox[T ⊕ k∗]) + N, (1)

where N is independent additive noise, k∗ one chunk of the secret key (round
key or master key), and T a plaintext chunk (byte or nibble).

Note that our study does not include leakages from all operations in the
specific ciphers, nor (in case the cipher uses a key scheduling algorithm) the
complexity to go from a round key to the master key, which may be an interesting
next step for future work.

3 (Empirical) Side-Channel Evaluation

3.1 CPA and Confusion Coefficient

Correlation Power Analysis (CPA) [15] is one of the most common non-profiled
side-channel distinguishers that is also integrated in common criteria evaluations.
For CPA in order to reveal the secret key k∗, the attacker makes hypothetical
predictions depending on a key guess k on the deterministic part of the leakage.
More precisely, let n denote the number of bits of one key chunk (n bits), for
each key hypothesis k ∈ F

n
2 one has:

Y (k) = HW(Sbox[T ⊕ k]). (2)

Given a set of Q leakage measurements X1, . . . , XQ corresponding to T1, . . . , TQ

plaintexts, the attacker computes the correlation between the measurements
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and the hypothetical model Y (k) for all key hypotheses. Finally, the key k̂ that
maximizes the correlation is selected, i.e.:

k̂ = arg max
k

ρ(X,Y (k)) (3)

with ρ being the Pearson correlation coefficient [18].
Before presenting the results from the empirical evaluation of CPA, we first

want to further analyze the predictions in Eq. (2) for different ciphers. Interest-
ingly, the predictions for different keys, Y (0), . . . , Y (2n−1), are not independent.
Considering the model in Eq. (2), the relationships depend on the choice of the
S-box and can be described by the so-called confusion coefficient [13,14]

κ(k∗, k) = E

{(Y (k∗) − Y (k)
2

)2}
, (4)

where the expectation is taken over T .
Figures 1a to e show the confusion coefficient for 4-bit S-boxes and Figs. 1f

to h for 8-bit S-boxes. Note that, the distribution of κ(k∗, k) is independent on
the particular choice of k∗ (in the case there are no weak keys) and the values
are only permuted. For our experiments we choose k∗ = 0 and furthermore
order κ(k∗, k) in an increasing order of magnitude. One can observe that the
distribution is indeed different for the investigated ciphers. But how to judge
what is easier and harder to attack from a side-channel point of view?

Recent works [13,14] showed that the theoretical success rate of CPA can be
divided into three factors: confusion coefficient, signal to noise ratio (SNR), and
the number of measurements, but without further investigating the confusion
coefficient in particular. The authors in [19] give a first-order approximation of
the success rate of CPA (for a low SNR) which only depends on the minimum
value of κ(k∗, k), where the higher the minimum, the lower the side-channel
security. Another approach has been taken in [20] using var(κ(k∗, k)) as a cri-
terion, where smaller values indicate lower side-channel security. All values for
4-bit S-boxes are given in Table 1 on the left, where both criteria show the same
trend, in particular, Mysterion should be the easiest to attack and KLEIN the
most difficult. Note that PRESENT, PRIDE, and RECTANGLE have the same
minimum value but different variances. Interestingly, the values given for 8-bit
S-boxes in Table 1 on the right indicate that the side-channel resistance of the
investigated 8-bit S-boxes is lower than for the ones with 4-bit S-boxes. Recall
that the confusion coefficient measures the relationship between different key
hypotheses. Now, as for 8-bits we have 256 possible values for T ∈ F

8
2 and

Y (k) ∈ [0, 1, . . . , 8] it is easier to distinguish than for 4-bit S-boxes with T ∈ F
4
2

and Y (k) ∈ [0, 1, . . . , 4].
However, in practice we cannot straightforwardly conclude that due to the

properties of the confusion coefficient, 4-bit S-boxes are harder to attack than
8-bit S-boxes. One reason is that the confusion coefficient is theoretical (i.e.,
holding for Q → ∞). But, especially for low noise scenarios Q might be small
(below 100). So, naturally the 4-bit variant with only 16 inputs should converge
faster than with 256 inputs. Or in other words, considering Q = 100, one can
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(a) KLEIN (b) PRESENT

(c) PRIDE (d) Mysterion

(e) RECTANGLE (f) AES

(g) Zorro (h) Robin

Fig. 1. Confusion coefficients
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Table 1. Properties of κ(k∗, k)

4-bit 8-bit

KLEIN PRESENT PRIDE Mysterion RECT. AES Zorro Robin

var(κ(k∗, k)) 0.071 0.038 0.018 0.015 0.035 0.0017 0.0019 0.0023

mink κ(k∗, k) 0.117 0.234 0.234 0.292 0.234 0.4046 0.3774 0.3462

observe each plaintext for 4-bit S-boxes approximately 6.25 times, whereas for
the 8-bit case more than the half has not been observed yet. Another reason is
that the variance of the signal is not equivalent. In particular, as the HW follows
a binomial distribution, we have V ar(HW(Sbox[T ⊕k])) with T, k ∈ F

4
2 equal to

1 for 4-bit S-boxes and equal to 2 for 8-bit S-boxes. Accordingly, given the same
amount of independent additional noise, the SNR using 8-bit S-boxes is twice as
high as for 4-bit S-boxes.

Figures 2 and 3 give the success rate for CPA for various levels of noise, where
we simulated the traces as in Eq. (1) with N ∼ N (0, σ2). To be reliable, we use
5 000 independent experiments with randomly chosen T . For 4-bit S-boxes, Fig. 2
confirms the ranking given by the confusion coefficient: Mysterion is the easiest to
attack and KLEIN the hardest, which is independent of the noise level. Figure 3
shows that all three ciphers behave similarly even for different levels of noise.
Accordingly, the (small) differences in the confusion coefficients in Table 1 do
not influence the side-channel resistance in practice.

There are two ways to compare the success rates for 4-bit and 8-bit S-boxes
in Figs. 2 and 3, either having the same additional independent noise (environ-
mental noise) σ or the same SNR. Using the same amount of σ (Figs. 2b vs. 3a
and 2d vs. 3c), we can observe that AES, Zorro, and Robin perform better than
KLEIN and similar to or slightly worse than the others. On the other hand,
when comparing the SNR, we observe that AES, Zorro, and Robin behave in a
similar way as KLEIN.

3.2 Profiled Side-Channel Analysis

Machine learning (ML) is a term encompassing a number of methods that can be
used for clustering, classification, regression, feature selection, and other knowl-
edge discovering methods [21]. In supervised machine learning, the algorithm is
provided with a set of data instances (i.e., measurements) and data classes (i.e.,
values of Y (k∗)) in a training phase. The goal of this phase is to “learn” the
relationship between the instances and the classes in order to be able to reliably
map new instances to the classes in the testing phase.

For our study, we use one algorithm per ML family based on the form in
which the output function is represented. In particular, we use Naive Bayes
as the simplest algorithm that does not have any parameters to tune. Next,
from the decision tree family we use the C4.5 algorithm, which is an algorithm
considered to be robust to noise. From the perceptron family, we use the Multi
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(a) σ =
√

1/2, SNR = 2 (b) σ = 1, SNR = 1

(c) σ =
√

8, SNR = 1/8 (d) σ = 4, SNR = 1/16

Fig. 2. Success rates (ciphers with 4-bit S-boxes)

Layer Perceptron (MLP) algorithm, which represents an advance over the simple
perceptron algorithm.

Our experiments are divided in two phases: training and testing (i.e., attack-
ing) with datasets containing 10 000, 30 000, and 50 000 instances. As common
for ML techniques we use 2/3 of the instances for training and 1/3 for testing
(e.g., results for 10 000 instances are obtained with 6 650 training instances and
3 350 instances in the testing phase). On the training set we conduct a 10-fold
cross-validation with all the considered parameters. Note that the training phase
contains a tuning phase in which we select the best parameters for each algo-
rithm. Due to the lack of space, we do not present results from the training phase
but we mention the best obtained parameters that are then used in the testing
phase. We also conducted the same set of experiments with more advanced ML
techniques – Rotation Forest and Support Vector Machines, but the results did
not differ significantly from those presented here.

Note that our simulated measurements only contain one feature (time
instance), which is commonly accepted for simulated data, but not usual when
using ML techniques or profiled SCA (at least before dimension reduction). If
one has at his disposal a sufficient number of measurements with many features
and the level of noise is low, previous results confirm that such a scenario is
easy for profiled attack. However, if the level of noise is high or the number of
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(a) σ = 1, SNR = 2 (b) σ =
√

2, SNR = 1

(c) σ = 4, SNR = 1/8 (d) σ =
√

32, SNR = 1/16

Fig. 3. Success rates (ciphers with 8-bit S-boxes)

measurements is too low, then the process becomes more cumbersome. Our study
shows that even if only a single feature is available (with sufficient information),
the attack can be very powerful. Moreover, with the increase in the number of
features, the “curse of dimensionality” can appear: as the number of features
grow, the classification effort grows exponentially. Common ways to overcome
this problem in SCA are dimension reduction techniques like PCA and LDA.
Finally, we note that working with only a single feature also makes theoretical
analysis, such as probably approximately correct (PAC) learning, easier; we leave
this for future work.

Naive Bayes (NB) classifier is a method based on the Bayesian rule (similar
to template attacks [22]). Naive Bayes works under the simplifying assumption
that the predictor attributes (measurements) are mutually independent among
the features given the target class. The existence of highly correlated attributes
in a dataset can thus influence the learning process and reduce the number of
successful predictions. Additionally, Naive Bayes assumes a normal distribution
for predictor attributes and outputs posterior probabilities.

The space complexity for the Naive Bayes algorithm for both the training
and the testing phase equals O

(|Y|Dv
)
, where |Y| is the number of classes, D

is the number of features, and v is the average number of values for a feature.
On the other hand, for the training phase, the time complexity equals O

(
QD

)
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and for the testing phase O
(|Y|D)

, where Q is the number of training examples.
Further information about the Naive Bayes algorithm can be found in [23].

C4.5 is the landmark decision tree algorithm [24]. It is a divide-and-conquer
algorithm that splits features at tree nodes using the information-based gain
ratio criterion. The node splits in further branches if more information is gained
(as measured by the gain ratio) by the split than by keeping all the instances
at the node. The runtime of the algorithm is O

(
D × Q × log Q

)
, where D is the

number of features and Q is the number of instances [25]. The trees are first
grown to full length and pruned afterwards in order to avoid data overfitting.

With the C4.5 algorithm we investigate the influence of the confidence factor
parameter that is used for pruning, where smaller values relate to more prun-
ing. We tested that parameter in the range [0.05, 0.4] with a step of 0.05. We
conducted a separate tuning phase for each noise level and selected a confidence
factor of 0.1 for σ = 1, 0.2 for σ = 3, and 0.05 for σ = 5.

Multi Layer Perceptron (MLP) is a feedforward neural network that maps
sets of inputs onto sets of appropriate outputs. Multi layer perceptron consists of
multiple layers of nodes in a directed graph, where each layer is fully connected to
the next one. To train the network, the backpropagation algorithm is used, which
is a generalization of the least mean squares algorithm in the linear perceptron.
A perceptron is a linear binary classifier applied to the feature vector. Each
vector component has an associated weight wi. Furthermore, each perceptron
has a threshold value θ. The output of a perceptron is “1” if the direct sum
between the feature vector and the weight vector is larger than zero and “−1”
otherwise. A perceptron classifier works only for data that are linearly separable,
i.e., if there is some hyperplane that separates all the positive points from all
the negative points [21].

MLP must consist of 3 or more layers (since input and output represent
two layers) of nonlinearly-activating nodes [26]. We investigate a learning rate
parameter in range [0.05, 0.4] with a step of 0.05, a momentum with values
[0.1, 0.2, 0.3, 0.4], a training time with values [400, 500, 600], and a validation
threshold with values [10, 20, 30]. In our experiments we set the number of hid-
den layers to be equal to (number of classes + number of attributes)/2, the
learning rate is set to 0.1, the momentum applied to the weights during the
update is set to 0.2, the training time is set to 500, and the validation threshold
to 20.

4-Bit vs. 8-Bit. We highlight with a gray cell if the Area Under Curve
(AUC) [18] is close to 0.5 which means that the algorithm is closer to ran-
dom guessing. Note that in our study we use PRESENT and AES. However, the
results (in particular the accuracy) are not specific to these ciphers but rather
to the fact of using 4-bit/8-bit S-boxes, the intermediate states and the binomial
distribution of the HW.

In addition to the previous scenario of attacking the HW of the output of
the S-box, we first perform classifications on key chunks, directly resulting in 16
and 256 classes. The results are presented in Table 2, showing that the accuracy
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(given in percentages) for PRESENT is higher than for AES for all levels of
noise, which seems natural since PRESENT has a significantly smaller number
of classes than AES. However, when comparing the best values directly, one can
observe that the difference is rather small (e.g., for σ = 1: 41.55 vs. 38.33). What
is interesting to observe, is that the level of noise has much less impact when
comparing σ = 3 and σ = 5 than when comparing σ = 1 and σ = 3. Finally, we
observe that the number of measurements does not play a significant role in this
case.

Table 2. Testing results for classifying a key chunk (nibble or byte)

PRESENT: 16 classes

Algorithm 10,000 30,000 50,000

σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5

NB 41.55 19.94 12.06 42.62 18.68 13.86 41.72 18.53 14.04

C4.5 40.73 14.85 11.79 41.88 15.79 12.05 41.9 16.08 12.76

MLP 40.67 19.3 11.15 41.4 18.3 14.15 40.82 18.24 13.85

AES: 256 classes

Algorithm 10,000 30,000 50,000

σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5

NB 38.33 12.67 7.42 37.43 13.04 8.23 38.84 13.29 8.47

C4.5 34.88 9.67 7.69 35.71 10.94 7.18 36.25 10.98 7.04

MLP 35.21 10.94 7.11 37.27 13 7.85 38.67 13.2 8.05

Table 4 gives the results for attacking the HW output of the S-box. Again,
we observe that the accuracy is higher for PRESENT than for AES, but we
notice that for AES the algorithm is rather “randomly” guessing than predicting
meaningful classes. This is mainly due to the imbalance of the HWs since they
follow a binomial distribution (see Table 3). In particular, for AES with randomly
distributed inputs, the HW value 4 is occurring in 27.34% of all events, which is
rather high. Therefore, the classifier mainly outputs class 4, giving an accuracy
between 27% and 28%. For PRESENT we can see that HW class 2 is occurring
in 37.5% of all cases. However, as there are fewer classes in total, the algorithm
seems to try to find a reasonable classification.

Table 3. Occurrences of Hamming weights in %

HW 0 1 2 3 4 5 6 7 8

4-bit 6.25 25 37.5 25 6.25 – – – –

8-bit 0.39 3.12 10.93 21.87 27.34 21.87 10.93 3.12 0.39
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Table 4. Testing results for classifying the HW of the S-box output

000,05000,03000,01

Algorithm σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5

NB 51.27 38.55 37.12 51.17 38.57 37.1 51.04 38.92 37.81

C4.5 50.06 38.82 37.03 51.05 38.16 37.19 50.72 38.73 37.59

MLP 51.27 39.12 37.03 51.07 38.47 37.31 50.57 39 38

AES: 9 classes

000,05000,03000,01

Algorithm σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5

NB 27.67 27.63 28.18 27.07 27.04 27.52 27.94 27.93 28.04

C4.5 27.76 26.91 27.64 27.07 26.77 27.26 27.94 27.94 28.15

MLP 27.64 27.64 27.21 27.03 27.03 27.47 27.93 27.93 28.33

We additionally investigate the scenario of chosen plaintexts during the profil-
ing phase. Table 5 presents the results for both PRESENT and AES with exactly
1 000 measurements for each class, i.e., the total number of measurements equals
5 000 for PRESENT and 9 000 for AES. We can see that the problem of predict-
ing only a subset of classes is not present and again we observe that classifying
PRESENT is more accurate than AES.

Table 5. Results with 1 000 measurements per class, HW model

Algorithm PRESENT (5 classes) AES (9 classes)

σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5

NB 49.7 30.55 24.97 45.32 21.85 19.19

C4.5 50.73 30.79 24.06 43.67 21.26 19.36

MLP 50.12 29.7 24.18 44.14 21.82 19.02

4 Conclusions

In this paper, we investigate whether side-channel analysis is easier for light-
weight ciphers than e.g. for AES. We cover both profiled and non-profiled tech-
niques. In the case of non-profiled attacks, we evaluate a number of S-boxes
appearing in lightweight ciphers using the confusion coefficient and empirical
simulations. Interestingly, we see that the 8-bit S-boxes from AES, Zorro, and
Robin perform similarly, whereas for 4-bit S-boxes we have a clear ranking, with
the S-box of Mysterion being the weakest to attack and the S-box of KLEIN the
hardest. Further, we cannot conclude that the 4-bit S-boxes are generally sig-
nificantly less resistant than the investigated 8-bit S-boxes. For profiled attacks,
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we analyze several machine learning techniques for PRESENT and AES. Note
that in this scenario our results are applicable to all 4-bit and 8-bit S-boxes. Our
results show that attacking PRESENT is somewhat easier than attacking AES,
with the difference mainly stemming from the varying number of classes in one
or the other scenario. Still, that difference is not so apparent as one could imag-
ine. Since we work with only a single feature and yet obtain a good accuracy in a
number of test scenarios, we are confident (as our experiments also confirm) that
adding more features will render classification algorithms even more powerful,
which will result in an even higher accuracy.

Finally, we did not consider any countermeasures for the considered light-
weight algorithms, since the capacity for adding countermeasures is highly depen-
dent on the environment (which we assume to be much more constrained than
in the case of AES). However, our results show that a smart selection of S-boxes
results in an inherent resilience (especially for 4-bit S-boxes).
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Abstract. Europay MasterCard Visa (EMV) Tokenisation specification
details how the risk involved in Personal Account Number (PAN) com-
promise can be prevented by using tokenisation. In this paper, we identify
two main potential problem areas that raise concerns about the security
of tokenised EMV contactless mobile payments, especially when the same
token also called a static token is used to pay for all transactions. We
then discuss five associated attack scenarios that would let an adver-
sary compromise payment transactions. It is paramount to address these
security concerns to secure tokenised payments, which is the main focus
of the paper. We propose a solution that would enhance the security
of this process when a smart phone is used to make a tokenised con-
tactless payment. In our design, instead of using a static token in every
transaction, a new dynamic token and a token cryptogram is used. The
solution is then analysed against security and protocol objectives. Finally
the proposed protocol was subjected to mechanical formal analysis using
Scyther which did not find any feasible attacks within the bounded state
space.

Keywords: Tokenisation · Security · Dynamic transaction token · EMV
contactless mobile payments · Cryptography · Scyther · Formal analysis

1 Introduction

EMV is a globally accepted standard, initially introduced for “Chip & PIN” pay-
ment transactions [2,3] and contactless transactions [6]. However, compromising
the Personal Account Number (PAN) sent during EMV transactions to be used
in card-holder not present or magnetic-stripe transactions was a problem. EMV
Tokenisation was adopted as a countermeasure to PAN compromise [4]. Tokeni-
sation replaces the PAN by a substitutive value called the Token which is a
13–19 digit numeric value that does not reveal the PAN and passes validation
checks set by the payment scheme [4]. Since its introduction, EMV tokenisation
has seen early adoption in contactless mobile payment applications [5,7,16].

c© Springer International Publishing AG 2017
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Near Field Communication (NFC) modules in smart phones and portable
devices enable users to carry out close proximity communication which also
include contactless payments. Here the mobile emulates a contactless smart card.
In this paper, the payment device that emulates a contactless smart card is
referred to as a mobile. Mobiles let users store a number of payment applica-
tions in one place and have hardware or software secure element technologies.
Secure elements provide a secure execution environment to carry out sensitive
executions. Compared to a contactless smart card, one of the additional capabil-
ities of a mobile is the readily available communication channels via the network
operator or Wi-Fi.

In this study, we identify two problem areas that raise concerns about the
security of tokenised contactless mobile payments. The first problem area is that
the payment terminal is assumed to be a trusted device and during a trans-
action, the terminal authenticates the card/mobile but the card/mobile does
not authenticate the terminal. Because of this lack of mutual authentication,
an adversary at a rogue terminal, can carry out a number of attacks during a
tokenised payment transaction. The second problem area is that similar indelible
trust assumptions are placed on the intermediary entities between the termi-
nal and the Scheme Operator (SO)/Card Issuing Bank (CIB). When this trust
assumption is disregarded, an adversary compromising one of the intermediaries
is able to compromise payment transaction details. The acronyms used in this
paper are listed in Table 1.

Table 1. Acronyms used in the paper

ARC: Authorisation Response Code PAN: Primary Account Number

CDA: Combined Data Authentication SDA: Static Data Authentication

CIB: Card Issuing Bank SO: Scheme Operator

DDA: Dynamic Data Authentication SPDL: Security Protocol Description

DTD: Dynamic Token Data Language

DTT: Dynamic Transaction Token TAR: Token Authorisation Request

EMV: Europay MasterCard Visa TSP: Token Service Provider

NFC: Near Field Communication TVR: Terminal Verification Result

The main contributions of this paper are threefold. They are: (1) The pro-
posed solution provides mutual-authentication, so that both the mobile and the
terminal is able to authenticate each other. (2) The protocol uses a new Dynamic
Transaction Token (DTT) that is unique to a particular transaction instead of
using a static token for improved security. (3) The protocol also provides end-
to-end encryption between the terminal and the Token Service Provider (TSP)
as well as the terminal and the mobile, eliminating the need of placing indelible
trust assumptions on intermediary nodes between the terminal and the TSP.
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The paper is structured as follows. In Sect. 2, the use of tokenisation in the
current contactless mobile payment architecture is introduced. In Sect. 3 the two
potential problem areas and the corresponding attack scenarios are discussed.
The proposed protocol is introduced in Sect. 4 and evaluated in Sect. 5 against
protocol objectives. Finally the protocol is subject to mechanical formal analysis
in Sect. 6.

2 EMV Tokenisation

In this section, we expand our discussion to tokenisation on contactless mobile
payments. One potential security issue in contactless payments is PAN com-
promise, where PAN related data is compromised by adversaries during EMV
point-of-sale transactions or from merchants’ databases. The compromised pay-
ment card details are then used to carry out cross channel fraud1. PAN com-
promise can be prevented by mapping the PAN with a substitute value. The
process that manages the conversion from a PAN to a token and vice-versa is
called tokenisation and the substitute value is called a token. The EMV Tokeni-
sation Specification details requirements to support payment tokenisation in
EMV transactions [4]. From the merchants’ perspective, storing and managing
tokens as opposed to PANs in databases, simplifies compliance audits such as the
Payment Card Industry-Data Security Standard (PCI-DSS) [8,23]. The tokeni-
sation discussed in this study refers to the EMV Tokenisation Specification [4].
The payment architecture and the transaction message flow of a generic EMV
contactless mobile transaction based on tokenisation is illustrated in Fig. 1.

TSP

BankAcquirer NodesPayment Terminal
 OperatorTerminal

Mobile

Scheme Operator

Intermediaries

Fig. 1. Generic EMV tokenised payment architecture

At the start of the transaction, the mobile passes the token and token related
data to the terminal. The terminal then sends the additional token related data
in the transaction authorisation message to the SO/CIB via a number of interme-
diaries that engage in key-translation for approval. This means that two entities

1 Cross-Channel Fraud: capturing card details in a point-of-sale transaction and using
the details fraudulently in other payment channels such as e-commerce payments.
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connected with arrows on both ends in Fig. 1 share a symmetric key to commu-
nicate with each other. When the message is forwarded to the next entity, it is
deciphered and enciphered using the shared symmetric key with the next entity.
Once the authorisation request is received at the SO, the TSP is contacted to
de-tokenise the token in order to retrieve the corresponding PAN of the token
and to validate the token cryptogram [4,16]. The retrieved PAN and valida-
tion results are forwarded to the SO. The SO then forwards the authorisation
request with the mapped PAN to the bank. Following this, the bank generates an
Authorisation Response Code (ARC) and sends it in an authorisation response
message to the SO [4,19]. The SO now forwards the authorisation response to
the terminal. The terminal then approves or declines the transaction.

2.1 Operating Environment

In this section, we discuss the operating environment of tokenised EMV con-
tactless mobile payments in its current architecture as illustrated in Fig. 1. The
SO has a direct communication channel to the TSP and the bank. The pay-
ment terminal operator supplies terminals to a number of merchants. It also
engages in collecting transactions originating from the merchant’s terminals and
forwards them towards the SO/CIB. A payment terminal operator can either be
a third party, or an acquirer’s subcontractor. However, this does not change our
attack scenarios discussed later. The same communication path between the ter-
minal and the SO that was taken to send the transaction authorisation request
is also taken in reverse to send the transaction authorisation response back to
the terminal.

In this study, we consider the bank, SO, mobile and TSP as secure and
trusted. In contrast to this, we consider that the terminal has the potential to be
compromised. This is evident from reports and research shown in [11,13,18,24].
We also consider that the intermediaries have the potential to be compromised.
This assumption is reasonable, based on reports and research shown in [9,19,
21,22,25]. Taking this operating environment into consideration, we expand the
discussion to outline potential attack scenarios in the next section.

3 Potential Attacks

In this section, we outline potential attack scenarios associated with two main
problem areas in tokenised contactless mobile payments.

3.1 Adversary Compromises a Terminal

In this problem area, there are three different potential attacks. The attack
scenarios are outlined and discussed in Attacks 1, 2 & 3 given below. The termi-
nal is considered to be a trusted device but, there is no mutual-authentication
between the terminal and the card/mobile. When the trust assumption is taken
out, a rogue terminal controlled by an adversary could be in EMV contactless
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payment process. For these attacks, we assume an adversary with the following
capabilities. An adversary:

– can gain full control of the terminal including what is displayed on screen for
the payer.

– can change transaction related details such as the amount.
– cannot break standardised encryption algorithms.
– might collude with another adversary that compromises and controls an inter-

mediary between the terminal and the SO/CIB.

Attack 1: Over Charging
In this attack scenario, the adversary fraudulently enters a large payment amount
(within the contactless limit) for a transaction but displays the correct purchas-
ing product price on the terminal screen for the consumer. It is not possible for
the mobile to detect whether the terminal is genuine or rogue as the transac-
tion amount is not displayed on the mobile at the time of payment. Therefore
the user does not have any alternative option other than to believe the amount
displayed on the merchants terminal is true. So the user continues the payment
unaware of the fraudulently over charged amount.

Attack 2: Capturing Static Token & Related Data
In this attack scenario, an accomplice controlling the rogue terminal transacts
with a genuine mobile making a tokenised contactless mobile payment. The
genuine mobile sends the static token and token cryptogram to the rogue ter-
minal. The accomplice captures the static token, its associated cryptogram and
other transaction related data. The rogue terminal may display an authentica-
tion failed message on the terminal and refuse purchase for the consumer. The
captured details are used by the adversary in Attack 4.

Attack 3: Capturing The Unpredictable Number2

The EMV tokenisation specification does not specify whether offline data authen-
tication needs to be carried out by the terminal [4]. Because tokenised payments
operate in an online setting, at first, it is not apparent as to why offline data
authentication is actually needed. However, we highlight why failing to carrying
out offline data authentication aggregates the identified security concern. In this
attack scenario, an adversary attempts a payment at a genuine terminal to obtain
the unpredictable number generated by the genuine terminal. At the absence of
offline data authentication, the terminal is unable to verify whether the payment
application related data presented by the mobile is genuine. Therefore, the termi-
nal nonce is sent to the mobile as a challenge to be signed by the mobile in order
to carry out dynamic data authentication. The nonce forms part of the dynamic
application data which is later signed by the mobile to generate the digital sig-
nature expected by the terminal. Soon as the nonce is received, the adversary
captures the nonce and halts any further communication with the terminal.
2 The EMV Specification defines the Unpredictable Number as a “Value to provide

variability and uniqueness to the generation of a cryptogram [3]”. In this paper we
refer to this as the terminal nonce.



112 D. Jayasinghe et al.

In some instances, even if Static Data Authentication (SDA) is carried out
by the terminal, it may still be possible to compromise the terminal nonce if
SDA is not carried out before the nonce is sent. For example, as explained
in [12], Visa’s payWave qVSDC protocol sends the terminal generated nonce
before SDA. This would enable an adversary to obtain the terminal unpredictable
number. Potential attacks and other security concerns related to compromising
terminal unpredictable numbers are shown in [10,11].

3.2 Adversary Compromises an Intermediary

In the current EMV architecture, indelible trust assumptions are placed on the
intermediaries between the terminal and the SO/CIB. When this trust assump-
tion is disregarded, an adversary compromising one of the intermediaries has
a potential attack scenario to infiltrate transaction details and make fraudu-
lent transactions. The adversary at the compromised intermediary observes all
transaction data passing through it, which also include transaction authorisa-
tion requests, tokens and token related data. For these attacks, we assume the
following adversary’s capabilities. An adversary:

– can compromise any of the intermediaries.
– can gain access to transaction data at the compromised intermediary.
– can break standardised and strong encryption algorithms.
– cannot compromise smart cards, the SO or the CIB.
– might collude with the adversary that compromises a terminal.

Attack 4: Adversary Replays An Authorisation Response For Cloned
Token Data
The attack scenario is realised when the transacting terminal fails to carry out
adequate offline data authentication method such as Dynamic Data Authen-
tication (DDA) or Combined Data Authentication (CDA) [2], but sends the
transaction data for online transaction authorisation. The adversary at the com-
promised intermediary gets to observe all transaction data passing through it
and these include transaction authorisation requests intended for the SO/CIB.
The attack steps are described below.

1. The adversary works together with the accomplice, who captured the static
token and the corresponding token data in the precursor Attack 2.

2. The accomplice chooses a terminal that has an established communication
path to the SO/CIB via the compromised intermediary and makes a contact-
less payment with the captured static token data.

3. The terminal carries out SDA on the presented static token data. As the data
were captured from a genuine mobile, the SDA verification at the terminal
completes successfully. However, without DDA or CDA where a dynamic
signature is generated by the mobile and verified by the terminal, the terminal
is not able to detect the cloned data.

4. The terminal sends the transaction data online for transaction authorisation.



Enhancing EMV Tokenisation with Dynamic Transaction Tokens 113

5. The adversary, instead of passing the transaction authorisation request to the
authorising entity, stops the request from reaching the authorising entity by
identifying static token included in the message.

6. Instead, the adversary replays an ARC pretending to have come from the
authorising entity. Once the authorisation response is received, the terminal
approves the transaction.

7. Unlike in a contact-based EMV transaction, the transaction authorisation
response cryptogram is not sent to the contactless card/mobile [2]. One of
the reasons for this is that in contactless EMV, there is no assurance that the
card is kept in the reader’s field by a cardholder, so the transaction authori-
sation response is not enciphered by the bank with a key shared between the
card/mobile and the bank.

Attack 5: Replaying An Authorisation Response For DDA/CDA
In Attack 4, the attack was realised when the terminal did not carry out
DDA/CDA as offline data authentication. However, in this attack scenario, we
assume that the terminal is carrying out DDA/CDA and identify a similar com-
promise. The attack steps are described below.

1. The adversary works together with an accomplice, who is in possession of a
number of lost & stolen contactless mobiles. The attack is carried out dur-
ing the time-slot between the cards/mobiles are lost/stolen and the relevant
issuing banks are notified by the owners.

2. The accomplice chooses a terminal that has an established communication
path to the SO/CIB via the compromised intermediary and makes a contact-
less payment.

3. The terminal carries out the dynamic offline data verification. As the dynamic
signature is generated by a genuine mobile, the terminal verification finishes
successfully. The terminal then sends the transaction data online for autho-
risation.

4. The adversary, instead of passing the transaction authorisation request to the
authorising entity, captures it.

5. The adversary replays a previously communicated ARC generated by the
authorising entity. Once the authorisation response is received, the terminal
approves the transaction.

4 Proposed Solution

In this section, a solution that addresses the security concerns discussed in Sect. 3
is proposed. The main objectives of the protocol are listed below.

1. Should prevent Attacks 1, 2, 3, 4 & 5.
2. Mutual authentication should be carried out between the terminal and the

mobile.
3. End-to-end encryption should be provided between the secure element and

the terminal, as well as between the terminal and the TSP.
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4.1 Protocol Assumptions

The following have been assumed in our proposed solution:

– The communication between the mobile and the TSP is carried out using a
secure channel.

– The TSP is a trusted entity that provides transaction token issuing, de-
tokenisation, token updates and management on behalf of the CIB.

– The SO acts as the TSP in the payment architecture.

The notation used in the proposed solution is given in Table 2. The tokenised
contactless mobile payment architecture of the proposed protocol is illustrated
in Fig. 2. The protocol proposed in this study has a setup stage and a payment
stage. In the Setup Stage, the payment app and related data are securely pro-
visioned to the mobile. The Payment Stage is used when making a contactless
mobile payment. The transaction scenario focused in this paper is when both the
terminal and the mobile are online capable to reach the TSP. Providing offline
tokenised payments is not the focus of this paper and related work can be found
in [20].

Table 2. Notation used in the proposed protocols

T/SE/x: Terminal/Secure Element/Identity of X

TATC: Token Application Transaction Counter, count of token transactions since
personalisation. It is shared between mobile, bank & TSP and used during key
derivations

K: SE generated Symmetric Session Key

Ks1: Symmetric Encryption Session Key shared between TSP and SE

Ks2: TSP generated Symmetric Encryption Session Key used by the terminal to
communicate with the TSP

KTo′ : Token Cryptogram Generation Symmetric Session Key derived by a key
derivation function used by TSP

EK{Z}: Symmetric Encryption of data string Z using key K

SX : Private Signature Key of entity X

sSX [Z]: Digital signature outcome (without message recovery) from applying the
private signature transformation on data string Z using SX of X

PX , P−1
X : Public Encryption/Decryption Key Pair of entity X

ePX{Z}: Encryption of data string Z using a public algorithm with PX

CertY (X): Public Key Certificate of X issued and certified by Y

h(Z): Hash of data string Z

nX/n2X : First/second nonce issued by entity X

A||B: Concatenation of A and B in that order
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Fig. 2. Tokenised contactless mobile payment architecture of the proposed protocol

4.2 Setup Stage

During the setup phase of the protocol, the personalisation of the payment appli-
cation and provisioning of security sensitive data elements of the payment appli-
cation and credentials are carried out using a secure channel. Following the
application personalisation, the security sensitive data elements of the payment
application reside in the SE and the user interface part of the payment appli-
cation reside in the mobile platform. The data elements in the SE consist of
all cryptographic keys needed by the mobile e.g.: KSE , Ks1, SSE & PSE/P

−1
SE .

The SE also stores: Certbank(TSP ), Certbank(SE), Token Application Transac-
tion Counter (TATC). Following personalisation of the payment app, the user
is required to enter a strong pass-code on first access which is used for future
authentication of the user to the payment app. The subsequent transaction pro-
tocols are constructed based upon the above mentioned data elements.

Terminals and secure elements participating in the payment scheme can verify
certificates issued by the SO or entities that have been certified to be trusted in
the certificate hierarchy. The TSP also takes part in the payment scheme.

4.3 Payment Phase

The protocol messages of the proposed solution are illustrated in Table 3 and
explained as follows. To make a payment, the user opens the payment application
by entering the pass-code and taps the device on the terminal.

Message 1: The T provides its identity, nt and CertSO(T ) to the SE.

Message 2: The SE obtains PT after verifying CertSO(T ). A message is con-
structed that includes: both identities, nse, nt, the Processing Options Data
Object List (PDOL) that instructs the T what information to send back to the
T [6], a session key generated by the SE to be used in further communication
between the T and the identity of the TSP. The SE enciphers the message using
PT . A digital signature of the message is generated by the SE and both the
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Table 3. Dynamic transaction token protocol messages.

1 T → SE: t||nt||CertSO(T )

2 SE → T : V ||sSSE [h(V )] ||CertBank(SE)
V = ePT {se||t||nse||nt||PDOL||K||tsp}

3 T → SE: W ||sST [h(W )]
W = EK{t||se||nse||n2t||amount|| ePTSP {t||amount||n3t}}

4 SE → TSP : EKs1{se||tsp||n2se||TokenR-ID||amount||
TATC||CertSO(T )||ePTSP {t||amount||n3t}}

5 TSP → SE: EKs1{tsp||se||n2se||ntsp||ePT {DTD}||sSTSP [h(DTD)]}
DTD = tsp||se||t||n2tsp||n3t||DTT ||Ks2

6 SE → T : EK{se||t||n3se||n2t||ePT {DTD}||sSTSP [h(DTD)]}
7 T → TSP : Token||EKs2{t||tsp||Token||n2tsp||n4t||DTT ||POSem||TV R}
8 TSP → T : Token||EKs2{tsp||t||n3tsp||n4t||Token||TokenAssuranceLevel||

PANlast4digits||ARC}

enciphered part and the digital signature is sent to the T. The SE’s public key
certificate is also sent in the same message.

Message 3: The T authenticates the device by verifying the signature using
the certificate hierarchy, then deciphers message 2. The T encrypts and signs a
message which includes: the identities, nse, n2t, the amount of the transaction
and an encipherment carried out using PTSP on the T’s identity, amount and
n3t. The full message and the signature is then sent to the SE.

Message 4: Using the certificate hierarchy, the SE verifies the signature, authen-
ticates the T and deciphers message 3. To request a token from the TSP, a
message is constructed which includes: the identities, n2se, Token Requester ID,
amount, the Token Application Transaction Counter (TATC), CertSO(T ) and
ePTSP {t||amount||n3t}. The message is then encrypted using the symmetric key
Ks1 shared between the TSP and the SE before sending.

Message 5: The TSP, first verifies the CertSO(T ) and obtains the T’s pub-
lic key. The TSP deciphers ePTSP {t||amount||n3t} and checks whether the
amount recovered from this matches the amount requested by the SE. If sat-
isfied, the TSP queries the CIB and verifies the user credibility for a new token.
Then the TSP generates a DTT and a session key Ks2. The TSP then cre-
ates Dynamic Token Data (DTD) which includes: the identities, n2tsp, DTT
and Ks2. The TSP signs the hash of DTD. The DTD is then enciphered
using PT . The TSP then creates a message that includes: the identities, n2se,
ntsp, ePT {DTD} and sSTSP [h(DTD)]. The message is then enciphered using
Ks1 before sending. DTT is constructed as follows;

DTT = TokenData||TokenCryptogram
TokenData = TokenID||TokenExpiry||TokenR− ID
TokenCryptogram = EKTo′{TokenData||amount||n3t}
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Message 6: The SE, prepares a message to send the ePT {DTD} and
sSTSP [h(DTD)] to the T. The message includes: the identities, n3se, n2t,
ePT {DTD} and sSTSP [h(DTD)]. The message is then enciphered using K
before sending. If the SE is not in the NFC field, the user taps the SE on
the T again to transmit the message. The SE may leave the NFC field once the
message is successfully sent to the T.

Message 7: After deciphering the message received from the SE, the T
first examines the nonces to detect any replay attempts. Then deciphers the
ePT {DTD} to obtain DTD and verifies sSTSP [h(DTD)] to have been generated
by the TSP . Once satisfied the T carries out dynamic token data authentication
to verify the authenticity of the presented data. For this the T generates the
hash of the DTD received in the previous message and compares this with the
hash recovered in the sSTSP [h(DTD)]. If the two hashes match, dynamic token
data authentication is verified successfully, otherwise the transaction is declined
due to the potential of a replay attack.

Depending on the outcome of the dynamic token data authentication, the T
constructs a Token Authorisation Request (TAR) and forwards it to the TSP
for payment authorisation. To construct the payment authorisation message,
the T first constructs a message which includes: identities, Token, n2tsp, n4t,
DTT , Point-Of-Sale Entry Mode (POSem)3 and the Terminal Verification Result
(TVR) indicating the outcome of the offline dynamic token data verification.
This message is then enciphered using Ks2. The T before forwarding the message
to the TSP also appends the Token to the encipherment. The T uses the key
translation mechanism to forward the TAR to the TSP via the Intermediaries,
for financial transaction authorisation.

The only data sent in the clear is the Token, which on its own cannot be
used by the Intermediary to obtain any useful information corresponding to
the PAN . In the operating environment of the proposed solution, the SO acts
as the TSP, therefore the message is received at the TSP.

Message 8: After receiving the TAR, the TSP carries out the following checks
to validate the token:

– queries its database records in-relation to the issued tokens and checks details
such as: expiry, requester ID, amount and the token cryptogram.

– if the token related data is validated properly, the TSP conducts payment
token de-tokenisation to map the token details into PAN details.

Following these verifications the TSP retrieves the PAN details and contacts
the CIB to obtain an ARC. The TSP provides information such as: the PAN,
PAN expiry date, amount, POSem, token, token expiry, token requester ID and
the Token Authorisation Request Result (TARresult) in order to obtain the
ARC. The TARresult contains three main components. They are: the outcome
3 The POSem acts as a Token Domain Restriction Control [4] to prevent other cross

channel fraud by restricting the tokens to a specific payment channel (contactless
mobile payments in this scenario).
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of TSP’s token verification has passed or failed, TokenAssuranceLevel which
indicates the level of assurance that the TSP has assigned to the token depending
on the confidence of the TSP and TokenAssuranceData which indicates the
data used by the TSP to assign a token assurance level. The CIB before issuing
the ARC carries out the following account level validations:

– retrieve account details corresponding to the PAN.
– check whether there are sufficient funds available and no account restrictions.
– verify POSem and the token has not been presented for authorisation before.
– check the outcome of the TARresult validation carried out by the TSP.

Following all the validation steps, the ARC is issued and the TSP constructs
a message that includes: the identities, n3tsp, n4t the Token, Token Assurance
Level, the last 4 digits of the PAN and the ARC generated by the CIB. The
message is then enciphered using Ks2. The TSP also appends the Token to the
encipherment before the message is sent to the T via the Intermediaries. The
Intermediary cannot deduce any information corresponding to the PAN or the
authorisation response other then the Token.

Once the message is received, the T deciphers the message using the session
key and examines the results in order to approve/decline the transaction. The
outcome is displayed on the T. The merchant may produce a receipt that includes
transaction details such as the amount, last 4 digits of the PAN, date, time and
ARC to be given to the user upon request.

5 Analysis

In this section, the proposed protocol is analysed for its security and protocol
objectives. The operating environments outlined in Sect. 2.1, adversary capabil-
ities outlined in Sects. 3.1 and 3.2 and protocol assumptions outlined in Sect. 4.1
have been taken into consideration in this analysis.

At the beginning of the protocol, both the secure element and the terminal
are authenticated to each other. This establishes a mutual-authentication before
security sensitive transaction data are communicated. Due to the unforgeability
of the digital signature algorithm used, only a genuine secure element and the
terminal is able to generate their own signatures. The signatures can be verified
using the certificate hierarchy.

The proposed protocol provides end-to-end encryption between the ter-
minal and the secure element. This eliminates the need for placing indelible
trust assumptions on the intermediaries. The protocol also provides end-to-end
encryption for the communication between the terminal and the TSP which pro-
vides confidentiality to token transaction related data by preventing adversaries
from eavesdropping. Below we describe how the identified attacks that compro-
mise token transaction data in Sect. 3 are prevented in the proposed protocol.
Table 4 categorises different countermeasures used for each attack.

Attack 1 (Over Charging): In the proposed protocol, message 3 sent by the
terminal to the secure element has transaction related data including the amount
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which is displayed on the users mobile. The mobile contacts the TSP to request
the dynamic token, only after the user authorises the amount displayed on the
user’s mobile screen. If the merchant is trying to overcharge the user, this will be
detected and the transaction can be cancelled. Furthermore, the corresponding
token is requested by the mobile using the data received in message 3, hence a
rogue merchant is not in a position to change the amount to a different value.
The DTD also includes the amount and any changes to the transaction amount
can be detected TSP.

Attack 2 (Capturing Static Token & Related Data): In the proposed pro-
tocol, before the token and token related data is given to the terminal, a mutual
authentication process is carried out. The mobile sends nse as a challenge in
message 2 for the terminal to sign with other related data. The signature is veri-
fied by the mobile after receiving message 3 where the terminal is authenticated.
If the terminal is not authenticated at this stage the mobile aborts the protocol.
Furthermore, the token used in the proposed protocol is a dynamic transaction
token, meaning the token issued by the TSP is unique and can only be used
in the particular transaction. A replay of DTT can be detected by a genuine
terminal due to a replayed message 6 not having the terminal-generated n3t

in the sSTSP [h(DTD)]. These countermeasures prevent rogue terminals from
carrying out Attack 2. In case the token was compromised and attempted on
another fraudulent transaction, the TSP would not authorise the transaction for
the second time. As the mobile requests a DTT for every transaction, the TSP is
aware of a transaction even before a payment authorisation request is made by a
terminal, this introduces an additional layer of security to prevent unauthorised
transactions, as well as facilitating accurate approvals & risk assurance levels for
the tokenised payment transaction.

Attack 3 (Capturing The Unpredictable Number): Due to the unforge-
ability of the digital signature scheme used, the terminal can verify the signature
to have been generated by a genuine secure element. Furthermore, nt included
in the signature prevents a signature from being replayed and indicates to the
terminal that the transaction is fresh. If the verification fails, then the terminal
declines the overall transaction which prevents the terminal from generating the
third nonce n3t which is used in the DTT . Furthermore, the protocol provides
end-to-end encryption between the terminal and the SO which also prevents any
malicious entity from compromising n3t.

Attack 4 (Adversary Replays An Authorisation Response For Cloned
Token Data): The proposed protocol uses the following countermeasures.
Firstly, mutual authentication is established at the beginning of the protocol.
This way the terminal only proceeds to the transaction by sending transaction
related details in message 3, only if the secure element is authenticated in mes-
sage 2. Secondly, the solution uses a DTT rather than a static token. This means
that the token is specific for a transaction and it includes nonces from both the
transacting terminal and the TSP. A replay of DTT can be detected by the ter-
minal due to a replayed message 6 not having the terminal-generated n3t in the
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sSTSP [h(DTD)]. Furthermore, the protocol provides end-to-end encryption for
the communication between the terminal and the TSP . This prevents the adver-
sary at the compromised intermediary from replaying an authorisation response
back to the terminal and any such attempts are detected by the terminal.

Attack 5 (Replaying An Authorisation Response For DDA/CDA):
Unlike Attack 4 where only SDA is carried out, this attack scenario is even
possible with DDA/CDA. To prevent this attack, the solution provides end-to-
end encryption which prevents the adversary at the compromised intermediary
from learning the data communicated between the terminal and the TSP. Also,
nonces generated from both the terminal and the TSP are included in messages
communicated between each other as well as in the DTT. This prevents any
replay attempts detectable for the terminal in the event of any authorisation
response replay attempts. Furthermore, the payment application needs the user
to enter a passcode before use. It must be also noted that as the mobile requests
a DTT online before each transaction, in the event of the mobile being lost or
stolen, the user can inform the CIB in order to deny access to token requests.

Table 4. Attacks and countermeasures used in the proposed protocol

Attack Mutual

authentication

End-To-End

encryption

DTT Other

1: Over charging � � Amount displayed on mobile

2: Capturing static token & related

data

� �

3: Capturing the unpredictable number � � �
4: Adversary replays an authorisation

response for cloned token data

� � �

5: Replaying an authorisation response

For DDA/CDA

� � � Passcode for payment app

6 Mechanical Formal Analysis

In this section, the proposed protocol is subject to mechanical formal analysis
using Scyther [15]. The proposed protocol was modelled and provided as input
to Scyther using the Security Protocol Description Language (spdl) defined in
[14]. The spdl provides three main protocol modelling features: roles, events and
claims. The roles define the entities in a protocol, which characterise events.
The send and receive operations are classed as send and recv events respec-
tively; each corresponding send and recv event has the same sequence num-
ber. The security goals and objectives of a protocol that require verification are
specified using claim events. We used the Dolev-Yao model as the adversarial
model used in this analysis [17]. The following security claims are verified in
the analysis: Aliveness (Alive), Weak agreement (Weakagree), Non-injective
agreement (Niagree) Non-injective synchronisation (Nisynch) and Secrecy of
data (Secret) for: DTT , ARC, K, Ks2 [14,15].
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The script was run on an Intel CORE-i7 2 GHz machine with 8 GB of RAM.
When the security claim events were run together during protocol analysis,
Scyther tool was crashing. We identified that the reason for this was the RAM
getting full after a few hours of protocol analysis. To overcome this issue, the
security claims were analysed one by one. Following successful execution of the
script, the security of data in the claim events were verified and Scyther did not
find any feasible attacks within the bounded state space. The Scyther script can
be downloaded from [1].

7 Conclusion and Future Work

The work carried out in this paper first looked into the current architecture
of EMV contactless mobile payments based on tokenisation. Then five potential
attack scenarios in two problem areas that would compromise tokenised contact-
less mobile payments were discussed. To meet the objectives of the paper and to
address the raised security concerns a protocol was proposed in the paper. The
proposed protocol was analysed for its security and objectives. Finally the proto-
col was subjected to mechanical formal analysis which did not find any feasible
attacks within bounds. In our further research directions, we are in the process
of implementing the protocol in order to carry out measurements. We also aim
to extend to include additional transaction modes and expand our threat model
to include the mobile being compromised by an adversary.
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Abstract. The limited computational capabilities of low-cost RFID
cards may induce security weaknesses stemming from concessions made
in hardware. In particular, RFID cards with weak pseudo-random num-
ber generators (PRNGs) can leak secret information. Current generation
RFID cards, such as the Mifare DESFire EV1, improve on the crypto-
graphic and random number generation capabilities of previous cards
such as the Mifare Classic. However, there is not yet a published analy-
sis on the quality of the true random number generator (TRNG) used
in Mifare DESFire EV1 cards. This paper represents the first study of
the randomness of the DESFire EV1, and shows preliminary results that
highlight a distinct pattern of biases in its TRNG.

Keywords: RFID · Security · Randomness · Cryptography · Authen-
tication

1 Introduction

Radio Frequency IDentification (RFID) has become ubiquitous in many areas.
Many transport, fare collection and locking systems have come to rely on RFID
systems [1]. Contactless payments using RFID-enabled phones and cards have
become common, requiring strong cryptographic protocols to ensure the privacy
and confidentiality of communication between the card and reader. Mifare Clas-
sic, one of the first generation of widespread RFID cards, has proven vulnerable
to attacks against its NXP proprietary cipher, CRYPTO-1 [2]. A flawed pseudo-
random number generator (PRNG) further contributed in these attacks [3,4]. A
later product, the Mifare DESFire EV1, has improved some security features,
including the use of a true random number generator (TRNG) and AES-128
encryption capabilities. To the authors’ knowledge, there has not yet been a
publicly available evaluation of the EV1 TRNG’s quality. The aim of this paper
is to report on our study and the preliminary findings obtained.

The rest of the paper is organised as follows: Sect. 2 will discuss the back-
ground, literature and key issues in RFID security and the role that random
number generation plays. Section 3 outlines the experimental set-up and tests
chosen to analyse the DESFire EV1 TRNG. Section 4 reports and examines our
preliminary results. The paper concludes in Sect. 5, closing on with a discussion
of ongoing and related future work.
c© Springer International Publishing AG 2017
G.P. Hancke and K. Markantonakis (Eds.): RFIDSec 2016, LNCS 10155, pp. 123–133, 2017.
DOI: 10.1007/978-3-319-62024-4 9
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2 Background

RFID cards can be vulnerable to attacks that exploit their use of radio commu-
nication. Though short-ranged, the 13.56 MHz frequency used by RFID devices
that comply with NFC standards allows remote attacks to be launched. Portable
readers can allow an attacker to eavesdrop communications between a card and
a legitimate reader, or be used more actively to usurp a communication session
or clone a previously observed card [5].

2.1 Mifare RFID Cards

Mifare is the brand name of a family of chips developed by NXP Semiconductors
Ltd. They are used in transport, access control and closed-loop payment systems.
Mifare products include the Classic, Ultralight, Plus and DESFire (EV1 and
EV2). Each type of Mifare chip implements security features for its target use
cases.

Mifare Classic has been shown to rely on a weak cipher (CRYPTO-1) and
flawed PRNG. The CRYPTO-1 cipher has been comprehensively broken due
to a manipulable PRNG [6] and vulnerabilities in the algorithm itself [3]. The
DESFire family aims to be one of the most secure of all the Mifare product line,
targeting use cases where security is a critical requirement.

Attacks against RFID cards, such as the Mifare Classic, are widely pub-
lished. Typical practical attacks on RFID systems combine multiple security
vulnerabilities. These can be found, for example, in the authentication protocol,
cryptographic primitives or the generation of nonces [7]. Even patched Mifare
Classic and Plus cards have been shown to be vulnerable to practical attacks [8].
For example, the PRNG used in the authentication protocol of the Mifare Clas-
sic has been shown to be predictable [4]. The weak PRNG implementation made
the authentication process highly vulnerable, by exposing trivially deduced ran-
dom values that could be determined even after encryption, weakening multiple
security services [6].

2.2 Mifare DESFire EV1

The Mifare DESFire EV1 is a closed-loop payment and access control card. The
intended use cases include multi-use travel cards and access key cards. Transport
for London issued approximately 8 million Oyster cards just in the 2015/16
financial year, all using DESFire EV1 chips. Security is improved, relative to its
predecessors, with an AES-128 enabled crypto co-processor and a TRNG.

Authentication Protocol. The same challenge-response authentication pro-
tocol is used in all Mifare DESFire Cards, including the EV1. It consists of a
mutual three-pass challenge-response protocol which is shown in Fig. 1. In this
example, the encryption used is AES-128. This authentication scheme is one
of the means by which random values can be collected from Mifare cards [9].
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Reader DESFire EV1

0x90||0xAA

compute: RndB

encrypt RndB with key K

decrypt RndB with key K
RndB’← RndB� 8

compute RndA

encrypt RndA with key K
encrypt (RndA||RndB’) with key K

decrypt (RndA||RndB’) with key K
if RndB �= RndB’� 8 break else continue
RndA’← RndA� 8
encrypt RndA’ with key K

decrypt RndA’ with key K
if RndA �= RndA’� 8 error else success

0x0AF||EncK(RndB)

0xAF||EncK(RndA||RndB’)

0xAF||EncK(RndA’)

Fig. 1. Mifare DESFire EV1 authentication protocol.

TRNGs are also known as hardware random number generators. They rely on
underlying physical processes to generate random data, that is used in several
key security services [10]. Publications dealing with the hardware profiling of
the DESFire EV1 have not yet focused on the TRNG. Oswald and Paar analyse
the 3DES authentication process in terms of power and signal output to a high
degree of precision, but do not study the nonces used during authentication [11].
Randomly generated values are vital for cryptography, random ID (RID) gener-
ation and the three-pass mutual authentication protocol described in Fig. 1 [12].
It is of the utmost importance that the TRNG be sufficiently random to avoid
prediction, and resistant to manipulation.

3 Experimental Setting

The experimental set-up includes a Toshiba Laptop (i7 processor, 8 GB RAM), an
ACR122U RFID reader and two Mifare DESFire RFID cards. The unique iden-
tifiers (UID) for the RFID cards used are 04742c32973580 and 04743732973580.
To preserve readability throughout this paper, only the first 4 bytes of the UIDs
will be used from this point to label the two cards. Both were randomly selected
from the same pack of 100 cards. We collect the output of the TRNG during the
authentication phase. To obtain it, a python script1 was used to select an appli-
cation and perform authentication, logging all exchanged values in a database.
A bash script was used to repeatedly perform this procedure.

1 https://www.cs.kent.ac.uk/people/staff/dh433/RFIDsec2016/sourcecode.zip.

https://www.cs.kent.ac.uk/people/staff/dh433/RFIDsec2016/sourcecode.zip
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3.1 Initialisation and Data Collection

Both Mifare DESFire cards were initialised with an application identified by the
string 0007c1. This application is secured with AES-128. Both cards used the
same key for these experiments. The authentication protocol outlined in Sect. 2
specifies that a random value RndB is encrypted by the card and sent to the
reader. The decrypted value is recorded into a database for further processing. As
AES-128 is the chosen algorithm for these tests, RndB is 16 bytes in length. Every
instance of RndB in the database is entered into a binary file for further analysis.
Figure 2 shows a small sample of output values for both cards. We collected, in
this manner, two 64 MB files. These have been made available online2.

2E E3 03 AB 27 41 EB DC 62 0E D5 97 53 02 24 B0

80 04 A8 C1 10 CA 35 99 CA 62 F4 98 76 06 A5 95

6C F4 6A 37 B9 2B 32 C3 CA 91 71 50 D2 2A 15 84

32 E3 EC 5E 03 3B 2F 34 E2 75 39 F7 9D 49 54 DE

95 25 0B 33 C4 9A 21 5D 12 20 FD F5 C7 4C 6E 7F

(a) UID 04742c32 (b) UID 04743732

Fig. 2. Mifare DESFire EV1 TRNG sample output in hexadecimal format.

This data collection procedure is very time-consuming. To collect 4,000,000
instances of the TRNG output (64 MB of data), 9 days were needed per card.
The bottleneck is the speed with which the reader and card communicate and
the number of instructions required to repeatedly retrieve these values. Full
authentication must be completed for every RndB collected, to prevent errors
that interfere with automated data collection.

3.2 Randomness Tests

The collected data was subjected to a battery of randomness tests. For this
experiment, the National Institute of Statistical Tests (NIST) Statistical Testing
Suite (STS) version 2.1.2 was used alongside selected tests from Diehard, and
ENT. All tests that returned a borderline (weak) or failed result were re-tried
to double-check those outputs.

Terminology. In the interests of clarity, some technical terms must be further
explained. P-values represent the probability of subsequent test results equal to
or greater than the observed output, when the null hypothesis is true. T-samples
is a shortening of test samples as defined in the Dieharder test description [13].

2 https://www.cs.kent.ac.uk/people/staff/dh433/RFIDsec2016/datafiles.zip.

https://www.cs.kent.ac.uk/people/staff/dh433/RFIDsec2016/datafiles.zip
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NIST STS 2.1.2. The National Institute of Standards and Technology (NIST)
offers the Statistical Testing Suite (STS) for the analysis of randomness [14]. This
software subjects ASCII or binary files of random values to a variety of tests.
The purpose of these tests is to determine the independence and unpredictability
of the data [15]. The version used in this experiment is 2.1.2.

Diehard Tests. The Diehard test battery is a collection of widely used tests of
randomness. Diehard tests require more data (using default settings) than ENT
and NIST STS 2.1.2, requiring up to 1.92 GB for the Squeeze test if rewinds are
to be avoided. To accommodate the sample size of 64 MB, the t-sample values
for tests relying on sequence comparisons had to be reduced. This prevents file
rewinds from creating artificial patterns in the sampled data. Where possible
tests use their default t-sample values. The Sums, OPSO, OQSO and DNA tests
have been omitted from this experiment, due to their suspect reliability [13].
The selected tests and t-samples used are outlined in the results section.

ENT. ENT is a utility for evaluating pseudo-random number generators [16].
The entropy, compression, chi-square test, arithmetic mean, Monte Carlo value
for π and serial correlation coefficient are tested. The most stringent of these tests
is the chi-square test, which is used to determine if a data source is uniform [13].

4 Analysis

Decrypted random numbers were saved into a binary file for each card. These
files were then subject the NIST STS 2.1.2, Diehard and ENT test batteries.

4.1 NIST STS Results

Table 1 shows the pass rates for both RFID cards. The NIST tests, with the
exception of the random excursion (variant), have a minimum pass rate of 0.96
for a sample size of 100 binary sequences. Random excursion requires 50 out
of 53 binary sequences to pass. UID 04742c32 marginally fails one of the non-
overlapping template tests in each run. This indicates a small probability of a
recurring pattern in the data, but with only one failed test, it is not a strong
indication of non-randomness. UID 04743732 passes all tests within acceptable
bounds and all p-values remain within the 1% to 99% range. Due to the length of
NIST STS 2.1.2 reports, the full results have not been reproduced here. Due to
the length of the NIST STS reports, results for both cards are available online3.

3 https://www.cs.kent.ac.uk/people/staff/dh433/RFIDsec2016/NISTresults.zip.

https://www.cs.kent.ac.uk/people/staff/dh433/RFIDsec2016/NISTresults.zip
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Table 1. NIST STS 2.1.2 results for 64MB of TRNG output from two DESFire EV1
RFID cards.

NIST UID 04742c32 UID 04743732

Pass 187/188 188/188

4.2 Diehard Results

Table 2 shows the results of the Diehard tests over the two 64 MB TRNG output
files. Almost all listed tests are passed by both cards, with p-values between 0.01
and 0.99. The 32× 32 Binary Rank test reported weak results, likely due to the
low t-sample size. These results are a good indication of the randomness of the
TRNG output. It should be noted that the relatively small sample size of 64 MB,
makes it inappropriate for some tests to be applied without modification of the
t-sample value to prevent rewinds. Rewound files may create artificial patterns
not present in the stored data, failing tests due to perceived repetition instead
of genuine weaknesses in the RNG.

Table 2. Diehard results for 64 MB of TRNG output.

Diehard test t-samples UID 04742c32 UID 04743732

p-values p-values

Birthday Spacings Default 0.18194520 0.61105583

Overlapping permutations 125,000 0.38044164 0.58693289

32 × 32 Binary rank 4,750 *0.9979203 *0.234095

6 × 8 Binary rank 25,000 0.31311490 0.32387215

Bitstream Default 0.97724174 0.18743536

Count the 1’s (stream) Default 0.17108396 0.74984724

Count the 1’s (byte) Default 0.86481241 0.92578024

Parking Lot Default 0.18078043 0.24200626

Minimum distance (2d sphere) Default 0.76328000 0.95091635

3d sphere (minimum distance) Default 0.23871272 0.20826216

Squeeze Default 0.62598919 0.08843989

Runs Default 0.63756836 0.80941394

Craps 20,000 0.54077256 0.92769962

4.3 ENT Results

Table 3 displays the output of ENT for both DESFire EV1 cards. The results
show that the source files display good entropy (greater than 7.9999 bits per
byte), and hence sufficient complexity to be incompressible. Arithmetic mean,
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Table 3. Mifare DESFire EV1 ENT results for 64 MB of TRNG output.

ENT UID 04742c32 UID 04743732 Optimal/expected

Entropy 7.999969 7.999989 8

Optimal compress 0 0 0

Chi-square 2709.10 973.07 255

Arith. Mean 127.492921 127.500582 127.5

Monte Carlo π est 3.14167 3.142019 3.14159

S. Correlation 0.000008 0.000045 0.0

Monte Carlo π estimation and Serial Correlation similarly show acceptable
results, with some minor (but expected) variability between the two data sources.

However, both cards show consistent and significantly high values for the chi-
square test. A figure of 2709.10 (returned by UID 04742c32) is far beyond the
expected value of 255. This is an indicator of a strong bias in the distribution of
byte values throughout the sample. UID 04743732 has a lower chi-square result
of 973.07, which is still far in excess of the expected value. Both sets of results
show that these files are significantly non-uniform.

Analysis of Bias. The occurrence of values within both files was used to com-
pute the bias, as the difference between the observed and the expected number
of occurrences. This can be seen in Fig. 3(a) and (b). Both of these graphs show
a clear pattern. A sinusoid, clearest in (a) but also evident in (b), is revealed.
Sixteen distinct peaks and troughs are apparent, forming a recurring pattern of
eight oscillations.

(a) UID 04742c32 (b) UID 04743732

Fig. 3. Observed bias (two 64 MB sets of TRNG data).
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Figure 4(a) compares the two cards. The shared trend is clearly visible. UID
04742c32 has a maximum positive bias of 4.1754×10−5 and a maximum negative
bias of −3.9246× 10−5. UID 04743732 has a maximum positive bias of 3.9785×
10−5 and a maximum negative bias of −3.1242 × 10−5.

(a) Comparison of both cards (b) Mean bias

Fig. 4. Comparison and mean of bias in two 64 MB sample files.

The mean bias, shown in Fig. 4(b), better highlights the underlying trend. A
Fourier series for the mean bias can be used to estimate the expected bias, as
shown in Eq. 1:

P (x) ≈ a0 + (a1 · cos(x · w) + b1 · sin(x · w + (...) + a8 · cos(8 · x · w) + b8 · sin(8 · x · w) (1)

An example approximation, for x = 177 yields an estimated bias of
−3.342 ·10−5. The real bias for 177 in Fig. 4(b) is −3.3287 ·10−5. This method is
generally quite accurate, particularly for values that are clustered around peaks
and troughs in the observed oscillation, but not so much for values on the rising
or falling edge of the trend.

Analysis of the Trend. After computing a Fourier series over both data sets,
we can determine the period of the observed oscillations. UID 04742c32 has an
average period of 31.9918, UID 04743732’s is 31.8782. This indicates a regular
switch between positive and negative bias, with a pattern that is very similar
across both data sets. The output of this Fourier series (Fig. 5) visualises this
trend. Observing this graph, differences in the distribution of byte values become
clearer. Figure 5(b) has a more even distribution of data points when compared
with (a). The bias away from the expected occurrence of values is present, but not
as pronounced. No byte values occur at exactly the expected rate, but the range
between the lowest positive and highest negative bias is far smaller: 7.5781×10−7

to −2.4219×10−7. The switching between high and low values, however, remains
consistent across the same groups of byte values. Interestingly, the distribution of
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(a) UID 04742c32 (b) UID 04743732

Fig. 5. Two fourier series of the bias from the 2 cards.

byte values between positive and negative bias values is remarkably uniform for
UID 04742c32. 128 values are positively biased, 128 are negative. UID 04743732
is marginally different, with 125 positive and 131 negatively biased. In both
cases, approximately 16 values appear in each peak and trough. The positive
and negative biases appear to correspond with the setting of bits 4 and 5 in a
proportion of bytes. When both bit share the same value, the bias is positive.
A difference between the two bits indicates a negative bias. Though the trend
in Fig. 5(b) is less pronounced, both sets of results demonstrate this behaviour.
The results presented in this paper show that the bias is not restricted to one
of the two cards, but shared by both. This implies a weak TRNG, an issue
to be shared by their batch. With further analysis of DESFire EV1 cards from
different batches, it may be possible to determine whether this issue holds across
the whole family. This could have serious security repercussions and may affect
the robustness of authentication protocols and the anonymisation Random ID
(RID) scheme implemented in DESFire EV1 cards.

5 Conclusion

This paper reports a preliminary analysis of the DESFire EV1 TRNG, specifi-
cally a study of its randomness. Data (64 MB) was collected from two different
cards, and subject to the NIST STS 2.1.2, Diehard and ENT randomness tests.
NIST and Diehard tests seem to confirm good randomness from both cards in
most tests. Both cards performed poorly on the Diehard 32× 32 binary rank test
(weak but not fail results), which in light of the ENT results and subsequent
analysis is unsurprising, but not strongly indicative of non-random output. The
TRNG output of the EV1 exhibited good entropy under ENT and passed all
but one of the other tests within acceptable bounds. The chi-square test, how-
ever, reported anomalously high values with corresponding p-values below 10−4.
This indicates a distinctly non-uniform distribution. Pattern-seeking tests have,
however, not failed or even reported weak results, so further analysis was per-
formed to find an explanation for this. Detailed analysis found 32 value wide
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bands in the bias of individual bytes. This could, at least partly, be explained
by a correlation between the values of the 4th and 5th bits of each byte.

It must be noted that this paper just discusses some of the characteristics of
the DESFire EV1 TRNG, and the patterns observed during repeated authenti-
cations. An attack exploiting the biases found has not yet been identified, and
will be the subject of further research. We have responsibly disclosed our results
to NXP, who have acknowledged and confirmed our findings.

5.1 Future Work

Data collection of DESFire EV1 TRNG output is ongoing, to obtain a larger
sample from a wider variety of cards. Using this data, it is hoped that the
shared trend identified in the two cards can be further analysed. Modelling of
the observed bias to determine a potential root-cause is an important aspect of
our ongoing work. Further investigation of the biases in the EV1 TRNG will be
undertaken to understand why they have thus far eluded detection. In addition,
data will be collected from DESFire EV2 cards to determine whether these biases
carry over to newer products. We will also study attack scenarios in the intended
EV1 use cases that could exploit these biases.
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Abstract. Distance-bounding protocols use the round-trip time of a
challenge-response cycle to provide an upper-bound on the distance
between prover and verifier. In order to obtain an accurate upper-bound,
the computation time at the prover’s side should be as short as possible,
which can be achieved by precomputing the responses and storing them
in a lookup table. However, such lookup-based distance bounding proto-
cols suffer from a trade-off between the achieved security level and the
size of the lookup table. In this paper, we study this security-memory
trade-off problem for a large class of lookup-based distance bounding pro-
tocols; called layered protocols. Relying on an automata-based security
model, we provide mathematical definitions for different design decisions
used in previous lookup-based protocols, and perform general security
analyses for each of them. We also formalize an interpretation of opti-
mal trade-off and find a non-trivial protocol transformation approach
towards optimality. That is to say, our transformation applied to any
layered protocol results in either an improved or an equal protocol with
respect to the optimality criterion. This transformation allows us to pro-
vide a subclass of lookup-based protocol that cannot be improved further,
which means that it contains an optimal layered protocol.

Keywords: Distance bounding · RFID · Security · Mafia-fraud · Relay
attack

1 Introduction

Secure physical proximity checking in wireless technologies is a well-established
field within computer security. As the speed of light represents a hard limit
on the speed of radio waves, it has been used to accurately compute an upper
bound on the distance between a transmitter (e.g., a satellite or an RFID reader)
and a receiver (e.g., a GPS receiver or an RFID tag). The equation is simple:
the distance to the receiver is half the round-trip time (RTT) multiplied by
the speed of light. Nonetheless, this computation ought to be embedded into a
c© Springer International Publishing AG 2017
G.P. Hancke and K. Markantonakis (Eds.): RFIDSec 2016, LNCS 10155, pp. 137–150, 2017.
DOI: 10.1007/978-3-319-62024-4 10



138 S. Mauw et al.

cryptographic protocol in order to ensure the authenticity of the receiver and
the integrity of the distance calculation. Such a cryptographic protocol is called
a distance bounding protocol [4], that is, an authentication protocol that also
determines an upper bound on the distance between the protocol’s participants.
In this setting, the transmitter is called verifier and the receiver is called prover.

Like most cryptographic protocols, a distance bounding protocol consists of
a series of challenge-response rounds, with the peculiarity that some of these
rounds are used to compute round-trip times. Replying to such a round-trip
challenge should be a computationally inexpensive task, because otherwise the
round-trip time will become tainted by the prover’s computation time as illus-
trated in Fig. 1.

Verifier Prover

RTT Comp. time

Verifier Prover

RTT Comp. time

Fig. 1. The impact of the prover’s computation time on the round-trip-time (RTT)
measurement.

A fundamental approach to computational efficiency is precomputation. In
distance bounding, this technique was first proposed by Hancke and Kuhn [8] in
2005, and later improved in [2,7,9,10,12–14]. These protocols, named lookup-
based protocols in [12], contain an initial precomputation phase in which the ver-
ifier and the prover secretly agree on a lookup table. This phase is followed by n
round-trip-time measurements realized by an n-fold challenge-response process.
For each challenge, the prover determines his response by looking it up in the
table. The protocol finishes successfully if all responses are correct with respect
to the precomputed lookup table and all round-trip-times are below a given
time threshold. Simplicity and efficiency make this type of protocols appealing
for battery-less or constrained devices, such as RFID tags. Moreover, their secu-
rity can be arbitrarily improved by increasing n, with little or no computational
overhead [8].

Despite the simplicity of lookup-based protocols, none of them have been
proven optimal in terms of security, given a practical threshold on the size of
the lookup table. This is a security-memory trade-off problem which resem-
bles the classical time-memory trade-off problem occurring in other application
domains, such as cryptanalysis, rainbow tables, and dynamic programming. A
recent work [12] shows that if an exponential number of values (in terms of n)
can be precomputed, then the tree-based protocol proposed in [3] is optimal.
However, an exponentially large lookup table is unattainable in practice.
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Contributions. In this article, we study the security-memory trade-off problem
for a large class of lookup-based protocols; called layered protocols. The class of
layered protocols is not trivial, as it contains all lookup-based distance bounding
protocols proposed to date, except for the Poulidor protocol [14]. Our findings
can be listed as follows.

– First, we rely on the automata-based model proposed in [12] (Sect. 3) to
provide mathematical definitions of common design decisions used in lookup-
based protocols (Sect. 4). For example, many lookup-based protocols use a
fixed and known data access structure for the lookup table. Others, such as
the Poulidor protocol [14], use a randomized indexing technique. We formalize
both techniques by exploiting equivalence relations between automata, and
perform general security analyses for those layered protocols using either of
the two techniques (Sect. 4).

– Second, we formalize an interpretation of the security-memory trade-off prob-
lem for layered protocols, and provide a non-trivial protocol transformation
approach towards optimality (Sect. 5). In more detail, for every protocol P
with size s (a measure of memory), we show how to obtain another protocol
P ′ of the same size and with equal or higher resistance to pre-ask attacks.
We also prove that the proposed transformation has the full class of layered
protocols as domain. We can thus conclude that an optimal layered protocol
is within the image set of our transformation.

2 Related Work

The earliest distance bounding protocol based on RTT measurements was pro-
posed by Brands and Chaum [4] in 1993 (see Fig. 2a). Their protocol (BC)
assumes a verifier and a prover, each armed with a public/private key pair. By
considering n to be the number of RTT measurements, the prover commits to a
random sequence of bits m1 · · · mn, after which the fast phase or RTT measure-
ment phase starts. The fast phase consists of n rounds of a single bit-exchange.
At the ith round, the verifier sends a random bit-challenge ci and the prover
instantly replies with ci ⊕ mi. Proximity checking fails if the computed RTT
at any round is above a given threshold. Authentication, on the other hand, is
verified during a final phase where the prover opens the commit and signs all
exchanges during the fast phase.

In 2005, Hancke and Kuhn (HK) proposed a different design for distance
bounding protocols [8], where proximity checking and authentication are per-
formed together during the fast phase. Because each round during the fast phase
is quick and inexpensive, this makes it possible to improve the security with
very-low computational overhead by simply increasing n. Hancke and Kuhn’s
protocol, depicted in Fig. 2b, works as follows. First, the parties exchange one
nonce each (nv and np). The two nonces and a shared secret key x are used by
both parties as input to a pseudo-random function f , whose output is a sequence
of 2n bits H1 · · · H2n. As usual, the fast phase consists of n rounds. At the i-th
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Verifier Prover
slow phase

rand m ∈ {0, 1}n

commit(m)←−−−−−−−−−−

fast phase
for i = 1 to n

rand ci ∈ {0, 1}
start clock at t1

ci−−−−−−−−−−→
ri = ci ⊕ mi

stop clock at t2
ri←−−−−−−−−−−

check t2 − t1 ≤ Δ

final phase
m = c1|r1| · · · |cn|rn

open commit, sign(m)←−−−−−−−−−−−−−
verify commit
verfify sign(m)

(a) Brands and Chaum’s protocol

Verifier Prover
secret x secret x

slow phase

nonce nv
nv−−−−−−−−−−→
np←−−−−−−−−−− nonce np

H1 . . . H2n = f(x, nv, np)

fast phase
for i = 1 to n

rand ci ∈ {0, 1}
start clock at t1

ci−−−−−−−−−−→
ri = H2i+ci−1

stop clock at t2
ri←−−−−−−−−−−

check ri and
t2 − t1 ≤ Δ

(b) Hancke and Kuhn’s protocol

Fig. 2. Two distance bounding protocols.

round, the verifier generates a random bit-challenge ci. If the bit-challenge is 0,
the prover replies H2i−1, otherwise H2i. The protocol succeeds if all responses
are correct and all round-trip times are below a predefined threshold.

The difference between HK and BC approaches becomes apparent if we con-
sider the role of the sequences m = m1 . . . mn and H = H1 . . . H2n in their
corresponding protocols. Revealing m allows an adversary to successfully pass
the proximity checking phase in Brands and Chaum’s protocol, yet the adversary
cannot impersonate the prover as the prover’s signature is required after the fast
phase.

Hancke and Kuhn’s protocol, instead, fails to provide proximity checking
and authentication if H is revealed, as the two properties rely on the secrecy
of H. Both approaches have their merits and shortcomings, resulting in the
publication of two different types of distance bounding protocols: those based
on Brands and Chaum’s approach (e.g., [3–5,11]) and those based on Hancke
and Kuhn’s approach (e.g., [2,7,9,10,14]).

A common feature of HK-based protocols is that, during the fast phase,
the prover uses a simple lookup operation to compute the correct reply to the
verifier’s challenge; hence their name lookup-based protocols. The drawback of
lookup-based protocols, as shown in [1,12], is its low resistance to pre-ask attacks.
A pre-ask attack is a sophisticated version of the so-called mafia-fraud attack,
introduced by Desmedt, Goutier, and Bengio in 1987 [6].

For example, a pre-ask attack against Hancke and Kuhn’s proposal might be
the following. The adversary queries the legitimate prover with all-zero challenges
to learn half of the sequence H. If the adversary then moves sufficiently close
to the verifier, he can use this knowledge to impersonate the prover. By using
his knowledge of half of H, the adversary will provide the correct response for
the verifier’s challenges that are equal to 0. For the challenges equal to 1, the
adversary simply replies with random bits. With this strategy, the adversary will
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pass Hancke and Kuhn’s protocol with probability (3/4)n. In contrast, a pre-ask
attack against Brands and Chaum’s protocol succeeds with probability (1/2)n.

Resisting pre-ask attacks and reducing the size of the lookup table has been
the aim of many lookup-based protocols proposed in the last ten years [2,7,9–
14]. However, these two goals, namely improving security and reducing size, seem
to be in conflict in lookup-based protocols. This is a security-memory trade-off
problem which has not been formally addressed yet. In the remainder of this
article we study this problem for a subclass of lookup-based protocols.

3 Preliminaries

In this section we present the MTT security model introduced in [12] to study
lookup-based distance bounding protocols.

3.1 The MTT Model

The security model is based on state-labeled Deterministic Finite Automata
(DFAs) of the form (Σ,Γ,Q, q0, δ, �), where Σ is a set of input symbols, Γ is a set
of output symbols, Q is a set of states, q0 ∈ Q is the initial state, δ : Q×Σ → Q
is a transition function, and � : Q → Γ is a labeling function. Given input and
output symbol sets Σ and Γ , respectively, we use UΣ,Γ to denote the universe
of all DFAs over Σ and Γ .

Definition 1 (Lookup-based protocol). A lookup-based distance bounding
protocol, lookup-based protocol for short, with input set Σ and output set Γ is a
finite non-empty subset of UΣ,Γ .

A restriction imposed by Definition 1 on a lookup-based protocol is that it
must be formed by automata with the same input and output sets. The reason
is that Σ and Γ define the alphabets of the verifier’s challenges and prover’s
responses, respectively.

Given an automaton A = (Σ,Γ,Q, q0, δ, �) and a current state q ∈ Q, a
lookup operation is regarded as a transition to a new state q′ = δ(q, c) where
c ∈ Σ is a verifier’s challenge. The corresponding response for such challenge
is the output symbol attached to the new state q′, i.e., �(q′). Successive lookup
operations form a path in the automaton. We thus introduce additional notation
for a sequence of input symbols c = c1 · · · ci ∈ Σi:

– δ̂(c) = q0 if i = 0, i.e., c is an empty string, otherwise δ̂(c) = δ(δ̂(c1 . . .

ci−1), ci). In a nutshell, δ̂(c) returns the state reached by the input sequence c.
– �̂(c) = �(δ̂(c)), which is the output symbol attached to the state reached by

the sequence c.
– ΩA(c) is used to represent the sequence of labels attached to the states

δ̂(c1), δ̂(c1c2), . . . , δ̂(c1c2 · · · ci) in that order, i.e., ΩA(c) = r1 · · · ri ∈ Γ i,
where rj = �̂(c1 · · · cj), ∀j ∈ {1, . . . , i}.
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The model in [12] abstracts away from the precomputation phase in lookup-
based protocols by considering the following execution model.

Definition 2 (Execution model). A correct execution of a lookup-based pro-
tocol P with n > 0 rounds is a triple (A,C,R), where A is an automaton ran-
domly selected from P , C is an input sequence randomly selected from Σn and
R is an output sequence from Γn such that R = ΩA(C).

The outcome of the precomputation phase is considered to be a random
automaton A ∈R P within the set of automata defining the lookup-based proto-
col P . The input sequence C = c1 · · · cn corresponds to the verifier’s challenges,
and the correct replies R = r1 · · · rn must satisfy that �̂(c1) = r1, �̂(c1c2) =
r2, · · · , �̂(c1 · · · cn) = rn.

3.2 Layered Protocols

The set-of-automata representation of many existing lookup-based protocols,
e.g., [2,8,9,11,12], satisfies that, given an automaton A = (Σ,Γ,Q, q0, δ, �) and
two input sequences x and y, δ̂(x) = δ̂(y) implies that the sizes of x and y are
equal. Formulated differently, given any of the automata defining a protocol, two
sequences of different size do not end in the same state. Protocols satisfying this
property are called layered protocols [12].

Definition 3 (Layered protocol). A lookup-based protocol P is layered if, for
every (Σ,Γ,Q, q0, δ, �) ∈ P and every x, y ∈ Σ∗, δ̂(x) = δ̂(y) =⇒ |x| = |y|.

Layered protocols guarantee that the prover’s answers at different rounds
rely on different states regardless of the verifier’s challenges. Given an automaton
(Σ,Γ,Q, q0, δ, �) in a layered protocol, we thus consider Q to be partitioned in
Q0 ∪ Q1 ∪ Q2 · · · where Qi = {δ̂(x) | x ∈ Σi}.

For the sake of simplicity, and because most distance bounding protocols
consider bit exchanges during the fast phase, we assume that the input and
output symbol sets are binary, i.e., Σ = Γ = {0, 1}. Consequently, unless other-
wise specified, all DFAs considered in the remainder of this article belong to the
universe UΣ,Γ with Σ = Γ = {0, 1}.

4 Security Analysis Through Equivalence Relations

While modeling lookup-based protocols by a set of automata, we have found
that most lookup-based protocols defined in literature share some structural
properties. For instance, the automata for the HK protocol all have a similar
layered structure with two nodes in each layer [12]. We will exploit such simi-
larities when reasoning about protocols. In this section, we will introduce two
equivalence relations on automata that express relevant similarities and we will
define closure and consistency with respect to these equivalences. Based on these
relations, we provide a general security analysis of layered protocols.
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4.1 Equivalence Relations Between Automata

A common feature of many lookup-based protocols is that all their automata
have the same shape and differ only in the symbols attached to the states. This
property, which we name state-label-insensitive, is satisfied by HK [8], KA [10],
Tree-based [2], PUF [9], and Uniform [12], amongst others. The design decision
represented by the state-label-insensitive property makes it easy for participants
in a protocol to agree on the shape or structure of the lookup table, while only
requiring randomness on the precomputed values.

Definition 4 (State-label-insensitive). The state-label-insensitive relation
∼S is a symmetric binary relation on UΣ,Γ , defined by (Σ,Γ,Q, q0, δ, �) ∼S

(Σ,Γ,Q′, q′
0, δ

′, �′) if and only if Q = Q′, q0 = q′
0 and δ = δ′.

A few lookup-based protocols contain automata that are not related accord-
ing to ∼S , e.g., the Poulidor protocol [14]. In this protocol, the authors designed
a mechanism to prevent (to some extent) an adversary from knowing which state
is being used by the prover at any round of the fast phase. The idea is simple,
the probability of two automata sharing the same transition function must be
negligible. Such a mechanism seems to improve the resistance to pre-ask attacks
as the adversary cannot easily use knowledge acquired in previous rounds to
succeed in the current round of the fast phase.

Even though two automata in the Poulidor protocol can have different tran-
sition functions, they still preserve a slightly weaker structural property than the
above mentioned state-label-insensitive property. If we ignore the edge labels of
the automata, i.e., if we only look at the structure of the underlying graph of
the automata, the transition functions of the automata in the Poulidor protocol
are identical. We provide a formal definition for this structural relation next.

Definition 5 (Label-insensitive). The label-insensitive relation ∼L is
a symmetric binary relation on UΣ,Γ , defined by (Σ,Γ,Q, q0, δ, �) ∼L

(Σ,Γ,Q′, q′
0, δ

′, �′) if and only if Q = Q′, q0 = q′
0 and {δ(q, c) | c ∈ Σ} =

{δ′(q, c) | c ∈ Σ} for every q ∈ Q.

A fundamental operator in binary relations is the closure with respect to a
given property.

Definition 6 (Closure). Let P be a lookup-based protocol and ∼R⊆ UΣ,Γ ×
UΣ,Γ be a binary relation. The closure of P with respect to ∼R, denoted by P

R

,
is the minimal superset of P such that ∀(A,A′) ∈∼R : A ∈ P

R

=⇒ A′ ∈ P
R

.

We observe that most existing lookup-based protocols can be easily defined
by using the closure operator. As an example, we show next a representation of
the Poulidor protocol by using the closure w.r.t. the label-insensitive relation.

Example 1 (Poulidor protocol). Consider the automaton A = (Σ,Γ,Q, q0, δ, �)
with Σ = Γ = {0, 1}, where Q = {0, 1, . . . , 2n − 1}, q0 = 0, δ(q, c) = (q + c +
1) (mod 2n) and �(q) = 0, ∀q ∈ Q. The Poulidor protocol, up to n rounds, can
be defined as a set of automata that is the closure of {A} with respect to ∼L,
i.e., {A}L

.
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We say that a protocol P is closed under∼R if P = P
R

. Moreover, if ∀A,A′ ∈
P : A ∼R A′, then P is said to be consistent with respect to∼R. The Poulidor
protocol, for example, is closed with respect to ∼S and ∼L, and it is consistent
with respect to ∼L. However, it is not consistent with respect to ∼S .

4.2 Resistance to Pre-ask Attacks of Layered Protocols

Avoine et al. concluded in [1] that in the context of DB protocols without a final
authentication phase, the most efficient adversarial strategy when conducting a
mafia-fraud attack is the pre-ask strategy.

In a recent work [12], it was proven that, if a protocol is layered and closed
under ∼S (called random-labeled in [12]), then there exists a deterministic opti-
mal strategy to execute a pre-ask attack against the protocol. This strategy
consists in replying to the verifier’s challenges with exactly the same sequence of
responses obtained from the prover in the pre-ask session. The next proposition
is based on this result.

Proposition 1 (Mafia success probability). Let P be a layered protocol with
n > 0 rounds. For every x ∈ {0, 1}n, let Ex be the event that ΩA(x) = ΩA(c)
for a random automaton A ∈ P and a random input sequence c ∈ {0, 1}n. If P
is closed under ∼S, then the probability of success of an optimal pre-ask attack
against P , denoted by M(P ), can be computed as follows:

M(P ) = max
x∈{0,1}n

{Pr (Ex)} .

Proof. The proposition easily follows from the definition of optimal strategy, and
the underlying assumption that the adversary can find out x ∈ {0, 1}n such that
Pr(Ex) ≥ Pr(Ey) for every y ∈ {0, 1}n. ��

In Lemmas 1 and 2 below, we make Proposition 1 more precise by provid-
ing formulas to compute Pr(Ex) in protocols that are consistent and closed with
respect to ∼S and ∼L, respectively. We do so by considering, for a given automa-
ton, the meeting points between the input sequence used by the adversary during
the pre-ask session and the challenges sent by the verifier.

Definition 7 (Meeting points set). Given an automaton A =
(Σ,Γ,Q, q0, δ, �) and two input sequences x, y ∈ Σn, the meeting points set
I (A, x, y) is the set

{
i ∈ {1, . . . , n} | δ̂(x1 · · · xi) = δ̂(y1 · · · yi)

}
.

Lemma 1. Let P be a layered protocol with n > 0 rounds and A any automaton
in P . If P is consistent and closed with respect to ∼S, then:

M(P ) = max
x∈{0,1}n

⎧
⎨
⎩

1
4n

∑
y∈{0,1}n

2|I(A,x,y)|

⎫
⎬
⎭ .
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Proof. Let x, y ∈ {0, 1}n be two random input sequences. As P is consistent
with respect to ∼S , we have that I (A, x, y) = I (A′, x, y) for every A′ ∈ P . In
addition, given that P is closed under ∼S , there are 2|Q|−(n−|I(A,x,y)|) automata
A′ in P such that ΩA′(x) = ΩA′(y). Therefore, for a random automaton A′ ∈ P ,
we have:

Pr (ΩA′(x) = ΩA′(y)) =
2|Q|−(n−|I(A,x,y)|)

2|Q| =
2|I(A,x,y)|

2n
. (1)

Now, define the event Ex that ΩA′(x) = ΩA′(c) for a random input sequence
c ∈ {0, 1}n and a random automaton A′ ∈ P (as in Proposition 1). Hence, by
the law of total probability we have:

Pr(Ex) =
∑

y∈{0,1}n

Pr(Ex | c = y) Pr(c = y). (2)

But, Pr(c = y) = 1
2n and Pr(Ex | c = y) = 2|I(A,x,y)|/2n (see Eq. 1). Therefore,

by applying these results in Eq. 2 we obtain:

Pr(Ex) =
1
4n

∑
y∈{0,1}n

2|I(A,x,y)|. (3)

Finally, by using Eq. 3 in Proposition 1 we obtain the expected result. ��
Lemma 2. Let P be a layered protocol with n > 0 rounds and A any automaton
in P . If P is consistent and closed with respect to ∼L, then:

M (P ) =
1
8n

∑
x,y∈{0,1}n

2|I(A,x,y)|.

Proof. For every x ∈ {0, 1}n, we define the event Ex that ΩA′(x) = ΩA′(c)
for a random automaton A′ ∈ P and a random input sequence c ∈ {0, 1}n. Let
{P1, P2, . . . , Pk} be the equivalence classes of P with respect to ∼S , i.e., ∀B,B′ ∈
P : B ∼S B′ =⇒ ∃i ∈ {1, . . . , k} : B ∈ Pi ∧ B′ ∈ Pi. Since P is consistent
and closed with respect to ∼L we derive that ∀i, j ∈ {1, . . . , k} : |Pi| = |Pj |.
Moreover, for every i ∈ {1, . . . , k} the protocol defined by the set of automata
Pi is consistent and closed with respect to ∼S .

Let x be a sequence in {0, 1}n and r ∈ {1, . . . , k} such that A ∈ Pr and let
A′ be a random automaton in P . According to the law of total probability we
have:

Pr(Ex) =
k∑

i=1

Pr(Ex|A′ ∈ Pi) Pr(A′ ∈ Pi) =
1
k

k∑
i=1

Pr(Ex|A′ ∈ Pi). (4)

Consider the sets Ri =
{

y ∈ {0, 1}n | ∀j ≤ n : δ̂r(x1 · · · xj) = δ̂i(y1 · · · yj)
}

, for
every i ∈ {1, . . . , k}, where δi is the common transition function of the automata



146 S. Mauw et al.

in Pi; remark that Pi is consistent and closed with respect to ∼S . Thus, for every
i ∈ {1, . . . , k} and every y ∈ Ri, we have:

Pr(Ex|A′ ∈ Pi) = Pr(Ey|A′ ∈ Pr). (5)

Therefore, by iterating i over {1, . . . , k} and y on the corresponding Ri, we get:

k∑
i=1

∑
y∈Ri

Pr(Ex|A′ ∈ Pi) =
k∑

i=1

∑
y∈Ri

Pr(Ey|A′ ∈ Pr). (6)

Let Cy = {i ∈ {1, . . . , k} | y ∈ Ri} for every y ∈ {0, 1}n. By symmetry, |Ri| =
|Rj |, ∀i, j ∈ {1, . . . , k} and |Cy| = |Cz|,∀y, z ∈ {0, 1}n. Let t = |Ri| and c = |Cy|.
The left-hand and right-hand sides of Eq. 6 are respectively equivalent to:

k∑
i=1

∑
y∈Ri

Pr(Ex|A′ ∈ Pi) = t

k∑
i=1

Pr(Ex|A′ ∈ Pi), and (7)

k∑
i=1

∑
y∈Ri

Pr(Ey|A′ ∈ Pr) = c
∑

y∈{0,1}n

Pr(Ey|A′ ∈ Pr). (8)

Thus, from Eqs. 4, 6, 7 and 8 we obtain Pr(Ex) = c
tk

∑
y∈{0,1}n Pr(Ey|A′ ∈ Pr).

But, given that Pr is consistent and closed with respect to ∼S we derive that
Pr(Ey|A′ ∈ Pr) = 1

4n

∑
z∈{0,1}n 2|I(A,y,z)| (see Eq. 3). Therefore:

Pr(Ex) =
c

4ntk

∑
y,z∈{0,1}n

2|I(A,y,z)|. (9)

Observe that the right-hand side of Eq. 9 does not depend on x, therefore
M(P ) = Pr(Ex), ∀x ∈ {0, 1}n. On the other hand,

∑k
i=1 |Ri| =

∑
y∈{0,1}n |Cy|

which gives tk = 2nc. By using this in Eq. 9 we complete the proof. ��
The closed formulas from the two lemmas above will be used in the next

section to prove that, for every layered protocol P , there exists a protocol P ′ ⊆ P
(i.e. a protocol formed by a subset of the automata in P ) such that its closure
under ∼L results in a protocol with equal or better resistance to pre-ask attacks
than the original protocol P .

5 A Protocol Transformation Towards Optimality

As pointed out in the previous section, all lookup-based protocols found in the
literature are closed and consistent with respect to either ∼S or ∼L. Both design
principles have been shown effective by comparing different protocol designs, but
it is not clear whether they must be applied in general. In this section, we give,
to the best of our knowledge, the first formal proof that those design principles
are indeed well-founded. We do so by providing a protocol transformation that
uses the closure with respect to both ∼S and ∼L, and results in a better or equal
protocol with respect to the resistance to pre-ask attacks.
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Theorem 1. Let P be a layered protocol with n > 0 rounds, then:

M(P ) ≥ M
(
P

S
)
.

Proof. Let x ∈ {0, 1}n be the input sequence selected by the adversary to query
the prover in the pre-ask session. Consider the following pre-ask strategy, for
a given z ∈ {0, 1}n and the responses from the prover y ∈ {0, 1}n: at the i-th
round, the adversary will reply to the verifier’s challenges c with the sequence
y⊕¬z. In other words, the adversary will reply with Ωz

A(c) = ΩA(x)⊕¬z, where
A is the selected automaton for the execution. Let Mz(P ) be the probability
that the adversary succeeds with z in P , i.e., Mz(P ) = Pr(ΩA(c) = Ωz

A(c)), for
a random A ∈ P and a random c ∈ {0, 1}n. Therefore,

Mz(P ) =
1

2n|P |
∑
A∈P

∑
c∈{0,1}n

D (ΩA(c), Ωz
A(c)) , (10)

where D(u, v) is 1, if u = v or 0, otherwise. Let us assume that P
S �= P ,

otherwise the theorem holds straightforwardly. Hence, Mz
(
P

S
)

= a ·Mz(P )+

b · Mz
(
P

S − P
)
, where a = |P |

∣
∣
∣P

S
∣
∣
∣

and b =

∣
∣
∣P

S−P
∣
∣
∣

∣
∣
∣P

S
∣
∣
∣

. Now, assume that P is more

resistant than P
S

to pre-ask attacks, i.e. ∀z ∈ {0, 1}n : Mz
(
P

S
)

≥ Mz (P ) and
there exists at least one value z such that the inequality is strict. Therefore,
∀z ∈ {0, 1}n : Mz

(
P

S − P
)

≥ Mz(P ) (and at least for one z the inequality is
strict). This gives us:

∑
z∈{0,1}n

Mz(P
S − P ) >

∑
z∈{0,1}n

Mz(P ). (11)

Our goal is to reach a contradiction. To do so, consider the set Bc,z of automata
A in P such that ΩA(c) = Ωz

A(c). Hence, from Eq. 10 we have:

Mz(P ) =
1

2n|P |
∑

c∈{0,1}n

|Bc,z|. (12)

Now, observe that ∀z, z′ ∈ {0, 1}n : z �= z′ =⇒ Bc,z
⋂

Bc,z′
= ∅. Besides,

∀(A, c) ∈ P × {0, 1}n : ΩA(c) = Ωz
A(c) where z = ΩA(x) ⊕ ΩA(c). This gives

that for every c ∈ {0, 1}n it holds that {Bc,z | z ∈ {0, 1}n} is a partition of
P which gives ∀c ∈ {0, 1}n :

∑
z∈{0,1}n |Bc,z| = |P |. Therefore, by applying

this in Eq. 12 we derive
∑

z∈{0,1}n Mz(P ) = 1. Analogously, we obtain that∑
z∈{0,1}n Mz(P

S − P ) = 1, which is in contradiction with the inequality in
Eq. 11. ��

A consequence of Theorem 1 is the following. If P is optimal in terms of
resistance to pre-ask attacks, then P

S

is optimal as well. This result is relevant,
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as the closure P
S

only differs from P on the distribution of the precomputed
values, while it keeps the same structure of the lookup table.

The second design principle is defined as the property of the protocol to be
consistent and closed with respect to ∼L. In the case that P is already closed
under ∼S (i.e., it satisfies the first principle), we prove, in Theorem 2 below,
that there exists a subset of P whose closure w.r.t. ∼L is at least as resistant to
pre-ask attacks as the former.

Theorem 2. Let P be a layered protocol with n > 0 rounds and {P1, . . . , Pk}
be the equivalence classes of P with respect to ∼S. Let j ∈ {1, . . . , k} such that
∀i ∈ {1, . . . , k} : M

(
Pi

L
)

≥ M
(
Pj

L
)
. If P is closed under ∼S, then:

M(P ) ≥ M
(
Pj

L
)
.

Proof. Given that P is closed under ∼S , Pi is consistent and closed with respect
to ∼S , for every i ∈ {1, . . . , k}. Now, let A be a random automaton in P . As in
Proposition 1, for every x ∈ {0, 1}n, we define the event Ex that ΩA(x) = ΩA(c)
for a random input sequence c ∈ {0, 1}n. By the law of total probability we have
that for every x ∈ {0, 1}n:

Pr(Ex) =
k∑

i=1

Pr(Ex | A ∈ Pi) Pr(A ∈ Pi). (13)

From M(P ) = maxx∈{0,1}n Pr(Ex) we deduce that M(P ) ≥ 1
2n∑

x∈{0,1}n Pr(Ex). By substituting Eq. 13 in such inequality, and inverting the
order of the sums we obtain:

M(P ) ≥
k∑

i=1

⎛
⎝ 1

2n

∑
x∈{0,1}n

Pr (Ex | A ∈ Pi)

⎞
⎠ Pr(A ∈ Pi). (14)

On the other hand, we derive from Lemmas 1 and 2 that, for every i ∈ {1, . . . , k},
1
2n

∑
x∈{0,1}n Pr (Ex | A ∈ Pi) = M

(
Pi

L
)

≥ M
(
Pj

L
)

as Pi is consistent and
closed with respect to ∼S . By applying this result in Eq. 14 and given that∑k

i=1 Pr(A ∈ Pi) = 1, we complete the proof. ��
Our protocol transformation towards optimality consists of successive appli-

cations of Theorems 1 and 2. We observe that, by only considering the structure
of the underlying graph of the automata, both transformations either preserve or
simplify a protocol. We capture this notion of structural complexity of a protocol
by the following notion of size.

Definition 8 (Size). The size of a lookup-based protocol P , denoted by S (P ),
is the number of states of the largest automaton in P .

In a nutshell, the size of a protocol is determined by the largest automaton
that can be used during a fast phase. Remark that the number of states is a
standard measure of size in automata theory.
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Corollary 1 (Optimal Trade-off). Given a positive integer number s, con-
sider the set S of layered lookup-based protocols with size less or equal than
s, i.e., S = {P ⊆ UΣ,Γ | S (P ) ≤ s}. Let O ⊆ S be the set of protocols that
are optimal in terms of resistance to pre-ask attacks, within the set S, i.e.,
O = {P ∈ S | �P ′ ∈ S : M(P ′) < M(P )}. If S is not empty, then there exists a
protocol P in O that is consistent and closed with respect to ∼L.

Proof. The proof comes straightforwardly from Theorems 1 and 2. Let P ∈ O,
from Theorem 1 we have M(P ) ≥ M(P

S

). Because S (P ) = S
(
P

S
)
, then

P
S ∈ O. On the other hand, because of Theorem 2, there exists P1 consis-

tent with respect to ∼S such that P1 ⊆ P
S

and M(P
S

) ≥ M(P1
L

). Besides,
S

(
P1

L
)

= S (P1) ≤ S
(
P

S
)

= S (P ) ≤ s. Therefore P1
L ∈ S and P1

L ∈ O. ��

Corollary 1 is a useful result towards finding an optimal layered protocol, as
it reduces the search space to the subclass of protocols that are consistent and
closed with respect to ∼L. It is worth noticing that a consistent protocol with
respect to ∼L imposes a rather strong structural property on a protocol, that is,
all the automata in the protocol are equal if we ignore the edge and state labels.
This rules out, for example, protocol composition as a technique to obtain an
optimal protocol, where a protocol composition is simply the union of the sets
of automata defining the two protocols, e.g. the union of Hancke and Kuhn’s
protocol [8] and the Uniform protocol [12].

We conclude by stressing that we have focused on non-trivial transformations
in lookup-based protocols, while there exist others that can be easily included
in our analyses. For example, the security-memory trade-off of every lookup-
based protocol can be improved by simply removing all unreachable states in
its automata representation. This consideration corresponds to a rather trivial
design principle whereby states that are not reachable from the initial state can
be removed, as they are not used in the protocol execution. Similarly, it can be
easily proven that two equivalent protocols up to isomorphism are equal in size
and resistance to pre-ask attacks.

6 Conclusions

We have studied layered protocols, a subclass of lookup-up based distance bound-
ing protocols that contains most lookup-based protocols proposed to date. Rel-
evant structural properties of this type of protocols that have been used in
previous work in a rather intuitive way, have been formalized in this article.
As a result, we developed a general security analysis that applies to all lay-
ered protocols. We have also addressed the security-memory trade-off problem
in lookup-based protocols. Our results indicate that there exists an optimal lay-
ered protocol that is consistent and closed with respect to ∼L, if an optimal
protocol exists at all. Our future work will be oriented towards finding sufficient
conditions for a layered protocol to be optimal. We plan to also extend this study
to those lookup-based protocols that are not layered.
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Abstract. Distance Bounding (DB) is a security technique through
which it is possible to determine an upper-bound on the physical dis-
tance between two parties (denoted as verifier and prover). These pro-
tocols typically combine physical properties of the communication chan-
nel with cryptographic challenge-response schemes. A key challenge to
design secure DB protocols is to keep the time required by the prover
to process the challenges and compute and transmit the responses as
low as possible. For this purpose, different implementation approaches
have been proposed in the literature, both in the analog as in the dig-
ital domain. Moreover, different types of communication channels have
been proposed as well to find an optimal balance between security and
implementation feasibility. This paper is the first to evaluate the feasibil-
ity of implementing DB protocols using quantum communication. Unlike
conventional DB protocols, which execute the rapid-bit exchanges over
a Radio Frequency (RF) or ultrasound channel, our quantum-based DB
protocol makes use of quantum-bit (qubit) transmissions and detection
during the challenge-response phase. Our protocol offers security against
distance fraud, mafia fraud and terrorist attacks. We also discuss how
to protect against some specific implementation attacks, such as dou-
ble read-out and quantum attacks, and give an overview of the main
implementation challenges as well as possible limitations.

Keywords: Distance bounding · Quantum transmission and measure-
ment · Qubits

1 Introduction

Distance Bounding (DB) protocols allow to establish an upper-bound on the
physical distance between two parties which are typically denoted as verifier and
prover. For this, DB protocols rely on cryptography and physics. For example,
RF-based DB protocols leverage on the fact that it is impossible for adversaries
to transmit signals faster than the speed of light. Brands and Chaum [1] were
the first to introduce a DB protocol to counter relay attacks in Automatic Teller
Machines (ATM) systems. Subsequently, a number of articles [2–8] has con-
tributed not only to improve or design new DB protocols, but also to implement
these protocols. There are two main families of DB protocols: those that are
derived from the protocol proposed by Brands and Chaum [1] and the ones that
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DOI: 10.1007/978-3-319-62024-4 11



152 A. Abidin et al.

are based on the protocol proposed by Hancke and Kuhn [2]. All DB protocols
have a setup and a rapid-bit exchange phase. In the setup phase, the verifier and
the prover agree or commit to some information that will be used in the next
protocol phase(s). In the rapid-bit exchange phase, which is the most difficult
phase to implement due to severe timing constraints, the verifier sends a series
of single-bit challenges to which the prover replies with single-bit responses. The
verifier can then obtain its distance to the prover by measuring the Round-Trip
Time (RTT) between sending its challenge and receiving the response from the
prover. In some DB protocols, there is also a verification phase for checking that
all protocol steps were performed using the parameters previously agreed on.

The goal of DB protocols is typically to protect against the following attacks:
(i) distance fraud, (ii) mafia fraud and (iii) terrorist fraud. In a distance fraud
attack, a dishonest prover tries to convince a verifier that it is in the verifier’s
close proximity while in reality it is far away. Mafia fraud (or relay attacks)
involve an honest prover, a verifier and a Man-In-The-Middle (MITM) adversary.
More specifically, the adversary uses a proxy-prover close to the verifier and a
proxy-verifier close to the legitimate prover to relay over a long distance the
messages exchanged between both parties. In a terrorist fraud attack, a dishonest
prover collaborates with the adversary to convince the verifier that he is in its
close proximity, while actually it is the adversary who is close to the verifier. It
is common to assume that the prover only wants to collude with the adversary
without revealing any information about its long-term secret key. This would
prevent any attempt by the adversary to use the long-term secret key to conduct
attacks at a later stage.

Our contributions. This paper investigates the feasibility of implementing
quantum-based distance bounding protocols. The main physical principle upon
which our protocol is based, is that unlike bits sent over conventional channels,
qubits cannot neither be measured without modifying their states nor be decoded
before fully receiving them. Without knowing the basis of the qubits, which the
prover and verifier agreed upon based on a shared secret key, adversaries can only
guess the qubits that are being sent. Therefore, our proposal by itself is resistant
to some of the well-known DB attacks. We also note that our proposal could
be transformed into a post-quantum DB by just replacing the PseudoRandom
Function (PRF), used in the initialisation phase, by a post-quantum PRF. Based
on a theoretical analysis, we estimate the delay introduced by each of the hard-
ware components at the prover, and conclude that our solution keeps this delay
at a reasonable level compared to other implementation approaches. Finally, we
also evaluate our scheme against some implementation-specific attacks, more in
particular double read-out and quantum attacks, and then elaborate on the main
implementation challenges and possible limitations.

Paper outline. Section 2 gives an overview of related work. Section 3 provides
the necessary background on quantum communication and qubits. Next, Sect. 4
describes our quantum-based distance bounding protocol, whereas a detailed
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security analysis of our solution is given in Sect. 5. Section 6 discusses the fea-
sibility of our proposed implementation approach. Section 7 gives concluding
remarks.

2 Related Work

The security provided by DB protocols, which measure the RTT to estimate
the distance between prover and verifier, relies on the fact that the prover is
able to process the challenge and then compute and transmit the response in
negligible time compared to the propagation time. If the verifier overestimates
the prover’s processing time (i.e., the prover can process the challenge faster),
the prover can pretend to be closer than it actually is. On the contrary, if the
verifier underestimates the prover’s processing time, the prover may not be able
to successfully execute the DB protocol with the verifier, even when it is in its
close proximity. As the processing time depends only on the prover’s hardware,
which is not under the control of the verifier, for DB protocols to be resistant
to attacks the processing time at the prover needs to be as close as possible to
zero.

Intuitively, one possibility would be to send the response over an ultrasonic
channel, provided that this channel is relatively slow compared to the processing
time at the prover. However, ultrasonic-based DB protocols are vulnerable to
worm-hole attacks [9]. This attack involves a MITM adversary who uses both a
proxy-prover and a proxy-verifier to convert the audio signal to a radiofrequency
(RF) signal (and vice versa) in order to accelerate the transmission time on the
relay channel. This would allow adversaries to extend the maximum distance
from which the verifier successfully authenticates the prover by several orders of
magnitude.

For practical realisations of DB protocols over an RF channel, the main chal-
lenge for the prover is to compute the response using a function that can be exe-
cuted significantly fast. We distinguish between two types of functions, depend-
ing on whether they are conducted in the analog or digital domain. Brands and
Chaum [1] proposed that the response sent by the prover is the result of the
XOR between the challenge and a value agreed upon between the verifier and
the prover in the setup phase. Hancke and Kuhn [2] proposed to choose a value
from two locally stored registers at the prover depending on the challenge sent
by the verifier. Although both operations are relatively simple, they require the
prover to convert the signal from the analog to the digital domain using an
Analog-to-Digital Converter (ADC), demodulate the signal to obtain the chal-
lenge bit, compute and modulate the response bit and convert the signal from
the digital to the analog domain using a Digital-to-Analog Converter (DAC).
This process typically results in a processing time delay in the order of at least
a few hundred nano seconds. This large delay allows adversaries with dedicated
hardware to successfully execute the protocol with the verifier from several dozen
meters away.

Another approach consists of computing the response by the prover based on
a function that can be directly executed in the analog domain. Rasmussen and
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Capkun proposed an analog function – which they call Challenge Reflection with
Channel Selection (CRCS) – for which the prover reflects the challenges sent by
the verifier in a specific way depending on the received challenge and the response
(i.e. the value of the register) [4]. The prover demodulates the signal to recover
the challenges only after finishing the rapid-bit exchange phase. This approach
does not introduce any delay in the time-critical rapid-bit exchange phase, while
still allows the prover to prove knowledge of the challenge bits in the last protocol
phase. However, Ranganathan et al. found that the CRCS implementation is
vulnerable to a double read-out attack, which allows an adversary to obtain
the values of the prover’s two registers simultaneously [6]. Ranganathan et al.
proposed an hybrid solution – which they call Switched Challenge Reflector
with Carrier Shifting (SCRCS) – that prevents the double read-out attack by
introducing a new digital component that disables part of the analog circuitry
after detecting the challenge [6]. However, both the analog and hybrid approaches
require complex hardware and storage at the prover.

We are the first to investigate the feasibility of implementing DB protocols
using quantum communication. The closest work to ours is the quantum-based
positioning system proposed by Buhrman et al. [10]. In their paper, multiple
verifiers interact with the prover to determine its position. In our paper, we
apply quantum techniques to DB protocols.

3 Background on Quantum Communication

In the classical (non-quantum) domain, communication can always be eaves-
dropped or copied. This is in contrast to quantum communication where the
transmitted information is encoded in non-orthogonal quantum states that can-
not be reliably read or copied, due to the Heisenberg uncertainty principle in
quantum physics. Any attempt by an adversary to eavesdrop the quantum com-
munication will introduce random errors.

Qubits. A qubit is a unit of quantum information, just as a bit (0 or 1) is the
classical unit of information. A qubit is a vector in a 2-dimensional Hilbert space

(a vector space with inner product). The basis {|0〉 =
[
1
0

]
, |1〉 =

[
0
1

]
} for a qubit

is called the computational basis, while the basis {|+〉 = (|0〉 + |1〉)/√2, |−〉 =
(|0〉 − |1〉)/√2} is called the diagonal (or the Hadamard) basis. In general, a
normalised quantum state can be expressed as a superposition of |0〉 and |1〉 as

a |0〉 + b |1〉 ,

where a, b ∈ C satisfying |a|2 + |b|2 = 1.
If we measure a qubit in state a |0〉 + b |1〉 in the computational basis (i.e.,

if the state is projected on the computational basis), then with probability |a|2
we obtain |0〉 and with probability |b|2 we obtain |1〉. If the state of a qubit is
unknown, the values a and b cannot be determined with a single measurement.
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And after a measurement, say in the {|0〉, |1〉} basis, the qubit state collapses
into |0〉 or |1〉, which is different from the original state.

Now let us take a closer look at the four states: |0〉, |1〉, |+〉, and |−〉. It is
straightforward to see that:

|0〉 = (|+〉 + |−〉)/
√

2

and
|1〉 = (|+〉 − |−〉)/

√
2.

Therefore, if the qubits |0〉 and |1〉 are measured in the computational basis (i.e.,
projected onto the {|0〉 , |1〉} basis), then the states are not disturbed; whereas
the measurement in the Hadamard basis destroys the state, since in this case |+〉
and |−〉 are obtained with equal probability. Similarly, if the qubits |+〉 and |−〉
are measured in the Hadamard basis, then the states are not disturbed; whereas
the measurement in the computational basis destroys the state, since in this case
|0〉 and |1〉 are obtained with equal probability. It is exactly this principle that
we will use in our protocol.

More specifically, in our proposal we make use of these four states, which are
usually called the BB84 states in quantum key distribution (QKD) [11]. Namely,
we propose to implement the rapid challenge-response phase of a DB protocol by
employing qubits, as opposed to the classical approach using RF signals or ultra-
wide-band (UWB) pulses. These four states correspond to different polarisations
of photons. These photons are sent from prover to verifier, or vice versa, via
laser beams. The states |0〉 and |1〉 respectively correspond to horizontally →
and vertically ↑ polarised photons, while the states |+〉 and |−〉 to ↗ and ↖
polarised photons. The qubit |0〉 or |+〉 is used to encode the classical bit value 0
and |1〉 or |−〉 the value 1. The qubits are measured either in the computational
or the Hadamard basis. In what follows, we let 0 to denote the computational
(+) basis and 1 the Hadamard (×) basis (Table 1).

Table 1. An encoding rule. In our proposal, the value 0 corresponds to the computa-
tional (or simply + basis), and 1 to the Hadamard (or simply ×) basis.

Data Computational (or +) basis Hadamard (or ×) basis

0 |0〉 (i.e., →) |+〉 (i.e., ↗)

1 |1〉 (i.e., ↑) |−〉 (i.e., ↖)

4 Our Quantum-Based Distance Bounding Protocol

Our approach is based on the exchange of polarised photons. Similarly as in
the DB protocol of Hancke and Kuhn, the prover and verifier first execute a
setup phase in which random nonces are exchanged. Based on these nonces and
a shared secret, both parties compute the output a of a PseudoRandom Func-
tion (PRF). During the rapid-bit exchange phase, the verifier encodes randomly
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chosen challenge bits into polarisation states of photons in the bases determined
by the bitstring a.

For example, if ai = 0, then a challenge bit 0 would be encoded as the →
photon, whereas a challenge bit 1 would be encoded as the ↑ photon. Similarly,
if ai = 1, then a challenge bit 0 would be encoded as the ↗ polarised pho-
ton, whereas a challenge bit 1 would be encoded as the ↖ polarised photon. If
a = 01011 and the challenge bits are 10010, then a series of photons polarised
as ↑, ↗, →, ↖, ↗, respectively, will be sent by the verifier. The prover then
decodes the photons in the bases determined by the PRF output (denoted as a)
and sends its responses as photons that encode the decoded results in the bases
determined by the bits of a. Since the encoding and decoding bases are the same,
the verifier receives photons in the same polarisation states as the ones that were
sent. From the RTT of the photons, the verifier calculates an upper-bound on
the physical distance between itself and the prover.

This is similar to QKD, except that now the two communicating parties use
the same bases as opposed to the randomly chosen bases in the case of QKD.
An adversary would need to guess what encoding basis is used to successfully
intercept and decode the verifier’s signal and then send the result back to the
verifier. Therefore, there is a 50% chance that the adversary guesses wrong.
Thus, as a consequence of the quantum uncertainty principle, the adversary will
destroy the information encoded by the verifier and render the received responses
uncorrelated to the challenges that are sent.

A schematic description of a DB protocol employing the aforementioned tech-
nique, using polarised photons, is given in Fig. 1. As can be seen, during the
challenge-response phase, instead of sending and receiving classical challenge-
response pairs, the verifier sends and receives quantum challenge-response pairs.
As long as the prover is the legitimate prover with whom the verifier computed
a = fxp

(Nv, Np), the verifier always receives photons that are in the same polari-
sation states as the ones that are sent, since the photons are encoded/decoded in
the same bases determined by the bit values of a. The prover stores the decoded
bits in a register c and uses them during the verification phase. In this third
phase of the protocol, the prover computes a MAC on the ID of prover and
verifier, the nonces exchanged in the setup phase, and the bitstring c. This last
step is critical for security. Without the prover sending a MAC in the verification
phase, an adversary could just reflect all the photons back to the verifier without
actually performing any measurements at all.

To summarise, the main components needed for our solution are an encoder,
a decoder, and a data processing unit. The encoder consists of a tuneable
polariser which polarises incoming photons or laser pulses. The incoming pulses
are polarised according to the previously mentioned encoding rule, e.g., c = 0
is encoded as ↖ polarised photon if the corresponding register value is 1. The
decoder consists of a detector and a data processing unit. The detector measures
the photons in + basis if the register value is 0 and in × basis if the register value
is 1. The data processing unit analyses the measurement result and outputs 0/1.
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Fig. 1. Example of a quanutm-based DB protocol using polarised photons in the rapid-
bit exchange phase. It should be noted that each challenge is sent only after the verifier
received the response to the previous challenge.
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5 Security Analysis

This section analyses the resistance of our protocol to distance fraud, mafia fraud
and terrorist fraud attacks. In addition, we identify two implementation-specific
attacks, and show how to prevent them. We also present some of the possible
limitations when realising quantum-based DB protocols.

5.1 Protocol Analysis

Distance fraud attack. A dishonest prover can attempt to shorten the dis-
tance to the verifier in several ways. The adversary can either (i) predict the
challenge, (ii) reply before fully receiving the challenge (i.e. lower the process-
ing delay by replying too early) or (iii) try to reduce the processing delay by
using more sophisticated hardware components. However, as the verifier chooses
its challenges at random, if the adversary opts for sending its response before
receiving the challenge, he can guess the challenges sent by the verifier only with
probability (1/2)n. Furthermore, due to the properties of qubits, it is impossible
for adversaries to learn their value before fully receiving them. This is in contrast
with conventional RF-based systems, where one can learn the value of a bit by
only partially decoding the received signal [12].

The existing distance bounding implementations provide processing time
delays at the prover in the order of 1–100 ns. Figure 2 shows the hardware com-
ponents used by the verifier and the prover in our proposal. We estimate that
the processing delay at the prover will be approximately 10 ns, as this is typically
the usual delay in practical QKD implementations. Thus, an adversary can (at
best) shorten the distance by 3 m. While our proposal introduces a processing
time delay that is slightly higher than some of the analog and hybrid solutions,
it decreases the hardware complexity of the system.

Mafia fraud attack. Adversaries can follow two different strategies to perform
mafia fraud attacks: (i) early-detect and late-commit or (ii) replay-and-forward.

The early-detect and late-commit attack can be divided into four steps: (i)
early-detect the challenge from the verifier, (ii) forward the challenge to the
prover, (iii) early-detect the response from the prover and (iv) forward the
response to the verifier. However, our solution by itself is resistant to this attack,
since it is impossible for adversaries who do not know the correct basis to mea-
sure the photons without modifying their states.

In the replay-and-forward attack, the adversary reflects the challenge to the
verifier while still being able to forward the challenge to the prover. To perform
this attack, the adversary would have to use a Photon Number Splitter (PNS).
It is important to point out that this attack, which is analogous to PNS attacks
on QKD implementations, can only be conducted if the challenge contains more
than one photon per pulse. In that case, the adversary could reflect one photon,
and decode another photon in the same pulse. The goal of the adversary is to
convince the verifer that the prover decoded and encoded the photon correctly.
Since our protocol has a verification phase where the prover proves knowledge of
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Fig. 2. High-level schematic description of our quantum-based approach during one
challenge-response round. The verifier selects a random challenge bit c, encodes it
into a polarisation of a photon emitted from the photon source (Laser) in the basis
determined by the first bit of the Register, and starts the clock. The prover decodes the
photon in the basis determined by the first bit of the Register and obtains c′, which is
then encoded into a polarisation of a photon emitted from the prover’s photon source
(Laser) in the same basis used for decoding. The prover also stores c′, which will be
used later in the verification phase. The verifier decodes the incoming photon in the
basis previously used to encode the challenge bit and obtains c′′, stops the clock, and
checks whether c′′ = c. This process is repeated as many times as the number of bits
in the Register. If the number of rounds in which c′′ = c is above a threshold, then the
verifier can use the maximum of all the RTT to compute the physical distance of the
prover.

the challenges sent by the verifier, the adversary needs to forward the challenge
to the prover as well. To prevent this attack, one has to avoid that photons in
a pulse can be splitted. Therefore, it is necessary to use efficient single-photon
sources in the design, and hence select the most appropriate laser source.

Assuming the photon splitting attack is prevented by the selection of the laser
source, the mafia fraud attack succeeds with probability

(
3
4

)n, i.e. an adversary
can pre-ask the prover for responses – if he guesses the pre-asked challenge
correctly he always wins the round, otherwise he needs to guess the response
with probability

(
1
2

)
.

Terrorist fraud attack. In the literature, protocols that are terrorist-fraud
resistant are all based on a similar design approach [13]. Therefore to make our
protocol terrorist-fraud resistant, one needs to implement a response function
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where the prover’s key is revealed if the prover discloses all the possible responses
(i.e. the outputs of the PRF) to the adversary. To achieve this, the register (a in
our protocol) is constructed as follows. The first half of the register is the output
of the PRF, while the second half is the XOR of the first half with the shared
long-term key. This way, the adversary would learn the prover’s secret long-term
key if the register a would be shared with him. As a result, the prover can share
only half of the registers with the adversary, meaning that the adversary knows
half of the responses and needs to guess the rest. The success probability for
terrorist fraud is therefore

(
3
4

)n.

5.2 Implementation Attacks

No-photon attack. Most lasers typically emit a small number of photons per
pulse (e.g. 0.3 photons per pulse) that are distributed according to a Poisson
distribution. As a result, most pulses have no photons, some others contain 1
photon, and only a few contain 2 or more photons. We can distinguish between
three types of situations for each of the protocol rounds: (i) when a single photon
is sent per pulse, (ii) when two (or more) photons are sent per pulse and (iii)
when no photon is sent per pulse. The first case will not be studied further since
it is the ideal case and does not introduce any security problems. The second
case is relevant to perform mafia fraud attacks and is explained above. In the
third case, the adversary does not need to send any response at all. This would
drastically reduce the security level of the protocol, since the adversary wins in
all rounds where no pulses are being sent. To overcome this limitation, one could
increase the number of rounds of the protocol, to ensure that there are sufficient
rounds with at least one photon being exchanged.

Double read-out attack. The goal of this attack is to exploit the specific
implementation of the DB protocol to obtain the values of the two registers of
the prover. A similar attack could be performed on our scheme to obtain the
bases being used by the prover and the verifier. The adversary could recover
the basis being used only if the prover would reuse a basis to measure different
challenges and responds to each of these challenges. In practice, the attack would
work as follows: the adversary first lets the prover and the verifier start executing
the protocol and exchanging the nonces. The adversary then follows a pre-ask
strategy, it first executes the rapid-bit exchange phase with the prover to obtain
the basis being used and then executes the protocol with the verifier. For this,
the adversary first encodes a photon using a basis (chosen at random) and sends
it to the prover. The idea is that the adversary exploits the implementation
of the protocol by sending multiple photons, using the same base, during one
round of the protocol. We can distinguish between two situations depending
on whether the adversary has guessed the basis used by the prover. If so, then
all the challenges (i.e. photons) sent during the same round will be decoded
correctly by the prover, and all the responses will be equal to the challenges. If
the guess was wrong, the prover encodes the bits using the wrong basis, and will
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obtain random bits for each of these challenges. The adversary will notice that
the responses are not equal, and hence the wrong basis was used.

The key aspect of this attack is that the adversary could send multiple chal-
lenges during a single round. To prevent this type of attack, the prover needs to
have a reliable detector that updates its setting after measuring the challenges
(i.e. switch to the basis of the next round) and hence avoids basis reuse in a
single round.

6 Feasibility Analysis

Our proposal is similar to the quantum transmission and measurement phase of a
BB84 type QKD protocol. The only difference is that in our case the preparation
and measurement bases for the qubits are kept secret, while they are publicly
announced in QKD. QKD has long been successfully implemented, and there
are even commercially available QKD products. Since the QKD setup for the
quantum transmission and measurement can be used as is to experimentally
realise our proposal, the feasibility of our proposal is not an issue. However, we
are interested in keeping the actual processing delay at the prover as low as
possible. While the actual experimental demonstration is beyond the scope of
this paper, based on the experimental results on QKD we estimate that the delay
can be around 10 ns. In future work, we want to perform experiments using the
QKD setup to validate the short processing delay of our proposed solution.

The three main components on both the prover and verifier sides are a single
photon source, a single photon detector, and a data processing unit. All of these
components are available on the market.

7 Conclusions

This paper has investigated the feasibility of implementing distance bounding
protocols based on quantum communication. We proposed a quantum-based
distance bounding protocol that uses a function to compute the prover’s response
based only on knowing the basis to measure the quantum bits. We analysed its
security against various attacks and gave a theoretical analysis of the processing
delay at the prover.
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Abstract. During the past decade, cybersecurity threats have drawn
everyone’s attention and it’s becoming a national priority in many lead-
ing countries. With the development of sophisticated mobile technology,
mobile (contactless) payment insecurity, which may cause huge financial
losses, is now becoming a serious threat to our daily life. During the
holiday season in 2013, China’s most welcome mobile payment system
provider - Alipay - lost over 20 GB worth of customer data in a secu-
rity breach, which affected at least 15 million customers. Even though the
company has promised to evaluate the security of the system and to take
necessary measures to protect customer’s data, are we still safe with the
payment? In this paper, we investigate several security vulnerabilities for
Alipay wallet, which may cause individual’s personal data and financial
losses. This is due to not only less regulation by authorities but also the
failure of enabling secure proximity authentication during mobile pay-
ment. By going through these surprising vulnerabilities, we come up with
some ideas on how to combat them and show how to enhance the mobile
payment security by enabling proximity authentication before monetary
transactions.

Keywords: Mobile payment · Alipay wallet · QR code · Security

1 Introduction

The recent burgeoning digital economy is changing how we work, interact, and
live. Various practices that will impact the way of how people doing business
and adapt in a world of profound digital transformation. In the meantime, the
rapid growth of the on-demand economy, or sharing economy, has brought great
attractions to individuals for collaborative consumption. Unlike traditional rent-
ing which measures mainly to transform a cash-flow stream in time, sharing
c© Springer International Publishing AG 2017
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happens contingent on a realized need [1,2]. Likewise, the mobile ecosystem on
which the sharing economy relies has been one of the most successful markets
in recent years [3,4]. Tens of thousands of mobile apps have been developed
in various app markets such as Google Play Store and Apple App Store. The
demand for mobile apps keeps increasing in the sense that billions of people are
adopting smartphones and tablets as their main Internet devices. This successful
two-sided market is opening up a post-PC era in the IT industry [5].

Founded in 2010, Uber has enabled peer-to-peer sharing of riding seats, cur-
rently boasting over 300 cities in 58 countries and has a market capitalization of
over 40 billion US dollars in 2015 [18]. In China, Uber extends its partnership
with Alipay to provide one-stop cashless mobile payment services. Recently, two
tech giants even expand the partnership to facilitate payment in RMB when
using Uber outside China. However, while people enjoy these sharing services
through the mobile ecosystem, the concerns for providing security and protect-
ing personal privacy when conducting monetary transactions via mobile platform
remain a big challenge.

In this paper, we investigate several security vulnerabilities for Alipay wallet,
which may cause individual’s personal data and financial losses. This is due to
not only less regulation by authorities but also the failure of enabling secure
proximity authentication during mobile payment. We also suggest some ideas
on how to combat those vulnerabilities and show how to enhance the mobile
payment security by enabling proximity authentication before monetary trans-
actions. This paper sheds some light on the design and analysis of secure mobile
payment solutions.

2 Mobile Payment Ecosystem

As per [16], a successful mobile payment ecosystem needs to have five compo-
nents: (1) mobile payment at the POS (Point-of-Sale), (2) mobile payment as the
POS, (3) mobile payment platform, (4) independent mobile payment system, and
(5) direct carrier billing. In addition to five traditional payment entities (Card-
holder, Merchant, Acquiring bank, Issuing bank, Card associations), two new
entities are introduced (Mobile Network Operator and Mobile Payment Service
Provider). According to Juniper Research report that global mobile payments
to reach USD 3.6 trillion in 2016, up from USD 3 trillion on 2015, resulting in a
20% increase [17]. Figure 1 shows a modern process of mobile payment ecosystem
for monetary transactions. There are total seven entities involved in the system.
This ecosystem also allows one user to transfer money to another user within
this mobile payment system, where the whole process only involves card and
smartphone holders and the designated mobile payment service provider. The
most famous example would be the red pocket of Alipay wallet.

2.1 QR Code

QR Code (Quick Response Code) has gained popularity in our daily life with a
broad range of advantages for various applications, such as the venue booking,
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polling, and classroom teaching. Recently, QR Code has been used in mobile pay-
ment in China. A QR Code is actually a 2-D machine-readable “codes” usually
consisting of a matrix of various size black and white “square dots” as shown
in Fig. 2a. It encodes simple-to-read data (e.g. a link to a website or a short
alphanumeric text) that can be read and displayed by a mobile device and can
hold more than 3 kb of data. It was invented by Denso Wave in Japan back
to 1994 for supply chain purpose with the main focus on tracking automotive
parts during the production process. The production and deployment of a QR
Code are so cheap that many organizations use QR Codes as their medium of
choice in advertising to attract potential customers. In Hong Kong, QR Codes
have been adopted in classroom teaching, where instructors can get an instant
feedback from students [21].

2.2 Security Challenges

Recently, QR codes have been misused as phishing attacks where attackers
encode malicious links into the codes to redirect users to phishing websites [19].
Figure 2 shows an example of QR Code individual module modification (phish-
ing) attack, where an attacker modifies the original QR code to a malicious City
University of Hong Kong website.
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Fig. 2. (a) www.cityu.edu.hk (b) www.c1tyu.edu.hk

However, this is only a tip of the iceberg. In March 2014, the Chinese cen-
tral bank suspended any mobile payments initiated through QR codes amid
security and privacy concerns regarding the identification process and govern-
ment regulation involved during the transactions [20]. The central bank’s edict
has an immediately large impact on China’s largest third-party mobile-payment
provider: Alipay wallet. Although mobile cashless payment has gained lots of
popularity in many regions primarily due to its convenience, it also faces many
challenges for security and privacy. Not only for individuals but also becoming a
matter of national security. A nation’s economic prosperity and national security
depend on its commitment to securing healthy and highly reliable financial sys-
tem. However, a number of mega security breaches and cyberattacks have put
serious cybersecurity threats in Hong Kong. In 2014 alone, Hong Kong Com-
puter Emergency Response Team Coordination Centre received 3,443 reports of
security incidents, with a sharp increase of 103% over 2013 [6].

To curb mobile and cybersecurity threats to the financial system, Hong Kong
Monetary Authority (HKMA) has mandated every bank to incorporate two-
factor authentication for online transactions in 2005 to tackle identity theft [9].
Recently HKMA also initiated a new payment method –e-Cheque– to replace old-
fashioned paper-based cheque and has already rolled out in the first quarter of
2016 [8]. e-Cheque is facing a challenge similar to Bitcoin on double spending, and
thus its digital signature is verified by a centralized presentment entity. Almost
at the same time, China’s tech giant, Alipay, has infiltrated into Hong Kong’s
mobile payment market. With a large number of customers in mainland China,
Alipay has partnered with many sharing services to provide easy-to-use mobile
payment solutions, e.g., Uber, DiDi Taxi, group buying services. The concept
and practice of mobile sharing economy have been fast becoming a mainstream
phenomenon across China. Meanwhile, researchers are now beginning to weigh
in with the deeper analysis in terms of security and privacy, which turn out
to be one critical area of argument when conducting mobile-based monetary
transactions.

3 The Alipay Wallet

In this section, we first give a brief introduction of how the Alipay wallet works
in Sect. 3.1 and some security vulnerabilities when using Alipay wallet QR Code
payment in Sect. 3.2.

www.cityu.edu.hk
www.c1tyu.edu.hk
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Unlike Apple Pay, which implemented the new EMVCo tokenization specifi-
cation [15], Alipay wallet is using QR Code to conduct the payment, as shown in
Fig. 3. By linking bank cards to the Alipay wallet, a user can top up the wallet
balance by transfer money from the linked bank cards. The payment can be done
by generating a one-time QR Code and scanned by merchant’s EFTPOS.

A certain number of mobile payment apps across different countries in various
app stores are certainly innovating the way of new payment philosophy. Besides
Alipay, there exist some mobile payment applications are also using QR codes,
such as WeChat1, PayCash2, LevelUp3, and GO4Q4, which all apply the QR code
in traditional commercial settings. The QR Code payment is gaining popularity
fast in mainland China due to its low entry barrier and convenient for consumers
as compared to the traditional on-the-go payment methods.

(a) (b) (c) (d)

Fig. 3. Alipay wallet

3.1 Payment Process for Alipay Wallet

The layout of Alipay wallet is shown in Fig. 3a–d. The users can check their
balance and top-up money to the wallet by linking one or more debit/credit
cards (Fig. 3b–c), or authorize Alipay wallet to direct deduct money from the
debit/credit cards (Fig. 3c).

To make a payment at the merchant, simply tap the “Pay” button in Fig. 3a
to generate a one-time 1-D barcode and a 2-D QR Code (in Fig. 3d), both of
which are associated with an 18-digit number that is the identification number
for this particular transaction. After merchant’s EFTPOS scans the QR Code,
the payment can be made instantly.

The payment is designed in such a way that users do not have to input
any password or enable NFC on their smartphone. Alipay claims that once the
1 https://pay.weixin.qq.com, accessed at: 10/15/2016.
2 http://www.paycash.eu/, accessed at: 10/15/2016.
3 https://www.thelevelup.com/, accessed at: 10/15/2016.
4 http://go4q.mobi/, accessed at: 10/15/2016.

https://pay.weixin.qq.com
http://www.paycash.eu/
https://www.thelevelup.com/
http://go4q.mobi/
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QR code is scanned, the Alipay wallet will verify its source before carrying out
payment instructions and sensitive user’s information is stripped. Moreover, the
QR code that was scanned by the EFTPOS will be encrypted and signed by
RSA signature. The final payment process can only be made through Alipay’s
backend servers. The developer platform for any interested party who wants
to incorporate Alipay API to their payment interface does not disclose further
information on how this payment process actually proceeds. However, we will
show in next section that the aforementioned claim is actually too strong to
provide minimum security protection against customers’ security and privacy
concerns.

3.2 Security Vulnerabilities with Alipay Wallet

At the beginning of 2014, the high profile of clampdown of QR code payment by
China’s central bank amid security and privacy concerns has spark controversy
on the design of this new technology, which may lead to security issues. In order
to speed up the payment process, many apps allow a small amount of payment to
bypass authentication so that anyone with possession of a smartphone can make
the payment without proving he/she is the true owner or the account holder.

Online QR code Fraud Case. There has been an online fraud case in China
during the holiday season in 2014 that exhibits the weakness of QR code pay-
ment. The attack is described as below:

1. A user with an Alipay wallet account goes online shopping via smartphone
and gets ready to pay for an item.

2. The online shop shows a QR Code next to the payment screen claiming it’s
like some kind of cash rebate (e.g., the customer can claim back a certain
amount of money after scanning this QR Code).

3. The user snaps the QR code without any suspicious and the data embedded
within the QR code redirects the user to quietly download a piece of malware
even without asking for user’s permission.

4. The malware abuse the “Password Reset” feature of the user’s Alipay account
and reset his/her password by forwarding the password reset SMS to the
attacker’s phone instead.

5. As a result, the attacker got user’s Alipay account and stole RMB 39,000
(approx USD 6,000).

Although this attack is not directly to the QR code payment, it shows the
potential risk of using any uncertified QR code which could lead to unexpected
threats. This type of attack on a smartphone is known as “attagging”, where
the victim even does not know his money was stolen from the Alipay wallet.

Some Takeaways for Alipay Wallet

1. Alipay wallet supports offline QR code payment, which means a smartphone
without Internet connection can make payment by showing the QR code to
the merchant EFTPOS for scanning. The user may receive an SMS showing
how much money was deducted after this transaction.
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2. Each generated QR code is acting like a “one-time pad” and its “TTL” is
60 s. The QR code cannot be used more than once, regardless the payment is
successful or not.

3. Enforced from Version 9.2 onwards, the payment screen which shows gener-
ated QR code cannot take screenshot due to a “FLAG SECURE” method by
Android.

No Authentication before/after Scanning QR Code. We have successfully
conducted an attack by taking a photo of newly generated QR code from phone
A installed with Alipay wallet (Fig. 4), and use the photo stored in phone B
without Alipay wallet (Fig. 3d) to make the payment. This attack demonstrates
the contradiction claims made by Alipay that it will first verify the source of QR
code and its integrity before carrying out payment instructions.

Fig. 4. Photo taken from another phone

Attack on Rooted Android Phone. Since Alipay 9.2, it blocks the screenshot
in the payment screen due to a “FLAG SECURE” method in onCreate() and before
setContentView as shown in Listing 1.1. According to Android, this window flag
will treat the content of current window as secure, preventing it from appearing
in screenshots or from being viewed on non-secure displays. However, Listing 1.1
shows how to remove FLAG SECURE to enable screenshot.

Listing 1.1. Set/Clear Window Flag.

Window win = getWindow();
win.addFlags(WindowManager.LayoutParams.FLAG SECURE); //Set Flag Secure

win.clearFlags(WindowManager.LayoutParams.FLAG SECURE); //Remove Flag Secure

Without a rooted phone, it is almost impossible for anyone to remove this
flag. However, according to a report by Tencent in 2014, the rooted Android
phones in China comprised of 27.44% of all Android phones [7]. With a rooted
phone, it is possible to remove this flag by installing a Xposed framework and
a DisableFlagSecure module to disable “FLAG SECURE” on Android system-wide
(Fig. 5 shows an unrooted phone installed with the framework and module). This
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(a) (b)

Fig. 5. Xposed framework and DisableFlagSecure module

lets the user take screenshots and do screen capture even without notifying the
user. Therefore, by launching a similar attack above, but instead first try to
detect whether victim’s phone is rooted or not, and then install the framework
and module on victim’s phone without victim’s consent. Now the attacker has
unlimited access to victim’s Alipay wallet and takes screenshots without the
knowledge of the victim. As we demonstrated above, anyone can bring the newly
generated QR code within one minute to make the payment.

4 Ideas on Possible Solutions

We believe above mentioned vulnerabilities are very serious design flaws in terms
of security and privacy concerns. We hereby present some ideas on possible
solutions to combat these vulnerabilities.

4.1 Visual Distance Bounding with QR Code

This idea is inspired by a set of state-of-the-art proximity-based authentication
protocols proposed by prominent researchers [10–14]. A distance bounding pro-
tocol is the combination of distance checking and authentication. It would be
perfect to be executed before monetary transaction initiated by QR code. Our
idea goes as follows:

1. Each Alipay wallet user is in possession of a secret key x but, for the purpose of
forward security, the secret key is updated each time a new one-time 18-digit
random number (this random number, r) is generated and securely stored in
the wallet, e.g., x = Enc(x, r).

2. The user taps to generate this random number ready for the payment.
3. The Alipay wallet uses this random number as a session key sk to hash the

user’s secret key x by a one-way collision-resistant hash function and generate
a fixed n-bit output for distance bounding.
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4. The payment terminal runs the distance bounding protocol with user’s Alipay
wallet via a designated wireless channel.

5. If both user’s distance and authenticity are verified by the payment terminal,
the payment can be done instantly.

Steps 1–5 can effectively prevent the attack described in Sect. 3.2, while there
still exist several challenges with this approach. In a real-life implementation,
the communication between the payment terminal and the smartphone would
be challenging. In the current setting, the communication is limited to capturing
a QR code since no authentication or distance checking is performed. However,
a stable and reliable network connectivity is essential for executing a distance
bounding protocol.

4.2 One-Time Password

When a user makes a transaction with Alipay wallet, a one-time password via
an SMS will be sent to user’s registered mobile phone. The user is then required
to verify transaction details and input this unique password to complete the
transaction. The drawback of this approach would be slowing down the payment
process in the sense that an SMS may be delayed/lost because of the traffic of
the mobile network.

5 Concluding Remarks

In this paper, we investigated several security vulnerabilities for Alipay wallet
and suggest some possible solutions to fix them. We believe that these vul-
nerabilities are mainly due to the failure of enabling proximity authentication
during mobile payment with Alipay wallet. We also showed how to enhance
the mobile payment security by enabling proximity authentication before the
monetary transactions.
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Abstract. Privacy and anonymity on the Internet have become a seri-
ous concern. Even when anonymity tools like Tor or VPNs are used, the
IP and therefore the approximate geolocation from which the user con-
nects to such a service is still visible to an adversary who controls the
network. Our proposal µProxyaims to mitigate this problem by provid-
ing a relay of user-controlled hardware proxies that allows to connect to a
(potentially public) network over a large physical distance. One endpoint
is connected to a public Wifi hotspot, while the other end connects (over
a chain of relay nodes) to the user’s computer. µProxy uses a lightweight
protocol to create a secure channel between two endpoint nodes, whereas
the communication can be routed over an arbitrary amount of relay
nodes. The employed cryptography is based on NaCl, using Curve25519
for the key exchange as well as Salsa20 and Poly1305 for authenticated
payload encryption. µProxy tunnels TCP/IP connections and can there-
fore be used to secure and anonymize existing, unprotected protocols. We
implemented µProxy on the ESP8266, a popular Wifi microcontroller,
and show that µProxy incurs a latency of 20.4 ms per hop under normal
operating conditions.

Keywords: Privacy · Anonymity · ESP8266 · Secure channel · Protocol
implementation · Wireless networks

1 Introduction

In recent years, anonymity and privacy on the Internet has gained increasing
attention. In a “post-Snowden” world, many seek to avoid ever growing govern-
ment observation, be they political dissidents or simply concerned citizens. An
important privacy leak is that a user’s geolocation can be associated with their
public IP address, giving the adversary an approximate real-time location. Often,
this information is enough for an adversary to begin closing in, employing tra-
ditional methods to improve this approximation and eventually locate the user.

Current anonymity technologies, such as The Onion Routing Project (Tor) [5]
or Virtual Private Network (VPNs) aim to address this by relaying traffic
through one or multiple third party nodes. This prevents an adversary from
knowing both the true source and destination of a packet. This method is effec-
tive in separating a user from the sites they are browsing, however does little to
c© Springer International Publishing AG 2017
G.P. Hancke and K. Markantonakis (Eds.): RFIDSec 2016, LNCS 10155, pp. 175–187, 2017.
DOI: 10.1007/978-3-319-62024-4 13



176 D. Cox and D. Oswald

guard their location—an adversary still sees Tor or VPN traffic originating from
the user’s Internet connection, and can still pinpoint the respective person.

Therefore, a system is required that severs this association between public IP
and actual location. In this paper, we present µProxy as a low-cost solution to
this problem. µProxy achieves the goal of location anonymity using an arbitrary
number of interconnected Wifi nodes that form a relay. The relay spans between
the user and the network to which they wish to anonymously connect, e.g., a
public Wifi hotspot. Traffic appears to stem from the final device in the relay,
rather than the user. Attempts to trace the user’s IP address will only lead
to the relay endpoint. Further tracking requires locating an arbitrary number
of (potentially covert) nodes, thus yielding an exponentially expanding search
radius. Such a search is beyond the capability of all but the most well equipped
and dedicated adversary and, in can case, cannot be conducted quickly.

1.1 Related Work

In the research area of unlinking a user’s IP from his geolocation, two notable
efforts have been made: The first is ProxyHam [4], a project that attempted to
do so by providing a device forwarding Wifi connections over a 900 MHz Radio
Frequency (RF) link. The unit (with an approximate cost of USD 200) could
operate up to a maximum range of 2.5 km, which the developers stated would
be sufficient to disrupt any physical search, should the IP be traced. The project
was unexpectedly discontinued shortly before its debut at Defcon 2015 [10].

ProxyGambit is a reincarnation of ProxyHam. The project seeks to improve
upon its predecessor by providing greater range and potentially global availabil-
ity [13]. This is achieved via the addition of a 2G Global System for Mobile Com-
munications (GSM) connection as a low-speed alternative when the 900 MHz link
is unavailable. The project itself is in the prototype stages, and is not yet a single
unit. The cost for building the device totals USD 234. ProxyGambit is, by the
creators own admission, “an insecure, bare bones proof of concept”, that is not
in active development [13].

Tor [5] and VPN services represent the current defacto anonymity mecha-
nisms on the Internet. As described, they effectively prevent an attacker from
knowing both the source and destination of a given connection. Tor or VPNs
allow a user to access online material without revealing that they have done so.
Such tools are critical when the remote resources being accessed by a user are
sensitive or censored. However it does little to hide that the user has connected
to Tor itself, as the produced traffic is identifiable. In cases where the use of
such privacy tools are grounds for suspicion or even prosecution, this is a serious
problem. This, combined with the lack of location privacy are weakness in the
Tor project.

1.2 Contribution and Outline

µProxy attempts to improve on the existing relay solutions (ProxyHam and
ProxyGambit) outlined above by prioritizing size and affordability at the expense
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of range per module. We use a widely available, low-cost Wifi microcontroller,
the ESP8266 (ESP) [8,9], for which ready-made modules (cf. Fig. 1) can be
bought for less than USD 3 per unit. Both relay and endpoint connections are
then established over Wifi, which removes the need for a second band support
(e.g. GSM or 900 MHz RF). This vastly reduces unit cost and form factor, and
hence potentially allows covert deployment. For example, an ESP module could
be hidden inside a phone charger or power outlet, which also solves the prob-
lem that the module needs a power supply. Furthermore, the reduction in unit
cost increases the economic viability of multiple unit relays, where all previous
solutions having been limited to a single pair of conspicuous devices. When used
in combination with Tor or a VPN, the separation of IP address and user loca-
tion prevents Tor/VPN traffic from being associated with an individual. If a
Tor or VPN session, running through µProxy, is successfully reconstructed, the
adversary is still unaware of the user’s true location. As such, µProxy and other
anonymity tools complement each other and are expected to be used in tandem.
The code for µProxy is placed in the public domain.

Fig. 1. Different ESP modules, Euro coin for scale.

The remainder of this paper is structured as follows: In Sect. 2, we describe
the general design decisions behind µProxy and introduce the utilized imple-
mentation platform, the ESP. Section 3 provides details on the employed cryp-
tographic functionality to secure the relay traffic based on the Networking and
Cryptographic Library (NaCl) [1] and evaluates the system’s security. In Sect. 4,
we present the underlying protocol and evaluate the overhead of our prototypical
implementation, before concluding in Sect. 5.

2 System Design

At its core, µProxy is formed by a Wifi relay (a series of nodes) with a “daisy
chain” topology, as shown in Fig. 2. The relay has two endpoints: the local end-
point to which the user connects, and the remote endpoint, which connects
to the Internet, e.g., through a public Wifi hotspot. Between the endpoints, a
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series of relay nodes forwards the traffic. Note that in general, there can be N
relay nodes, rather than the single one shown in Fig. 2. Hidden Wifi networks
are broadcast by the individual relay nodes, realized with ESP modules. These
modules are placed along a physical path between the two endpoint locations.
A tunnel between these two endpoints is created that seamlessly forwards all
traffic. Each module connects to the Wifi of the module ahead of it in the chain,
while accepting a connection from the previous module. The ability of the ESP
to act both as Wifi client and access point at the same time forms the backbone
of the µProxy relay.

Fig. 2. µProxy topology with a single relay node. Dark arrows represent hidden Wifi
connections, green arrows normal Wifi connections. (Color figure online)

Requirements and Protocol Design. The design and development of a protocol
to manage the Wifi relay was required, and represented one of main undertak-
ings of the µProxy project. The protocol has to control the set-up of the relay
(with an arbitrary number of devices), provide external endpoint interfaces, sup-
port required cryptography, and perform data transmission over the relay. This
protocol has to run within the restrictive embedded system environment of the
ESP. As such, runtime resource usage as well as complied code size had to be
minimized. The protocol also has to be sufficiently lightweight as not not monop-
olize the ESPs 80 MHz processor core, as doing so would prevent the Wifi from
functioning correctly.

Robustness and Reliability. We require that the µProxy control protocol must
be expected to run, without failure, for an indefinite period. Manually resetting
relay nodes after a firmware crash would be a serious problem, as doing so
might expose the existence of the relay. In order to remain covert, the individual
devices must be as robust and autonomous as possible. Also, reaching devices
installed in remote locations may be impractical once deployed. µProxy does not
guarantee that the end-to-end link it creates is reliable, i.e., the relay does not
ensure that every packet will reach its destination. Like other hardware solutions
that provide a physical networking layer link, it is assumed that transmission
reliability is a responsibility of the transport layer. In the vast majority of cases
this will be the TCP session underpinning the network application. This TCP
session will itself ensure reliability by resending all lost packets. Reimplementing
this functionality on the µProxy level would be redundant, and mandate that
intra-relay communications be constructed via TCP sessions between every node.
The additional complexity would increase packet processing time and thus reduce
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overall throughput while proving no tangible benefit to users. Therefore, the
µProxy protocol does not guarantee transmission reliability.

Endpoints. The endpoint nodes form a connection to the outside world; be it
to the user or the remote network the relay is tunneling to. A user connects to
the relay simply by connecting to the access point opened by his local endpoint.
Similarly, data leaves the relay by having the remote endpoint connect to the
far-off Wifi hotspot. The relay should then transparently tunnel TCP/IP con-
nections transparently on both sides. However, this proved impossible to achieve
on the ESP modules. In both cases doing so required an interface that could
send or receive arbitrary packets from the device’s Wifi stack. In the case of the
local endpoint, all packets from the user needed to be intercepted before they
were routed by the Wifi stack, and instead diverted into the relay. In the case of
the remote endpoint, the ability to send arbitrary packets onto a remote network
was required. These packets would be relay traffic, whose source IP had been
changed to match the IP of the remote endpoint. Yet, the necessary hooks into
the ESP Wifi stack do not exist in the available API. Therefore, rather than for-
warding arbitrary traffic, µProxy creates TCP sockets at each end of the relay. It
is the data from these connections that is then tunneled. For a user this requires
to connect to a listener at the local endpoint IP. At the remote endpoint, the
module connects to a preconfigured address.

This creates an end-to-end connection between the user and the server while
still proving the required features of µProxy. To improve the usability of this
approach, the local endpoint could provide a (automatic) proxy configuration
(e.g., for HTTP(S)). An alternative solution would be to integrate the informa-
tion on remote IP to connect to into the protocol and have a software component
on the user’s side that provides a transparent network adapter locally. Finally,
the remote endpoint could also connect to a VPN server to realize transparent
forwarding through the relay: the user the connects to the VPN port on the local
endpoint, while the remote endpoint connects to the VPN server (with the IP
pre-programmed into the endpoint’s firmware).

3 Cryptography and System Security

Secure and correctly implemented cryptography is essential to µProxy, but the
algorithms offered by the ESP are poorly documented and not easily accessible
to a developer. The encryption for the Wifi and TCP/IP stacks (WPA2, TLS,
etc.), are, to the knowledge of the author, correct implementations of standard
specifications. However this functionality is private to the OS, and is not accessi-
ble through the provided Application Programming Interface (API). Therefore,
it can only be used as part of a larger API call, such as connecting to a WPA2
access point. The “ESPnow” functionality [7] also provides encryption, however
no documentation exists as to what scheme is employed.
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NaCl Implementation. Therefore, we opted to use a pure software implementa-
tion for securing the transmission channel. We selected NaCl, a cryptographic
library initially presented in [1]. NaCl supports Elliptic Curve Cryptography
(ECC) based key exchange using Curve25519 [2], as well as authenticated encryp-
tion using Salsa20 and Poly1305. Since it avoids any secret-dependent load
addresses and branches, it is inherently protected against timing attacks.

As a starting point for porting the NaCl library to a 32-bit microcontroller
such as the ESP, two variations exist: µNaCl and TweetNaCl. Rather than being
optimised for desktop environments, µNaCl is a project that aims at provid-
ing optimized implementations for specific embedded microprocessors [12]. Cur-
rently, µNaCl is available for Atmel Atmega, TI MSP430 and ARM Cortex-M0.
The second variation is TweetNaCl, a reimplementation of NaCl [3] that fits into
100 tweets.

We chose TweetNaCl as the foundation of the ESP NaCl implementation.
Due to the code simplicity of TweetNaCl, the complexity of any modifications
and implementation changes is drastically reduced. When producing an ESP
compatible version of TweetNaCl, a major challenge is compiled code size. The
compiled µProxy firmware is stored on the external flash of the module. The
default boot behavior is to load the entire code segment of this flash image
into the instruction RAM (IRAM). The unmodified TweetNaCl binaries were
too large to be loaded into the ESP’s limited IRAM. However, it is possible
to prevent specific functions from being loading into IRAM; instead they are
read from flash at runtime [14]. This allowed for the majority of the TweetNaCl
binary to remain in flash, reducing IRAM usage. Rarely used functions, such
as key pre-computation, remain in flash with only negligible impact on perfor-
mance. However, “high traffic” areas, such as the Salsa20 stream cipher, were
kept in IRAM in order to improve performance. Furthermore, we made use of the
fact that the asymmetric keys of the nodes change never or infrequently. NaCl
allow for pre-computation of the ECC key exchange [1], effectively reducing the
computation overhead to symmetric crypto only during normal operation.

3.1 Key Distribution and Random Number Generation

Unlike typical desktop computers, the ESP does not have inbuilt support to
generate cryptographically secure randomness. In fact, the device API gives no
means of generating random bytes. This limits the cryptography capabilities of
the device, most notably, on-device key generation. Therefore, we did not use
dynamically keys entirely and opted for static key information. These key are
generated by a secure source at compile time, therefore bypassing the ESP’s
inherent entropy problems. Being based on public key cryptography, NaCl has
the advantage that the public keys can be exchanged in the setup phase. How-
ever, as mentioned, in the implementation created for the purposes of this paper,
the public key of the respective communication partner is hardcoded into the
firmware of the module.

In cascade systems like Tor, re-encryption is used to hide previous header
information and provide forward secrecy. Since all data takes a single path in
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µProxy, we did not use re-encryption: all cryptographic operations are per-
formed on the endpoints, while the intermediary relay nodes only forward already
encrypted packets. This ensures that (i) a compromise of a relay node does not
leak any key material and (ii) reduces the computational load on relay nodes.

3.2 Security Considerations

For evaluating the system security of µProxy, we use the following adversary
model : It is assumed that the adversary knows the µProxy system and can pas-
sively eavesdrop on Wifi traffic as well as actively inject packets. Furthermore, if
he has physical access to an ESP module, he is able to extract the contents of the
flash memory and can also replace the firmware with a modified version. Finally,
we assume that the adversary cannot break the used cryptographic primitives
provided by NaCl.

We do not consider the case of an adversary controlling the network beyond
the remote endpoint or (parts of) the Internet. As stated, the goal of µProxy is
to decouple the user’s physical location from his entry point to the Internet, not
to anonymize the network traffic itself. Hence, as mentioned in Sect. 1.2, µProxy
should be combined with anonymity tools like Tor or VPN.

Relay Nodes. In µProxy, packets sent across the relay are encrypted on one
endpoint and decrypted on the other. All intermediary nodes do not re-encrypt
data, but simply forward it to the neighboring node. Data is transmitted across
the relay using local IP addresses (within the separate network between each
pair of nodes), therefore, no information is leaked if an IP or MAC address is
seen. When observing a packet of traffic between two relay nodes, the attacker
can assume that its destination is the next relay node and its source the previous
one. Besides, since hidden Wifi networks are used to connect between the relay
nodes, the SSIDs do not reveal information, e.g., the location within the relay.

Successful impersonation of an intermediate node does not compromise the
relay, as doing so does not yield any cryptographic keys. However, it allows
an attacker to disrupt relay communications without physically locating and
destroying a node. An attacker can be in the vicinity of a node and subsequently
impersonate it to disrupt the relay by “black-holing” all incoming relay traffic.
µProxy is not designed to protect against Denial of Service (DoS) attacks

Local Endpoint and Remote Endpoint. With key information only contained
within the two endpoints, they represent the main vulnerable nodes of the relay.
We assume that the local endpoint is inherently secure, as it is under direct
user control, and a compromise of the local endpoint also implies that the user’s
location has been discovered. The connection between the user’s PC and the local
endpoint is secured using WPA2, hence, this connection has identical security
guarantees as a standard Wifi network.

For the remote endpoint, if an adversary can overcome the obstacles of tracing
and subsequently locating the external edge of the relay, then it would be possible
for them to read key information from the ESP flash and decrypt the µProxy
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session. Alternatively, the adversary could change the ESP firmware to forward
a copy of the complete traffic to his own host, or perform arbitrary modifications
to the relay traffic. However, this does not substantially reduce security because
once the endpoint has been located, the attacker could in any case eavesdrop or
modify the decrypted traffic on the (public) hotspot network that the remote
endpoint is connected to. This vulnerability is inherent to any connection across
a network not in the user’s control.

Furthermore, a compromise of the remote endpoint does not imply that the
user’s location can be instantly revealed: the adversary still only obtains infor-
mation on the relay node adjacent to the remote endpoint. He then would have
to discover this relay node and trace the path back to the local endpoint step-
by-step.

4 Prototypical Implementation

In this section, we describe the central aspects of our µProxy implementation,
and evaluate the overhead of µProxy in terms of latency added per relay node.

4.1 Relay Protocol

ESPnow. As the underlying transfer protocol between relay nodes, we used ESP-
now, an API functionality that provides an interface that allows ESP modules to
communicate with each other below the IP layer. It allows to register a number
of MAC addresses as known ESP modules. A role flag indicates the Wifi mode
that the given module is currently in. Once a pair of modules have been paired,
data can be sent between them in a single API call, independent of higher layers
like TCP/IP. This API is used for all µProxy intra-relay communication for two
reasons:

First, ESPnow allows for data transfer without the management requirements
of establishing TCP sockets and subsequent sessions for each node, i.e., is simple
to employ. Secondly, the payload of these messages is easily and directly acces-
sible. This is crucial as it allows manipulation of packet data, giving the means
to encrypt and decrypt traffic sent via this API using our NaCl implementation.
Without ESPnow, much of the complexity and runtime computation of µProxy
would be spent managing a series of TCP sessions.

A µProxy packet is composed of an 8-byte counter ctr, followed by an
arbitrary amount of authenticated ciphertext generated by the NaCl function
crypto box afternm(). The counter is incremented for each transmitted and
received packet, and taken as the lower eight byte of the 24-byte nonce used by
NaCl. The upper 16-byte of the nonce are set to a fixed value, which can be
specific to a µProxy instance. Having an eight byte counter allows to exchange
at most 264 bytes over the relay, a value that should be sufficient for practical
use cases.
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Fig. 3. Overview of the µProxy protocol.

State Machines. As shown in Fig. 3, the protocol begins by initializing the node.
Various API calls initialize all OS functionality, and configure the access point
and Wifi station. This initialization runs in a method that is automatically
called after the firmware has been loaded into IRAM. Once initialization has
been completed, the node enters a registration phase. In this phase, the node
repeatedly attempts to confirm the existence of its successor and predecessor
nodes, only exiting from this state once it has found these nodes. It achieves this
by first establishing the respective Wifi connection. In the case of the predecessor,
the node waits for a matching MAC address to connect to its access point, while
in the case of successor, the node attempts to connect to the access point of
its successor. Once these connections have been made, the MAC addresses are
registered with the ESPnow API.

TCP 
socket buffer

Decryption

Next Relay node

Encryption

Plaintext in

Ciphertext out
Ciphertext in

Plaintext out

Fig. 4. Data processing loop for µProxy endpoints.

After being registered, the node is operational and ready to receive data.
Callback functions are established for the receipt of data from another relay
node, and if required, an external TCP source. The device remains in this state,
processing all incoming data, until loss of power. Details on how intermediary
nodes and endpoint nodes process data are shown in Figs. 5 and 4, respectively.

Static Routing. All routing between µProxy nodes is statically defined. Each
module has routing information for its two neighbor nodes. This removes the
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Fig. 5. Data forwarding loop for µProxy intermediary relay nodes.

need for any active routing protocol within the relay. Dynamic routing using
modified variants of interior routing protocols such as Routing Information Pro-
tocol (RIP) [11] and Open Shortest Path First (OSPF) [15] were considered,
allowing the relay to reconfigure after initial deployment. This would open up
the possibility of adding or removing nodes within the relay and potentially
allow for arbitrary network topologies. However, for reasons of security (to pre-
vent the addition of malicious nodes) and to minimize overhead in our prototype,
the decision was made to statically route the µProxy relay. The MAC address
of each node’s successor and predecessor are defined at compile time as part of
the node’s firmware.

Relay Wifi Networks. Wifi networks created by relay nodes are hidden, i.e.,
do not broadcast their SSID. This prevents some devices from displaying the
existence of the network, while other may display the generic SSID: “Hidden
Network”. This measure does not hide the relay from an adversary completely,
however it may help to keeping a relay unknown to nearby smartphone users. It
also prevents an attacker from ascertaining a node’s function from the SSID.

Robustness. Care was taken to implement the relay protocol in a way that max-
imizes robustness. Potential failure points were identified, and fail-safes imple-
mented that allow the relay to remain operational. Nodes will automatically
attempt to reconnect to its successor if the connection was lost. All memory
management exceptions, such as heap allocation failures, are caught and han-
dled in a non-fatal way. In such situations, µProxy opts to potentially discard
relay packets that cannot be allocated in order to maintain the overall opera-
tion of the relay. As discussed previously, µProxy, by design, does not provide
transmission reliability, so potential packet loss is not a serious concern. Memory
failures remain rare, and are only experienced when the relay is attempting to
perform a transmission with throughput beyond its capacity. In these cases, the
TCP session will adjust its transfer rate to match the maximum throughput of
the relay, meaning that packet loss will be temporary.
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Successor and predecessor nodes may be registered even if those nodes are
in the active state. This allows a node to re-establish itself within the relay if
it experienced power loss. This is of special importance, as continuous power
availability cannot be guaranteed if devices are placed at a location outside the
user’s control. As a last resort, nodes are able to re-establish the relay after a
kernel exception. Devices then reboot and follow the protocol steps as normal.
The static design of the protocol and much of the node configuration information
allows the node to reach the registration phase using only information stored in
the device memory.

The result of these implementation decisions is a relay that can operate
indefinitely (given power supply), allowing µProxy to provide a secure link that
is available to the user without the need for post-deployment maintenance.

4.2 Performance Evaluation

Unlike other solutions, µProxy supports a relay of an arbitrary number of hops
a opposed to a single pair of devices. Hence, relay scalability and the impact of
length on performance become an important consideration.

To evaluate this aspect, we estimated how the number of nodes N affects the
round trip time T . We define the end of the relay to be the point at which data
is pushed out to the TCP socket buffer, rather than the time of receipt on an
external machine. This is to remove the impact of non-relay hardware from any
performance evaluation, as this hardware is outside the control of µProxy. We
can define T as:

T = 2xN = 2 ((N − 1)W + E + D + NK)

where x is the sum of all latency incurred by using the relay. This latency
has three sources: (i) the series of Wifi connections that are used to transmit
data between relay nodes (W ), (ii) the cost of cryptography at both the of the
endpoints (E, D), and (iii) the latency incurred by other internal computations
such as passing the message between internal functions (K). The term K turned
out to be negligible and therefore is absorbed into W , yielding:

T = (2N − 2)W + 2E + 2D

From this formula, it is clear that µProxy latency scales linearly with the number
of nodes. To quantify this further, data was collected on the time taken to encrypt
and decrypt data as well as the overall round trip time of a packet. These values
are then substituted into the formula to provide an estimate of W .

Although the cryptographic term is represented as constants E, D, this is not
strictly true: The value is highly dependent of the length of the message. This
relation is linear, as can be seen in the test data. Hereafter it is assumed that
the relay is only transporting packets of a size of 225 bytes. This is the ESPnow
Maximum Transmission Unit (MTU), and represents the worst case scenario
for relay performance. Other user applications such as Telnet [16], which send
exclusively single byte packets, will produce significantly better results for the
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cryptographic variable. At maximum packet length, average encrypt and decrypt
times were E = 1.9 ms and D = 2.3 ms, respectively.

It was not possible to accurately measure the time taken to transmit over
a single Wifi connection, as this would require the synchronization of separate
device clocks. Therefore, the packet round trip time T was measured and inter-
polated to represent a single Wifi connection. Testing was conducted with a relay
of N = 3 devices, yielding T = 90 ms.

With the above data, we have W = T
4 − 2.1ms = 20.4ms. This value repre-

sents the latency incurred per node beyond the two endpoints. For example, a
relay of N = 11 nodes would have an expected round trip time of T = 416.4 ms.
The cost for the ESP modules to form such a relay would be USD 35 at most.

Regarding the range, the manufacturer Espressif report the module of have a
maximum open-air range of 360 m [6]. This is possibly an overstatement and
likely only accounts for an access point being visible on a specialized Wifi
receiver. µProxy requires an access point to be visible to other ESP modules, and
have a signal strength sufficient for data transmission. Our testing has shown
that a value closer to 200 m is appropriate, with 100 m being an estimate with
safety margin. Hence, an 11-node relay could stretch over 1 km. The latency of
round trip time of T = 416.4 ms is high compared to typical connections (cables,
long-range RF) over the same distance. Still, in our tests, this latency does not
prevent µProxy from delivering a usable browsing experience. Furthermore, test-
ing showed that round trip times were more than halved when sending smaller
packets, e.g., representative of an SSH connection.

5 Conclusion and Future Work

In this paper we presented µProxy, a relay solution to anonymously connect
to the Internet through a remote Wifi, e.g., a public hotspot. Due to the low-
cost nature of the ESP, long relays can be established at minimal cost. The
measured delay per relay hop of approximately 20 ms is sufficiently low to allow
for practical use of this relay in cases where geolocation privacy is crucial. To
secure the relay channel, NaCl is ported to the ESP and used to encrypt and
authenticate the tunneled traffic.

With respect to future work, there are several open problems in µProxy:
First, it would be desirable to establish a fully transparent relay, either through
potentially available functions on the side of the ESP or by providing a custom
network driver for the user’s OS. Secondly, a more dynamic approach of key man-
agement should be investigated, for example, exchanging long-term keys during
the setup phase by placing the respective endpoints in a shielded environment
and transmitting the public keys to the other partner. The necessary extensions
to the protocol would be minimal and facilitate the actual use of the devices.
An additional aspect would be to provide forward security by integrating re-
keying into the protocol, e.g., by exchanging ephemeral keys at certain intervals,
authenticated with the long-term keys.
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To facilitate such modifications and improvements as well as security reviews,
we placed the source code of µProxy in the public domain and published it online
at: https://github.com/david-oswald/microproxy.
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Abstract. Recently there has been interesting in short-range commu-
nication using audio channels for device pairing and as a self-jamming
communication medium. Given that such channels are audible to partici-
pants they are considered more resistant to active attacks, i.e. the attack
could be distinguished by the participants. In this paper, we investi-
gate the validity of this assumption in the only two practical acoustic
self-jamming systems using different modulation schemes. We show that
basic overshadowing is possible in these systems using an audio channel
and that the attack cannot be effectively detected by the participants.

Keywords: Self-jamming ·Active attack ·Audio channel communication

1 Introduction

Devices are increasingly becoming smart and interconnected in part due to
technology initiatives related to machine-to-machine communication and the
Internet-of-Things [1,9,15,20]. The large number of devices that potentially need
to make ad-hoc connections offers challenges in terms of security [10], especially
when devices have no prior shared cryptographic key. In this regard, researchers
are looking to the physical layer of wireless communication to enable keyless
secure communication. Self-jamming is a widely proposed method for providing
confidential communication between devices that have no prior secure relation-
ship. The basic idea is that the jamming noise transmitted by the receiver can
hide the data signal of the sender from passive adversaries. This builds on the
initial theory of Wyner’s wiretap model [27], where a channel is shown to allow
secure communication of the noise affecting the attacker’s signal is greater than
that affecting the receiver’s channel. To ensure that this is the case additional
noise, which can later be removed by the legitimate receiver, is intentionally
added to the system [17]. This can be done by either a third party (friendly-
jamming) or the receiver himself (self-jamming). There are numerous works on
self-jamming schemes to create confidential channels, e.g. [6,7,22], and the effec-
tiveness of such schemes, e.g. [13,24,26]. Short-range ad-hoc connectivity is use-
ful for mobile devices, with near field communication [5,18] or audio channels
[3] being possible with off-the-shelf devices. Self-jamming has been proposed
c© Springer International Publishing AG 2017
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for both RFID-type channels [2,4,11,12,14,21] and audio channels [16,28]. The
majority of these schemes rigorously evaluate their effectiveness against single
and/or multiple passive attackers.

In this paper we focus on the self-jamming. Self-jamming keeps the confiden-
tiality of communication by the jamming signal which will arrive at the attacker
at the same time with or before the confidential message signal to make the
attacker hard to demodulate the message signal correctly. Due to the fact that
mobile devices lack special hardware for radio jamming, researchers adopt sound
to achieve self-jamming. Acoustic communication is a conventional communica-
tion channel which has already been used in underwater wireless communications
for years and almost all widely used mobile devices, such as smartphones and
tablets, have a speaker and a microphone to transmit and receive the acoustic sig-
nal. By far, only two practical acoustic self-jamming methods [16,28] have been
proposed to improve the security. We focus our analyze on these two schemes.

Confidentiality against passive attackers is a core requirement of secure com-
munication, but a reasonable question to ask is whether such systems could
also withstand active attacks. This is especially relevant given that overshadow-
ing attacks, whereby an attacker could modify data between two parties during
transmission, have been successfully demonstrated [19]. Depending on the appli-
cation, the ability to modify the hidden data could compromise the overarching
secure application. Ensuring the integrity of the data and detecting attempts at
active attacks is therefore an important next step to consider in self-jamming
systems. At first glance it would indeed appear sensible to suggest that audio
channels have an advantage in this regard as any attempt from an attacker to
interfere should be audible to the legitimate participants [8,23]. However, this
assumption that an attack could be audibly detected, especially in the presence
of jamming has not been investigated.

In this paper, we test the assumption that overshadowing attacks can be
audibly detected when used against self-jammed audio communication. In doing
so we implement the attack against two well-known schemes [16,28]. We fully
accept that these two schemes are not designed to protect against active attacks.
The purpose of this paper in not to comment on the security of these two schemes
against active attacks but simply to use these as representative test systems of
audio communication to evaluate the effectiveness of audibility as a countermea-
sure to overshadowing. Our contribution is as follows:

1. We show that an active attack cannot be reliably discerned from the self-
jammed data exchange. We hope this initial work on the topic further encour-
ages work on physical-layer integrity mechanisms to complement confidential-
ity mechanisms.

2. A secondary finding is that the jamming scheme does not inhibit the overshad-
owing. This is confirmation of an expected result, but still useful as previous
overshadowing attacks have only been demonstrated on standard channels.
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2 Background

2.1 Self-Jamming Audio Schemes

To test attack audibility we apply our overshadowing attack to two secure audio
channel designs. Dhwani [16] uses pseudo-random noise sequence as jamming
signal and combines Orthogonal Frequency Division Multiplexing (OFDM) with
Phase-shift Keying (PSK) to transmit data. PriWhisper [28] uses bandpass fil-
tered additive white Gaussian noise, bandpass filtered to cover the data spec-
trum, with Frequency-shift Keying (FSK) to transmit data. Dhwani and Pri-
Whisper share the same basic idea, but the protocol sequence differs as shown
in Fig. 1. Black arrows in figures mean that the signal is transmitted by audio and
red arrow refers to radio communication. Blocks represent the duration period
of all actions represented by arrows.

Sender Receiver

Known Bits

Estimate
Pxmit

Jamming Signal
For Test

IC Calculation

Start Recoding

Jamming
Detection

Jamming Signal

Data Signal
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Fig. 1. Basic concepts of RFID tag response and Power Varying.

Dhwani starts by transmitting known bits to the receiver to estimate the
power of signal Pxmit coming from the sender. Next, the receiver will transmit
a jamming signal to calculate the interference cancellation (IC) it can achieve.
SNRmin is a set threshold for the Signal-to-Noise Ratio (SNR) of the data
signal for which the bit-error rate at the receiver is acceptable. The receiver then
calculates the power of jamming signal as Eq. 1. Finally, the receiver transmits
the jamming signal and the sender starts transmitting data as soon as it detects
the jamming.

Pjam = Pxmit − SNRmin + IC (1)

For PriWhisper the sender first transmits a start signal to the receiver to
indicate its intention to communicate. Then the sender waits to detect the jam-
ming signal. The receiver begins to record and then transmits a synchronization
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signal followed by the jamming noise. The power of the jamming signal is simply
specified as the maximum power that the receiver can achieve. The sender starts
to transmit the data once it detects the jamming signal.

2.2 Overshadowing and Auditory Masking Threshold

Overshadowing is conceptually a simple attack where an adversary transmits
his message at the same time as the legitimate sender in such a way that the
receiver believes this is the intended message from the sender [19]. It is not simply
a case of ‘overpowering’ the original message, with overshadowing requiring a
combination of power and receiver synchronization to succeed.

Since the self-jamming systems we talk about communicate by the acoustic
signal which can be heard by human, we also need to consider whether our
attack signal would be perceived by users. The phenomenon that the perceiv-
able of an audio signal is affected by co-existed another audio signal is called
auditory masking. There are two kinds of auditory masking: the jamming sig-
nal masking the attack signal or the attack signal masking the jamming signal.
But in normal communication case, users can only hear the jamming signal.
The jamming signal and the attack signal sounds different due to their different
frequencies. This means that when we transmitting a powerful attack signal to
masking the jamming signal, users always can perceive the attack as they hear
a different sound. Only the first kind of auditory masking can make the attack
signal unperceivable as users will hear their familiar jamming noise.

Researchers have established the perceiving auditory masking threshold of
human hearing [25]. This power ratio threshold is what we called auditory mask-
ing threshold in this paper. Researchers have demonstrated that if the SNR of
the single-frequency audio signal is above −13 dB an average human can dis-
tinguish this audio from background noise, while for multi-frequency audio the
SNR should be larger than 0 dB. The auditory masking threshold of these two
cases are −13 dB and 0 dB separately.

3 Inaudible Overshadowing Attacks

In this section we test the audibility of an adversary’s message in the context of
the Dhwani and PriWhisper secure audio channel schemes [16,28]. It is generally
accepted that injecting messages through overshadowing is feasible. However, for
us to succeed in our attack we need to modify the message while at the same
time remaining below the auditory masking threshold. In practice, there are
some technical challenges to achieving this goal.

The first challenge is to synchronize with the receiver in such a way that it
is more likely to accept our message. The attack strategy depends on whether
the receiver’s demodulation is coherent (Dhwani) or non-coherent (PriWhisper).
For coherent demodulation, any transmission is preceded by synchronization
between the sender and receiver. In Dhwani this is accomplished by means of
a known preamble preceding the message signal. An attacker would therefore
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attempt to make the receiver synchronize with his version of the preamble as
it will lead to its message being the more likely accepted message. PriWhisper
adopts a non-coherent demodulation method, which means there is no definite
signal synchronization stage. In this is the attacker’s signal should arrive earlier
than the data signal. The second challenge is to transmit the attack message at a
power level that makes the receiver accept it as the intended message but remain
inaudible. In each experiment we attempt to transmit the attack signal at the
power level needed to overshadow the data signal successfully, while remaining at
a power ratio between the attack and jamming noise that falls below the auditory
masking of human hearing. This might require adapting to the jamming noise
as it is sent.

Receiver Sender

Jamming Noise

Data Signal

Attacker

Fig. 2. Basic Attack model.

We follow an experimental approach to illustrate that overshadowing suc-
ceeds without being audible. Our experiment consists of a sender, a receiver
and an attacker as shown on Fig. 2. We use SONY Xperia e3 mobile phones as
the sender and the receiver, with the attack signal generated from a station-
ary PC with an external loudspeaker. The legitimate sender and receiver are
physically close, i.e. held against another as recommended in [28]. We assume
that the attacker can listen to messages in the protocol and detect when the
jamming noise is sent. The attacker knows the protocol flow and the parameters
of the scheme’s channel, e.g. modulation scheme, nature of the jamming noise
and preamble, but does not know parts of or the whole message or the jamming
noise signal. The preamble is not part of the message and if it was secret this
would need to have been agreed between the two devices previously, which is
unlikely since one of the main benefits of self-jamming is to provide a secure
channel without participants sharing a secret.

3.1 Experiment 1: Dhwani

The workflow of the overshadowing attack on Dhwani is shown in Fig. 3. After
detecting the known bits transmitted by the sender, the attacker knows the
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Fig. 3. Workflow of unperceivable overshadowing attack on Dhwani.

scheme is about to start and waits to detect the start of the jamming noise
hiding the data. Once the jamming signal is detected the attack transmits the
preamble following by his message. Also sending the preamble is an important
aspect of the attack. An attacker could in theory try to estimate when the
sender’s preamble will end and try to overshadow the following message but
given the coherent nature of the receiver, this estimation would need to be very
accurate given this synchronizes the coherent receiver to the incoming data. The
receiver utilizes correlation to search for the position of the preamble, looked for
the first significant correlation peak, and uses this to set the expected start of
the data. A similar preamble with higher power will yield a larger correlation
result so sending a stronger preamble causes the receiver to synchronizes the
start time of data recovery to the attack signal. This also reduces the influence
of the legitimate message. As such, the attacker’s signal could actually arrive a
while after the sender’s message has started.

Channel Parameters: We use the channel parameters as specified in [16].
Dhwani could use binary phase-shift keying (BPSK) or quadrature phase-shift
keying (QPSK) modulation methods and we implement channels with both. Due
to the use of orthogonal frequency-division multiplexing (OFDM) technology,
the carrier frequencies of PSK and QPSK are between 6 kHz to 7 kHz with an
interval of 171 Hz. The sampling rate in our experiment is 44 kHz. The preamble
used is a two-fold chirp signal and it lasts 256 sample points, which equal to
about 5.81 ms. An OFDM symbol also lasts 5.81 ms or 256 sample points. We
choose M = 1000 and K = 5 to generate the jamming signal. Finally, Dhwani
prescribes the use of error correcting code but does not specify a specific scheme
so we choose to implement a Bose, Chaudhuri, and Hocquenghem (BCH) error
correcting code with parameters set as n = 255 and k = 131.

Then we need to determine the power of the jamming signal and the data sig-
nal. The power of the data signal is determined by the sender. As mentioned in
Sect. 2.1, the power of the jamming signal is calculated by the receiver as Eq. 1.



194 Q. Hu and G. Hancke

We therefore need to determine the minimum SNR SNRmin, which means the
largest power of noise that Dhwani system can tolerate, and the interference can-
cellation IC variables for Dhwani in our experimental environment. To measure
the SNRmin of the BPSK and QPSK channels, we transmit packets of data and
measure packet error rate (PER) at the receiver varying the SNR of transmitted
message to additive noise. The lowest SNR that results in no packet errors for
QPSK and BPSK are −2 dB and −6 dB respectively, keeping in mind that this
takes into account the use of an error correction code on the channel. Next we
determine the IC that our reference implementation can achieve. We conduct
10 trails where we train the receiver in two different environments, an office and
an outside location, and then measure the IC of the devices in each location.
In each location we achieve IC of 20.4 dB and 21.1 dB. In our audibility consid-
eration we therefore use an IC value of 20 dB to set the power of the jamming
signal.

Synchronization: The first aspect of the attack we discuss is the feasibility of
making the receiver synchronize to the attacker’s preamble PREatt instead of the
legitimate preamble PREmess. Figure 4(a) shows the effect on the synchronized
time point chosen by the receiver PREsyn relative to PREatt and PREmess.
The power ratio of PREatt and PREmes kept constant at 1.2 dB (chosen low
to also illustrate the result if the attacker’s synchronization manipulation fails).
We represent the delay as the number of sample points, keeping in mind that the
sampling rate is 44 kHz and the preamble is 256 samples long. The values of the
x-axis represent the time delay between the arrival time at the receiver of
PREmes and PREatt. The arrival time of PREmes is considered to be 0, with
the value indicating how much later PREatt arrives. The values of the y-axis
represent the time difference between the arrival of PREmes and the time the
receiver believes the message starts PREsyn. If the attacker succeeds in manipu-
lating the receiver’s synchronized start time the y-axis is equal to the x-axis value,

(a) PREatt shifting receiver sync PREsyn re-
lative to real message start PREmes

(b) Effect of the Power Ratio of Preambles

Fig. 4. Synchronization results.
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and when he fails the y-axis value should be 0, i.e. the received has synchronized
to PREmes. We can observe from these results that the attacker could be suc-
cessful in manipulating the receiver, although he must ensure that his preamble
starts to arrive before the legitimate preamble is completely received.

Figure 4(a) does also show that this manipulation sometimes fails. This is as
a result of the relationship between the power of the attacker’s and the sender’s
signals. Figure 4(b) shows the error rate (ER) of synchronization manipulation
when the power of the attacker’s preamble signal Patt is 0 dB to 6.5 dB larger
than the power of the preamble of the sender’s signal Pmes. An ‘error’ in this case
is from the attacker’s perspective and indicates a case where the receiver does
not synchronize with the attacker’s preamble signals. From this figure we can
observe that the error in our test system drops when the power ratio increases of
the power ratio, with negligible errors as the ratio approach 3 dB and no errors
once the ratio exceeds 6 dB.

Overshadowing: Once the attacker has made the receiver synchronize to his
preamble he then needs to send his new message. The synchronization of the
receiver will give the attacker’s signal an advantage but for overshadowing to
succeed the attacker’s transmitted message should still be more powerful than
the sender’s legitimate message at the location of the receiver. This requirement
is challenging given that the sender is right at the receiver and the attacker is
most likely located further away, which attenuates the power of his transmission.
It is expected that overshadowing could be successful but at which distance
between the attacker and the receiver? In this section we evaluate how much
more power the attacker needs to transmit to succeed in overshadowing the
message.

In Dhwani et al. [16] it is stated that the receiver’s jamming signal decreases
to the level of background noise at a distance of 1.5 m. Since the attacker needs
to detect the jamming signal to enable his attack it makes sense for the attacker
to be located within this distance. In the previous section it was shown that
the attacker’s preamble should arrive before or during the sender’s preamble
for the synchronization manipulation to succeed. As both the sender and the
attacker waits to detect the jamming signal before transmitting so we set a
further requirement that attacker’s preamble must arrive within 5.81 ms, the
length of the preamble, after the jamming signal starts. From Fig. 3 we can see
that the time delay for the attacker consists of two parts: the propagation of the
jamming signal from the receiver to the attacker and the propagation time of the
attack signal from the attacker to the receiver. We assume that the propagation
time between the receiver and legitimate sender is negligible. The maximum
distance between the attacker and the receiver Dmax can therefore be calculated
by: Dmax = Tpre ∗ Vsound/2 ≈ 1 m

This derives from the requirement that the round trip propagation time must
be less than the duration of the preamble Tpre, with Vsound being the speed of
sound. We therefore investigate the success of overshadowing up to this distance.

Figure 5(a) shows the power ratio needed for the attack to succeed in over-
shadowing the message as observed when the attack distance varies from 0 to
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(a) Lowest Power Ratio for Successful Overs-
hadowing at Various Distances

(b) Auditory masking threshold and overs-
hadowing attack SNR (Pr att vs Pjam)

Fig. 5. Overshadowing results for Dhwani.

100 cm (in 25 cm intervals). The red plot lines (solid and dashed) indicates results
from system adopting QPSK modulation scheme while black plot lines refer to
BPSK modulation. Pa att and Pr att represents the power level of the attack sig-
nal as transmitted by the attacker and then as received by the receiver, i.e. it
shows the signal attenuation over the distance. Pr mes represents the power level
of the sender’s signal when it arrives at the receiver. The solid lines show us the
lowest power ratio between Pa att and Pr mes which is needed to force the receiver
to demodulate the attack message with no bit error. The dashed lines shows the
power ratio of both signals Pr att and Pr mes at the receiver. The succeed from
25–100 cm away the attack signal transmitted needs 30 to 40 dB more power
than the legitimate sender. However, at the location of the receiver, and sender,
the arriving attack signal only needs to be 5 to 11 dB higher to overshadow the
sender’s message. This would indicate that the attack is feasible, especially since
the attacker can estimate the transmitting power of the sender Pxmit during the
initial test message and adjust its transmitted power accordingly.

Audibility: The final part of our experiment it to determine if the attack signal
is audible to the attacker given the presence of jamming noise. In this case we
are arguably dealing with the audibility of a near single-frequency signal, given
that the channel is using phase-shift modulation on carriers spread between 6 kHz
and 7 kHz. From Sect. 2.2, we know that when the jamming signal is a wide-band
signal and the attack signal single frequency the auditory masking threshold is
−13 dB. It could just as well be argued that the signal is multi-frequency, e.g. if
the orthogonal channels happen to be multi-tonal as in close to 6 kHz and close to
7 kHz. However, −13 dB presents a more stringent requirement for the attacker
so we use this value. As mentioned in Sect. 2.1, the power of the jamming signal
is calculated by the receiver as Eq. 1.

We therefore need to determine the minimum SNR SNRmin, which is the
SNR at which an attacker can no longer correctly recover the data, and the inter-
ference cancellation IC variables for Dhwani in our experimental environment.
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To measure the SNRmin of the BPSK and QPSK channels, we transmit packets
of data and measure packet error rate (PER) at the receiver varying the SNR of
transmitted message to additive noise. The lowest SNR that results in no packet
errors for QPSK and BPSK are −2 dB and −6 dB respectively, keeping in mind
that this takes into account the use of an error correction code on the channel.
Next we determine the IC that our reference implementation can achieve. We
conduct 10 trails where we train the receiver in two different environments, an
office and an outside location, and then measure the IC of the devices in each
location. In each location we achieve IC of 20.4 dB and 21.1 dB. In our audibil-
ity consideration we therefore use an IC value of 20 dB to set the power of the
jamming signal.

Considering that the receiver and sender are located in immediate proximity
the jamming signal transmitted is assumed that the attenuation to the receiver
is negligible. The auditory masking threshold for a human participant relative
to the attack SNR, the ratio between the power of the attack signal at the
receiver Pr att and the power of the jamming signal Pjam, is shown in Fig. 5(b)
for both QPSK and BPSK channels. To succeed the attack SNR is considerable
less than the auditory masking threshold. We conclude that the attack signal
can be unperceivable for BPSK modulation scheme, but for QPSK the attack
signal always can be perceived by the participants above 80 cm.

3.2 Experiment 2: PriWhisper

The workflow of our attack on PriWhisper is shown in Fig. 6. After detecting
the start signal by the sender, the attacker knows the scheme is about to start
and waits for the start of the jamming noise, which includes the synchronization
preamble indicating the start of the noise transmission. Once the jamming noise
is detected the attacker transmit the overshadowing message. In PriWhisper the
receiver uses a non-coherent receiver, which means that there is not a synchro-
nization method that the attacker can manipulate as in Dhwani. The implication
is that the attacker’s message needs to start arriving before the sender’s mes-
sage for the overshadowing to succeed. If the attacker is late the received message
would be partly the legitimate message followed by the attacker’s message.

Channel Parameters: We use the channel parameters as specified in [28]. Pri-
Whisper uses M-ary frequency-shift keying (MFSK) modulation methods with
M equals to 2, 4 and 8. The carrier frequencies for the different M are shown
in Table 1. The sampling rate in our experiment is 44 kHz, with each MFSK
symbol lasting 88 sample points or 2 ms. The jamming noise used is different
from that in Dhwani, with PriWhisper using bandpass filtered additive white
Gaussian noise (AWGN) covering the band of the channel carrier frequencies.
The channel allows for error correction using a narrow-sense Bose, Chaudhuri,
and Hocquenghem (BCH) error correcting code with n = 255 and k = 131
(Table 2).
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Fig. 6. Workflow of unperceivable overshadowing attack on PriWhisper.

Table 1. Carrier frequencies for different M.

M Carrier Frequencies

2 9 kHz, 10 kHz

4 9 kHz, 10 kHz, 11 kHz, 12 kHz

8 9 kHz, 10 kHz, 11 kHz, 12 kHz, 13 kHz, 14 kHz, 15 kHz, 16 kHz

Table 2. IC Obtained at various locations.

Location L1 L2

L1 20.4 7.3

L2 6.9 21.1

Early Arrival of Attack Signal: As the attacker’s message needs to arrive
before the sender’s message, we first investigate the feasibility of the attacker
detecting the jamming signal and then transmitting a signal to the receiver
before the sender. In PriWhisper, the sender records 10 ms of background audio
and calculates the root mean square of the sample amplitudes. If the result is
larger than a set threshold the jamming signal is detected the sender transmits.
After the detection of the jamming signal, the sender transmits the message.

For the attacker to succeed he would need to reliably detect the start of the
jamming signal faster than the sender. Also the attacker needs to transmit the
attack message earlier enough for the attack message arriving at the receiver
earlier than the sender’s message. Compared to the sender, extra time cost for
the attacker consists of two parts: propagation time of the jamming signal from
the receiver to the attacker and propagation time of the attack message from
the attacker to the receiver. As the sender and the receiver against each other,
we ignore the propagation time of the communication between them. The extra
time cost is calculated by: Text = D ∗ 2/Vsound. D is the distance between the
attacker and the receiver. Vsound is the speed of sound. Text is the extra cost
time.
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Fig. 7. Success rate of jamming detection at various distances on PriWhisper.

Fig. 8. Result of background noise impact experiment on PriWhisper.

Now we know the extra cost time. Where can we find time to fill in this gap?
The answer is jamming detection period. The normal jamming detection time
in the sender is 10 ms. We cut it by the sum of the extra cost time and 0.5 ms
in our attacker to make sure that the attacker’s message can arrive earlier than
the sender’s message, at most 0.5 ms earlier. But you may have doubt about the
success rate of jamming detection due to the decreasing of the detection time. To
make our modified jamming detection scheme more reliable, we train our attacker
before we use it. We choose 1 m because this is the largest distance between
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the attacker and the receiver in Dhwani. We record the jamming signal of the
receiver at different distances that less than 1 m with corresponding jamming
detection duration time. Then we calculate a threshold to make 100% success
rate in our training set. After training finished, we test our threshold in the
real environment. The result is shown in Fig. 7. From this figure we can observe
that our modified jamming detection scheme can achieve at least 97% success
rate. Then we test the impact of background noise on our modified jamming
detection scheme. The result is shown in Fig. 8. We record background noise
outside for 100 times and calculate their root mean square (RMS) values which
utilizing the way used in [28] to calculate the value of recording sound sample.
The thresholds in the figure are calculated by our new jamming detection scheme
when the distance between the receiver and the attacker is 1 m. We can observe
from the figure that even in the largest distance and noisy background, our new
scheme has little chance to recognize background noise as the jamming signal.

Since we can detect the jamming signal reliably and early, earlier arrival of
attack signal is impossible. Next we need to consider the overshadowing.

Overshadowing: Similar to the overshadowing in Dhwani, we also measure the
impact of distance on the overshadowing in the environment with SNR equals
to SNRmin.

(a) Lowest Power Ratio for Successful Overs-
hadowing at Various Distances

(b) Auditory masking threshold and overs-
hadowing attack SNR (Pr att vs Pjam)

Fig. 9. Overshadowing Results for PriWhisper.

Figure 9(a) shows the power ratio needed for the attack to succeed in over-
shadowing the message as observed when the attack distance varies from 0 to
100 cm (in 25 cm intervals). The red lines (solid and dashed) represents the power
ratio when the M of MFSK equals to 2, with the blue and black lines referring
to M = 4 and M = 8. Pa att and Pr att represents the power level of the attack
signal as transmitted by the attacker and then as received by the receiver, i.e.
it shows the signal attenuation over the distance. Pr mes represents the power
level of the sender’s signal when it arrives at the receiver. The solid lines show
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us the lowest power ratio between Pa att and Pr mes which is needed to force
the receiver to demodulate the attack message with no bit error. The dashed
lines shows the power ratio of both signals Pr att and Pr mes at the receiver. The
succeed from 25–100 cm away the attack signal transmitted needs approximately
30 to 50 dB more power than the legitimate sender. However, at the location of
the receiver, and sender, the arriving attack signal only needs to be 6 to 11 dB
higher to overshadow the sender’s message.

Audibility of Our Attack: The final part of our experiment it to determine if
the attack signal is audible to the attacker given the presence of jamming noise.
In this case we are arguably dealing with the audibility of a multi-frequency
signal, given that the channel is using frequency-shift modulation on at least
two distinct carriers, i.e. 2 to 8 distinct tones within the human hearing range.
From Sect. 2.2, we know that when the jamming signal is a wide-band signal
and the attack signal is a multi-frequency signal the audible threshold is 0 dB.
For PriWhisper the sender adapts his transmission power to the jamming power
detected, with the stated requirements that the message signal must be at least
10 dB less than the jamming signal. This is also the worse case for the attacker as
he would only be able to exceed the sender signal by 10 dB in his overshadowing
without being audible. We therefore consider audibility at this ratio between
jamming signal and the message.

Considering that the receiver and sender are located in immediate proximity
the jamming signal transmitted is assumed that the attenuation to the receiver
is negligible. The audibility threshold for a human participant relative to the
attack SNR, the ratio between the power of the attack signal at the receiver
Pr att and the power of the jamming signal Pjam, is shown in Fig. 9(b) for M
equal to 2, 4 and 8. To succeed the attack SNR for M equal to 2 and 4 is
considerable less than the audible threshold, but for M = 8 the attack is above
the audible threshold above 25 cm.

4 Conclusion

We have shown that overshadowing attacks on audio channels are not always
audible to human participants. We successfully executed practical overshadowing
against two self-jamming schemes without the injected signals exceeding the
accepted receiving power ratio threshold of human hearing for each case. Our
experimental results therefore show that the audibility of attack signals to human
participants is not an effective countermeasure and that self-jamming signals
require further mechanisms to ensure the integrity of exchanged data. Future
work would be to look at physical-layer integrity mechanisms.

References

1. Abu-Mahfouz, A.M., Hancke, G.P.: An efficient distributed localisation algorithm
for wireless sensor networks: based on smart reference-selection method. Int. J.
Sen. Netw. 13(2), 94–111 (2013)



202 Q. Hu and G. Hancke

2. Achard, F., Savry, O.: A cross layer approach to preserve privacy in RFID ISO/IEC
15693 systems. In: RFID-TA, pp. 85–90. IEEE (2012)

3. Chung, M., Ilju Ko, I.: Data-sharing method for multi-smart devices at close range.
In: Mobile Information Systems (2015)

4. Fei, H., Chouchang, Y., Guang, G., Radha, P.: A framework to securing RFID
transmissions by varying transmitted reader’s power. In: Radio Frequency Iden-
tification System Security: RFIDsec 2013 Asia Workshop Proceedings, vol. 11,
pp. 57–68. IOS Press (2013)

5. Francis, L., Hancke, G., Mayes, K., Markantonakis, K.: Potential misuse of NFC
enabled mobile phones with embedded security elements as contactless attack plat-
forms. In: International Conference for Internet Technology and Secured Transac-
tions, ICITST 2009, pp. 1–8 (2009)

6. Goel, S., Negi, R.: Guaranteeing secrecy using artificial noise. IEEE Trans. Wirel.
Commun. 7(6), 2180–2189 (2008)

7. Gollakota, S., Hassanieh, H., Ransford, B., Katabi, D., Fu, K.: They can hear your
heartbeats noninvasive security for implantable medical devices. ACM SIGCOMM
Comput. Commun. Rev. 41(4), 2–13 (2011)

8. Goodrich, M.T., Sirivianos, M., Solis, J., Soriente, C., Tsudik, G., Uzun, E.: Using
audio in secure device pairing. Int. J. Secure. Network. 4(1–2), 57–68 (2009)

9. Han, G., Liu, L., Jiang, J., Shu, L., Hancke, G.: Analysis of energy-efficient con-
nected target coverage algorithms for industrial wireless sensor networks. IEEE
Trans. Industr. Inf. 13(1), 135–143 (2017)

10. Hancke, G.P.: Distance-bounding for RFID: effectiveness of ‘terrorist fraud’ in the
presence of bit errors. In: IEEE International Conference on RFID-Technologies
and Applications (RFID-TA), pp. 91–96 (2012)

11. Hassanieh, H., Wang, J., Katabi, D., Kohno, T.: Securing RFIDs by randomizing
the modulation and channel. In: 12th USENIX Symposium on Networked Systems
Design and Implementation (NSDI 2015), pp. 235–249 (2015)

12. Hu, Q., Dinca, L.M., Hancke, G.: Device synchronisation: a practical limitation
on reader assisted jamming methods for RFID confidentiality. In: Akram, R.N.,
Jajodia, S. (eds.) WISTP 2015. LNCS, vol. 9311, pp. 219–234. Springer, Cham
(2015). doi:10.1007/978-3-319-24018-3 14

13. Hu, Q., Dinca, L.M., Yang, A., Hancke, G.: Practical limitation of co-operative
RFID jamming methods in environments without accurate signal synchronization.
Comput. Netw. 105, 224–236 (2016)

14. Jin, R., Zeng, K.: SecNFC: securing inductively-coupled near field communication
at physical layer. In: IEEE Conference on Communications and Network Security
(CNS), pp. 149–157. IEEE (2015)

15. Kumar, A., Hancke, G.P.: A zigbee-based animal health monitoring system. IEEE
Sens. J. 15(1), 610–617 (2015)

16. Nandakumar, R., Chintalapudi, K.K., Padmanabhan, V., Venkatesan, R.: Dhwani
Secure peer-to-peer acoustic NFC. SIGCOMM Comput. Commun. Rev. 43(4),
63–74 (2013)

17. Negi, R., Goel, S. Secret communication using artificial noise. In: IEEE 62nd Vehic-
ular Technology Conference, VTC-2005-Fall, vol. 3, pp. 1906–1910 (2005)

18. Opperman, C.A., Hancke, G.P.: Using NFC-enabled phones for remote data acqui-
sition and digital control. AFRICON 2011, 1–6 (2011)
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