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Preface

The GOODTECHS 2016 Conference was the second edition of a conference that wants
to become a point of attraction for researchers in the area and it was held in the
beautiful city of Venice, a worldwide renowned historical, academic, and cultural
center. In GOODTECHS we were interested in experiences with the design, imple-
mentation, deployment, operation, and evaluation of smart objects and technologies for
social good. Clearly, we were not considering only the so-called first world as the
scenario for this evolution; we also referred to those areas where ICT is currently less
widespread, hoping that it may represent a societal development opportunity rather than
a source for further divide.

It was our honor to have prominent international scholars as speakers. The con-
ference program embodied technical papers selected through peer reviews by the
Technical Program Committee members and keynote speakers that provided even more
insight into this area. We would like to thank the EAI for the support and all the
members of the conference committees and the reviewers for their dedicated and
passionate work. None of this would happened without the support and curiosity of the
authors that have sent their papers to this event. Finally, we would like to encourage
current and future authors to continue working in this direction and to participate in
forums like this conference in order to exchange knowledge and experiences and to
make ICT actually helpful to society.

October 2016 Ombretta Gaggi
Pietro Manzoni
Claudio Palazzi
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Indoor Activity Monitoring for Mutual
Reassurance

Fabio Veronese, Simone Mangano, Sara Comai, Matteo Matteucci,
and Fabio Salice(B)

Politecnico di Milano, Polo Territoriale di Como, Via Anzani, 42, 22100 Como, Italy
{fabio.veronese,simone.mangano,sara.comai,matteo.matteucci,
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Abstract. Population ageing is rising issues concerning the sustainabil-
ity of older seniors assistance. A possible solution can be avoiding early
retirement in nurse houses by providing the family and the senior(s)
with an unobtrusive monitoring system, mainly based on motion sen-
sors, capable of extending their independent living. The presented system
processes the collected data to infer when the person exits and enters,
his/her position inside the house, and the occupancy of the house areas.
Such information is made available to the family through a set of pur-
posefully designed graphical interfaces and prompt notifications. Pre-
liminary results are satisfying, showing it is possible to restore Mutual
Reassurance.

Keywords: Ageing · Smart home · Activity monitoring

1 Introduction

In recent years population studies are evidencing a growth of the elderly popula-
tion. Based on a report of the United Nations [1] the number of the seniors aged
over 60 is expected to be 2 billions by 2050, three times their number in 2000.
Since the process of population ageing is expected to be unprecedent, pervasive,
and enduring, one of the main concerns regards the rapid rise of elderly care
costs. Health-care facilities and seniors hospitalization have a significant impact
on the life of the older person, while they can be also not affordable for the
family. Active and Assisted Living (AAL) has been proposed as a paradigm to
overcome such problems, suggesting active and independent ageing in place [2].

To prevent the hospitalization process, it is necessary to preserve the con-
ditions (in terms of needs) of both the seniors and their relatives, according to
Maslow’s hierarchy [3]. In particular, restoring the awareness of the senior’s sta-
tus and activity can reassure the elderly person as well as the family, providing
what we defined in previous works Mutual Reassurance [4]. This proficient aware-
ness can be achieved thanks to an unobtrusive monitoring system, delivering the
information necessary and notifying undesired happenings.
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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The challenges related to the aforementioned issues are addressed by the
Assistive Technology Group (ATG) of Politecnico di Milano, working in close
collaboration with a social counterpart: CRAIS1 (Resource Center for Auton-
omy and Social Inclusion). Within this project CRAIS contributed with its
professionals in the identification of the needs and the expected activities to
be performed by a person: the set of conditions agreed between the senior and
his/her family represents a life agreement and may concern eating activities,
expected daily and nightly movements, indoor presence or absence, etc. In order
to provide notifications to the family as soon as undesired happenings are recog-
nized (e.g., unexpected nightly activity, or medicines take time, etc.) we propose
a system based on a wireless sensor network monitoring the senior and visual-
ization tools showing information about the inhabitant activities with the pos-
sibility to review his/her history. The proposed methodology for live monitoring
is based mainly on Home Automation (HA) sensors detecting human activity
in areas of interest inside the house. The overall system architecture refers to
the project BRIDGe: Behavior dRift compensation for autonomous and InDe-
pendent livinG is a project on which ATG has been working in recent years [4].
The project aims at creating strong connections between a person living inde-
pendently at home and his/her social environment by implementing monitoring,
and focused interventions according to the user’s need.

The rest of this publication is structured as follows: next section reports and
analyses previous works based on similar sensors. Section 3 refers to the architec-
ture of the monitoring system, detailing the exploited sensors, the data collection
and the processing platform; moreover, Sect. 4 concerns the methodology applied
for the activity monitoring and the proposed family perspectives. Finally, Sect. 5
reports the preliminary evaluation outcome obtained with the application of the
presented methodology to synthetic data, and Sect. 6 contains the conclusions
and the future perspectives.

2 State of the Art

Concerning the development of unobtrusive systems for the enhancement of
elderly everyday life, several research projects are devoted to the identification
of the action performed by the inhabitant, often referred to as ADL (i.e. Activity
of Daily Living). In the proposed settings though the aim is to infer the activity
of the person in its broadest sense, presenting the information in an aggregate
manner to a remote user.

In such perspective, several projects rely on movement and domotic sensors
to collect information in the home environment. As presented in the review by
Peetoom et al. [5], the results in terms of identified activities, and precision
vary among systems, as well as the acceptance and the stress level reported by
inhabitants and caregivers.

Developing probably one of the first projects in this field, Yamaguchi et al. [6]
use simple devices (PIR and door sensors) to monitor the human behavior in
1 http://crais.eu.

http://crais.eu
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indoor environments. The aim was to unobtrusively monitor a person along nine
months, proving it is possible to observe the daily cycle of a person’s life without
him or her being aware of it.

In Dalal et al. [7] a system for elderly people living alone is presented, its
aim is to provide warnings in case of emergency conditions and to recognize
health issues through the identification of anomalies in IADLs (Instrumental
Activities of Daily Living) patterns. PIR sensors and an instrumented bed are
used to collect data, on which a rule-based approach is applied to associate
sensors groups with specific actions.

In Zhang et al. [8] the same sensor technology is used to build a dense network
at floor level to track heat sources as they move around in the house. The aim
is to track the persons position and motion direction in house rooms.

Other research projects have a different approach, involving more elaborate
systems and pervasive instrumentation. Damarla et al. [9] propose a complex
system where different sensors (e.g., chemical, electrostatic, PIR, cameras, etc.)
collect information joined to monitor the inhabitant’s life. Even if the aim is
the same of the previous systems, cameras and extended sensorization have a
negative impact on system acceptance.

Kaye et al. [10] propose a system for indoor monitoring with simple and unob-
trusive home devices. The main source of information is the extended network
of PIR sensors, for fine person localization, enriched with the details obtained
by door sensors. The data in this work are also transferred to a remote SQL
database, approaching to the architecture of cloud services.

Higher level analyses are performed by Yang and Hsu [11], who propose a set
of activity features measuring the intensity, the frequency, the regularity, and the
anomalies of the activity patterns. The results show how it is possible to esti-
mate the daily activities rhythms and to detect unusual behavior in unexpected
situations.

3 System Architecture

The core of the BRIDGe project is a wireless sensor-actuator network that
enables home automation as well as user activity monitoring through a rich and
flexible communication system toward the relatives and the carers. The basic
infrastructure is composed of two subsystems, one residing inside the dwelling
and one standing in the cloud.

3.1 Domotic Sensors

Active and Assisted Living (AAL) and Home Automation (HA) technologies
are attracting much attention and their growth and diffusion bring the comfort
pervasive home control. Nonetheless such expansion also provides a wide choice
of market devices to be exploited to monitor and assist fragile people at home.

Focusing on the type of sensors, the choice of unobtrusive devices has funda-
mental importance. Cameras and microphones are known to be not well accepted
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by people, especially in their dwelling: to respect privacy and to limit the per-
ceived invasiveness of the system, we choose HA devices that are not even acquir-
ing personal information. Thus the hereby presented system relies only on HA
devices sensing and acting on the home environment and not the inhabitant.
The only exception is represented by motion sensors, being well tolerated.

Smart Homes devices market is highly competitive and many different solu-
tions in terms of technologies, standards and companies are available nowadays.
The choice of the technology to employ is crucial, since it brings a wide set of
opportunities but also inevitable restrictions [12]. The BRIDGe system techno-
logical choice is Z-Wave [4], drawn considering many factors as suggested in the
analysis by Saidinejad et al. [13]. Above all, thanks to the wireless communica-
tion, the battery power supply, the small dimensions design, and the modularity
Z-Wave devices can be easily integrated in the existing electric plant of a house.

3.2 Data Collection and Processing

In order to provide the high level information about activity monitoring, a device
inside the dwelling is needed to collect and the process the data. To approach
such issue we exploited a Raspberry Pi 22, equipped with a Z-Wave daughter
board and the Z-wave.ME3 software stack. Such solution has several advantages:
the hardware is low cost, easily purchasable and installable. This home server is
capable of interacting with the HA sensors network, retrieving, processing and
buffering the data, before forwarding them to the remote subsystem.

There are two possible moments to process the data: right after they are
collected by the home server, or remotely and asynchronously when received
by the remote server. This implies that depending on its aim it may be advis-
able to perform the computation on the most suited subsystem. More explicitly,
the processing requiring low delay (ideally real time), the operations triggering
immediate responses on the actuators, the extraction of information requiring
prompt notification, etc. need to be performed on the home server.

Considering the scope of this work, the computation is performed on the home
server. The data collected live from the Z-Wave HA network are fed continuously
to a stream processing engine. The chosen software for this task is Esper4, an
event series analysis and event correlation engine. It is programmable to perform
queries and processing over dynamic sets of real-time changing data, exploiting
the Event Processing Language (EPL). Its peculiarity is the possibility to express
pattern semantics and complex temporal consequentiality. Moreover, EPL capa-
bilities can be extended thanks to the integration of extra custom components
written in Java. About the remote subsystem, it is important to stress that it
provides the web applications to visualize and store efficiently the history of all
the data, both collected and obtained by processing.

2 www.raspberrypi.org.
3 http://z-wave.me.
4 www.espertech.com.

http://www.raspberrypi.org/
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3.3 Data Visualization

The data collected (both directly from the HA network and after the process-
ing), have to be provided in a proper form to the family or the relatives of the
inhabitant. At this aim the remote server provides a specific web application
for the visualization of the data. In particular, two main channels are available
to transfer the information between the remote and the home servers. The first
channel is used by the house server to periodically (once per minute) upload mes-
sages to the remote server, this channel is mono-directional and is implemented
using a REST (REpresentational State Transfer) API on the remote server. The
second channel is a bidirectional one based on the publish and subscribe para-
digm implemented through an open source library called crossbar.io, this second
mechanism enables real time communication also in the opposite direction (from
the remote server to the house server) in order to offer remote access to house
services from outside, using the remote server as gateway. Indeed it is worthy to
mention that all the information from the remote server is accessible only after
authentication of the user.

4 Indoor Activity Monitoring

The core of the proposed work is the possibility to provide aggregate and imme-
diate information to the family, through visualizations or prompt notifications.

Probably one of the simplest way of providing coarse information regarding
the indoor activity of a home sensorized with HA devices, is being aware of
where the person is inside the house, in terms of area. When using the concept
of area we refer to (an entire or to) a specific portion of a room: the presence
of the person in such space implies a high probability he/she is performing an
interesting task, induced by the objects/furniture. The areas distribution has
to be defined depending on the specific needs of the person and his/her family,
with the assistance of social professionals [12]. Similarly, also the definition of
the requirements for the visualization and notification of information should
be carried out by the family and the seniors with the aid and assistance of
professionals, in order to find the most fitting solution.

4.1 Localization and Presence

The target of the implemented HA data processing is to define the person posi-
tion inside the house. Using a set of PIR motion sensors, their activations follow
the position of the person along the dwelling. However these sensors remain in
active status for a certain lapse of time, resulting also in several active sensors
at the same time. It is necessary to associate each sensor with its field of view,
and with its house area, in order to infer where the person is when triggering
a specific sensor. Moreover, sensors become inactive if the person stops (e.g.,
sits at a table, on the sofa, lays on the bed); intuitively, the person position is
related the activation of motion sensors, giving more importance to the most
recent information and recalling the last valid position when sensors turn off.

http://crossbar.io/
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Given a set of areas A, the focus is to infer which Ai ∈ A contains the person
position xp. HA sensors response can be exploited to infer the person’s position
depending on the interaction with them.

In detail, associating to each sensor si its space σi, i.e. the fraction of the
house in which the person can activate its response, we can estimate the instanta-
neous position of the person starting from the active areas. To take into account
the sensors activation persistence, we introduced an exponential weighting of the
activations:

wi(t) = exp
(

tlast − ta,i

τ

)
; (1)

where the further the sensors activation (ta,i) is, with respect to the last activa-
tion – taking into account all the sensors – (tlast) the lower its space contributes
to the final position estimation, depending on a decay parameter τ . The refer-
ence of the decay is tlast rather than the current time instant because the person
is more likely to be in the last visited space. Otherwise, if the person moves to
another space σi, it is expected to trigger the sensor si accordingly, updating
tlast.

The person coordinates xp are estimated based on the set of weighted sensors
spaces, by applying the barycenter function B(·):

x̂p = B

(⋃
i

{wiσi: si is active}
)

(2)

To simplify the computation and reduce the processing load, the barycenter
function is reduced to a discrete form. In particular a grid G of evenly spaced
points xg ∈ G is distributed across the home. Let’s also introduce the activation
function f as:

f(si, t) =
{

1 si is active
0 otherwise . (3)

Each space σi is then considered: based on the activation function and the tem-
poral weighting, the barycenter is obtained as a weighted summation. Formally:

x̂p(t) =

∑
i

[
f(si, t)wi(t) · ∑

xg∈σi
xg

]
∑

j [f(sj , t)wj(t)# (xg ∈ σj)]
; (4)

where # (xg ∈ σj) is the number of grid points included in the space σj .
Furthermore the obtained position x̂p is compared to the areas in A to obtain

their expected occupation given the estimated person position.
Even if very important, the information concerning the presence in home

might not be sufficient to the awareness required by the family. A needed
enhancement concerns the identification of the absence of the person, or more
precisely, the detection of the moments when the person enters and exits the
house. To such aim, we can identify two models representing entrance and exit.
Let us formalize them in the following simplified statements:
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Exit. The sensors activations detected before the main door opening and
closure are all followed by the corresponding deactivations, within a time
lapse compatible with their normal functioning in absence of the inhabitant;
Person status changes from present to absent;
Entrance. The inhabitant was absent, while now any of the sensor detects
activity; Person status changes from absent to present.

It is clear how for both these statements the temporal sequence is relevant. Indeed
the hereby presented model neglects burglar intrusion and other happenings,
considering them out of the scope of this work.

Both the position and the occupation data are stored first on the home server
and then on the remote subsystem, where the family and the relatives can access
them.

4.2 On-Demand Information Delivery

Indeed one of the fundamental phases of the mutual reassurance is the informa-
tion delivery to the family. The simplest way of providing such information is a
set of multimodal visualization tools integrated in a web application. In partic-
ular we propose three data representations, characterized by different elements
and capabilities strongly complementary.

The first data representation is a live perspective of the house (Fig. 1): it
shows the instantaneous status of all the sensors and HA devices deployed, as
well as the person’s position and the areas occupation. Such view is designed to
provide a prompt and clear perception of the instantaneous house status and to
have an idea of the ongoing activity.

The second visualization, called time machine (Fig. 2) allows the exploration
of the historic data. The appearance is very similar to the live perspective, but
the data displayed are extracted from the database: the user can set a specific
date and time, play the activations at custom time scale, seek along the day for
a specific condition, etc. This tools enables to manually verify the inhabitant
behavior in an asynchronous way.

Third, we propose a bubbles diagram (Fig. 3), for the aggregated and synthetic
visualization of the house areas occupation along time. This enables to visualize
the time spent in each house area: the wider the circle hovering the corresponding
area, the longer the overall time spent there. Indeed, variations of the inhabitant
behavior that imply changes in the daily routine, modify the distribution of the
presence in the house. These are better to be investigated: a sick person would
spend much more time in the bedroom, or would not exit from the house, or
even spend an anomalous lapse of time at the toilet, etc. In all these situations
the family may require to be aware of such happenings and changes.

4.3 Notifications

When monitoring the activity of an elderly person whose independence is threat-
ened by the possibility of domestic accidents, it is important not only to recog-
nize and detect them, but also to get notified right after they have taken place.
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Fig. 1. Live perspective of the house status. In this visualization the person is localized
in the corridor (cyan ring), and the corresponding movement sensor (in red) is triggered.
(Color figure online)

Fig. 2. Time machine visualization: the inhabitant is shown in the kitchen (cyan ring)
right after lunch. The horizontal bar enables to browse the visualized instant in time.

Fig. 3. Bubbles diagram visualization: the rooms occupancy is displayed, the wider the
circle the longer the time.
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Depending on the content of life agreement, the system should provide some
pieces of information as soon as possible through notifications. Two simple exam-
ples can be: a prompt notification to the family when the person enters or exits
the house, or a daily notification about the time spent in the bedroom.

We propose as notification tools two widespread general purpose commu-
nication media: e-mail and Twitter5. Since these modern communication tech-
nologies provide lightweight free client applications for smartphones, where to
receive instantaneous notifications, it is convenient to leverage them. Concern-
ing the reliability of such communication channels, it would be indeed worthy to
analyze their Quality of Service; however we believe that this analysis stands out
of this work’s scope. In details the home server generates a notification, through
e-mail and/or Twitter, whenever an interesting happening takes place.

5 Experimental Results

Even if testing the system with real-world data would have been interesting,
it was impossible to retrieve a dataset with specific situations, as advisable for
this work scope. Given these conditions, we exploited synthetic simulated data
of a smart home. The simulator we used, called SHARON [14], enables the
configuration of the person’s behavior in terms of basic needs (e.g. eat, sleep,
etc.), of place and time routines of the performed activities, but also the design
of the all virtual environment (e.g. map of the place, areas, appliances, sensors,
etc.). The results proved the validity of the approach on simulated data.

However, the evaluation of the system on real world data is surely more
interesting. To such aim the project is currently in recording data on two pilot
installations and trying to recruit more testers. The preliminary results of this
testing phase are encouraging.

6 Conclusions

In the hereby presented work we propose an integrated system for the monitoring
of indoor activity of independent elderly people, which is intended to be a tool to
restore the mutual reassurance between the family and the seniors living alone.

The system comprises the collection, transmission, storage and analysis of HA
data, to provide aggregate synthetic information: the coarse scale person localiza-
tion, the house rooms occupancy, the presence at home and other customizable
complex events. The set of visualizations and the notification mechanism enables
the family to have an insight of the inhabitant activity.

Preliminary results on synthetic data and real world installation are encour-
aging: further tests will be carried out. To such extent it would be interesting to
evaluate also the visualization system on an audience of testers.

5 http://twitter.com.

http://twitter.com
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Abstract. The Internet of Things (IoT) has been widely used to interconnect
the available medical resources and offer smart, reliable, and effective healthcare
service to the elderly people. Health monitoring for active and assisted living is
one of the paradigms that can use the IoT advantages to improve the elderly
lifestyle. In this paper, we present an IoT architecture customized for healthcare
applications. The proposed architecture collects the data and relays it to the
cloud where it is processed and analyzed. Feedback actions based on the ana-
lyzed data can be sent back to the user. A prototype of the proposed architecture
has been built to demonstrate its performance advantages.

Keywords: Health monitoring � Internet of Things (IoT) � Medical devices �
Sensors � Platform implementation � Cloud computing

1 Introduction

Remote healthcare has become a vital service with the growing rate of senior citizens.
Health monitoring, rehabilitation, and assisted living for the elderly and medically
challenged humans is an emerging challenge because they require seamless networking
between people, medical instruments, and medical and social service providers. This
motivates the need for affordable, low-power, reliable, and wearable devices that will
improve the quality of life for many elderlies and physically challenged people.

The Internet of Things (IoT) platform offers a promising technology to achieve the
aforementioned healthcare services, and can further improve the medical service sys-
tems [1]. IoT wearable platforms can be used to collect the needed information of the
user and its ambient environment and communicate such information wirelessly, where
it is processed or stored for tracking the history of the user [2]. Such a connectivity with
external devices and services will allow for taking preventive measure (e.g., upon
foreseeing an upcoming heart stroke) or providing immediate care (e.g., when a user
falls down and needs help).

Recently, several IoT systems have been developed for IoT healthcare and assisted
living applications. A multiple communication standard compatible IoT system for
medical devices was designed by Wang et al. in [3]. Xu et al. proposed a resource-based

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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data accessing method (UDA-IoT) that is suitable for healthcare information-intensive
applications [4]. Kolici et al. proposed and implemented a medical support system
considering Peer-to-Peer (P2P) and IoT technologies. They used a smart box to control
the situation of patients. Moreover, they performed several experiments to evaluate the
implemented system for few different scenarios [5]. Sandholm et al. proposed an
on-demand Web Real-Time Communication (WebRTC) and IoT device tunneling
service for hospitals. The proposed system relies on intercepting key parts of the
WebRTC Javascript Session Establishment Protocol (JSEP) and using local network
gateways that can multiplex traffic from multiple concurrent streams efficiently without
leaking any WebRTC traffic across the firewall except through a trusted port [6]. An
acquisition and management of biomedical data using IoT has been proposed by
Antonovici et al. They developed an Android application that aims to record the data
measured (SBP-Systolic Blood Pressure, DBP - Diastolic Blood Pressure and Heart
Rate) by the electronic sphygmomanometer that communicates via Bluetooth. The
proposed system offers the possibility of transmitting medical data using any mobile
device. Data will be compared with the normal values and when an abnormality is
observed, the patient is notified. In the worst case, the emergency service and doctors
will be notified as well. The patient with vision impairment who are suffering from
diabetes, hypertension or obesity is also supported by adapting a “Text To Speech”
engine that allows data to be transmitted as type string to the device [7]. Krishnan et al.
presented a real-time Internet application with distributed flow environment for medical
IoT. If the patient is out of range for the Wi-Fi, or the server is unavailable, the patent’s
data will be stored locally and sent to the server when the patient arrives back in range of
connectivity [8]. Azariadi et al. proposed an algorithm for electrocardiogram
(ECG) signal analysis and arrhythmia detection on IoT-based embedded wearable
medical platform, as suitable for 24-h continuous monitoring. A Galileo board is used to
implement the design [9].

Mohan presented a cyber security framework for IoT Personal Medical Devices
(PMDs) that enable enhanced mobility for the patient. In the meantime, it is facilitating
better monitoring of the patient’s condition while moving. He presents the security
threats and limitations of PMD IoT that makes addressing these threats challenging. He
also presents some initial solution approaches in order to address these security threats
[10]. Yeh et al. presented a cloud-based fine-grained health information access control
framework for lightweight IoT devices with dynamic auditing and attribute revocation.
They handled the potential security challenges and the cloud reciprocity issues. The
results show that the proposed scheme is promising for cloud-based Personal Health
Information (PHI) platform [11]. Porambage et al. proposed a secure lightweight
authentication and key establishment protocol for end-to-end communication for
constrained devices in IoT-enabled ambient assisted living systems. They used
proxy-based approach to assign the heavily computational operations to more powerful
devices in the neighborhood of the used medical sensors. The results are promising for
the real world applications [12].

Yelamarthi and Laubhan [13] have designed and implemented a portable electronic
travel aid for the blind. Utilizing ultrasonic range finders mounted on the belt, the
assistive device was able find obstacles in front of the user, and provide respective
navigation directions through a Bluetooth headphone. However, this device is limited
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in the distance and localization of obstacles with high accuracy. Yelamarthi et al. [14,
15] have presented a depth sensor based navigation system to detect obstacles in front
of the user with high accuracy, and inform user of the same through vibro tactile
feedback in the hand gloves. However, a limitation in majority of the work presented is
lack of connectivity to the cloud to continually monitor the user data, and storage for
health analysis when necessary.

Addressing this limitation, in this paper, we present a cloud-based IoT system that
is applicable in different healthcare and active/assisted living applications. The pro-
posed system is composed of 6 modules: the physical sensors that collects the user’s
information and provides the needed feedback, a sensor interfacing circuit, an indoor
positioning module that helps locating the user, a low-power microcontroller that
manages the data collection and forwarding process, a wireless transceiver that con-
nects the system to the Internet, and a cloud server in which the data storage and
processing take place. A prototype of the proposed system is built and tested to
illustrate its different performance aspects.

The remainder of the paper is organized as follows. In Sect. 2, we present the
proposed IoT health monitoring architecture. A preliminary set of result of a prototype
of this architecture is presented in Sect. 3. The paper is concluded in Sect. 4.

2 Wearable Active and Assisted Living System

In this section, we propose a portable and customizable IoT system that can be used to
collect the data needed to facilitate the independent living of senior and challenged
citizens to improve their quality of life. The proposed system design philosophy targets
having a low-power system that can be worn during the day and be turbo charged as
necessary. The system is designed to be light and comfortable to wear. Furthermore,
the system is implemented using low-cost components, which makes it an affordable
system. An overview of the proposed wearable IoT system is shown in Fig. 1. The
system is composed of six main components that are described as follows.

2.1 Physical Sensors

In order to collect the user information that reflect its activity and medical signs,
multiple sensors are needed. These sensors are lightweight in order to be wearable.
A pulse oximeter sensor is used to measure the amount of oxygen dissolved in the
user’s blood, based on the detection of Hemoglobin and Deoxyhemoglobin. Such a
sensor is useful in the situation in which the user’s oxygenation is unstable, and in need
for supplemental oxygen or even intensive care. An electrocardiogram (ECG) sensor is
used to obtain a side set of cardiac information such as the rate and rhythm of the heart,
the patterns of abnormal electric activity that may predispose the user to abnormal
cardiac rhythm disturbances, and how the heart is placed inside the chest cavity.
Furthermore, the ECG sensor provides evidences of damages that occur to different
parts of the heart muscle, any acutely impaired blood flow to the heart muscle, and
increased thickness of the heart muscle. A nasal/oral airflow sensor is used to measure
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the breathing rate of the user to determine whether or not he or she is in need of
respiratory help. A temperature sensor is used to measure the temperature of any part of
the body, and can be moved easily in order to be placed over the body part where
temperature measurement is needed.

In addition to the above medical sensor that capture the user’s health signs, light
and fall detection sensors are also used. The light sensor provides the information that
can help the user adjust his/her ambience light, so as to help him/her navigate around
with ease. For example, when the ambience light decreases, readings from this sensor
can be used to turn on extra lights. The fall detection sensor is an accelerometer that is
used to determine whether the user has fallen abruptly, such that warnings signals can
be generated to provide the needed care.

2.2 Indoor Positioning Module

The second module of the proposed system is a Bluetooth Low-Energy (BLE) iBeacon
which is widely used for indoor positioning [16]. Instead of using latitude and longi-
tude information to determine the user’s location, iBeacon transmits a Bluetooth low
energy signal to infer the existence within its vicinity. Several iBeacon devices are
installed in the environment in which the user is located. When the user moves to the
proximity of an iBeacon, its ID is read by the microcontroller wirelessly using BLE.
The iBeacon ID is sent to the cloud server to obtain the user’s location. The BLE
technology allows the iBeacon to be powered by a single coin cell battery for extended
time intervals.

Fig. 1. Proposed IoT wearable system for active and assisted living
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2.3 Sensor Interface Circuits

The signals representing the different sensed phenomena (e.g., blood oxygen level,
body temperature, etc.) are then conditioned to be ready for input to the microcon-
troller. This is achieved through the use of sensor interfacing circuitry that converts any
analog signals coming from the sensors into the corresponding digital format and
performs any further signal conditioning functionality to ensure compatibility with the
used microcontroller.

2.4 Microcontroller

The microcontroller is the core of the system. It is responsible for collecting the data of
the different sensors interfaced to it, and communicating such a data to the cloud server
for further processing, or for retrieving the iBeacon location information. We use the
single-board Raspberry Pi 2 single-board microcontroller that is powered through a
3.7 V Li-Ion battery in our front-end nodes [17]. The Raspberry Pi is equipped with an
on-board communication module that controls the data flow between the different
sensors and the microcontroller using the I2C protocol.

2.5 Wireless Transceivers

The proposed system has BLE and IEEE 802.11 WiFi wireless transceivers interfaced
to the Raspberry Pi 2 microcontroller. The BLE transceiver is responsible for locating
the system using the deployed iBeacons. It can be also used to provide feedback to the
user through Bluetooth headsets for example. The WiFi transceiver is used to connect
the proposed system to the Internet, and hence, the cloud server. The collected sensor
data and the iBeacon location information transferred over the WiFi wireless interface.

2.6 Cloud Server

The collected user’s data is communicated to a cloud server which is responsible for
facilitating the accessibility of such a data anywhere through the Internet. The cloud
server implements a wideset of data management services including data storage, data
analytics, and data visualization in addition to providing an appropriate application
program interface (API) and software tools through which the data can be accessed and
manipulated. Our implementation of the cloud server is shown in Fig. 2.

The cloud server core is a large database that has enough space to accommodate the
huge amounts of data for the different sensors for long times to track the history of the
system user. The database is interfaced to a wide set of data analysis algorithms and
APIs such as Google Sheets for data visualization. Data can be accessed through the
Internet using dynamic webpages as shown in Fig. 2.

In our implementation of the cloud server, both Apache and MySQL run on the
same virtual machine (VM) running Ubuntu 14.04. This VM is just one of the many
VMs that constitute a larger VSphere implementation. The VSphere control panel is
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used to increase the resource allocation of the VM (such as memory and disk space)
with a minimal downtime and without data corruption. It is worth noting that if the
health monitoring system requirement exceeds the available hardware resources, the
implemented VM can be easily moved to a dedicated cloud hosting platform such as an
EC2 instance on Amazon Web Services (AWS).

3 Experimental Evaluation

As a proof of concept, a prototype system has been implemented to evaluate the
proposed IoT active and assisted living healthcare system. The system has been con-
figured to collect data from all the listed sensors. However, in what follows, we only
present the data of the indoor positioning, the fall detection, and the light sensor. The
readings of the other wearable sensors have been validated in the lab as well.

Figure 3 shows the results of the fall detector sensor. In this experiment, we have
the user walking for a few seconds then abruptly fall on the ground, to mimic
real-world scenario. As shown in Fig. 3(a) and (b) the x- and y-axis acceleration of the
user changes while the user is walking, but not the acceleration on z-axis. When, the
user falls down, there was a small change in acceleration in x- and y-axis, and a
significant spike in the acceleration of z-axis demonstrating that the proposed system
can detect sudden falls, as applicable in health care sector.

Figure 4 shows the indoor positing results using the iBeacon sensors. We deployed
several iBeacon transmitters in the building where the experiment was conducted.

Fig. 2. Cloud server architecture.

16 A. Abdelgawad et al.



When the IoT system worn by the user moves close to any iBeacon, the current
location of the user is obtained from the cloud server. The user’s current position, the
red circle, is stored in the cloud and keep track the all the position history. Moreover,
the user or any authorized person can check the user’s location.

Light condition is critical for some elderly; some time we need to control the light
according to the health condition of the user. The proposed system can monitor the
light condition and control it accordingly. Figure 5 shows the light sensor data. The
light sensor reports different voltage values in accordance with the different lighting

Fig. 3. The results of the fall detector.
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conditions. The lighting conditions considered in this experiment are: (1) intensive
light, (2) normal light in the lab, (3) partial shade, (4) full shade, and (5) complete black
out. We manually change the lightning condition about every 15 s from normal, to
intensive, then back to partial shade, full shade, and complete black out, then back
again to the normal light condition. As shown in Fig. 5, our system is able to capture
these changes in the lighting conditions.

Fig. 4. Indoor positioning using iBeacon transmitters.

Fig. 5. Lighting condition results.

18 A. Abdelgawad et al.



4 Conclusion

In this paper, we have presented a low-power wearable IoT system for active and
assisted living healthcare applications. We have outlined the main components of the
proposed system and explained their implementation details. We have built a prototype
to illustrate the different performance aspects of the proposed system. The preliminary
performance evaluation results have demonstrated the efficiency of the proposed sys-
tem – despite being a low-cost one. This makes the proposed system a good candidate
for implementing a wide set of wearable healthcare systems. Our future work will
include how to secure the access of the data and will develop a mobile application that
allows access of the data on handheld devices.
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Abstract. Driving safety is of utmost importance in our society. The
number of fatalities due to car accidents is still very high, and reduc-
ing this trend requires as much attention as possible. There are situa-
tions where the emotional conditions of drivers vary due to either reasons
beyond their control, or because they decide to change their driving style.
Hence, we consider that such frequent situations deserve more scrutiny.
In this paper we designed an Android application able to monitor in real-
time both physiological data from the driver and diagnostic data from
the vehicle to study their correlation. More specifically, we study the
connection between driving aggressiveness and heart rate. The vehicle
diagnostic data is obtained using an OBD-II connector. Among the var-
ious non-invasive biomedical sensors available nowadays, in this work we
focus on heart rate sensors, either packaged in belts or in smart watches.

Keywords: Driving styles · Android smartphone · OBD-II · Neural
networks · Driving behavior · Heart rate · Heart rate belt · Eco-driving ·
Consumption · Road safety

1 Introduction

It is known that prolonged or repeated stress, such as long traffic jams or
driving on severely congested roads, is related to increased aggressiveness. In
fact, authors like Gibson and Wiesenthal [1], Cohen [2], and Gravina et al. [3,4]
have identified a potentially dangerous aggressiveness level as a result of driver
stress. Thus, any method or system that can help at lowering the levels of aggres-
siveness when driving is welcome.

Our proposal just needs basic devices, such as a mobile phone, and an On
Board Diagnostics (OBD-II) device [5–7], available for less than 20 dollars, along
with a heart rate band or a smart watch. Our novel DrivingStyles architecture
adopts data mining techniques and neural networks to analyze and generate a
classification of the driving styles based on an analysis of the characteristics of
the driver along the route followed. It ensures that the driver can be constantly
aware of its level of aggressiveness and driving stress, and how this affects to his
heart rate. In a previous study [8], we developed a methodology to calculate, in
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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real-time, the impact that the driving style will have on the consumption and
environmental impact of spark ignition and diesel vehicles. We demonstrated
that an aggressive driving style increases the fuel consumption, as well as the
emission of greenhouse gases.

In this paper we go one step forward and demonstrate that a more aggressive
driving behavior also leads to a heart rate increase of at least three beats per
minute with respect to a quiet behavior. The analysis has been carried out with
460 min of driving, taking 27663 direct samples (obtained from the vehicle’s ECU
and the driver’s heart rate band), which corresponds to 5532 time windows
where the driver behavior and road types are analyzed. Our platform is able
to assist drivers in correcting their bad driving habits, while offering helpful
recommendations to improve fuel economy, and driving safety.

This paper is organized as follows: in the next section we present the
DrivingStyles architecture. The method used for the analysis of the variables
is presented in Sect. 3. We present experimental results in Sect. 4. Finally, in
Sect. 5, we review the main conclusions and discuss future work.

2 General Overview of the DrivingStyles Architecture

Our proposed architecture applies data mining techniques to generate a clas-
sification of the driving styles of users based on the analysis of their mobility
traces using neural networks. Such classification is generated taking into consid-
eration the characteristics of each route, such as whether it is urban, suburban,
or highway. To achieve the overall objective, the system is structured around the
following two elements:

1. An application for Android-based smartphones which is responsible for col-
lecting data from the car and the driver’s heart rate band or smart watch,
which also analyzes routes and driver behavior using neural networks.

2. A cloud-based data center to collect large data sets sent by different users
concurrently. Subsequently, these data are analyzed using data mining and
expert systems, in order to generate useful information.

2.1 Android Application

Using an OBD-II Bluetooth interface, the Android application (see Fig. 1b) col-
lects information such as speed, acceleration, engine revolutions per minute,
throttle position, and the vehicle’s geographic position. It also obtains informa-
tion from a wearable heart rate monitor, chest belts and smart watches. This
information is analyzed on the device itself, performing the analysis of driver
behavior and road type (using neural networks), instantaneous fuel consump-
tion, greenhouse gas emissions, and heart rate measurement.

We then provide feedback from the device to the user in a way that, when
the application detects high levels of aggressiveness, (above a certain threshold),
the device generates an acoustic signal to alert the driver. Furthermore, if the
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Fig. 1. System architecture of DrivingStyles: overview and block diagram architecture.

user has a wearable device, such as a smart watch, it is notified by a vibration
event as well.

Eventually, the user uploads the route data to the remote data center for a
more comprehensive analysis. The Android application is a key element of our
system, proving connectivity to the vehicle and to the DrivingStyles web plat-
form. The application, which is available as a free download in the DrivingStyle’s
website and from Google Play Store1, has achieved nearly 6000 downloads from
different countries in just one year. This indicates the great interest of this type
of user-level applications. For more detailed information please refer to [8,9].

2.2 Data Center

Our data center2 is able to collect large data sets sent by different users (see
Fig. 1a). There are currently 485 registered users and 411 routes sent for study.
The data center allows users and administrators to access data about routes
and per-user statistics. In particular, users can access all the routes they have
uploaded.

3 Research Strategy and Methodology

We now present the methodology we have followed in order to correlate
driving aggressiveness and driver heart rate by using the data provided by our
DrivingStyles architecture.
1 https://play.google.com/store/apps/details?id=com.driving.styles.
2 http://www.drivingstyles.info.

https://play.google.com/store/apps/details?id=com.driving.styles
http://www.drivingstyles.info
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3.1 Participant

The data reported in the present study were collected from a 35 years old male
driver, without heart diseases, and whose heart rate while at rest lies between
70 bpm (beats per minute) and 75 bpm. We have analyzed twenty-one routes of
varying durations, and under completely different environments (urban, subur-
ban or highway), and also at different weather conditions (rainy, sunny, cloudy,
etc.) and road conditions. This diversity allowed us to analyze the system relia-
bility under different environmental conditions [10].

The driver was equipped with an Android device with our DrivingStyles
application, and a heart rate band (brand Geonaute, although any other com-
patible band could be used as well) attached to the driver’s chest.

3.2 OBD-II Instrument

The vehicle used for testing is a gasoline model of the KIA brand with manual
transmission. It was instrumented with an interface compatible with the On
Board Diagnostics (OBD-II) standard [5,6], available since 1994 [7], and that
has recently become an enabling technology for in-vehicle applications due to
the appearance of Bluetooth OBD-II connectors [7,11]. These connectors enable
a transparent connectivity between the mobile device and the vehicle’s Electronic
Control Unit (ECU).

3.3 Heart Rate Monitor (HRM)

Regarding heart rate monitor (HRM) devices, there are mainly two types on the
market: the smart-watch (or other wrist band) and the chest strap. Smart-watch
models tend to be less accurate than chest-strap HRMs. Tests were conducted
with different models of both types. The first devices used were wrist devices,
including the Motorola 360 smartwatch. In this model the back of the watch
hosts the heart rate sensor. Despite using oximeter technology pulse measure-
ment, in our tests, the sampling frequency of the smart watch was too low and,
in combination with the high battery consumption when the heart rate mea-
surement is activated, made us disregard this device from the beginning. So, we
opted for the heart rate belt device instead.

Heart rate belt operation is simple, an electrical signal is transmitted through
the heart muscle in order for it to contract. This electrical activity can be
detected through the skin. The transmitter part of the heart rate monitor is
placed on the skin around the area that the heart is beating, and picks up this
signal. The transmitter then sends an electromagnetic signal containing heart
rate data to the wrist receiver which displays the heart rate.

As we can see in Fig. 2, the Android app displays the heart rate in real-time,
as well as a map representation of the heart rate compared with the average of
the route undertaken so far, being red if it is higher than average, and green
otherwise. It is mandatory that the mobile device used supports Bluetooth Low
Energy (Bluetooth LE, BLE) to connect with the heart rate monitor.
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Fig. 2. Snapshots of the main screen and the heart rate module. (Color figure online)

Table 1. Mean, standard deviation, and range of route time, speed, and heart rate.

Mean SD Range

Route time (minutes) 24.63 26.37 6.32–81.44

Speed (km/h) 67.44 41.30 0–135

Heart rate (bpm) 79.73 10.87 55–115

3.4 Measurement Result

The total time of the twenty-one routes considered for this study has been 7 h and
40 min (460 min). Regarding the heart rate, 27663 direct samples (one sample
every second) have been obtained. Also 5520 driving behavior measures calcu-
lated by the neural network have been used in the test, reflecting the behavior of
the driver at measurement time (behavior analysis is performed with data from
5 s before performing the calculation). See Table 1 for further information.

Before performing the statistical calculations, the samples were normalized
between 0 and 1. The neural network developed returns a value between 0 and
100, as a result of analizing each type of behavior. These values must also be
normalized before the statistical study.

In Sect. 4 we proceed to analyze the correlation between driving behavior
and the driver’s heart rate.
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4 Experimental Results and Evaluation

We can assume that drivers can be exposed to higher levels of stress during rush-
hours in a city [12]. Similarly, the sparsest traffic conditions can be found on
country side roads, driving on highways or in sparsely populated areas. Hence,
these two conditions should represent the far ends that we should find in the
routes under analysis.

Our study is based on a set of twenty-one different routes made by the same
driver on a same vehicle in an attempt to eliminate these factors, and focuses
solely on the relation between driving aggressiveness and heart rate. Then, we
focus on a particular route to have a more in-depth perspective of the results
obtained and the overall findings. In both cases, we obtain through linear regres-
sion the line that better describes the correlation between both data sets. This
way, a positive gradient shall validate our assumption of a positive correlation
between driver behavior and heart rate, as intended.

4.1 On-road Tests (All Routes)

First, we analyzed the twenty-one routes mentioned previously in Sect. 3.4. The
total time of all these routes is 460 min of driving, which corresponds to a total
of 27663 direct samples and 5532 behavior samples calculated by the system.
Notice that the developed neural network evaluated the three types of driver
behavior at once, generating an output score for each that allows generating an
output in the range from 0 to 1.

Fig. 3. Correlation between heart rate
and driving behavior.

Fig. 4. Box and wisker plot of heart
rate vs driving behavior.

Figures 3 and 4 show the correlation plots between heart rate and behavior
of the 27663 samples obtained for the study. Table 2 shows the equation of the
corresponding slope-intercept form, where the slope given by m, which equals
to 2.959, and the y-intercept by b, which is equal to 76.557 (see Fig. 3). As it
can be observed, the intended correlation between driving styles and heart rate
R is 0.071. The correlation value obtained is not as significant when compared
to result for a particular route, as shown in the following section.
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Table 2. Slope-intercept form equation of single route and all routes.

y m R2 R

Behavior single route

Quiet-normal 8.692x + 72.72 8.692 0.172 0.414

Normal-aggressive 5.667x + 74.049 5.667 0.041 0.203

Quiet-normal-aggressive 6.937x + 73.362 6.937 0.173 0.416

Behavior all routes

Quiet-normal-aggressive 2.959x + 76.557 2.959 0.005 0.071

These results were mostly expected since the driver remains seated in all
cases, and so the additional physical burden requiring a higher heart beat is not
comparable to more demanding situations. It is noteworthy mentioning, though,
that in this section we are studying routes of many types, some from urban
scenarios and other from highway scenarios, being the behavior less aggressive
for the latter. So, overall, we find that the difference between a quiet behavior
and an aggressive behavior for a specific driver is a heart rate increase of 3.72%.
Figure 4 shows the box and wisker plot of heart rate vs driving behavior. We
find that the difference in heart rate between quiet and aggressive behavior is
3.25% (about three beats per minute).

4.2 On-road Tests (Single Route)

In this second part of the analysis, we study a specific route chosen from the
set of twenty-one routes analyzed in this paper. The DrivingStyles platform, in
addition to analyzing the behavior, is also able to compute the route type.

In particular, this route has a duration of 6 min and 33 s, circulating at an
average speed of 24 km/h and a maximum speed of 57 km/h, covering a total
of 2.17 km; this corresponds to 381 behavior type samples, also including data
about the driver’s heart rate that we use in the statistical analysis.

Fig. 5. Correlation between heart rate
and driving behavior (quiet-normal).

Fig. 6. Correlation between heart
rate and driving behavior (normal-
aggressive).
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Fig. 7. Correlation between heart rate
and driving behavior.

Fig. 8. Box and wisker plot of heart
rate vs driving behavior.

After normalizing the data as explained in Sect. 3.4, we split our analysis
into three parts: the difference in terms of heart rate between quiet and normal
behavior (see Fig. 5), the same difference between normal and aggressive behavior
(see Fig. 6), and a full comparison between quiet, normal, and aggressive driving
(see Figs. 7 and 8):

1. Concerning the first case study i.e., when comparing the heart rate between
a quiet behavior and normal behavior (see Fig. 5), we find that the linear
trendline has a positive slope (8.69) and the R-squared value or coefficient of
determination is 0.17 (how close the data are to the fitted regression line). As
shown in this figure, there is a clear correlation between heart rate and driver
behavior, being the heart rate when the system detects normal behavior about
10.67% higher compared to a quiet behavior.

2. In Fig. 6 we compare the normal driver behavior against an aggressive behav-
ior for the same route. We find that the slope of the regression line is lower
than for the plot previously discussed (quiet behavior vs normal behavior),
having a value of 5.66, being the coefficient of determination significantly
lower, with a value of 0.04. Observing both plots (see Figs. 5 and 6), we find
that, regarding the outputs of the neural network implemented, the computa-
tion of the driver’s behavior tends to provide as outcome that is either a quiet
behavior or an aggressive behavior in most cases, being intermediate values
more scarce. In this case, the heart rate difference is 7.20% higher between
aggressive behavior and the normal behavior.

3. In the third scenario, all the system’s outputs were jointly analyzed (see Figs. 7
and 8). We find that the linear trendline remains positive, being the slope
value of 6.93, and the coefficient of determination is 0.17. In this last analyzed
case the difference between a quiet behavior and an aggressive behavior is
8.61%. The results obtained are very similar to the first plot (see Fig. 5),
which leads us to consider whether it would be interesting, in future studies,
to train the neural network to have only two outputs instead: quiet behavior
and aggressive behavior.

Finally, the box and whisker plot (see Fig. 8) displays the differences between
quiet, normal, and aggressive driving behavior vs heart rate; for this test subject,
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an aggressive driving provoked an increased heart rate. If we look at the value
of the median in the three types of behavior (quiet, normal and aggressive)
we see that the difference in heart rate between a quiet and normal behavior
is 2.78% (about two beats per minute); similarly, between a normal and an
aggressive behavior, this difference is 2.41% (about two beats per minute as
well). Summarizing, according to our findings, the driver’s pulse increased by
5.18% (slightly more four beats per minute) when the driver switched to a more
aggressive driving compared to a quite driving style.

5 Conclusions and Future Work

In this paper we studied the correlation of the driver heart rate with respect to
his driver behavior. We based our study on the use of our novel DrivingStyles
architecture, that combines new technologies such as smartphones and wear-
able body sensors with the modern software implementations of artificial neural
networks.

The results of the present study indicated that aggressive driving causes an
increase in the heart rate, being able to rise it by up to three beats per minute on
average. Based on our experimental results, we have reached the conclusion that
the difference in terms of heart rate between a quiet and aggressive behavior can
become very noticeable. In statistical terms, we also found that, as the number
of samples increases, the correlation between the driver behavior and heart rate
becomes lower. This was expected since increasing the number of routes whose
behavior is largely quiet, makes the percentage of values with an aggressive
behavior to decreases, i.e., an urban route that causes stress and aggressiveness
will get closer to our results that a long highway route where the stress is non-
existent or scarce. Since this study has been conducted taking a middle-aged
male subject as reference, in future works we will expand the scope of our study
to women, and also to drivers of different ages, which will help at covering a
wider range of possible cases. This will allow us to study the differences between
various age segments, as well as to differentiate driving aggressiveness and heart
rate based on the driver’s gender.
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Abstract. This article provides food for thoughts elaborated by peer
researchers who, basing on their studies and on current literature on
relationships between Universal Design (UD) and Information and Com-
munication Technologies (ICT), wish to share few key issues related to
the challenges offered by the involvement of final users in designing prod-
uct and services. Referring to approaches from different disciplines, key
questions will be highlighted on which a debate could start, focused on
the issue of promoting inclusion and how a close relationship among these
different areas of knowledge can contribute to bridge the gap between
the potential of new technologies and the real and diversified need by
persons. Thus, actively contributing toward the empowerment of the
community of belonging.

Keywords: Accessibility · Usability · Design for All · Inclusive and
Universal Design · Internet of Things

1 ICT as a Driving Force for Inclusion and People
Empowerment

In order to implement the UN Convention on the Rights of Persons with Disabil-
ities (CRPD), the EU Commission launched the “European Disability Strategy
2010–2020: A Renewed Commitment to a Barrier-Free Europe”, which aims to
increase the participation of people with disabilities in society and economy, and
enable them to fully exercise their rights.

Analysing the areas for joint action between the EU and Member States
pointed out in the Strategy, it becomes clear that for most of these (and in
particular for Accessibility, Participation, Equality, Employment, Education and
training, Social protection, and Health) the role of support represented by ICT
to overcome discrimination and to achieve the goal of a wider inclusion is crucial.

The UN CRPD [1] further states that “to ensure and promote the full realiza-
tion of all human rights and fundamental freedoms for all persons with disabili-
ties without discrimination of any kind on the basis of disability” States Parties
shall “undertake or promote research and development of, and to promote the
availability and use of new technologies, including information and communica-
tions technologies [. . . ] suitable for persons with disabilities, giving priority to
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technologies at an affordable cost” (Art. 4); the Convention recognises therefore
to persons with disabilities (PwD) the right to access, on an equal basis with
others, “information and communications, including information and communi-
cations technologies and systems”. It commits the States “to promote access for
persons with disabilities to new information and communications technologies
and systems, including the Internet” (Art. 9-g) and “to promote the design,
development, production and distribution of accessible information and commu-
nications technologies and systems at an early stage” (Art. 9-h), to enable PwD
to live independently and participate fully in all aspects of life, thus pursuing
the goal of social inclusion.

Bearing in mind the ageing of the population in Europe, the envisaged actions
in the strategic plan will specifically affect the quality of life of an important
and increasing segment of population that includes, other than PwD, those who
experiment disability in their lifetime due to aging or temporary reduced func-
tionalities. ICT, with assistive and enabling technologies can be regarded as
strategic drivers for the social evolution of a community: if truly usable and
affordable, they are a fast, economic and reliable way to foster the inclusion of
disadvantaged people and to tackle discrimination.

Nevertheless, to avoid the risk linked with the uncertain relationship between
products and success/failure, innovative approaches to the design process should
be based on a different values range, which considers what can effectively meet a
user’s need, perhaps latent at the moment, instead of what can be an exclusively
technological achievement. This is a winning strategy in step with the idea that
man should be placed again in the spotlight, with his/her needs, desires, tastes
and disposition. And, above all, differences. Once again UN CRPD suggests the
approach into achieving inclusive solutions, by means of Universal Design: that
is “the design of products, environments, programs and services to be usable
by all people, to the greatest extent possible, without the need for adaptation
or specialized design. Universal Design shall not exclude assistive devices for
particular groups of persons with disabilities where this is needed” (Art. 2).

The best option will certainly be to mainstream the UD approach and the
related Design-for-All principles as much as possible in goods and services, mak-
ing them economically viable and avoiding the necessity for consumers with
special needs, like the elderly and persons with disability, to look for specific
products or to depend on others for their daily activities.

In this context, accessibility can be seen as a key enabling knowledge that
allows everybody to manage at their best their relationship with the surround-
ing environment (that is with living spaces, goods, services). According to the
Classification of Functionality, Disability and Health (ICF) [2], to provide the
environment with facilitating elements that enable the largest number of per-
sons means to affect positively the “disability threshold”, above which they can
participate actively to life, according to their capabilities, with the largest auton-
omy and at the best possible conditions. Promoting accessibility in a proactive
way, thus, (i) benefits society and the economy in general making life easier for
everyone; (ii) supports an active and productive participation of older persons
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in their communities and labour market participation of PwD; and (iii) enables
informal carers to reconcile work and care duties.

Researchers working in the field of UD are deeply (and often painfully) aware
of the economic aspects of their studies. A recent EU study [3] demonstrates the
socio-economic importance, and the related costs, of improving the accessibility
to PwD of goods and services; among these services, ICT is a priority. Public
financial support is managed differently in different countries, but in general
countries with high investments and thus high accessibility standards in the
built environment, transport, and ICT are those where the highest levels of
employment of both older women and men are found; they are also those which
perform best in terms of Healthy Life Years indicators [4].

The other way around, what can ICT do to increase the effectiveness of
policies for the empowerment of PwD? One possible answer is to enable all
stakeholders to make informed decisions. For this purpose, ICT is a fundamen-
tal source of data for the economic evaluation of the costs/benefits of a given
policy. Understanding and exploiting the tools that contemporary studies in the
economic assessment of health technologies employ is essential for people working
in the UD field, to effectively interface with the agencies that define the spending
policies of a country. One example of such tools is the Disability-Adjusted Life
Year (DALY) indicator [5,6]. It is defined as the sum of two terms, evaluated
in a selected test group: the reduction of the average duration of life due to the
disability (Years of Life Lost, YLL), plus the quality loss in the life span (Years
Lost due to Disability, YLD), which in turn is the product between the reduction
of life quality and the average life duration with disability. The DALY can be
determined using the data that are collected by ICT-based tools, and provides
an a-posteriori estimate of the benefits of a given project.

2 Beyond Accessibility to Design ICT: Involving Users
to Investigate Needs

UD, despite not being a new concept, is nowaday seen as innovative by an
increasing number of stakeholders, including the final users who benefit from it
and who, at the same time, are involved as experts into the participative process
of conceiving the products. UD is based on the assumption that accessibility to
spaces, objects and services is the key prerequisite to use them.

Before going any further, we need to set the meaning of some words we use
hereinafter. In the field of computer science and ICT in particular, accessibility
primarily refers to the distinguishing qualities that the design of devices and
systems should have to allow their use by PwD. The World Wide Web Con-
sortium (W3C) defines Web accessibility as an attribute through which “people
with disabilities can perceive, understand, navigate, and interact with the Web,
and they can contribute to the Web” [7]. Web accessibility includes all types
of disabilities that impact access to the Web and thus includes visual, hearing,
physical, and speech impediments, cognitive and neurological disabilities; elderly
users benefit too from adherence to Web accessibility principles.
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In a wider and cross-disciplinary view, accessibility is the basic requisite to
use goods and navigate spaces, and it does not necessarily refer only to PwD;
indeed, transposing the W3C definition we can assume that “accessibility is an
attribute through which people can perceive, understand, navigate, and inter-
act with the living environment, and they can contribute to the growth of the
community”.

The citizens’ community lives and acts within an often unfriendly environ-
ment, which prevents persons to take an active role in daily life, and affects their
independence and autonomy in respect of their capabilities and functionalities.
Making the environment accessible, thus, means to integrate or to provide it with
facilitating elements (for example using compensative solutions, eliminating bar-
riers or resorting to Design for All resources) to raise its level of accessibility and
allow its use by a wider range of persons. In the ICT field, while the focus of
accessibility is disabilities, research and development in accessibility brings ben-
efits to everyone, particularly users with situational limitations, including device
limitations and environmental limitations [8].

The usability concept includes emotionally engaging a person by positively
exciting him/her, thus fully meeting his/her expectations. The International
Standards Organization’s standard ISO 9241 defines usability as the “effective-
ness, efficiency, and satisfaction with which specified users achieve specified goals
in particular environments”. A less formal interpretation defines usability as “an
attribute of quality that refers to the promptness with which users learn to use
something, the efficiency they attain while making use of it, how easy it is for
them to remember how to use it, how error-prone it is, and the level of satisfac-
tion that they attain from using it” [9].

In the ICT field, usability is slowly improving; however, the focus is still
mainly on accessibility rather than on Design for All. While some ICT compa-
nies have developed accessibility devices to enable persons with disabilities to
access their products, many people (among which especially the elderly) often
feel excluded from a wide range of e-products and services which could otherwise
be relevant to them. There is a genuine risk of departure of products from the
real needs of users—that’s typical in any field of innovation.

The slogan of the disability rights movement has long been “nothing about
us without us”. Far from being a mere challenging approach, asserting an atti-
tude in claiming, it stresses the idea that PwD can contribute to the growth
of a community moving from passive recipients to co-producers while involved
in the process of visioning strategies, making policies, designing goods and ser-
vices. It is truly PwD who understand best what PwD need: they just have a
different opinion and different priorities than the current providers and decision
makers. But as the movement progresses, and seeks the actions to realize its
vision, difficult questions arise about exactly how self-determination can shape
strategies and actions in the field of ICT. Key questions need to be asked, among
which whether the modern disability movement is itself sufficiently inclusive of
PwD and how to set requirements and pattern flows to ensure a proper and suc-
cessful user participation in development and production processes. PwD are a



ICT in the View of Universal Design 35

heterogeneous group, and the specific issues which shape their life opportunities
are just as diverse; moreover, the risk of “divergence of effect” [10] is rather high
when design process based on the theoretical principles of UD are developed
avoiding an effective users participation. In a sense, there is the need to create
a standard for the participation of the user [11].

A proper engagement of persons could allow the mutual adaptation between
the different users capabilities and the performances required by a very often
complex outer environment and its “devices” (spaces, goods, services).

Engaging people in the development of a new product/service is the ulti-
mate result of the evolvement from the “products designed for the user” app-
roach to “the development of user inputs” and finally the active involvement of
users by designers: a current practice, focused on identifying the most relevant
requirements expressed by targeted user categories and on testing of released
products/prototypes. Nevertheless, optimal solutions vary greatly depending on
the specific users and contexts of use, and this is more evident when target
groups are (or involve) PwD. Very often, considering their needs we face the
risk that labelling these as “special” leads to think in terms of separate, special
solutions, thus highlighting the inherent contradiction between diversity and
“special” needs: everyone has unique needs and resources [12].

An Inclusive and Universal Design (I&UD) can offer different thought pat-
terns if the starting point is to realize that one-size-fits-all solutions seldom meet
every person’s needs and that accessible features can benefit the majority of the
population. Therefore, as argued by Page, a shift in design thinking is required
to consider the “normality of doing things differently” [13].

Engagement of users introduces divergent thinking and implies that different
users should first reciprocally accommodate their specific needs and expecta-
tions, which are very often deeply different if not conflicting. If it is true that
seeing problems from diverse perspectives and looking for solutions in differ-
ent ways can locate more potential innovations [12], the setting of user groups
including diverse PwD implies raising their awareness on the real scale of dif-
ferences, expectations, needs “by all”. And makes them aware that aiming to a
solution that benefits all implies a high level of adaptiveness “by all” to the best
of possible solution.

3 A Case Study: IoT and Inclusive Design

The deployment of the ever-increasing number of systems that belong to the
so-called Internet of Things (IoT) is a concrete example that we can consider
as a case study. Indeed, the forthcoming evolution of 5G technology foresees
a pervasive wireless scenario, in which a huge number of devices will concur
to support IoT applications, including intelligent metering, infrastructure man-
agement, health support, home automation, public transportation, safety, and
security. The number of devices that will be wirelessly connected in the IoT are
estimated to be around 20 billion by the beginning of the next decade [14].

IoT is interesting because it is a still relatively small field experiencing a very
fast growing rate, due to the combination of several favorable conditions. Some
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of these depend on its huge potential market (that in turn brings large available
investments), others are more technical conditions related to the ICT world and
concern this paper. For example:

– Electronics: IoT needs low-cost, high-volume, mature technologies on which
research and development efforts have already been made by the electronic
industry. The largest companies, indeed, have added to their traditional suite
of products (such as sensors, analog and mixed signal components, microcon-
trollers, energy management devices) various dedicated development environ-
ments [15] that can be devoted to this purpose. In particular, IoT networks
that are meant for the factory environment may be particularly suited to
I&UD due to their attention to security and reliability [16].

– Telecommunications: the convergence towards an all IP solution for the tele-
com network, that started with 4G, and the seamless integration between
the core telecom network and the local and the sensor networks, all based
on international communication standards, allows now the development of
a fully interacting system, connecting people and devices (things), leading
towards the smart and fully connected society foreseen by 5G development,
and avoiding the barriers deriving from the widespread utilization of “private
standards” that have delayed and slowed down the full exploitation of the
system capabilities [17].

A huge flow of information is expected to be available in IoT systems, not
only that which is needed for the goals of the system, but also that coming
as a byproduct of the system operation (“exhaust” data; e.g., in an inventory
keeping system, the rate at which the quantities of the different goods change).
A part of these data is used by the system itself (in home automation, to manage
instantaneous power consumption by the different appliances), but in many cases
an interaction with the user may be advisable. The user should be able to set
the amount of data he/she is capable or willing to manage.

At the same time, since the flow of information is bi-directional, the IoT
systems will also often collect data about the user (in a shop, the time spent
in different sectors, the way goods are selected, etc.). It is widely acknowledged
that this generates increasing privacy problems. If a person with disabilities is
involved, the risk is even stronger; for example, the existence of the disability
itself can be disclosed, which can be deeply undesirable for the user.

Under an economic viewpoint, the concept of exhaust data is in the focus of
the attention of those who devise new business opportunities: data that have no
value for the main purpose of the system could be extremely important for other
potential users. For example, the long-term maintenance data of cars collected
in a service station may become useful information for an insurance company.
The presence of these data should be carefully considered also with respect to
the potential benefits for a PwD. An open-minded design of an IoT system could
provide these benefits at no or small cost for the owner. National and EU funding
agencies should provide a financial support for the deployment of such systems,
having verified the existence of such benefits.
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A fundamental but still open issue is the one of standardization. To fully
exploit the IoT capabilities and to avoid further digital divides, all the stakehold-
ers should influence the standard development. Unfortunately, the main driving
forces are the big companies and the standard bodies, while the SME and the
consumer organizations are almost absent from the standardization process. One
possible solution may be to invest some money to involve the user representatives
in the standard activities [18].

However, given the high degree of flexibility of the standard under develop-
ment, the robustness and the safety of which must be addressed by the standard-
ization bodies and the big manufacturers, the user involvement may be addressed
by I&UD which should work on the personalization and the interoperability of
the communicating devices, to allow them to be really used by all [19].

4 Ongoing Research

We survey some recent works in which systems, tools, or methods related to the
IoT have been proposed that were thought or adaptable for categories of weak
users; we also consider studies which explicitly investigated about the relation
between IoT and PwD. The aim is to understand if, to which degree, and in
which form PwD have been involved in the design process.

The opportunities of the IoT for PwD depend on the involved technologies,
which have to be related to different kinds of disability (e.g., hearing impaired,
visually impaired). Some reference scenarios can be devised and discussed in
detail from the technological point of view: for instance, the case in which a
visually impaired person is assisted when autonomously shopping at a store. This
approach is used in [20], and permits to outline some present research challenges:
the paper acknowledges that the foremost consists in customizing and adapting
the IoT for person with disabilities. However, the direct inclusions of those users
in the design process is not explicitly mentioned. When the IoT belongs to a
larger integrated IT environment (e.g., aimed at providing a so called Ambient
Intelligence), a balance between Universal Design and adaptation is needed to
cope with the design of tools or services for persons with disabilities; a fine-
grained set of options should be considered for this purpose [21].

The inclusion of the final user in the design of IoT solution is instead the
main focus of [22], where the EU project SOCIOTAL is presented. It lays down
a “co-creation” approach in which the services arise from citizens for tackling
their needs rather than being proposed by commercial service providers. From
this point of view we are in line with the authors of the cited paper, who propose
inclusion as a main requirement for designing effective IoT services; on the other
hand, they do not mention disabled persons. A similar thesis is proposed also
in [23], where the authors suggest that trust, user control, and transparency
should be at the heart of IoT.

An interesting experimental study about the involvement of disabled or elder
users in the design phase of an IoT-based tool is shown in [24]. The authors
consider three relevant scenarios (smart homes, smart offices, and e-voting) and
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elaborate on the impact of users’ inclusion in the design stage on users’ trust in
the resulting tool. In particular, they show the results of a study with 85 subjects
(including visually impaired and persons affected by dyslexia) who were asked
to evaluate an IoT system in its early stage: the subjects found the system itself
useful, but suggested several improvements on the user interface; the system
design was hence adjusted to meet the subjects’ recommendations.

Visual impairment is a disability for which many IT based system have been
proposed or designed in principle, ranging from shopping assistants [25,26], to
tools for enabling social interactions [27,28], or for allowing interaction with
visual-based online social networks [29]. The degree of inclusion of the specific
category of disabled persons in the design of the system greatly varies and is not
clearly related with the degree of development of the system itself. For instance,
we observed cases with no mentions to inclusion [26,30], cases where normally
sighted subjects wearing a blindfold were included in experimentation [25], and
cases where actual visually impaired persons were included, either by collecting
experimental data [31], or by participating in interviews aimed at guiding design
choices [29], or by testing a system prototype [32].

5 Final Remarks

The good news in ICT, and specifically for the rapidly growing Internet of
Things, is that a designer of a system can (and should) devote a large part
of his/her attention to human aspects, since the basic technical tools suitable to
build many types of network have already been made available. A 2015 McK-
insey report provides impressive figures and facts about the impact of IoT [33].
However, among the different fields of application, from homes to factories to
vehicles, the “human” field (especially related to health and social issues) is the
one whose prediction has the largest uncertainty: it ranges from 170 to 1590
billion $ in 2025. We can easily deduce that much of this spread is related to the
level of user’s acceptance. Thus, this is a significant example of a field in which
I&UD principles should be employed from the start. In fact, it has already been
observed that “At a minimum, all parties involved in the development of IoT
devices and applications should commit to upholding the principles of universal
design” [34]. Engagement of final users is pivotal in shaping the Internet of the
future, for the use of digital technologies to be successful to allow the Internet
of Things to become the Internet for People.
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Abstract. Applications supporting the independent living of people
with disabilities are usually built in a monolithic fashion for a specific
purpose. On the other hand, a crucial sector for the livability of urban
spaces such as mobility is undergoing a deep transformation, heading
towards flexible composition of standardized services. This paper shows
how this approach allows to build better applications for people with
specific needs, making them seamlessly integrated in the most modern
approach to smart mobility.
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1 Introduction

The advent of smart mobility has enabled the creation and development of appli-
cations for mobility support addressed to different categories of people, including
those with disabilities [1–3]. Yet, the majority of these development paradigms
provides vertical applications for accessible mobility, separated from the wealth
of services available for average-capability travelers. For these applications, the
integration of collected data, the possibility to share common sub-services, and
the ability to interact with the same standards is rather difficult.

On the other hand, the rapidly growing diffusion of ICT solutions in every
field of mobility is fostering the creation of novel approaches, such as the so-
called Mobility-as-a-Service (MaaS) paradigm [4]. The enabling factor for these
approaches to succeed is a strong drive towards standardization of data formats
and access methods. According to the most modern model, every access to a piece
of data, as well as every execution of a simple computation is offered as a service
[5]. The collection of domain-specific services, completed by a set of commonly
used infrastructural services, composes a service-oriented architecture, on which
it is comparatively simple and fast to develop any application by orchestrating
the needed services [6].
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The purpose of this paper is to present a specific use case that shows how it is
possible to create a scalable and integrated mobility service for blind users, as a
result of the coordination of reusable components on a microservice architecture.
After discussing goals and purposes of the MaaS philosophy in Sect. 2, we intro-
duce our microservice development approach in Sect. 3, focusing in particular on
the advantages that this paradigm introduces on the basis of a real, currently
developing infrastructure, which is called Smart Mobility for All (SMAll). Then,
Sect. 4 details our use case developed in the urban region of the city of Bologna.
Finally, Sect. 5 concludes the paper with some final remarks and directions for
future work.

2 The MaaS Approach

Mobility as a Service [4] is an innovative approach that aims to break the barrier
between public and private transport. It is made viable by the integration in a
coordinated infrastructure of the technologies exposed by every single operator.
Born in the city of Helsinki [4], this paradigm is starting to spread through-
out Europe and beyond, aiming to establish standards for the interoperability
between different (even in terms of country) operators, and to encourage the
creation of alternative solutions to the standard “winner-take-all” paradigm.
For our purpose, this approach can be seen from 2 different point of view, the
business one and the technological one.

2.1 The Business Logic

Very briefly, the principle of MaaS is that as long as every detail of the demand
and supply for transportation services is known in real-time, there is no need
for passengers to commit on specific means. Instead, they will enjoy a broad
spectrum of alternatives from which to choose, taking into account the needs
of the moment. For example, one could specify a very strict set of constraints
in terms of comfort and timing, likely to result in a choice of premium means,
while another could simply express the need for reaching a destination at the
best price, getting a virtual ticket, and receiving real-time instructions about
which means to use to complete the trip. Many business models are possible [7].

In its simplest form, a MaaS operator could be a smart broker for planning
and paying trips on existing networks. A more innovative approach would be that
of selling mobility packages allowing travelers to use pre-configured amounts of
travel on different means. From the transport operators viewpoint, a MaaS plat-
form could be a great opportunity to leverage integration and to exploit unused
capacity. For example, a taxi company exposing vehicle availability and position
in real-time could offer lower prices during off-peak times, thus appearing as a
good alternative to mass transit; data-mining could allow operators to foresee
correlations between various conditions (events, weather, accidents) and trans-
portation needs, to allocate materials in the best possible way [8].
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Also the role of public administration can undergo a significant change. Some
administrations could choose to play the role of a central MaaS operator, exerting
a stronger control on the local mobility agenda. Others could leave the field to
private companies, hoping to benefit from market-driven optimization of citizens’
patterns of mobility. They could also accurately monitor citizens, using collected
data to plan investments and direct incentives towards specific goals [9].

In this context, our use case became interesting. Typically, scenarios with
few users involved, and that require specific technologies, as it happens in the
case of people with disabilities, have always been profitable only through a heavy
vertical investment [10] Thanks to the MaaS principle, where single services can
be shared and public administrations can direct investments on the development
of specific needs, even this kind of use case can be seen as an opportunity for
MaaS operators.

2.2 The Technological Side

To effectively support the creation of MaaS providers, we envision the creation
of an ecosystem of reusable components within a Service-Oriented Architecture,
where standardized services efficiently and flexibly combine heterogeneous data
sources, such as available transport options, real-time data regarding vehicles and
infrastructures, pricing, etc., to provide customized travel planning, information
and ticketing to final users, as well as monitoring and planning tools to policy-
makers.

This infrastructure aims to create services to track timing, position, and
availability of trains, buses, subways, shared bikes, shared cars, and to enable
crowdsourcing of users’ report, crowdsensing through devices [11,12], etc. in an
overall effort of opening data and standardizing the interfaces to access them.
Both operators and users can benefit from this plethora of mobility services.

A real example of this kind of infrastructure is the one that we are
currently developing as a marketplace for mobility services, within the EIT
Digital1 called Smart Mobility for All (SMAll) [13]. In our vision, SMAll is the
enabling technology to solve the challenges of the MaaS market, from developing
user-contributed, crowdsourced applications, to launching a MaaS operator, to
planning effective and sustainable transport policies for smart cities [14].

3 The Microservice Architecture Paradigm

The microservice architecture is a development style inspired by service-oriented
computing that has recently started gaining popularity [15]. A microservice
architecture can be defined as: “a distributed application where all its modules
are microservices [16].”

The reasons why this architecture has been proposed is to try to overcome
the limits of the so-called monolithic architecture [17]. In addition, we have to

1 http://www.eitdigital.eu/.

http://www.eitdigital.eu/
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consider the fact that this paradigm is a reasonable consequence of a world that
is more and more oriented to the development on cloud, and therefore the need
of connection and interoperability between the different platforms is increasing.
Defined as [18] “a single-tiered software application in which the user interface
and data access code are combined into a single program from a single platform”,
the main limits of the monolithic approach are:

– The maintain process.
– The dependency chain of libraries and modules explode.
– The deployment phase
– The scalability of the program.

It is clear that this kind of architecture is obsolete and it cannot be the right
solution for today’s service-oriented developments.

On the other side, the microservice architecture has been proposed with a
diametrically opposite approach. Rather than having a single block composed
of several force-dependent modules from each other, the microservice philoso-
phy extracts each module making an independent and autonomous microservice
following the statement “everything can be a microservice” [19].

This kind of distributed compositionality becomes his greatest strength. As
described in [16], even the internal components of software are autonomous ser-
vices, independent components conceptually deployed alone with dedicated tech-
nologies, both software and hardware. This means that this architectural style
does not foster or forbid any particular programming, but it provides only a
partition structure of the component the developer has to follow. Since all the
components of a microservice architecture are microservices, its distinguishing
behavior derives from the composition and coordination of its components via
messages. Thus, the core of a microservice platform will be the orchestration
phase, namely the composition of microservices, tools, and processes invoked,
and the connection and automation of workflows that create the final service
[20].

However, the microservice paradigm introduces also new challenges and
enlarges known threats. The distributed programming nature is at the same
time its main advantage (as shown earlier) and disadvantage. As described in
[21], preventing programming errors in this context is harder, and the program-
mer has to face and work with different technologies that typically have different
means of specifying contracts for the composition of services.

Other issues introduced by the microservice architecture are the ones related
to the security aspects. These issues are certainly not new, as they apply to SOA
and in general to distributed computing, but they become even more challenging
in the context of microservices. Description of this kind of issues can be found
in [22–24].

In Fig. 1 is represented a microservice platform, to enable the creation of
mobility services. This architecture is inspired from our project SMAll [6].
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Fig. 1. A microservice platform to enable the creation of mobility services

4 A Use Case

In this section we describe a specific use case which has been developed by means
of the SMAll platform. The goal of such a use case is to show how the microservice
architecture can be exploited in the context of smart mobility, meeting different
kinds of users’ needs.

In particular, we present a scenario of a use case illustrating a blind user
who requests a personalized path along the city of Bologna (Italy), by using
his own smartphone. In particular, let us consider a male undergraduate student
equipped with a white cane who uses to move across Bologna from home to reach
the University campus and among offices and classrooms of the University, which
are spread all over the city.

He has set up his profile with preferences related to the crossing facilities (he
LIKEs zebra crossings, traffic lights, and audible traffic lights, since it is much
easier for him crossing streets by exploiting such urban elements), surfaces (he
LIKEs tactile pavings, which help him in walking on the street in an independent
and safe way), bus and bus stops characteristics (he LIKEs tactile information
and acoustic cues and announcements), and other urban elements (such as path-
ways, obstructions and so on). He LIKEs steps and stairs because they represent
a landmark, helping him in orientating while he is wandering the city.

In this use case, our user asks for a specific path (including bus routes)
starting from the School of Engineering and Architecture to reach the School of
Art, Humanities and Cultural Heritage of the University of Bologna. The most
commonly used geospatial mapping platforms (such as Google Maps) usually
propose the path shown in Fig. 2.
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Fig. 2. The shortest path between the starting point and the destination

Such a path is the shortest one (it is expected to take 18 min) and it is
structured in three parts, as follows:

1. a walking part to reach the bus stop; this part is supposed to take 4 min (for
a 300 m distance);

2. a part of a bus route (between the bus stop icons); this part is supposed to
take 8 min (with five in-between stops);

3. another walking part from the arrival bus stop to the final destination; this
part is supposed to take 6 min (for a 500 m distance).

Taking into account the preferences shown in Listing 1 (in JSON format),
the path depicted in Fig. 2 presents some issues our blind citizen has to face:
(i) the absence of tactile pavings and of acoustic traffic lights; (ii) the absence
of tactile information and of acoustic cues at the bus stops; (iii) the absence of
acoustic announcements and of tactile information on the bus of that line; (iv)
the information about bus arrival time is derived from a time table, instead of
referring to the real bus position and availability.

When our user asks for a path from the starting point to the destination,
then our system computes a personalized route taking into account the user?s
profile (i.e. avoiding those barriers which affect him and including as much as
possible the LIKEd facilities).

Our system computes a personalized path, by taking into account real data
about bus availability and the user?s profile, in terms of barriers to avoid and
LIKEd facilities to include as much as possible. In particular, our system matches
the user’s preferences with the information about the aPOIs (accessibility Points
of Interest [2]) all over the city and real time open data about the public means of
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transport. A personalized path that meets these issues, computed by our system
is shown in Fig. 3.

Such a personalized path is longer than the original one, and it is expected
to take 24 min. According to a survey [25], citizens would face a longer path
in urban environments if it meets their preferences. In particular, 88% of them
were ready to face a path up to 30% longer to reach their destination if such a
route was tailored to their preferences and needs, while 12% of the users would
face a personalized path more than 30% longer.

Listing 1. User’s profile fragment
�

{ "user_profile ": {
"crossing ": {

"zebra_crossings ": {
"-type": "facility",
"-pref": "like"

}, "traffic_lights ": {
"-type": "facility",
"-pref": "like"

}, "audible_traffic_lights": {
"-type": "facility",
"-pref": "like"

}
}, "surface ": {

...
"tactile_paving ": {

"-type": "facility",
"-pref": "like"

}
}, ...
"bus_stop ": {

...
"tactile_info ": {

"-type": "facility",
"-pref": "like"

},
"acoustic_cues ": {

"-type": "facility",
"-pref": "like"

}
}, "bus": {

...
"acoustic_stop_announcements ": {

"-type": "facility",
"-pref": "like"

},
"audible_output_devices": {

"-type": "facility",
"-pref": "like"

}
}

}
}

�� �

The personalized path of our use case is structured in three parts, which
involve a different bus line in its second part. In particular, such a path lets
the user exploits urban facilities he declared as “LIKE” in his profile (e.g. zebra
crossings, tactile pavings, acoustic traffic lights, bus stops equipped with tac-
tile and acoustic cues), which improve his independence in moving across the
city. During the third part of his personalized route, the user meets two stairs.
Incidentally, his smartphone senses them, thanks to our system, making the user
also a provider of sensed data related to urban barriers.
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Fig. 3. The personalized path between the starting point and the destination

Fig. 4. The use case workflow represented as a microservice architecture in SMAll

A representation of the workflow of this use case in a microservice architecture
is shown in Fig. 4. The user, in our case the blind user, invokes the routing service
(1). The orchestrator intercept this call and he is the one in charge to create
the correspondent workflow based on the invocation parameters. The invocation
parameter are represented as the profile LIKES, and the orchestrator invoke the
routing algorithms of the dynamic planner service (2) and the crowdsourcing
service that map the structural barriers (3) based on the on this preferences.
Once the trip has been proposed and choose the orchestrator call at the same
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time the traveling service (5) and the crowdsensing one (4). The traveling service
manage the assistance phase, guiding the blind user and exposing the information
with in an appropriate manner, e.g. voice synthesizer. The crowdsensing service
otherwise as twofold goal. Based on the hardware device used he will collect
(possibly) new information about the path in place at that time, e.g. such as the
presence of stairs, obstacles or other temporary interruptions. This information
will be used to immediately interact with the user notifying him warnings or
advisories and at the same time this information will feed the crowdsourcing
service enriching its database for future requests.

5 Conclusion

Smart mobility is a key element to support citizens in their daily activities and to
offer them a livable smart city. Information about urban transportation (includ-
ing taxis, bus, train, car-sharing, etc.), urban barriers and facilities, pedestrian
and multimodal paths would be of great benefit in this context, as well as all
the information about the whole experience of traveling and wandering the city,
including travel planning and payments. In order to provide a platform to man-
age such services and features, we designed and prototyped an infrastructure as
a marketplace for mobility services, called Smart Mobility for All (SMAll). A
prototype of such infrastructure has been developed and its microservice archi-
tecture has been described in the paper. A use case involving a blind user moving
across a urban environment is detailed in the paper and it shows the feasibility
and the potentialities of our approach.
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Abstract. Video consumption over VANETs will increase significantly
bandwidth and will occupy an important part of the overall data traffic.
To decrease the load on the VANET infrastructure and reduce bandwidth
taken by video, high efficiency video codecs have been developed. In this
work, a benchmarking of H.265/HEVC, H.264/AVC and Google VP9
has been conducted by means of objective and subjective evaluations,
assuming an urban VANET scenario. Considering a wide range of bit
rates from very low to high, results show a clear advantage of HEVC
with average bit rate savings of 27% when compared to VP9 and 49%
when compared to AVC.

Keywords: HEVC · H.265 · H.264 · AVC · VP9 · VANETs · Video
dissemination

1 Introduction

Supporting video dissemination over Vehicular Ad Hoc Networks (VANETs) is
an attractive feature for many road safety applications. A key component to
efficiently transport video with its stringent playout deadlines and bursty traffic
characteristics, is using the most-efficient available encoding format. The cur-
rent video codec standard H.264/AVC provides a better compression efficiency
compared to other standards such as H.262/MPEG-2 or VP8. The goal behind
the H.264 standard was to provide high quality video at lower bit rates. How-
ever, the emerging of a more efficient next generation video coding standard is
a high demand at the moment. Two main contenders for the position of the
next state of the art video standard are H.265/HEVC [1] and Google VP9 [2].
H.265/HEVC is the latest video coding standard, which achieves an increase of
about 50% in coding efficiency compared to its predecessor H.264/AVC [3]. On
the other hand, VP9 is an efficient open source video codec developed as part
of the WebM Project by Google to get a royalty-free compression standard with
efficiency superior to AVC [4].

In our previous work [5,6] H.265/HEVC appeared to provide the best com-
pression efficiency compared to H.264/AVC. In this work we aim to evaluate
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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the efficiency of the video compression standards H.265/HEVC and VP9. Our
interest is centered on using a video dissemination mechanism in an urban sce-
nario where vehicles’ traffic is relatively dense and the communications are more
exposed to interferences and radio obstacles.

The rest of the paper is organized as follows: Sect. 2 describes the features of
selected encoders. Section 3 discusses the main approach aimed towards an effec-
tive solution for video dissemination over VANETs. The performance compari-
son of encoders and simulation results are discussed and presented in Sect. 4.3.
Finally, conclusions and future work are drawn in Sect. 4.4.

2 Selected Encoder Implementations

In this section, a brief overview of the selected representative encoders is pre-
sented.

VP9 Encoder. Google started an Open Source project to develop royalty-free
video codecs for the web entitled the WebM Project. The codec developed in the
WebM project called is VP9 and is currently being served extensively by Google
Chrome and YouTube. To evaluate VP9 compression efficiency, we use the open
source libvpx encoder in its version 1.6.0 [2]. It has a two-pass run option which
results in the improved rate distortion performance and which is also used in
our work.

H.264/AVC Encoder. The latest version of JM reference software model
(JM 19) was used for encoding video sequences with AVC [7]. The H.264/AVC
standard has proven to be very fast, reliable, and efficient. Similarly as VP9,
H.264/AVC has a two-step run option. At the first pass, a file with the detailed
statistic data about every input frame is generated. At the second step, this
information is used to improve the encoder rate-distortion performance.

H.265/HEVC Encoder. For evaluating H.265/HEVC-based encoding [1], we
selected the latest reference model 16 (HM 16.9) in its simplified model to esti-
mate the compression efficiency of the H.265/HEVC standard. To get constant
QP (Quantization Parameter) on each frame we modified Qpoffset values of the
GOP (Group of Pictures) structure in the configuration file.

The configuration parameters for HEVC, AVC and VP9 were set so that
similarity was ensured between the three codecs to avoid any penalization. More
details about the configurations can be found in Table 1.

2.1 Dataset

The comparison was carried out on the video sequences listed in Table 3. Four
video sequences were downloaded from [8] and were used in the simulations, with
different spatial, temporal characteristics and frame rates.
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Table 1. Selected parameters and settings for the AVC, HEVC, and VP9 codecs.

Each video file was encoded with all three evaluated codecs. Since fixed QP1

configuration was used to control the quality of AVC, HEVC, and VP9 com-
pressed bitstreams, the sequences were encoded at various QP values trying to
cover the full quality scale for each content.

We aim to compare maximum video compression efficiency provided by the
latest standards. Based on our previous work [6], we selected Low-Delay-P (LP)
coding configuration to reflect the real-time application scenario for all encoders.
In this mode the first frame is an intra-frame while the others are encoded as
generalized P frames. This makes this mode more vulnerable to packet losses
since it needs to wait to receive an entire GoP before decoding the video frames.
To mitigate large dependencies between frames and trying to achieve a better
packet loss resilience, the GOP size was set to 8 pictures and the Intra Period
was set to 25 and 30 pictures for 25 and 30 fps contents, respectively. Table 2
reports the final sets of targeted (R1’–R4’) and actual (R1–R4) bit rates, with
corresponding QPs, for each codec.

3 Video Dissemination in VANET

The realization of a reliable transmission of video over VANETs is extremely
challenging mainly due to the network’s dynamic topology and stringent require-
ments of the video streaming service. The high velocity and limited communi-
cation range of the vehicles incur frequent link disconnection and even network
partition. To evaluate the efficiency of the video compression standards over

1 The Quantization Parameter (QP) regulates how much spatial detail is saved. When
QP is very small, almost all that detail is retained. As QP is increased, some of that
detail is aggregated so that the bit rate drops, but at the price of some increase in
distortion and some loss of quality.
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Table 2. Target Ri’ and actual Ri bit rates (kbps) including the corresponding QP
values for each codec.

Sequence Codec R1’ R1 QP R2’ R2 QP R3’ R3 QP R4’ R4 QP

Highway AVC 375 384 30 750 747 24 1500 1574 15 2500 2515 11

HEVC 375 336 27 750 776 24 1500 1450 21 2500 2717 18

VP9 375 390 28 750 749 25 1500 1486 22 2500 2833 19

Hall monitor AVC 375 385 32 750 779 25 1500 1590 17 2500 2877 13

HEVC 375 363 28 750 675 25 1500 1319 22 2500 2452 19

VP9 375 416 30 750 787 26 1500 1640 22 2500 2370 20

City AVC 256 242 58 512 520 33 1024 1010 23 2048 2087 12

HEVC 256 235 35 512 508 29 1024 1392 24 2048 2041 19

VP9 256 253 37 512 535 31 1024 1126 25 2048 2195 20

Bus AVC 256 251 54 512 539 43 1024 1006 34 2048 2038 22

HEVC 256 248 40 512 514 34 1024 997 29 2048 2089 23

VP9 256 267 41 512 512 36 1024 1080 30 2048 2192 24

VANETs, we use a smart dissemination protocol known as RCP+ that we pro-
posed in previous works [5,6]. The proposed mechanism is built on top of IEEE
1609.3 by adding a layer to select next forwarder vehicles based on the informa-
tion of the environment and an estimation of the congestion of the communica-
tion channel. RCP+ ensures a large dissemination in the network to rebroadcast
the video content.

3.1 Scenario Description

We focus the situation on the immediate consequences of a traffic accident. The
crashed vehicle starts to generate and transmit a real-time SOS message to alert
the vehicles in the network about the incident and to the appropriate emergency
centers (e.g. 112 or 911). The emergency message includes a short video of a
few seconds before the crash. We consider a real street environment imported
from OpenStreetMap [9]. Under the street model, vehicles are generated and
their moving patterns are controlled by SUMO [10]. Shadowing models are used
to reproduce the attenuation of a radio signal induced by obstacles, such as

Table 3. Test video sequences have a resolution of 352 × 288 pixels

Sequence Frame rate Number of frames

Highway 25 fps 2000

Hall monitor 30 fps 300

City 30 fps 300

Bus 25 fps 150
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Table 4. Simulation parameters.

Parameter Value

Physic and MAC
Layers IEEE
802.11p

Channel; Bandwidth 178, 5.89 GHZ; 10 MHz

Transmission range 230m

Transmission power 20mW

Obstacle model Defined in [11,12]

Beacon [CWmin, CWmax], AIFSN [15,1023], 6

Data [CWmin, CWmax], AIFSN [7,15], 3

Bit rate 6Mbit/s

RCP+ [5,6] RSSth, RSSmax −89 dBm, −20 dBm

Time slot 13µs

Time window 10 s

δ (Waiting Time) [1, 11]µs

Beacon frecuency, Beacon size 1Hz, >=32 bytes

Scenarios Number of runs per point 10

Time to live (TTL) 90 s

buildings or other structures blocking the direct line of sight. A set of 4 RSUs
(Road Side Units) have been strategically located at 20 m, 300 m, 600 m, and
1200 m from the accident scene. The distance between the RSUs and the road
is 3 m. RSUs are traffic sinks used to measure the quality of the received video
at different distances from the accident.

4 Performance Evaluation

This section provides simulation results on the coding performance of the three
video coding standards under evaluation. We first present the simulation setup
used, including models and scenarios. Then, we present the comparison of the
compression efficiency between HEVC, VP9 and AVC by means of objective and
subjective evaluations in the considered VANET video streaming scenario.

4.1 Simulation Setup

To carry out the performance comparison, each run uses a different random sce-
nario that fulfills the requirements of the study. For each point in all figures
we have calculated the average from 10 simulation runs. This let us obtain a
standard error less than 5% in a 95% confidence interval. The packet error and
Medium Access Control (MAC) layer models adopted are based on the IEEE
802.11p, using a data rate of 6 Mbit/s, a transmission power of 20 mW, and
a receiver sensitivity of −89 dBm. In addition, all hello messages use the same
Access Category (AC BE), thus with the same values of Contention Window



56 C. Iza Paredes et al.

(CW) and Arbitration Inter-Frame Spacing (AIFSN). Table 4 contains a sum-
mary of the simulation parameters common to all simulation scenarios.

We assume that each vehicle is equipped with a GPS device to obtain its
geographical location in current time. A preloaded digital map provides infor-
mation about roads. We assume that vehicles periodically exchange their own
physical location, moving velocity and direction information enclosed in their
periodic hello messages. They are sent at the frequency of 1 Hz. Finally, vehi-
cles are assumed to be equipped with IEEE 802.11p wireless technology and
computation capabilities.

4.2 Performance Measures

We use three performance metrics to evaluate the quality of video transmitted
over VANETs:

Frame Delivery Ratio: It is defined as the ratio between the number of frames
delivered and the total number of frames received during a time interval of T
seconds.

PSNR(Peak Signal-to-Noise Ratio): It is an objective metric used to assess the
application-level QoS of video transmissions. PSNR measures the error between
the reconstructed image and the original one, frame by frame. We assume that in
case an individual frame was lost, the decoder would display the last successfully
received frame of the same type. So if a frame is dropped, we need to compare
the source frame to the previous streamed frame.

MOS (Mean Opinion Score): It is a subjective metric used to provide a numerical
indication of the perceived quality from the users’s point of view of the received
video. In a MOS assessment test, video sequences are presented in a predefined
order to a group of subjects, who are asked to rate their visual quality on a
rating scale. The MOS score is expressed in the range from 1 to 5, where 5 is
the highest perceived quality and 1 is the lowest perceived quality.

4.3 Results and Discussion

In a first set of experiments, we used the Bjφntegaard model [13] to calculate
the coding efficiency between different codecs. This metric allows us to compute
the average gain in PSNR or the average per cent saving in bitrate between two
rate-distortion curves. Also, we used another model based on subjective quality
scores [14]. This model computes the average MOS difference and average bit rate
difference between two sets of subjective results corresponding to two different
codecs. This model reports the average bit rate difference, ΔR, for a similar
perceived visual quality. Table 5 provides the results in terms of BD-Rate2 and
ΔR results. Results based on the Bjφntegaard model show that the average
bit rate reduction of HEVC relative to AVC and VP9 is 49.73% and 27.12%,
2 Bjφntegaard Delta-Rate (BD-Rate) is the average bit rate difference in percentage

for the same PSNR.
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Fig. 1. PSNR (solid line) curves and subjective MOS (dashed line) values, for each bit
rate and each video content. 95% confidence intervals are shown.

Table 5. Comparison of the three evaluated coding algorithms in terms of bit rate
reduction for similar PSNR and MOS. Negative values indicate actual bit rate reduc-
tion.

Sequence HEVC vs AVC VP9 vs AVC HEVC vs VP9

BD-Rate ΔR BD-Rate ΔR BD-Rate ΔR

Highway −47.41% −40.11% −32.48% −36.58% −41.19% −42.79%

Hall monitor −32.60% −23.70% −27.38% −20.08% −9.57% −12.80%

City −51.11% −47.01% −42.89% −34.29% −21.66% −26.16%

Bus −67.82% −65.62% −52.64% −50.44% −36.05% −39.25%

Average −49.73% −44.11% −38.85% −35.35% −27.12% −30.25%

respectively. Also, the average bit rate reduction of VP9 relative to AVC is
38.85%. On the other hand, results based on the subjective ratings indicate
an average bit rate saving of 44.11% and 30.35% for HEVC when compared
to AVC and VP9, respectively. Furthermore, the bit rate reduction achieved by
VP9 relative to AVC is 35.35%. As it can be seen, HEVC encoder provides better
results than all the other codecs avaluated.
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Fig. 2. Urban medium density scenario: 60 vehicles/km2. Frame delivery rates with
95% confidence intervals for the CITY.
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Fig. 3. Urban high density scenario: 120 vehicles/km2. Frame delivery rates with 95%
confidence intervals for the CITY.
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As a next step, we carry out a comparative assessment for the Low-Delay-P
(LP) configuration of H.265/HEVC, VP9, and H.264/AVC encoders. Figure 1
shows the Rate-Distortion curves based on PSNR measurements and subjective
ratings based on MOS measurements for all sequences. Based on PSNR mea-
surements, HEVC outperforms VP9 by 0.5 to 3.5 dB, while VP9 provides a gain
ranging from 0.5 to 8.45 dB when compared to AVC. For all video contents
and bit rates, objective measurements show that HEVC outperforms both VP9
and AVC coding algorithms. The subjective results show similar trend to objec-
tive measurements: HEVC provides the best visual quality for a similar bit rate
and outperforms AVC in most cases. Also, VP9 achieves better visual quality
than AVC. However, in some cases (in particular, at high bit rates), HEVC and
VP9 have similar ratings and there is no sufficient statistical evidence indicating
differences in performance between these codecs at these bit rates.

Finally, we compare the effectiveness of the RCP+ scheme in terms of frame
delivery rate for each codec. In the urban scenario, we define three densities: 30,
60 and 120 vehicles/km2. These densities can be considered as Low, Medium, and
High densities of vehicles. These network densities cover a range from low (nor-
mal or night time) to high vehicular traffic density (rush hour). A vehicle oper-
ating in a sparse traffic density is said to be in a totally disconnected neighbor-
hood if it has no vehicle neighbor within its transmission range. In this case, sim-
ulation results (not shown here due to space limits) indicate that only the RSU1

and RSU2 located 20 and 300 m from the accident, received the complete trace.
This makes it difficult to evaluate the codec in this scenario. On the other hand,
the performance of our mechanism in Medium and High densities are presented
in Figs. 2 and 3, respectively. As it is clearly seen, the HEVC encoder provides
gains in terms of Frame Delivery Ratio compared to both VP9 and AVC encoders.
Also, as the distance from the accident increases for the RSU, the delivery ratio
decreases since probability of collisions or network failure increases. This result is
expected, because the urban scenario shows more aggressiveness in the packet loss
due to the existence of buildings. Besides, dynamic topology networks in VANET
causes temporary disconnections, interrupting the video message dissemination
and compromising the delivery of the video frames.

4.4 Conclusion

In this paper we have studied compression efficiency of the current video com-
pression standard and candidates for the next generation video coding stan-
dard over VANETs in an urban traffic scenario. The high bandwidth required
for video dissemination can be tackled through the use of recent encoders that
allow doubling the efficiency coding, reducing almost half the bit rate for simi-
lar levels quality. The results have shown the superior compression efficiency of
H.265/HEVC coding standard over H.264/AVC and VP9 encoders. The possi-
ble drawback of using H.265/HEVC is a higher computational complexity. As
future work, we will seek an efficient forwarding mechanism to enhance video
QoE (Quality of Experience) according with the VANET safety applications’
requirements.
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Abstract. PIR (Pyroelectric InfraRed) sensors can be used to detect the pres-
ence of humans without the need for them to wear any device. By construction,
the fields of view of the sensors are not uniform both in terms of vision space
and of sensitivity. The aim of this work is twofold: to provide a probabilistic
model of the sensors’ detection sensitivity with respect to the movement of the
person and of his/her emission surface, and to identify the probability of
detection within an area covered by multiple PIR sensors. This allows the
computation of the coverage of the PIRs and their optimal arrangement that
maximizes the probability of detection of the person.

Keywords: Pyroelectric infrared sensors � PIR sensor model � Presence
detection

1 Introduction

The 2010 United Nations report of the department of economic and social affairs
population division [1] states that ageing population is one of the most distinctive
demographic events of the twentieth century. The slow, but steady, increase of the
average population age has a deep, but unavoidable, impact on the social, economic
and political conditions of all countries. In particular, the inter-generational social
support systems will be unsustainable in the long-term.

One way to develop sustainable solutions in such a forthcoming scenario, consists
in enforcing the autonomous and independent life of elderly through social support and
the use of technologies, by monitoring the elderly at home and let the caregivers know
in which condition the person is.

Methods proposed in the literature range from user location and biologicalmonitoring
using wearable devices to the gathering of data from environmental sensors. The cost of
the system and the level of required cooperation from the person are key factors. Other not
negligible aspects are system reliability and fault tolerance related to both devices and
human. This paper provides amodel for PIRs stochastic characterization (focusing on real
industrial devices) and discusses the effect of their placement and interaction.
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The paper is organized as follows: next section reports previous works regarding
PIR modelling. Then, we introduce our stochastic model for PIRs and show how PIR
models are merged to characterize, from a probabilistic point of view, the sensitivity of
interacting sensors. Finally, we validate our model by presenting experimental results
of two industrial products and discuss its application in a real environment.

2 Previous Works

Most of literature on PIR devices describe them through very simple and deterministic
models: the approaches in [2–4] adopt a 0/1 model, where the activation is “1” if a
person crosses the sensible area of the sensor, otherwise it is “0”. The authors in [5, 6]
propose a “simplified imperfect binary sensing” model for a ceiling-mounted sensor,
where the target is always detected within an inner disk of radius Rin and is detected
with some nonzero probability in an annulus between this inner disk and the outer disk
of radius Rout. This model improves the 0/1 model since it considers the distance from
the sensitive element. However, it ignores factors like the speed of movement of the
person, the size of his/her emitting surface, the period of insensitivity of the sensor.
Indeed, in real physical devices, the activation value is a function of such factors:
however, the parameters of the corresponding relationship can be only roughly esti-
mated due to the uncertainty condition of the system: therefore, [7] propose an
approach to represent, experimentally and using fuzzy sets, the detection distance as a
function of the other parameters.

A stochastic model considering the Euclidean distance between the sensor and the
object is proposed in [8], but it does not take into account the speed of the object and
the inactivity time. The authors in [9] propose a motion-tracking pyroelectric detector:
by using multiple sensor clusters in different orientation, they are able to track a human
motion. Unfortunately, their approach requires a detailed sensor model for sensible
elements and lenses, and is not general. However, they show that the detector sensi-
tivity can be increased by using four sensors, one at each corner of the room; that the
spatial sensitivity is not uniform at different distances and for different walking speed;
and that there are dead points where the detection sensitivity is very low.

In this paper we propose a general stochastic model, experimentally calibrated for
the detection of a moving person, which takes into account the speed, the direction of
movement, and the distance from the sensing element. The model is used to evaluate
the sensor position (location and orientation) in the different rooms of the house with
the aim to identify a tradeoff between increasing the probability of detection and
reducing the cost of the proposed solution.

3 Model and Characterization of a Single PIR

A Pyroelectric Infrared Sensor (PIR) is a passive device that measures the changes in
the infrared (IR) radiation levels emitted by surrounding objects and returns “1” when it
detects a variation within its viewing range. A PIR can detect any object emitting IR
radiation, heat or changes in the background IR level, and is generally used for motion
detection.
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A PIR sensor is characterized by a, so called, detection degradation, which is a
function of the direction (radial or tangential) and speed of the moving object, distance
from the sensible element, the environment temperature, and the surface of the object.
To detect people in their houses, our model becomes independent from the emitting
surface (moving object are persons) as well as from the environment temperature
(houses and apartments).

The proposed PIR model is obtained by combining a geometric model and a motion
model.

The geometric model is characterized by the maximum detection angle (field of
view), the discretization of the detection angle into sectors, and the detection depth with
its discretization into traces. Figure 1 depicts an example of a PIR sensor (radial) model
which takes into account the maximum angle of view (for ceiling-mounted sensors this
is 360° and for wall-mounted sensors it is a parameter provided by the producer), the
angle discretization (sectors) and the maximum detection distance from the sensing
element discretized over the distance (traces).

The motion model is characterized by the direction of the movement (radial or
tangential) and the user speed. Each elementary geometric area, i.e., sector, is char-
acterized by a probability to detect a movement with respect to the movement direction
and speed. The proposed model considers 4 speed intervals (slow movement, slow
step, normal step and quick step - see Table 1), and computes the activation proba-
bilities by series of experiments.

a) b) 

Fig. 1. The PIR radial geometric model - (a) the ceiling-mounted and (b) the wall mounted.

Table 1. The four speeds models with their minimum, maximum and average speeds.

# Name Speed [m/s] min-avg-max

1 Slow Movement (SM) 0.2–0.3–0.4
2 Slow Step (SS) 0.4–0.6–0.8
3 Normal Step (NS) 0.8–1.2–1.6
4 Quick Step (QS) 1.6–2.0–2.4
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By repeating the same compatible movement (speed in the interval and direction)
several times, we can estimate activation probabilities for any cell in the planar geo-
metric model, obtaining 8 probabilistic models, i.e., one for each speed for each
movement direction. The combination of the geometric and motion models becomes
the functional model of the sensors; an example of such model for a wall-mounted
sensor is depicted in Fig. 2: slow motion is detected with lower probability.

4 PIR Sensitive Estimation for an Arbitrary Motion

Based on the functional model of the sensor, a probabilistic model is extracted for
arbitrary movement in the single and a multiple sensors scenario.

Arbitrary Motion Detection – 1 Detector: The functional model of a sensor com-
bines a geometric model and a motion model. More general movement patterns could
be modeled by considering that a generic movement direction can be always decom-
posed in two components: the radial and tangential directions:

Pics ¼ Pjjicsð1� jsinðbcÞjÞ þ P?icsjsinðbcÞj ð1Þ

where Pics is the probability of activation in the c-th cell of the i-th sensor with a subject
speed of s, P||cs and P?ics are the radial and tangential probabilities at cell c, and bc is the
angle between the motion direction and crossed sector (see Fig. 3(a)).

Figure 3 depicts an example where the detection probabilities are shown for a quick
step movement (b) along the central axis, and (c) at an angle of 45° with respect to the
central sensor axis.

Arbitrary Motion Detection – k Detectors: in case of K interacting PIR sensors, the
detection probability is obtained by combining the detection probabilities of all the
sensors according to the following formula:

Pcs ¼ 1�Pj¼1::k 1� Pjcs
� � ð2Þ

Fig. 2. Sensor functional model for a wall-mounted detector (horizontal direction) located at
(0,10) obtained for the four speed models.
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where Pcs is the detection probability in the cell c with subject speed s, while Pjcs
(j = 1..k) is the detection probability at the same speed in the same cell for sensor j.

The example in Fig. 4 depicts the detection probability for 3 sensors for the four
motion models, at an angle of 45° with respect to the central sensor axis. The dotted
lines represent the central axes of the PIRs. The dimension of the room is 8 � 6 m2 -
sensor sensitivity in the center axes is 8 m.

5 Experimental Results

To evaluate the model we used the following figure of merit:

(a) (b) (c)

Fig. 3. (a) Angle with respect to the movement trajectory calculated at point c; (b) probability of
detection along the central axis, and (c) at an angle of 45°.

Fig. 4. Detection probability with 3 sensors at an angle of 45°, for each motion model.
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e ¼
X

i¼1::4
Aiexp� Pimod
� � ð3Þ

where each i represents one of the four speed models, Ai exp is the experimental average
detection activity, and Pi mod is the detection probability derived from the model.

For the experimental data, given a point in the room, we carried out a series of 25
measurements for the four speed models and along 4 directions (0°, 45°, 90° and 135°)
for a total of 400 measures. The approach was validated using a SP814-1 sensor from
Everspring [11] and FGMS-001 V2.4 from Fibaro [12]. The former was placed at the
recommended height of 1.8 m: its viewing angle is 110° and the maximum detection
distance is 10 m. The latter was mounted at the recommended height of 2.4 m: its
viewing angle is 98° and its detection depth is 7 m. Results are reported in Table 2 and
Fig. 5, where di = (x,y,a) denotes the position of each PIR sensor di, where (x,y) are
the coordinates with respect to the origin of the axis (0,0) and a is the angle between
the middle ray of the detector and the horizontal axis. P(x,y) is the position of the
measurement point. L and W represent the length and the width of the room, respec-
tively. Notice that in case of large rooms the limited detection depth of the FIBARO
sensor does not allow to detect P.

Figure 5 depicts the results of the model in a 9 � 6 m2 room with a sensor placed
at d1 = (0,3,0°), and a second one at d2 = (9,3,180°); the point is in position x = 4.5 m
and y = 1.2 m (P(4.5, 1.2)).

It is worth noting that, as reported in the tables, the model always underestimates
the real behavior of the system; thus, the proposed approach is suitable for a worst case
analysis.

Finally, models and method can be used to determine the optimal positioning of
PIRs. Figure 6 reports two different coverage scenarios using two PIRs: (a) is slightly
better than (b) with respect to the entire room coverage.

Currently, the model is under test in a real situation where a person with a mild
cognitive disability is experimenting his autonomy. The tradeoff between the cost
(given by the number of PIRs used to detect the position) and the system’s ability to
detect the person’s position was considered.

Table 2. Model validation with sensor type everspring – SP814-1 and FIBARO.

Experiment setting Error
everspring

Error
FIBARO

L = 9 m–W = 6 m; d1(0,3,0°), d2(9,3,180°); P(4.5,1.2) 0.033 Not detected
L = 6 m–W = 5 m; d1(0,2.5,0°), d2(6,2.5,180°); P
(3,0,1.3)

0.052 0.038

L = 7 m–W = 4 m; d1(0,1,0°), d2(0,3,180°); P(6,2) 2.540 1.590
L = 6 m–W = 2.5 m; d1(0,0.5,0°), d2(0,2, 0°); P(5,1.2) 0.709 0.280
L = 5 m–W = 5 m; d1(0,4,0°), d2(4,0,90°); P(4,4) 0.587 0.125
L = 8 m–W = 5 m; d1(0,3,0°), d2(6,0,90°); P(7,4) 0.218 Not detected
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Figure 7 shows the final configuration: in the bed room (left-hand side room) two
PIRs (PIR1 and PIR2) have been placed, even if PIR1 alone could cover the entire
room; their combined effect increases the detection probability to detect the presence of
the person near the door and in the center of the room. In the kitchen (in the upper/right
part of the map) two different situations can be discriminated with the combination of
PIR4 and PIR5: the user is in the kitchen but not at the table (only PIR4 is active) and
the user is in the kitchen (both PIRs are active). It is worth noting that the duplication of
PIRs allows also the identification of a PIR failure without losing the complete control
of the “status” of the person.

Fig. 5. Detection probability with 3 PIR sensors and 45° motion direction, for each speed
model.

a) b) 

Fig. 6. Two scenarios with 2 PIR for covering a 6 � 9 m2 room: (a) 97.03% coverage, 0.67
avg. probability detection, (b) 95.50% coverage, 0.64 avg. probability detection.
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6 Conclusions and Future Work

In this paper we have described a probabilistic model of the sensors’ detection sen-
sitivity that considers factors such as the speed of movement of the person and the
distance from the sensitive element. The approach can be applied to identify the
probability of detection within an area covered by multiple PIR sensors. The model has
been validated against the real behavior of different motion detectors with different
room settings: experiments show that our model can be effectively used to approximate
the worst case of real behaviors.

As future work we plan to develop algorithms for optimal positioning of detectors
considering the characteristics of the area to be covered, which may be non-uniform in
terms of detection needs. Moreover, we plan to extend the approach to multi-user
detection.

Acknowledgments. We wish to thank Victoria Grulenko and Ekaterina Ivanova for their pre-
cious contribution to this work.
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Abstract. Improving the usability conditions for all is one of the basic concepts
underlying the enhancement of cultural heritage. Usability must be declined
both in terms of physical accessibility and sensory-perceptive of the places of
cultural interest, both as accessibility of contents of which they are witnesses.
In this field, ICT technology can become very useful especially in terms of

communication and thus effective before and during the visiting of a site.
ICT technology is analyzed, also by examples, by identifying the limits,

mainly due to the fact that in most cases the means are preferred rather than the
goal, and the potential that is very promising if the same are designed to support
undifferentiated users with the aim of transmitting cultural and not spectacular
messages.

Keywords: Cultural heritage � Accessibility � Disability � ICT � Universal
Design

1 Introduction. Accessibility to Cultural Heritage:
A Multifaceted Question

“…Vengo anch’io? No, tu no
Ma perché? Perché no…”1

[Enzo Jannacci]

Article 2 of the Faro Convention, adopted by the Council of Europe in 2005, describes
cultural heritage as «a group of resources inherited from the past which people identify,
independently of ownership, as a reflection and expression of their constantly evolving
values, beliefs, knowledge and traditions»2. In other words, cultural heritage includes
all the tangible (movable and immovable) and intangible (language, customs, tradi-
tions, etc.) assets with which the identity of a nation is expressed.

1 Translation by the authors: “Can I come too? No, not you/But why? Because you can’t”.
2 The Framework Convention on the Value of Cultural Heritage for Society (informally known as
Faro Convention) emphasises the contribution of cultural heritage to the construction of a democratic
and peaceful society and to its sustainable development [1].
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In Italy this idea was explained for the first time in 1967 when the Franceschini
Commission suggested the following definition of cultural heritage: «any material
evidence of civilization (…) all types of property having reference to the history of
civilization belong to the cultural heritage of the Nation»3. This description has
expanded the concept of cultural assets from an idea of uniqueness and rarity based on
a purely aesthetic and artistic judgment (the so-called Fine Arts) to a historical and
ethno-anthropological evaluation by which an object has a cultural value not for what it
intrinsically stands for, but for what it can represent (witness).

In this sense, the concept of cultural heritage is strictly connected with that of
communication, as highlighted significantly in the ICOMOS Ename Charter: «every
act of heritage conservation - within all the world’s cultural traditions - is by its nature a
communicative act»4.

But, over time, means and content of communication have changed according to
the times, living situations and technological developments. In the last years much
attention is paid to the new digital technology that seems to have the potential for
making significant improvement in many fields; such as, allowing persons with dis-
abilities to enhance their social, cultural, political and economic integration as
acknowledged by the UNESCO New Delhi Declaration5.

ICT can play a key role in particular, with cultural heritage, in facilitating the
enjoyment of a historical site by everyone, taking into account not only the various
forms of disability, but also cultural diversity both in terms of different nationality and
personal education. In this sense and according to the article 30 of the United Nations
Convention on the Rights of Persons with Disabilities [5], ITC may approach acces-
sibility interventions to the principles of Universal Design with a significant advantage
not only for users, avoiding marginalizing situations, but also for the protection of
cultural heritage itself by reducing the works to be carried out (less facilities and
devices, limited impact and lower costs of implementation, management and
maintenance).

Otherwise, as noticed by Baraldi: «It is not just a problem of the methodology of
conservation, but rather the dynamic nature of the interconnection between culture and
society, a cornerstone of the democratic development (…) If we assume that culture is
the basis for the development of critical skills for democratic participation, conceptual
accessibility becomes a form of social responsibility» [6]. Knowing the past is essential
to understand the present times and to guarantee democratic development. For this

3 The Commission of Inquiry for the Protection and Enhancement of Historic, Artistic, Archaeological
and Landscape Assets (commonly called the Franceschini Commission after the minister Francesco
Franceschini who presided over it) was established in 1964 with the aim to conduct a research on the
state of cultural heritage in Italy. The Commission’s work ended in 1967 and was summarized in 84
Declarations, the first of which contains the aforesaid notion of cultural heritage [2].

4 The Charter for the Interpretation and Presentation of Cultural Heritage Sites (informally known as
the Ename Charter) emphasizes the need for clear principles for interpretation and presentation of
worldwide heritage sites as essential components of heritage conservation efforts and as a means of
enhancing public appreciation and understanding of cultural heritage [3].

5 The New Delhi Declaration on Inclusive ICTs for People with Disabilities: Making Empowerment a
Reality (2014) aims to highlight the power of technological and scientific progress for inclusion and
empowerment of persons with disabilities [4].
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reason, it is necessary to pay specific attention to the social role of cultural heritage
which motivates and requires the most extensive and effective understanding of the
intrinsic value of cultural assets by the community itself. And for the same reason,
access to culture is a right that must be guaranteed to everyone, regardless of ability or
disability. So quoting Sørmoen: «Before starting the work with ramps, lighting, braille
text etc. we need to have this basic understanding of the function of heritage (…).
Physical access in itself does not mean a lot if one does not have access to the message,
the values, or the meaning thereof» [7].

2 The Role of ICT in Communicating Cultural Heritage
Accessibility

C’è il boom della comunicazione tutti a comunicare che stanno comunicando6

[Altan]

The visit to a place of cultural interest begins (or should begin) almost always by
collecting documentation and instructions on the site and its contents regarding both
the level of accessibility and access modalities. Nowadays the most common methods
is the use of the internet where some information can often be found. But how true is
the information? When was it last updated? Whom and with what preparation has
accessibility been judged? What usually happens is that the information (exclusively
referring to physical accessibility), is fairly generic and refer to a phone contact.
Certainly the issues do not depend on the means with which they are provided7.
However, in these cases the use of ICT could have a potential that no other means can
provide for example through the development of an app that, by exploiting the GPS,
guides the visitor along the accessible route using Google Maps.

Arriving on the site the necessary information concerns both the usability of the
site, and the cultural content it offers. Regardless of the material and immaterial
dimensions of communication, the first question to be faced is whether it is necessary to
distinguish the ways and means according to the user and, therefore, whether it is
necessary to have different systems. In general, according to the Universal Design
approach, it is wrong to atomise the users and thus it is always preferable to have a
single support that can be useful for as many users as possible.

On the other hand, especially in cultural sector, the content (information and
communication) to be transmitted may not be the same for a child or for an expert in
the field, just like the means of communication with the blind and deaf should be
defferent. Universal Design must be declined by seeking maximum flexibility in order
to adapt the solutions to the greatest number of possible needs such that they can be

6 Translation by the authors: “There is the boom of the communication, everyone communicates that
they are communicating”.

7 It should be underlined that «Communication, therefore, has a “material” dimension concerning the
means to implement it, and an “immaterial” dimension, which includes the different uses of the
words, of languages and images» [8].
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customized for user profiles. In this perspective the use of ICT can become an
extraordinary resource to specialize the information for user profile as long as the
technology does not become the goal, but only a means to achieve the results of
transmission and communication of knowledge [9].

A recent example of what has just been mentioned is the project Le chiese di
Milano…in tutti i sensi8 concerning the study, design and manufacture of plastic type
panels made with the so-called adduction technique (Fig. 1).

On each panel there is a short text in Italian and English, with basic information on
the building. The central part is occupied by the church plant, an essential tool to
facilitate the orientation of everyone, with a numerical indication for each individual

Fig. 1. Basilica di San Marco, Milan. The tactile information panel with the QR Code and NFC
to download the audio-video with the translation in LIS (Italian Sign Language).

8 The project (The churches of Milan … in every sense) has been developed mainly by Tactile Vision
Onlus and Lettura Agevolata Onlus. It includes fifteen churches in Milan and it was completed in
July 2016.
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part, reported in the corresponding legend. Through QR Code and NFC (Near Field
Communication) an audio-visual guide to help read each panel is also provided. This
art-historical enrichment is supplied in various ways: audio for the blind and visually
impaired people, videos for deaf people (with subtitles and translation of texts in LIS -
Italian Sign Language). To access the contents of the guide a smartphone or tablet with
internet connection and with QR Code software or equipped with NFC is needed9.

In many sites there are the classic 3D video reconstructions, often downloaded
from Internet or purchased on the site on DVD support, which go towards story-telling,
hardly usable by people with visual disabilities, and that somehow overcome and/or
support books. These products therefore are not necessarily related to an in situ use.

More recently, ICT technology has been developed, especially in archeology, so
that it reconstructs the place in real life size, therefore giving the visitor an idea of how
the site could have been presented in ancient times. These reconstructions are neither a
means of overcoming physical barriers, depending on the nature of the specific place,
nor the perceptual barriers (contrary are perceptual barriers especially for the blind and
visually impaired). Beyond their quality and scientific level, this technology represents
a tool for accessibility to content and, unlike the previous ones, must be used only
in situ. Among them two examples can be mentioned: the virtual journey inside the
Domus Romane in Palazzo Valentini (Rome) and the experience of reality increases in
the Archaeological Park of Brescia with the use of ARt-Glass®. In the first case with a
sophisticated system of video projections, of light and sound shows the visitor can see
reborn walls, rooms, peristyles, kitchens, baths, decorations and furniture, taking a
virtual trip into a great ancient Roman Domus. The visitor can therefore grasp
dimensional and chromatic aspect of spaces as they could have been.

In the second case, thanks to the augmented reality that is superimposed on the real
world, the visitor wearing the ARt-Glass® glasses can see the reconstruction of the
buildings10 which was made possible thanks to the data which emerged from the
excavations, the studies and archaeological investigations: the Capitolium overlooking
Piazza del Foro; the central cell with the statue of Jupiter; the long flights of stairs in
white marble; the shadow of the columns on the porches; the Cidneo hill behind with
another important temple that standing on it. It then moves to the Roman theater,
capable of seating 20,000, the taverns, the domus, and, in the distance, the walls, with
the city gate facing Verona (Fig. 2).

An experience that the visitor can live along the points of interest with 3D
reconstructions and immersive virtual reality scenarios, allowing effectiveness to have a
good rendering accompanied by a narrative sequence.

9 When using technology that needs Internet it is essential to make sure there is signal coverage, fact
not so obvious and common in indoor places, perhaps hypogeous, with very thick walls, or in
isolated outdoor venues.

10 The reconstruction of the ancient state with geo-referenced and settled buildings was carried out
according to the findings of the excavations, the archaeological investigations and studies.
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3 The Role of ICT to ‘Compensate’ Cultural Heritage
Inaccessibility

“Potevamo stupirvi con effetti speciali e colori ultravivaci,
ma noi siamo scienza, non fantascienza”11

[Italian Spot by Telefunken]

The impossibility of ensuring full physical or sensorial accessibility to a historical site
must not automatically lead to declaring it inaccessible, precluding any possibility of
enjoying it. If there can be actual barriers (inherent to the characteristics of the places or
protection requirements), for physical and sensorial accessibility, there are no limits for
the potential development of communicative measures even concerning people with
specific disabilities.

The more inaccessible a cultural site is, the more communicative measures must be
implemented, reaching the extreme case of buildings or works of art that have been lost
or destroyed, for which only through communication can their testimonial value still be
disclosed (virtual accessibility).

So in the case of inaccessible sites, the so-called compensatory solutions, which
can - albeit indirectly - provide knowledge and enhancement at least of the most
significant areas of the site (exhibition areas, museums, multimedia work stations, live
CCTVs, publications, three-dimensional models, etc.), are fundamental to make up for
the impossibility of direct access to specific areas if not the entire cultural complex. In
these cases, lacking direct contact with the site (we are talking unavoidably of off-site

Fig. 2. Archeological Park, Brescia. The Capitolium as it is and the view wearing the
ARt-Glass®.

11 Translation by the authors: “We were able to surprise you with special effects and ultra-vivid colors,
but we are science, not science fiction”.
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solutions), it is necessary to include specific instruments allowing the perception of the
site’s real consistency: dimensions, planimetric and elevation profile, but also colors,
characteristics of the materials, etc. Moreover, having to replace the emotional expe-
rience connected to a direct approach to a cultural asset, compensatory measures cannot
be limited to a simple and cold list of data, images and events; they should recreate the
lost experience as much as possible, stimulating sensory and emotional involvement.

The painted tombs of the necropolis of Monterozzi at Tarquinia (near Rome), a
unique and exceptional testimony to the ancient Etruscan civilization, are an interesting
example. The archaeological area as a whole is quite accessible, but there is great
difficulty in reaching the various painted rooms. The tombs are, in fact, cut into the rock
and they are all underground. The entrance is reached along a narrow corridor with
steep steps (physical inaccessibility). Furthermore, to ensure their preservation, the
burial chamber has been sealed with glass barriers placed at the entrance (inaccessi-
bility for protection requirements). The glass barriers keep the microclimate conditions
inside unchanged, avoiding the deterioration of paintings, and, at the same time, allow
a good, but partially limited view, of the interior of the tomb. Unfortunately, it is not
possible to appreciate the details of the wall paintings closely. As a compensatory
measure, visitors can enjoy a virtual visit of the so-called Tomba della Caccia e della
Pesca, thanks to a 3D digital model obtained by a laser scanning technique, coupled
with high-resolution images of the painted walls. A screen has been installed near the
entrance of the tomb. The Superintendence aims at creating the analogous virtual
reconstruction of the whole archaeological area. A specific itinerary has been created
instead for the Tomba della Pulcella, the only painted hypogeum of the necropolis with
an almost flat corridor leading to the burial chamber. A multisensory workstation has
been placed at the beginning of the path, with an information panel, aids in LIS (Italian
Sign Language) for the hearing impaired and an audio support for the visually
impaired.

4 Conclusions

“…Capire tu non puoi
tu chiamale se vuoi emozioni…”12

[Lucio Battisti]

Today it is possible to see many sites that offer virtual visits to museums or cities of art
or 3D reconstructions of complex and monuments with historical, artistic or archaeo-
logical interest. By contrast, in most cases, in such proliferation a parallel awareness of
the value and potential of virtual products as communication tools is not accompanied.
In other words, only the view of explored environments is offered to the user too
frequently, without the virtual tour being guided and enhanced by the contents relating
to what is presented in an eye-catching and great-looking graphic design.

12 Translation by the authors: “…You can not understand/if you like you can call them emotions …”.
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The problem lies in the fact that technology is not a means to an objective, but
constant and adaptable to different purposes. The research on the enhancement and
enjoyment of cultural heritage should be addressed so as to become concept-driven.
Technology is only a means to reach a purpose. Besides it is necessary that the research
is also case-based. It is an error to think that a given technology can work for every
site, on the contrary it must always be designed and conducted as site-specific bearing
in mind the users profile to which it is intended.

The contribution of ICT can provide useful support to improve the communicative
dimension for the comprehension of sites that are usually difficult to understand. On the
contrary, ICT cannot substitute physical accessibility in an exhaustive manner because
the unique way to have real knowledge of cultural heritage comes from being there,
walking through the architecture, having a direct experience.

The visit to a cultural site must always be designed so that it has first and foremost
has a cultural value and becomes an experiential path that has a significant impact on
our being citizens of the world through emotions and not ephemeral illusions.
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Abstract. This study aimed at developing an engaging and informative
application within first aid and CPR for people who are already certified in first
aid. The paper outlines discussions within definitions of serious games, humor,
gamification and engagement. Further we suggest specific elements for imple-
mentation and evaluation of humor and gamified elements. Two prototypes were
developed: one with gamification elements and one without. A between-group
design was used, in which two different groups tested one prototype each. Data
were gathered through data logging, in-depth interviews (with use of a verbal
numeric rating scale) and observations of participants’ facial expression. The
Facial Action Coding System (FACS) was used for analysis. The results showed
very little difference between the gamified and non-gamified version. Important
elements within gamification are focuses and thoughtfulness within the imple-
mentation of challenge, rewards, achievements, feedback and the overall visual
theme.

Keywords: Serious game � Gamification � Enjoyment � Humor � Engagement �
Qualitative � Observations

1 Introduction

Out-of-hospital cardiac arrest is a major health problem associated with poor outcomes
[1, 2]. Every year, 3,500 people experience an out-of-hospital cardiac arrest in Denmark,
and only 57.9% receive cardiopulmonary resuscitation (CPR) before an ambulance
arrives. The number of CPR recipients has increased over the last 10 years [1], which
could be due to a focus on supportive ubiquitous technology solutions, e.g., the large
amount of applications as life-saving tools and use of GPS for exact location and nearby
automated external defibrillator (AED) heart starters. Training courses with first aid (and
CPR) are also mandatory in Danish state schools and are a condition for obtaining a
driver license. The number of people receiving CPR can, however, still increase,
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considering that receiving CPR triples the survival rate [1, 2] and improves long-term
outcomes [1, 2]. One important factor (and sometimes one that is overlooked) is to focus
on keeping the already-trained layman up-to-date with CPR knowledge. This paper
presents a study in which a mobile application is developed with a focus on different
game design elements. The aim is to motivate people who have already been trained in
CPR to refresh their first-aid knowledge using a serious game. The research question is
as follows: how can game design elements be used to develop an engaging and
informative application about first aid for people who are already trained? Previous
research had similar approach [28, 29], however one element in this paper is also to
evaluate gamification elements and humor to gain the objectives of an engaging and
informative application.

There is no consensus on the definition of serious games, and they are used in divergent
ways, focusing on various perspectives within purposes, players’/users’ goals, and
intended content [7, 23]. Some general requirements embedded in serious games are
suggested as follows [23]. 1. The game play is intrinsically motivating. 2. There is
immediate feedback in the game environment. 3. The content can have or has learning
opportunities. One suggested definition of serious games thatmight alsowork as a starting
point is “Any form of interactive computer-based game software for one or multiple
players to be used on any platform and that has been developed with the intention to be
more than entertainment” [23, p. 6]. However, within this definition, there still might be
some unsolved categorical problems of what “a game” is and what “entertainment”
actually means. The main problem is still that the various definitions of serious games are
too generic, and we would rather use the term gamification. Though there are many
different perspectives within gamification, there is, however, some agreement that gam-
ification can be seen as the process of game-thinking and gamemechanics to engage users
to solve problems within a non-game context [3, 4]. The purpose of using gamification
elements is improving the user experience, which includes engagement. Engagement is
defined as “the desire to continue playing” [5] which can be seen as a prerequisite for the
experience of other conceptualizations such as engrossment, flow, fun, enjoyment,
immersion, involvement, and incorporation because a player first needs to desire continue
playingbefore these other aspects of the player experience can be experienced [5]. There is
significant hype around gamification, and even though there are some good examples,
there are also great risks for failure. This can be due to poor design and a lack of knowledge
about the target group. Careful thought is also necessary about both the advantages and
disadvantages of the design methods.

2 The Design as Engaging and Informative

Scholars have come up with different definitions of engagement and suggestions for
increasing players’ engagement [5, 8–10]. There seems to be some agreement on the
importance of motivation, challenge, and flow. O’Brien and Toms [9] suggest that
engagement shares attributes such as intrinsic motivation with flow. Motivation is
needed to interest users in the activity and is what makes a user enjoy an activity [13].
Challenge is an important attribute for engagement [9, 11] and is also described as flow
[13, 14], in which the player’s skills and challenge must be closely matched [14, 15].
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Based on the theoretical framework, especially that of O’Brien and Toms [9] and
Sweetser and Wyeth [11], the game design was developed with the following criteria:

1. Several scenarios. The application should consist of several different scenarios to
maintain users’ interest and motivation and to gain specific and different learning
goals within CPR. As two-thirds of cardiac arrest cases occur at home, it was a
prerequisite that a “home scenario” was implemented in different situations, e.g., in
terms of different numbers of bystanders (0–3).

2. Implementation of humor. Because the target group for this application is young
individuals (20–28 years of age) different elements involving humor were imple-
mented. In the literature, it is described how humor attracts attention and can be
used to make a dull subject more interesting [17–19] and even enhance learning
[20]. Because first aid is a subject that can be quite tiresome to read about, we
designed some of the answering options in the challenges to have humoristic for-
mulations. This should help users obtain a certain amount of enjoyment, which is a
part of the positive effect [9, 11]. All users are not motivated by the same things;
some prefer hard fun, and others prefer easy fun [18]. It is therefore crucial to have
in-depth qualitative user insight for implementing humor as intended.

3. Implementation of rewards in the application. Rewards can give the user clear
visual feedback based on performance, which can motivate the user to try the
scenarios more than once [9, 11, 12]. Furthermore, the users will be unable to
continue to scenario 2 [see Fig. 1 for example] if they received less than two stars in
the first scenario. Stars were chosen to indicate points because they are an already
well-known reward symbol (as known from, e.g., Angry Birds).

4. Implementation of achievements. Achievements can be a motivational factor [9]
because they provide clear feedback when showing users their progress. They also
give users a reason to continue using the application (meaning they are engaged
[5]), especially if they want to unlock as many scenarios as possible [see Fig. 1 for
example]. The achievements will be shown as highlighted with a bright yellow
color to give a clear indication of the user’s accomplishments. The user will be
shown a popup that enters the screen from the top to give them instant feedback as
an important element in game flow [9, 11].

5. Implementation of challenge. It is important that the difficulty level of the content in
the application is higher than the user’s skill level [9]. The challenge will be
implemented by different questions about CPR.

6. Implementation of feedback. A horizontal progress bar was implemented that fills
up based on the user’s progress (see Fig. 1), similar to how hit point bars and
energy bars usually are displayed in games. Furthermore, the color of the progress
bar was set to be red because it would match the rest of the theme in the application.
The progress bar itself is not a motivational factor; however, as progress and clear
visual feedback both are motivational factors [9, 11], it can be used to visualize
progress for the users and thus motivate them to proceed through the entire
application and all of the scenarios.

7. Visual theme resembles the topic. The visual theme of the application was deter-
mined to match the topic; therefore, red and white were used for most of the text
and buttons in the game. These colors are generally associated with first aid (see
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Fig. 1 as an example). The background color was decided to be a neutral blue color
to avoid a conflict with the red buttons and make interactive objects more
noticeable.

3 Methods

Unity3D was used to develop the application. Two different versions of the application
were used for testing: one with gamified elements (gamification) and one without
gamification elements. The gamified version was implemented with challenges,
achievements, and rewards (as described in Sect. 2). A between-group test design was
used in which each participant tried either of the two versions. The participants were
not told to which group they belonged or what the test was evaluating. In total, there
were 20 participants, with 10 in each group. There was an equal number of male and
females in each group.

The application was installed on tablets. As we used camera observations of the
participants’ facial expressions (described in 3.3), the tablet was inclined by 25° to
make more of their faces visible to the camera. It was placed approximately 140 cm in
front of the participants and approximately 35 cm below the participant’s eye level at
an angle of 10°.

Quota sampling was used to recruit participants. The criteria for the target group
were set to the following: 1. prior certified knowledge with first aid, 2. aged between 20
and 28, and 3. speaks and understands Danish. The age criterion was derived from the
first aid certificate requirements for having a driver’s license in Denmark, introduced in
2006. However, the first-aid certificate expires after two years.

All participants were informed about the procedure and the observations and signed
an informed consent prior to the test. Participants were secured anonymity with an ID
number, and their facial expressions not would be disclosed outside of the researchers

Fig. 1. Two screen shots from the game. Accomplishments and progress bar (left) and one of the
scenarios with implemented questions and options (right). (Color figure online)
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in this study. Participants in the gamified version were labelled with a ‘G’ in front of
the ID number and an ‘NG’ for the non-gamified group.

3.1 Data Logging

The prototype logged total play time, page visits, progression and stars earned, number
of attempts for each scenario, how many times they answered the questions correctly,
and incorrect answers for each attempt. The logged total time was compared with the
participants’ perceived time to detect if they were time distorted. The attempts used for
each scenario and the number of correct and incorrect answers were used to see how
well participants performed. The progression of stars and number of pages visited
indicated how much of the application they explored.

3.2 In-Depth Interviews with Use of a Verbal Numerical Rating Scale

We used individual in-depth interviews to obtain in-depth answers from the partici-
pants. The main advantage of the interviews was the flexible design in having the
participants verbally elaborate on their answers and that it was possible to ask
follow-up questions. During the interview, we used a verbal numerical rating scale
(VNRS), which is a projective technique used to have participants express their feelings
or thoughts on a specific topic [26]. The VNRS ranged from 0–10; 0 was the lowest
score, and 10 was the highest. The participants were asked to verbally rate seven
elements from the application with regard to different attributes of engagement [9]:
perceived time, aesthetics, feedback, challenge, enjoyment, interest, and goals. They
were asked two different VNRS questions within each element. After the interview,
participants were given a piece of paper with a scenario similar to those in the appli-
cation. They were then asked four questions. These questions were asked to state
whether they recalled what to do in terms of first aid and CPR.

3.3 Observations

The participants were video recorded while they used the application for detecting and
analyzing their here-and-now facial expressions compared to their progression in the
application. The purpose was to measure signs of concentration and happiness (and the
function of the intended humoristic elements implemented). Happiness can be detected
by lip-corner pulls, raising the cheeks, and narrowing the eyes by raising the cheeks
[24, 25]. Concentration can be detected by narrowing of the eyes and lowering and
bringing together the eyebrows [24, 25].

Krippendorff’s Alpha (KALPHA)s for both the interviews and the observations
(both with 3 coders) was calculated to check for intercoder reliability [27]. KALPHA
for coding the interviews was 0.537 for participants for the gamified version and 0.546
for the non-gamified version. KALPHA for the observations was 0.320 for participants
within the gamified version and 0.364 for the non-gamified version.
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4 Humor in a Serious Game

Humor in serious games is highly complex, as it can have both different functions and
specific experiences and outcomes in game play [20, 21]. However humor is associated
with pleasure as an overall function [20] and might cause laughter and moments of
shared fun. Besides pleasure, humor might also contain emotional responses, such as
playfulness, surprise, or other responses associated with mirth [20]. In the imple-
mentation, we wanted to use humor for emotional and cognitive functions [20], both
for maintaining engagement as well as attention and awareness. The name of some of
the achievements was designed to be humorous. When users reached 50% progress,
they were awarded an achievement stating “50% - Whoa, we’re half way there,” which
is a reference to Bon Jovi’s song “Livin’ on a Prayer.” Achievement 6 was unlocked
when participants had opened all of the subpages on the “Learn CPR” page and stated
“You should consider a job as a lifesaver!” Also, humor elements were implemented in
the soundscape, e.g., there was the screeching of tires down the road with the arrival of
an ambulance.

The participants that reported the highest amount of perceived timewereG3 andNG3.
Theywere also the participants withmost positive evaluation in terms of the implemented
humor. In the interviews, they stated that the application was “fun and serious but still
game-like” (G3) and “had good basics andwasmore fun than traditional learning ofCPR”
(NG3). Other participants also mentioned that “it was done in a humorous way” (G2).
However, someparticipantswereconfusedbythehumoranddidnot thinkthe implemented
humoristic elements were funny. Participant NG7 stated that she was “confused by the
humorwhich suddenly occurred.”Thismeans that theremight be amismatch between the
genreexpectationsand theactual content in theapplication,but tobehumorous, thecontent
must also be a surprise [20].NG7was also uncertainwhether the purpose of the humoristic
elements and scores were partly to compare them with friends (social function) or if the
game was actually was an application for testing knowledge level (cognitive function).

Seven participants stated that it was a “fun experience” (G1, G3, G6, NG4, NG5,
NG8, and NG10). Furthermore, only two participants did not smile through the usage
of the application. However, the observed facial expressions related to participants’
happiness did not reveal much difference between the gamified and non-gamified
application (Table 1). Based on the observations, it can be questioned how enjoyable
the application actually was. The findings of these observations is taken to a
methodological level as being very difficult to actually observe and interpret partici-
pants’ facial expressions. Table 1 shows the coders’ ratings of the participants’
enjoyment/happiness.

It is rather problematic using only self-reports (e.g., interviews and questionnaires)
as the sole method for user feedback and evaluation. Users might have difficulties
expressing their feelings and behaviors towards the application, and self-reports are
often based on an evaluation after the event or “disturbing” the flow during usage. This
is the reason why self-reports with advantages could be supplemented. However,
observations and psychophysiological measurements (e.g., electroencephalography and
skin conductance) can be very difficult to both set up and interpret in gaming. The idea is
to come closer to what users do, feel, and think and guess what they have on their minds.
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However, as many scholars have argued, information on causal relationships between
discrete brain structures and their putative functions is still rather limited [6, 16].

5 Engaged or Not Engaged

In general, there was not much difference between the gamified and non-gamified
group in terms of their VNRS ratings for six of the seven engagement elements
(perceived time, aesthetics, feedback, enjoyment, interest, and goal). The only main
difference was seen in “challenge,” for which the participants were asked how chal-
lenging the application was. The question was rated on an average of 5.0 (0 lowest and
10 highest) for the gamified group and 2.9 for the non-gamified group. This could be
interpreted as the gamified group feeling more challenged than the non-gamified
group. Some participants in the gamified group stated that the achievements and points
were a challenge for them to obtain, which might be the reason why they felt more
challenged.

We assumed that the participants who used the gamified version would spend more
time on the application compared to those who used the non-gamified version. How-
ever, the result was opposite. The group that used the gamified version had an average
play time of 564 s (perceived time of 654 s) and the non-gamified had an average play
time of 619.5 s (perceived time of 648 s). There is no significant difference between the
difference in play time and perceived time between the two groups (p < .2123, Wil-
coxon rank sum test). The minor difference in the two groups’ perceived time and play
time could be due to the participants not being in the flow [13, 14] or being engaged
[9]. One reason could be the intrinsic motivation in the content of the application, but
several participants also mentioned external factors, e.g., G7 stated several things that
distracted from her experience (e.g., background noises and the artificial set up for the
test).

The logged data revealed that the gamified group played scenario 1 more frequently
(on average 0.4 more often) compared to the non-gamified group. This could be
explained by a higher level of interest within the gamified version for scenario 1 and
the fact that scenario 2 was seldom retried by either group. Scenario 2 had too high of a
similarity with scenario 1 (not enough new content), which affected the interest. The

Table 1. Average number of signs of enjoyment/happiness (three coders), based on FACS
codes [24, 25]

Definition Gamified Non-gamified Difference,
N-G

1. Somewhat
happy

Small lip-corner pull 2.36 2.17 0.21

2. Moderately
happy

Medium lip-corner pull with mouth
closed. Raising cheeks

2.2 2.2 0

3. Very
happy

High lip-corner pull with mouth open.
Narrowing the eyes by raising the
cheeks

0.43 0.93 0.50
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average numbers of tries for scenario 2 was 0.7 for the gamified version and 0.8 for the
non-gamified version.

The non-gamified group had an average of 78.9% progression, and the gamified
group had an average of 77.4%. The gamified group’s progression was lower than
expected; however, all of the gamified group’s participants had visited all of the pages
in the application, but two participants of the non-gamified group missed a few.
A general comment from the interview was that the questions/challenge were too easy.
However, even though that we could not see much difference in the VNRS ratings
(except the challenge questions), observations, or logged data, the comments from the
interviews highlight major differences between the two groups, e.g., G2 stated, “The
progression bar kept me going . . .’ G1 stated, “I liked and felt motivated by the
achievements, and I wanted to unlock all of them . . . I wanted to know how I could
get all the achievements.” However, in both groups, there were explicit statements
mentioning that “it was a fun experience” (G1, G2, G3, NG4, NG8, and NG10).

After the interview, all participants were given a scenario on paper regarding a
drowning accident to see if they recalled any of the information given in the application
(cognitive learning perspective). Of 80 questions (four per participant), only 14
questions were answered incorrectly, and there was no difference between the two
groups. The only difference was a total of one more correct answer for the
non-gamified group for questions 1 and 4.

6 Conclusion

The topic of first aid had an impact in terms of participants’ interest. Several partici-
pants stated that they knew it was an important topic but felt they did not need to know
anything about it (again) because they believed they would never be in a situation
where CPR was needed. This was mostly as expected. The idea behind this study was
motivating people already trained in CPR to refresh their first-aid knowledge with the
support of a serious game with gamified elements. With regard to this aim, the
application was a success. An after-evaluation to test the knowledge gained revealed
very few incorrect answers.

However, several topics can be further investigated within both the game design
and the methods for evaluating engagement and gamified elements. The scenarios in
this game should have been more challenging; nearly everyone who attempted the
scenarios scored a high number of correct answers on their first attempt. The lack of
challenge in the scenarios affected motivation, interest, and perceived time. If users do
not feel challenged, there is less of a chance that they will be engaged in the game and
may grow bored and lose interest in the application.

In general, there was not much difference between the gamified and non-gamified
groups in terms of both the VNRS ratings from the interviews, time spent, and per-
ceived time from the data logging. However, further research with more participants
and better control set up is needed to determine the actual effects of gamified versus
non-gamified elements.

Our conclusion reveals that it is rather difficult to both implement and measure
humor in a serious game. The elements of humor were evaluated differently, both
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among the game developers and test subjects. In that sense, the conclusion is part of the
already well-known trap for game developers. Game developers tend to make serious
games fun using such heuristics as game interface, game mechanics, game story, and
game play [22], but the implemented humor might not match either the overall purpose
or the players’ interest. However, the triangulated methods for measuring humor
provided some insight. The FACS codes used to observe participants’ facial expres-
sions combined with the interviews could be one way of measuring humor, but this is
rather time-consuming, and training is necessary both for detecting facial expressions
and conducting the interviews. Intercoder reliability is an important tool for findings
and reporting and in the design process. Besides an indication of reliability, it also
gives the design developer a better common understanding of the application, as
necessary discussions, definitions, and decisions can be made on the basis of better
common understandings due to intercoder indications.
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Abstract. Current technology allows the collection of data about cities by
communities collaborating for the wellbeing of the city. The solution described
in this paper is a wearable device ecosystem, called IOM (Internet of Mobility),
consisting of a wearable device collecting environmental data through sensors to
be visualized on a mobile or web platform. The paper focuses on the require-
ments analysis involving different types of target users and on the design of the
wearable device.

Keywords: Wearable device � Smart city � Environmental data collection

1 Introduction

Emerging technologies, such as wireless sensor networks and internet-based mobile
applications, have been reshaping our urban environments, making them smarter.
According to the Digital Agenda for Europe smart cities are defined as places where the
traditional networks and services are made more efficient with the use of digital and
telecommunication technologies, for the benefits of its inhabitants and businesses. One
of these enabling technological processes for smart cities is represented by the
Wearable Technology, a rapidly evolving field expected to rocket dramatically in the
next years. Although so far fitness and activity trackers have led the wearable device
market, advances in material science, decreasing size and consumption of some sen-
sors, collaborative platforms and social media, cloud computing, Internet of Thing
(IoT) and Big Data science provide new potentialities and possibilities.

In this paper we present IOM, a wearable device prototype for gathering data about
cities, processing and returning them to citizens in the form of customized maps and
paths. The single user will acquire a deeper and wider knowledge about the city, feeling
more comfortable to move in it and more embedded in the community, since his/her
data will be used to build meaningful maps exploited by everyone. The core of this
innovative service consists of raw, anonymous and open source data, accessible not
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only to the users but also to third parties. The latter would be able to carry out analysis
on these data and probably bring to light valuable and hidden information exploitable
to improve life conditions in the city as well as the city itself.

Thanks to the multidisciplinarity of the team, made of both engineers and designers
with different expertise, both a functional prototype and a 3D printed prototype of the
wearable device design have been produced. Furthermore, different issues, concerning
user-centred design as well as hardware, software and business requirements, have
been considered all along the process to propose a reasonable and practicable solution.

The paper is organized as follows: in Sect. 2 related work is reported; Sect. 3
reports requirements analysis. Section 4 describes the IOM solution, focusing on the
wearable device prototype. Finally, Sect. 5 draws the conclusions.

2 Related Work

Wearable technology has emerged recently and several applications have been pro-
posed. The fact that this technology can be worn and then taken everywhere, has
favoured the emergence of a new phenomenon of participatory sensing or, as defined
by Guo et al. [1], of Mobile Crowd Sensing (MCS), where everyday mobile devices
form a network enabling people to gather, analyse and share local knowledge (Burke
et al.) [2].

As pointed out by Delmastro et al. [9], “nowadays users not only represent the final
utilizers of the technology, but they actively contribute to its evolution by assuming
different roles: they act as humans, by sharing contents and experiences through social
networks, and as virtual sensors, by moving freely in the environment with their
sensing devices”.

Of the same line is the work of Andrienko et al. [10]: they explain how the
increasing market of wearable devices can provide new opportunities for applications
that improve citizens quality of life, and show that the emerging phenomena of smart
cities is giving rise to numerous challenges that can constitute a new interdisciplinary
field of research.

aGrisu [3], Smart Citizen [4], and Netatmo [5] are examples of companies and
projects producing wearable devices or services in part similar to our proposal,
exploiting sensors to measure data about the environment. aGrisu [3] provides different
products and apps including an environmental outdoor/indoor monitoring unit to col-
lect data such as CO2 level, VOC (Volatile Organic Compound), and Carbon
Monoxide. Similar is the P-Sense wearable presented by Mendez et al. [6], for pol-
lution monitoring and control of urban areas, allowing users and institutions to access
such data for their benefit; however, they do not provide any real time interactive and
customizable maps. Smart Citizen Kit [4] is an open-source environmental monitoring
platform consisting of an arduino-compatible hardware, a data visualization web API,
and a mobile app that has been used mostly for research purposes. It allows the
visualization of measurements about CO, NO2, light, humidity and temperature and
sharing of data with other users of the community. Netatmo [5] offers a weather station.
Although not in the field of wearable devices, it provides features and services close to
IOM: a map with all the weather stations outdoor data is updated every few minutes,
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showing details about altitude, date and time of the last update/data measurement,
temperature, humidity, pressure, and other useful data.

We considered also accessibility problems. Indeed, IOM exploits the algorithms of
the MEP Project [7] to collect accessibility information in the city by exploiting mobile
device sensors. Among the related projects, Wheelmap [8] is an online and worldwide
map for finding and marking wheelchair accessible places: it enriches maps with
information about accessibility, which is however collected manually, using a col-
laborative approach.

Table 1 summarizes the main characteristics (types of sensors, devices and plat-
forms for data collection and visualization, etc.) of such proposals and compares them
with our proposed system.

3 Requirements Analysis

To identify the needs of the target users and collect their requirements, we carried on a
survey that has been spread over the Web among very different customers’ classes in
terms of geographical provenience, culture, and age. Beside collecting data about users’
profiles, questions tried to better understand users’ attitudes and interest about the
wearable technology sector. The survey allowed us to identify important and
remarkable trends in relation to age, gender and customs of the possible final users.

The survey has been filled by a sample of two hundred and twenty people, with an
age ranging from fifteen to sixty years. Figure 1 shows the age distribution among
males and females.

On the basis of the results of the survey and users analysis, we identified six main
personas/target users: the Movement Impeded, the Runner, the Walker, the Biker, the

Table 1. Comparison of the characteristics of similar projects and products.

Product MEP-WEAR Netatmo Smart Citizen aGrisu API Wheelmap

Hardware Mobile/wear Fixed Fixed Mobile/wear N/A
Web platform Yes Yes Yes No Yes
Mobile app Yes Yes Yes Yes Yes
Environmental data Yes Yes Yes Yes No
Indoor/outdoor Both Indoor Indoor Both N/A
GPS Yes No No Unknown N/A
Bluetooth Yes No No Unknown N/A
Humidity and temp Yes Yes Yes Yes N/A
UV Yes No No Yes N/A
Ambient light Yes No Yes Yes N/A
Pollution No Yes Yes Yes N/A
Sound/noise Yes Yes Yes No N/A
Motion detection Yes No No Yes N/A
Accessibility map Yes No No No Yes
Cost $80–$100 $190 $155 N/A Free
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Exploiter (stakeholders interested to the collected data) and the External User (e.g.,
producers, advertisers, etc.). The performed analysis acquired a critical role directing
the project activity, both at the level of hardware/software features specification and at
the products’ design.

As can be seen in Fig. 2, where one of the collected results is shown, the design of
the device was another critical challenge considered in the survey since, as the set of
sensors inside and the fact that has to be worn over the clothes, have influenced its final
shape and material construction.

Beside acquiring general information about the gender and the age of the sample, we
tried to understand if users prefer to explore new areas or, on the contrary, they always
choose the same paths. The former has come out to be the most chosen answer (60%
against 40% for the latter) with no relevant difference with regard to the gender. With
respect to the age it is noticeable that the only age band having a systematic preference
towards the exploration of new areas is the highest one (older than fifty years).

Figure 3 shows the percentage of the preferred information that the users would
like to know with the usage of the proposed system (multiple answers were allowed in
this question), considering all the types of target users.

Fig. 1. Age distribution among males and females.

Fig. 2. Percentage of likeness of a possible wearable device.
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4 IOM Solution

The proposed solution is called IOM (Internet of Mobility), and consists of a wearable
device that collects data in the city, and a mobile/Web platform for their visualization.
The data collected by all the wearable devices are stored and processed to build maps
based on these measurements (e.g., thedifferent average levels of humidity or of
temperature in the city).

The IOM wearable device features different sensors, including temperature,
humidity, UV, light and noise. Key points of the overall service are inter activity and
customization: personalized maps can be built considering the main interests of the user
and also personalized paths can be computed to offer to the user an experience fitted to
his/her own needs of that particular moment. Thanks to an intuitive user interface of the
application, provided both through a mobile app and a Web platform, the user would be
able to set some filters in order to generate the appropriate map: for instance, a woman
with a baby might be interested on a map reporting just UV and noise, while a runner
would prefer to know pollution and humidity. The chosen solution allows to store and
process anonymous data, therefore enabling everyone to access them, including
external stakeholders which could use them to build new services. The IOM Mobile
Application and the IOM Open Web Platform will work side by side with the wearable
device designed in order to collect the data from the users that are moving around the
city, allowing to have a better understanding of the condition of the city.

The hardware of the wearable device consists of different components including
sensors, a subsystem for data handling and communication, and a power subsystem.
Each sensor or module is connected to the main processor (an STM32F4xx micro-
controller in our prototype) through different communication protocols such as UART,
SPI, I2C, GPIO, etc. Figure 4 shows the overall schematic of the prototype. In the
choice of which sensors to include we made a trade-off between the preferences
expressed in the survey and the feasibility of the solution. Indeed, we excluded the
level of pollution as directly measured data since to have a meaningful information

Fig. 3. Users’ favorite information on personalized maps.
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different sensors should be used and this would arise other issues on power con-
sumption and size of the device.

Also the aesthetic of the wearable device was designed and built around the sensors
board (Fig. 5). The device can be worn on clothes as a pin, in order to be always in
contact with the environment, but can turn into a wristband if needed. We tried to
satisfy the users’ requirements emerged from the survey, i.e. a discrete and small device
at the same time with an appealing design (Fig. 6).

Fig. 4. Overall schematic of the prototype.

Fig. 5. Different views of the IOM wearable device.

Fig. 6. Screenshot of the designed mobile application and web platform.
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5 Conclusions and Future Work

IOM operates in the upcoming scenario of a new paradigm shift that the world is living
in these days, in which IoT and connected devices are re-shaping our lives and cities,
giving an idea of what the future might bring to us soon. We built and test a device
prototype, in order to touch on real environmental data and we defined the electronic
design of the miniaturized board taking into account the combination of the several
requested functions, the power consumption constraints and the trade-off between
hardware quality and costs.

We believe that our solution has high potential. Indeed, the heart of the concept is
the open source cities data, and such valuable data could definitely give raise to
strongly positive implications on the society development. In the future we may see
prospects for the birth and improvement of products, services and business. For
example, knowing which paths people are used to do, can be very interesting for
planning the new shops, restaurant, public and private services; environmental data are
instead exploitable by real estate companies, energy service provider or photovoltaic
system provider. Moreover, since IOM is based on a dynamic and “living” network,
where every citizen represents a moving measuring station, a scenario is forecast where
it would be possible to have near real-time, continuous, widespread and detailed
monitoring of our environment, not only cities but every place reachable by human
beings.

A possible future service development can be related to a new IOM device that is
equipped also with a heart rate sensor. Although we have already tested this kind of
sensor on our prototype, we knowingly decided to not insert it in our solution; how-
ever, it could be very useful to identify correlations between heart monitoring and
environmental parameters, especially for people with health problems.
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Abstract. It’s been many years since media began talking about the
wonders of the IoT scenario, where a smart fridge checks the milk expi-
ration date and automatically compiles the shopping list, but in the real
life how many people have this smart fridge in the kitchen? Yet the inter-
est around the IoT scenario is growing every day, so in this paper we try
to figure out if IoT is science fiction or a real revolution. In particular,
we describe in simple terms the IoT scenario, what can be done with
current technologies, what are the main obstacles that limit the success
and the wide use of IoT and we highlight directions that can make IoT
a true reality.

Keywords: Internet of Things · Smart home · Smart city · Health-care ·
Retail industry · Smart factory

1 The IoT Scenario

In recent years, the term Internet of Things (IoT) is receiving considerable atten-
tion by governments, researchers, managers, media, etc. IoT refers to a scenario
where people and physical objects (e.g., sensors, devices, etc.) are connected
and able to communicate with each other with the result of transforming the
physical world that surrounds us. Vehicles, home appliances, smartphones, home
sensors, wearable sensors, environment devices are examples of objects that can
be transformed into smart objects in order to be part of an IoT scenario. Indeed,
by providing these objects with the ability to communicate, we allow them to
capture and share data, we can control and analyze their actions to take deci-
sions and to produce intelligent services able to transform our personal and
professional life [1].

To clarify the idea, here is an example of how smart objects can change
some everyday actions. In the morning, the alarm clock does not just wake us
up, but it also turns on the coffee machine; the mattress turns on the room
lights when we get up; the bathroom lights are switched on when we touch
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the door; television and lights are turned on when we go into the kitchen and
the coffee machine begins pouring the coffee into the cup. Before going out,
the umbrella handle lights if rain is expected and when we close the door all
the house lights go off and the blinds are lowered. In the evening, when we
get home, the heating is turned on by our smartphone that uses the GPS to
check whether we are close to home or not; the house lights are turned on
when we open the door. This is just an example of how our private life will
change thanks to IoT technologies, but the scenario is definitely wider: a city
may become smart by using sensors and devices to monitor and manage traffic,
to improve the efficiency of waste management, to plan urban and transportation
changes; health-care may become smart by using sensors and devices to improve
emergency services, to provide elderly assistance and medical aids; industries
may use IoT to improve security in automotive transportation, to make logistics
more efficient, to improve industrial automation; energy providers may use IoT
to intelligently mange energy distribution [2,3]. Needless to say, the IoT scenario
is expected to transform every aspect of our life [3–7].

Millions of physical objects are being connected to the Internet [8] and several
research reports agree that by 2020 the IoT scenario will include more than
20 billion of smart objects. These objects are enabled by several technological
changes that caused, among others, a lowering of the production costs of sensors
and devices, an increase of computational capacity and an ubiquitous networking
coverage. In this scenario, objects are equipped with sensors and/or actuators
and with suitable communication protocols that make them integral part of the
Internet [4,9]. To clarify, the IoT can be thought of as the interconnection of
objects with the Internet, as shown in Fig. 1. At objects level we have sensors
that perform actions like “feel”, “ear”, “measure”, “check” (i.e., sensors have
different abilities like acoustic, liquid, temperature, pressure, force, etc.) and we
have actuators that perform actions through electrical, hydraulic, pneumatic or
mechanical movements. All these objects communicate with each other through
sensor networks [8,10,11] that use data link protocols like NFC, RFID, LTE,
Wi-Fi, Zigbee, etc., and communicate with the platform and with the application
levels through Internet communication technologies.

Briefly speaking, the IoT architecture allows to extend today’s Internet
infrastructure with additional and innovative services. For this reason, differ-
ent ICT consulting firms foresee an exponential growth of the IoT over the next
few years. For instance, Gartner1 forecasts that the IoT will generate revenue
exceeding $300 billion in 2020, resulting in $1.9 trillion in global economic value-
add through sales into diverse end markets; whereas [12] estimates that the whole
annual economic impact caused by the IoT is in the range of $2.7 trillion to $6.2
trillion by 2025. The importance of this scenario is also highlighted by the amount
of fundings that public governments are reserving to IoT research: the European
Union is supporting different projects in the IoT area; the UK government, in
March 2015, committed around e50 million to IoT research; Germany has ear-
marked up to e200 million to projects related to internet-based manufacturing;

1 https://www.gartner.com/doc/2625419/forecast-internet-things-worldwide-.
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France reserves e50 million to digital development projects related to embedded
software and connected objects [13].

Fig. 1. The IoT archicture.

However, although many researches state that IoT technologies will affect
several domains, there are some open issues like interoperability, security and
privacy, that need to be addressed. In the following, after describing the most
promising application domains for the IoT, we focus on these open issues and
we provide some future directions that might help removing these burdens.

2 Fields of Applications

In recent years, academic and private researches proposed many different fields of
applications for the IoT, from the well-know smart home to the less known smart
agriculture. In all these fields of applications, the use of IoT aims to resolve in the
rationalization of resources, and consequently monetary gain, while making the
application field safer. Since it is useless to list all the IoT fields of application,
in the following, we first describe two well-known IoT fields of applications and
then we focus on three most promising ones.

Smart Home. Smart home is a firm and important field of application with a
market expected to reach $121 billion by 2022 [14]. Comfort, security and energy
efficiency are among the main benefits that a smart home can bring [15]. For
instance, house owners might use their smartphone to control Wi-Fi enabled
home electronics (e.g., appliances, heaters, hot water heaters, air conditioning,
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coffee machines, etc.) from anywhere, might increase home security (e.g., by
using Wi-Fi connected cameras, sensors, and alarms) and might mange energy
more efficiently (e.g., by using Wi-Fi outlets to turn off electronics when not
in use). Gartner estimates that the number of devices and appliances currently
connected in our houses is about 600 million2 including lighting, security and
access control, heating and air conditioning managing, entertainment systems
and smart kitchen.

Smart City. Smart cities market is estimated to grow from $52 billion in 2015 to
$147 billion by 2020 [16]. Smarter utilization and deployment of public resources
(e.g., lights, roads, parkings), better efficiency of services (e.g., garbage collection,
public transport), better quality life (e.g., pollution and traffic control) and, in
general, a reduction of wastes and costs for the public administration are among
the main benefits that a smart city can bring [4]. For instance, simple objects
equipped with LoRaWAN and Sigfox communication technologies can transform
the act of parking, allowing citizens to detect available parking spots in an easy
way. This would not only save citizens time, but it would also help to reduce
pollution, thus improving the lives of citizens. Another example of how IoT
can improve the lives of citizens is transforming the waste collection into smart
collection: smart trashcans3 monitor their content by means of GPS traceable
wireless fill-level sensors and, when they need to be emptied, they send a real-
time alert to the municipal services through LoRa, Sigfox and cellular networks.
All reports are accessible by a Web secure platform that suggests the best (also
from an economical point of view) collection route. Thus, waste collection can
be rationalized avoiding too empty bins and preventing overflows in others.

Health-Care. Medical and health-care are a very attractive application area for
IoT [3] and the market is expected to create about $1.1–$2.5 trillion in value by
2025 [12]. Cost efficiency, reliability and safety are among the main benefits that
smart health-care can bring: patients monitoring might be done in remote and in
real-time through the use of smart objects and sensors, smart objects might be
used to replace human regular checks of patients vital signs, home health might
be improved by issuing alerts if some irregularity is detected. For example, smart
prescription bottles4 have sensors that register actions on bottles (as opening,
or reducing their content) and are rechargeable using a standard micro-USB
port. Bottles use the cellular technology to (world wide) communicate with the
servers of the service provider that check on the patient activity in real time.
If the patient does not stick to his/her medical prescription and forgets to take
his/her medications or takes an overdose, the patient is immediately alerted with
land-line or cell phone calls, text messages, or caregivers. There also exist smart
pills5 that contain specifically designed ingestible sensors (approved by both the
U.S. Food and Drug Administration and CE marked in the E.U.) that activate by

2 http://www.gartner.com/newsroom/id/3008917.
3 https://www.smartbin.com/.
4 https://adheretech.com/.
5 http://www.proteus.com/.
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contact with people stomaches at the time of ingestion and communicate with a
matching sensor placed in a patch worn by the patient. The patch automatically
logs the number, type and time when medications are taken, together with body
vital signs (e.g. heart rate, body position, etc.). All these data are then shared,
via Bluetooth, with the patient mobile device through a specific app that stores
the data on a cloud service accessible to the patient and his physician. It is thus
possible to reduce costs and save time by letting smart objects do tasks that
can be easily accomplished by machines, not to mention that the large set of
collected data might be analyzed to gather new insights on patient health-care.

Retail Industry. The IoT retail market size is expected to reach $54 billion by
2022 according to a report by Grand View Research, Inc. Better customer experi-
ence, more efficient and secure supply chain and the development of new channels
and revenue streams are among the main benefits that smart retail industry can
bring. For instance, sensors can be used to track customers? behaviors in order
to better organize products placements; RFID can be used to track products in
the supply chain [17] and to update in real time inventories information from
off-the-shelves products; smart price tags can be used to change, in real-time,
the product price based on demands, sales, etc.; smart codes can give customers
more information about products, and sensors can be used to automate many
functions that are manually performed [18].

Smart Factory. The smart factory market size is expected to reach $75 billion
by 2020. In a Smart Factory [19], the manufacturing solutions exploit flexible
and adaptive production processes, where the actors are equipped with enough
computing and communication capabilities to give them an ability to act inde-
pendently, without direct human intervention. For example, BMW has developed
a tracking system based on RFIDs to enhance motor production and client cus-
tomization. An RFID tag is attached to each engine as an unique identifier at the
beginning of the assembly line and read at turn-points in the line to decide which
way the engine should go (e.g., lift or work station). Moreover, the tag brings
along information about the customization of that specific car body, so that it is
fast to recover and check information such as car color, internal details and door
number. This brings to higher levels of automation, but also to optimizations in
reducing unnecessary labor and waste of resources. The benefits could also go
beyond the actual production of the goods. For instance, in a food supply chain
scenario, IoT can enhance the whole process, from farms to processing plants,
from processing plants to stores and from stores to consumers [17].

Although at first sight the above examples may look like a successful real-
ization of IoT technologies, to a closer look they are just single IoT applications
and do not represent a complete IoT scenario. Indeed, examples also showed one
of the main problems that limits a successful employment of IoT technologies:
the lack of interoperability between objects of the same scenario. For instance, a
smart city is likely to have several different sub-networks (e.g., one for the sensors
of the waste management system, one for the parking facilities, one for pollu-
tion measurement, etc.), each one working independently very well and suitable
to provide an IoT service, but unable to interact with each other. Therefore,



IoT: Science Fiction or Real Revolution? 101

it is difficult to create a smart city. Indeed, there might be cities using many
IoT applications, but these can not be labeled as complete smart cities. The
current IoT scenario reminds the networking scenario of the 70s, composed of
many networks (e.g., milnet, nsf-net, cs-net, etc.) unable to communicate within
each other. Another example is what is happening in the health-care scenario:
we have many companies each building their successful IoT ecosystem, but these
systems only communicate within themselves and do not interact among each
other. Once again, this reminds the scenario of the 70s, when each computer
company developed its own operating system that was unfortunately unable to
interact with the others. The fragmented scenario of the 70s was virtually unified
by the standardization of protocols and services provided by the Internet and
the Web. As discussed in the following section, likely, it is necessary to follow a
similar path to make the IoT a successful scenario.

3 Open Issues and Future Directions

The IoT might open a wide new world of opportunities to offer new services to
users, in many different forms, but for an actual large-scale employment it is still
necessary to address some important open issues, including the ones related to
interoperability, security and privacy, and devising new business models.

3.1 Interoperability

IoT objects and devices are produced by different vendors, have different techni-
cal characteristics and specifications (e.g., smartphones are very different from
simple RFID tags), use different communication protocols (Zigbee, Bluetooth,
Bluetooth Low Energy, Wi-Fi, GSM, 3G and LTE, just to name few), and are
often integrated with other heterogeneous sources of information. This hetero-
geneity is a big issue: on the one side, producers that want to invest do not have
clear indications on standards to adopt when developing IoT products and do
not know for how long their products will last on the IoT market; on the other
side, users who want to buy IoT products do not know for how long these will
be compatible with the upcoming IoT scenario.

Open standards seem to be the right answer to these problems, as they can
give clear guidelines to create a competitive environment for companies to deliver
quality products. The IEEE Standards Association (IEEE-SA) already started a
process to develop open standards for the IoT6 and even some private companies
(e.g., AllSeen Alliance) are contributing (and asking for contribution) to create
open source frameworks to design common standards so that different devices
might communicate between themselves, regardless of their brand, category and
technical equipment. Needless to say, once open standards are defined, producers
should be enforced to apply these standards (e.g., identifying appropriate SLA,
Service Level Agreements, for each service) in order to make human users trust
new services offered through the IoT.
6 http://standards.ieee.org/innovate/iot/projects.html.

http://standards.ieee.org/innovate/iot/projects.html
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In addition, the traditional Internet architecture needs to be revised to match
the IoT challenges, both at low and high level. One main reason is the tremendous
number of objects willing to connect to the Internet: 2010 has seen the surpass
of the number of objects connected to the Internet over the earth’s human pop-
ulation [8] and we have to expect that the former number is going to increase
terrifically in the near future. Thus, we also have to expect a great increase of
the traffic on the Internet, incurring into possible delays and in an increase of
bandwidth request. Therefore, to allow IoT scalability, IPv6 and new generation
of communication protocols (e.g., 5G is to provide speed between 10–800 Gbps,
compared to the current technology 4G with speed of 2–1000 Mbps) seem to be
mandatory.

There are also issues of interoperability at the platform level, concerning the
need of integrating raw data coming from IoT objects with static and historical
data stored in databases or accessible through Web services. For instance, let us
consider a smart city control center that offers various cutting-edge services such
as smart parking and dashboard view [20]. To this end, it is necessary to integrate
heterogeneous information coming, for instance, from On Board Units and/or
smartphones and multi-sensor weather stations together with official data avail-
able on Web sites, predictions on weather and traffic, tube schedules, etc. Indeed,
information integration has been recognized as a key (and costly) challenge faced
by large organizations today [21]. It is also well understood that information inte-
gration is not a single problem but, rather, a collection of interrelated problems
that are addressed under the umbrella of architectures and unified data models.
These problems include extracting and cleaning data from the sources, trans-
forming data from the sources into data conforming with the unified format,
and answering queries over the unified format. A possible answer to these prob-
lems is the dataspace paradigm [22], an emerging approach in the information
integration agenda. In a dataspace, data coexist while the actual integration
efforts are faced when needed. This paradigm might represent a good answer to
the problem of interoperability for IoT because of the high level of heterogeneity
of the involved information sources and the need of a large scale deployment.
To this end, open source platforms might be used to facilitate the development
of IoT applications through plug-in services for push/pull data connection and
integrated view creation and maintenance.

3.2 Security and Privacy

One of the main advantages of IoT is the possibility to gather large sets of data
that, properly analyzed, give information that can be used to provide better
services. However (and again), issues arise: being connected to the Internet (and
often unattended), objects are possible target to a wide range of security attacks
that can lead to data leakage and/or data manipulation. Some recent examples
of security issues include: a smart doorbell receiving the video feed from someone
else house, people taking unauthorized control of the security system of specific
buildings (e.g., houses, banks, factories, etc.), attackers compromising on-line
car systems and stopping/speeding up cars with malicious intent. If customer
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are expected to use IoT technology and products, they must be assured that
no accidental and/or malicious behavior might loose, steal or manipulate their
data.

In the IoT scenario, security solutions cannot be limited to the single object
or device, but they must be end-to-end solutions, going from the application
level to the object level and vice-versa. Again, the heterogeneity of IoT inter-
acting objects further complicates matters as different objects require different
security levels (e.g., fitness wearables vs. health care applications). Given such
an extremely heterogeneous and vulnerable scenario, it is fundamental to pro-
vide security solutions at least for the following problems: authentication (any
object involved in a communication must be clearly and uniquely identified);
confidentiality (data must be secure and available only to authorized entities);
integrity (data must not be altered by anyone when traveling from one point to
another, or while stored in some database); fault-tolerance (even in the presence
of a fault, security services must be continuously provided).

In addition to security, privacy plays an important role. Consider for instance
the case of a person wearing a smart wrist collecting data such as heart rate,
blood pressure, etc. One can imagine that the customer expects these data to be
used to improve his/her personal performances or for self-usage check ups, but
surely not that these data might become available (without his/her allowance)
to his/her health insurance and used to tune the insurance policy cost or even
to deny the policy. In the Internet scenario, consumers are becoming more and
more aware that data are now trading currencies for services (let’s just think
at Gmail or Facebook), and, since most of the collected data are personal and
sensitive, users are increasingly interested in their privacy [23,24]; the lack of
clarity about who has access to data may limit the growth of the IoT scenario.
Possible solutions to these privacy issues are new policies reassuring customers
that data do not concern individuals but aggregates, clarifying the use of data,
for how long these data are stored, and who has access to them.

3.3 Business

The lack of clear, widely accepted and successful business models, of use cases
and of return of investment examples are slowing down the adoption of the
IoT [25].

Although there are some early players that successfully invested in IoT (e.g.,
companies in the fitness and/or smart home scenarios), most of the companies
are still thinking whether to enter or not in the IoT, because the scenario has
characteristics that limit the development of a solid business model. According to
[26], there are three main reasons that limit the design of a generic and successful
IoT business model: (i) diversity of objects, (ii) immaturity of innovation, and
(iii) unstructured ecosystem. The diversity of objects and the immaturity of
innovation cause the employment of several different proprietary platforms and
end-to-end IoT solutions, whereas the unstructured ecosystem causes doubts to
investors because the scenario is too chaotic, just like the Internet was in the
mid-90s.
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The solution to these problems is closely dependent on the solution of the
problems highlighted above. In particular, it is fundamental to first address the
problems related to interoperability and security, as this would make available
IoT communication standards and IoT end-to-end security solutions. These solu-
tions could be the building blocks on which to build solid business models for
the IoT scenario.

4 Conclusions

The interest around the IoT scenario is enormous, billions of objects/devices
are being connected to the Internet to create the biggest network we have never
seen, opening the possibility to create a new world of services in extremely
different fields of application that can be offered to users by using the information
that these devices can gather. Examples of how these smart objects can change
the way we live and/or we work are written everywhere, from technological
blogs to mass-media newspapers. Since it’s been many years since media began
talking about the wonders of IoT technologies, in this paper we tried to figure
out if the IoT scenario is science fiction or a real revolution. We observed a
very fragmented scenario that might compromise the successful employment of
IoT: proliferation of communication technologies, absence of end-to-end security
solutions and of solid business models that are able to guarantee a profitable
return of investments. We also observed, by looking at some IoT examples, the
benefits of IoT technologies, and we are positive about the fact that IoT may
improve citizens life quality. Finally, since we are deeply convinced that a real
employment of IoT passes through the unification (either virtual or not) of the
fragmented scenario, we proposed some guidelines that move the IoT towards
this direction.
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Abstract. Cognitive Stimulation aims to improve cognitive skills and quality
of life for people with dementia by helping to reduce the functional disability
resulting from damage to the brain. Recent studies suggest that this kind of
treatment is effective, but it is not yet possible to demonstrate that leads to
changes in behavior or in the patient’s lifestyle. The present work investigates
the impact and the effectiveness of an information and communications tech-
nology platform able to allow the cognitive stimulation practice within a
domestic environment. The platform is made up of a set-top-box connected to a
TV monitor, a Microsoft Kinect sensor and a (optional) smart garment for
clinical signs detection. Preliminary results, achieved after the tests performed
on patients with mild to moderate Alzheimer, demonstrates that the aforemen-
tioned platform is a very useful tool able to increase the neuropsychiatric and
cognitive state of the patient.

Keywords: ICT platform � Smart sensors � Cognitive stimulation �
Rehabilitation practice � Alzheimer’s disease

1 Introduction

Worldwide, 46.8 million people have dementia, and every year there are over 9.9
million new diagnosed cases [1], with an increase of the economic impact and cost of
the 35.4% from 2010. Alzheimer’s disease (AD) is the most common form of dementia
[2] and represents one of the major causes of disability, dependency, burden and stress
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of caregivers increasing institutionalization among older people worldwide [3]. Cur-
rently, there is no effective disease-modifying cure and treatment is directed mainly to
manage the symptoms of dementia [4].

The limited efficacy of drug therapy and the plasticity of the human brain are the
two most important reasons that explain the growing interest in non-pharmacological
intervention for dementia patients. Among possible cognition-focused interventions for
people with AD, the importance of Cognitive Stimulation (CS) is highlighted by
several scientific works [5–7]. In addition, a recent study showed that an integrated
treatment (it lasted about six months) that consists in subjecting patients to CS and to
rivastigmine transdermal patch improves the emotional and cognitive behavioural
aspects and, at the same time, reduces the mortality risk [8].

Recently there have been many advances in the healthcare area, mainly with the
help of Information and Communication Technologies (ICT) solutions; in particular,
the researchers focused their activities towards the design and implementation of
enabling solutions which first must be effective from a cost point of view.

The development of a low-cost platform that integrates both CS modules and
homecare services could be very effective in order to select a more appropriate medical
therapy. Analyzing recent research studies, it is clear that the use of new technologies is
widely accepted by the elderly, even if within the age group 65 or over the skill level in
the use of ICT instruments is very low. In the field of healthcare, cognitive training and
stimulation have been faced in the past years through a large number of ICT tech-
nologies [9–11]. For example, virtual reality offers training environments in which
human cognitive and functional performance can be accurately assessed and rehabil-
itated [12, 13]. On the other hand, augmented reality provides safer and more intuitive
interaction techniques allowing interaction with 3D objects in real world [14, 15]. In
this scenario, social communication channels (natural speech, para-language, etc.) are
not blocked, breaking down mental barriers applying such a technology to specific
problems or disabilities. New solutions for cognitive assistance based on touch system
have been implemented: in the field of CS; for example, commercial products like
Nintendo’s Brain Age and Big Brain Academy have been tuned as educational tools
helping to slow the decline of AD [16, 17]. More recently, the large diffusion of
interaction devices enabling body movements to control systems have been investi-
gated, with specific focus on ICT technologies for natural interaction. Microsoft Kinect
is the state-of-the-art [18] as 3D device for body movements acquisition and gesture
recognition and the effects of this kind of technology for rehabilitation purposes is
widely investigated [19, 20].

In this work, a novel ICT platform has been designed with the aim to support
different kind of patients during the multi-domain stimulation practice without the
presence of medical staff or caregiver. The rest of the paper is organized as follows.
Section 2 introduces the ICT platform describing some specifics of the hardware
devices used for the interaction with the system. Moreover, in the same section, some
details about the software architecture and specifications relating the CS practice are
reported. In Sect. 3 the effectiveness and impact of the ICT platform in AD patients is
evaluated through numerical results obtained in the preliminary tests performed on
actual patients. Finally, conclusive considerations are presented in Sect. 4.
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2 Materials and Methods

The developed ICT platform provides a system for CS at home through the use of
Natural User Interfaces (NUI), giving the opportunity to perform the practice without
the presence of medical staff or caregiver. Analyzing the implemented solution from
this point of view, it turns out to be completely different and innovative compared to
existing systems [21]. This innovative aspect is amplified by the integration of a
software module that permits to customize the therapeutic session (compound by
sequences of exercises) according to the residual abilities and skills of the end-users.
The platform integrates the following hardware components: (a) an embedded PC
equipped with an Intel Core i5 processor, (b) a monitor TV with a dimension equal to
42 inches or greater, (c) a commercial and low-cost 3D sensor (Microsft Kinect©) able
to track the human skeleton and to recognize the gestures through the SDK freely
distributed by Microsoft, (d) a smart garment that integrates an accelerometer and
different textile electrodes for the extraction of several clinical parameters, such as heart
rate, breath rate and energy expenditure (Fig. 1).

Moreover, a further innovative aspect developed in this ICT platform concerns the
implementation of a software module for a real-time streaming of video data that are
acquired during the execution of a therapeutic session. The module also records the
video streaming, allowing the caregiver/physician the post-verification of correct CS
practice from a remote location, such as the medical office. In this way, the psychologist
or the physician has the opportunity to communicate with the observed patient during
the exercise (highlighting for example errors in the execution of specific tasks) and to
continuously monitor the progress or decline of their patients. Consequently, they have
the ability to monitor multiple patients simultaneously. Whenever a CS session ends, a
data synchronization is performed between a local database and a remote database
(further details are given in Sect. 2.3) Finally, an ad-hoc multi-modal messaging pro-
cedure (SMS, Mobile App, e-mail, etc.) is performed. The data of the therapeutic session
that are considered more important are sent to the physician/caregiver allowing an
immediate check of the performance through an easy-to-use Graphical User Interface
(GUI), available via Web on the Central Server.

Fig. 1. ICT platform architecture overview
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2.1 Multi-sensor Devices as Enabling Technology

The core of the platform is represented by the sensor-based architecture that permits the
natural interaction of the end-user with the system. Microsoft Kinect (Fig. 2a) is a
motion sensing input device that allows users to interact intuitively and without any
intermediary device with a Graphical User Interface (GUI) using body parts. From the
working principle point of view, Kinect is a structured light scanner, meaning that it
projects an infrared pattern that is then read by an infrared camera. After, the 3D
information is reconstructed from the distortion of the pattern and this results in a depth
channel which is made available through an Application Programmer’s Interface
(API) - Microsoft’s ‘Kinect for Windows SDK’ [18]. The API was used to interface
with its skeletal tracking software, providing an estimate for the position of 20
anatomical landmarks (2 of whom are used for hands tracking in the present platform)
at a frequency of 30 Hz and spatial and depth resolution of 640 � 480 pixels.

Moreover, during the CS practice, a continuous monitoring of main clinical signs is
obtained through a Wearable Wellness System (WWS) commercialized by Smartex
[22]. The system integrates a sensorized garment equipped with textile electrodes and
an electronic device (named SEW) dedicated to the acquisition, the processing and the
storage of the data. The physiological parameters collected during the execution of the
therapy (Heart Rate and Breath Rate) are analysed offline by the clinician in order to
evaluate the level of psycho-emotive stress and the level of fatigue of the patients
involved in CS practice (Fig. 2b).

2.2 Cognitive Stimulation Practice Details

The CS program is composed by sequences of exercises appropriately tuned by the
physician or psychologist. Each exercise belongs to a category, bringing out specific
cognitive activities according to guidelines of the state-of-the-art international evalu-
ation scales for AD (e.g., Mini Mental State Examination - MMSE [23]). An innovative
feature of the platform deals with the opportunity to customize each exercise on the
basis of the severity of cognitive impairment and residual skills of the target. For this
purpose, during the setting procedure, few input parameters need to be defined a-priori
(e.g., execution time, maximum numbers of allowed errors, movement sensitivity).

Fig. 2. (a) Kinect 3d sensor device for human part detection and gesture recognition, (b) smart
garment and electronic device (SEW) for the acquisition, processing and storing of physiological
parameters
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From the taxonomic point of view, the following categories of exercises have been
implemented: temporal orientation, personnel guidance, topographical memory, visual
memory, hearing attention, visual attention, categorization and verbal fluency. Figure 3
shows the GUI of some CS exercises.

The design of the therapy can be remotely performed, thanks to a web application
that allows physician to configure all the exercises based on the patient’s residual
abilities and related performance (see Sect. 2.3). In this way, the GUI related to a
specific exercise could be different for each patient, for example the number of items
displayed, the number of aids or the execution time may vary from the user’s remaining
abilities. In order to obtain an appropriate video rendering of every exercise, the ICT
platform integrates an additional software module able to arrange the interfaces of each
exercise independently from the display device (PC monitor, TV). The render of
graphics objects integrated in the exercises has been designed according to the principles
of usability, ergonomics and acceptability, as reported in ISO/IEC 2001a regulation [24]
and through an extensive literature search, expert opinion and user experience.

2.3 Central and Home Server

The central platform is based on eResult’s Omniacare, a multi-functional hardware and
software system, specifically developed for the remote monitoring and assistance of frail
users. The central platform’s software architecture is modular: each element realizes
some specific functions, as to be able to dynamically adapt to a variety of situations and
environments. The system allows exploitation of more or less functionalities in a
seamless way, by using specific elements, while the overall system keeps running.

Omniacare is based on a Central Server –Home Server concept. The Central Server is
the main element of the system. User profiles, device configurations and all system data
reside on the Central Server. It also provides the web interface that operators and

Fig. 3. Some example of exercise categories with related GUI
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therapists use to interact with the system, in order to customize exercises and therapy for
patients. Configurations can be done on the Central Server by physicians only, to avoid
unauthorized modifications by the users or caregivers. The Home Server and other
devices periodically synchronize data and download configurations from and to the
Central Server. It is endowed with the following robust inner characteristics: Hierarchical
data structure; Web-based user interface; Advanced data navigation, display and search;
Extensive data export functionalities; Granular user privilege management; Structured
system event management; Information traceability. An example of the Graphical User
Interface available on the Central Server is shown in the figure below (Fig. 4).

The Home Server (HS) launches and controls the exercises, but also acts as a
gateway that interfaces with detection sensors and external devices managing all of the
diverse communication protocols. The HS collects data from the devices and provides
configuration data exchange to proper manage them. The HS also consolidates and
conditions data and sends them to the Central Server, according to the established rules
and timing, while at the same time providing warning or alerts in case of a detected
anomaly. The Home Server interface is shown below (Fig. 5).

Fig. 4. Central server interface

Fig. 5. Home server interface
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3 Experimental Results

3.1 Impact of the CS Practice in AD Patients

The practical assessment of CS practice was performed in the period September 2013–
February 2014; the study was conducted following the guidelines for Good Clinical
Practice and the Declaration of Helsinki (DoH) that is the World Medical Association
(WMA) best-known policy statement. The inclusion criteria adopted for the selection
of patients were: (1) diagnosis of Dementia according to the National Institute on
Aging-Alzheimer’s Association (NIAAA) criteria [25]; (2) age � 65 years; (3) ability
to provide an informed consent or availability of a proxy for informed consent.
Exclusion criteria were: presence of great comorbidity, tumours and different diseases
that might be causally associated with psychological feature impairment (ascertained
blood infections, vitamin b12 deficiency, anaemia, disorders of the thyroid, kidneys, or
liver), history of alcohol or misuse, head trauma, drug use and presence of severe
psychological feature impairment (MMSE < 10).

At the baseline and at the follow-up, performed once for each experimental stage,
the subsequent parameters (explained in details within the text) were collected by a
scientific interview, clinical analysis, and review of records from the patients’ general
practitioners: demographic information, clinical and medicine history and an entire
dimensional and cognitive-affective assessment.

In the analysed patients, the cognitive status was evaluated by means of the
Mini-Mental State Examination (MMSE), Babcock Story Recall Test (BSRT) [26],
Verbal Fluency (VF) [27], Attentional Matrices (AM) [28] and Copying of Geometric
Figures (CGF) [29].

Dementia was diagnosed by the Diagnostic and Statistical Manual of Mental
Disorders – 5 Edition (DMS 5) criteria [30]. Diagnoses of possible/probable AD were
made according to the NIAAA criteria and supported by neuroimaging evidence (CT
scan and/or NMR).

Neuropsychiatric symptoms was evaluated with the Neuropsychiatric Inventory
(NPI) [31] together with the subsequent twelve domains: hallucinations, delusions,
depression mood, apathy, anxiety, euphoria, disinhibition, irritability/lability, aberrant
motor activity, agitation/aggression, sleep disturbance and eating disorder. Emotive
standing was evaluated using the Hamilton Rating Scale for Depression (HDRS-21)
[32]. A CGA was carried out using assessment instruments widely employed in geriatric
practice. Functional status was evaluated by activities of daily living (ADL) index [33],
and by instrumental activities of daily living (IADL) scale [34]. Comorbidity was
examined using the Cumulative Illness Rating Scale (CIRS) [35]. Nutritional status was
explored with the Mini Nutritional Assessment (MNA) [36].

Cognitive status was screened by the Short Portable Mental Status Questionnaire
(SPMSQ) [37]. The Exton-Smith Scale (ESS) was used to assess the risk of developing
pressure sores [38]. The instrument to be used to assess the quality of life and satis-
faction will be Quality of Life Enjoyment and Satisfaction questionnaire (Q-LES-Q)
[39]. It’s a self-report measure designed to simply acquire sensitive measures of the
degree of enjoyment and satisfaction experienced by subjects in numerous areas of
daily functioning.
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Medication use was outlined in line with the Anatomical medicine Chemical
Classification code system, and also the number of medicine utilized by patients was
recorded. Social aspects such as family composition, home service, and institutional-
ization were also considered.

3.2 Pilot Results

The pilot study has included six patients enrolled in 3 completely different sites. Every
patients have an initial program of six exercises for session with parameters established
on the premise of the primary rehabilitation check. Analyzing the user responses, the
amount of exercises (and related parameters) were raised or reduced respectively. All
the patients enrolled showed the same good acceptability to the use of the ICT platform
as measured through the employment of subjective feed-back. All patients have ter-
minated the study and no drop-out were registered. The sensorized shirt was used to
better set-up the system during the primary rehabilitation check meanwhile in the
domestic environment the use of this instrument was not possible. After experimental
period, the end users showed an improvement of 1.3% on the Rey-15, of 1.2% on the
BSRT, of 10.4% on the MMSE score, of 2.5% on the VF, of 12.64% on the AM and
1.3% on the CGF. In addition, the end users showed an improvement of 13.2% on the
NPI score, of 11.78% on the NPI-D (subscale of NPI that assesses the distress of the
caregiver) score and 24.5% on the HDRS-21 score. The most marked improvement
was achieved at Q-LES-Q score (47.89%), whereas the results obtained in corre-
spondence of the CGA domains showed no differences. From the statistical point of
view the results obtained may not be very reliable and this is more evident in corre-
spondence of specific indexes used for cognitive evaluation of patients; however, it is
important to note that the trends are promising and encourage to experience CS
treatment through the proposed ICT platform on a greater number of patients.

4 Conclusion

The main purpose of the present work is to describe and to evaluate an ICT platform
designed for autonomous CS practice within a domestic environment. The pilot results,
even if referred to a limited number of patients, have shown that the use of the
described platform improves the cognitive, affective, neuropsychiatric state, and the
quality of life and the satisfaction of the patients.

The most important advantage emphasized by the end-users is related to the pos-
sibility of performing the CS treatment remaining in their own homes, and conse-
quently keeping their safety and independence. Moreover, thanks to the platform
architecture, the patients can avoid to move to a health care facility center that often can
cause a lot of anxiety. Last but not least, the platform integrates monitoring and
assistance modules from remote locations, facilitating the work of caregivers/
physicians.

Design and Evaluation of an ICT Platform for Cognitive Stimulation 113



Acknowledgments. This work was carried out within the project “ACTIVE AGEING AT
HOME” funded by the Italian Ministry of Education, Universities and Research, within the
National Operational Programme for “Research and Competitiveness” 2007–2013.

References

1. World Health Organization: Dementia: a public health priority (2012). http://apps.who.int/
iris/bitstream/10665/75263/1/9789241564458_eng.pdf?ua=1. Accessed July 2016

2. Cummings, J.L.: Alzheimer’s disease. N. Engl. J. Med. 351, 56–67 (2004)
3. Schultz, R., Williamson, G.H.: A 2-year longitudinal study of depression among

Alzheimer’s caregivers. Psychol. Aging 6, 569–578 (1991)
4. Atri, A.: Effective pharmacological management of Alzheimer’s disease. Am. J. Manag.

Care 17, S346–S355 (2011)
5. Clare, L., Woods, R.T.: Cognitive rehabilitation in dementia. In: Neuropsychologistical

Rehabilitation, pp. 193–196. Psychology Press Ltd. (2001)
6. Neal, M., Briggs, M.: Validation therapy for dementia, no. 2. The Cochrane Library,

Chichester (2004). (Cochrane Review)
7. Clare, L., Woods, R.T., Moniz Cook, E.D., Orrel, M., Spector, A.: Cognitive rehabilitation

in Alzheimer’s disease. Aging Clin. Exp. Res. 18, 141–143 (2006)
8. D’Onofrio, G., et al.: A pilot randomized controlled trial evaluating an integrated treatment

of rivastigmine transdermal patch and cognitive stimulation in patients with Alzheimer’s
disease. Int. J. Geriatr. Psychiatry 30(9), 965–975 (2015)

9. Richard, E., Billaudeau, V., Richard, P., Gaudin, G.: Augmented reality for rehabilitation of
cognitive disable children: a preliminary study. In: Virtual Rehabilitation, pp. 102–108
(2007)

10. Standen, P., Brown, D.: Virtual reality and its role in removing the barriers that turn
cognitive impairments into intellectual disability. Virtual Reality 10(3), 241–252 (2006)

11. Taylor, M.J.D., McCormick, D., Impson, R., Shawis, T., Griffin, M.: Activity-promoting
gaming systems in exercise and rehabilitation. J. Rehabil. Res. 248(10), 1171–1186 (2011)

12. Wang, M., Reid, D.: Using the virtual reality-cognitive rehabilitation approach to improve
contextual processing in children with autism. Sci. World J. 2013, 716890 (2013). doi:10.
1155/2013/716890

13. Larson, E.B., Feigon, M., Gagliardo, P., Dvorkin, A.Y.: Virtual reality and cognitive
rehabilitation: a review of current outcome research. NeuroRehabilitation 34(4), 759–772
(2014)

14. Azuma, R., Baillot, Y., Behringer, R., Feiner, S., Julier, S., MacIntyre, B.: Recent advances
in augmented reality. IEEE Comput. Graph. Appl. 21(6), 34–47 (2001)

15. Azuma, R.: A survey of augmented reality. Presence: Teleoper. Virtual Environ. 6(4),
355–385 (1997)

16. Nacke, L.E., Nacke, A., Lindley, C.A.: Brain training for silver aged gamers: effects of age
and game form on effectiveness, self-assessment, and gameplay. Cyberpsychol. Behav.
12(5), 493–499 (2009)

17. Imbeault, F., Bouchard, B., Bouzouane, A.: Serious games in cognitive training for
Alzheimer’s patients. In: IEEE International Conference on Serious Games and Applications
for Health, pp. 122–129 (2011)

18. https://developer.microsoft.com/en-us/windows/kinect. Accessed July 2016

114 A. Caroppo et al.

http://apps.who.int/iris/bitstream/10665/75263/1/9789241564458_eng.pdf%3fua%3d1
http://apps.who.int/iris/bitstream/10665/75263/1/9789241564458_eng.pdf%3fua%3d1
http://dx.doi.org/10.1155/2013/716890 
http://dx.doi.org/10.1155/2013/716890 
https://developer.microsoft.com/en-us/windows/kinect


19. Da Gama, A., Chaves, T., Figueiredo, L., Teichrieb, V.: Improving motor rehabilitation
process through a natural interaction based system using kinect sensor. In: Proceedings of
IEEE Symposium on 3D User Interfaces, pp. 145–146 (2012)

20. Lange, B., Chang, C.Y., Suma, E., Newman, B., Rizzo, A.S., Bolas, M.: Development and
evaluation of low cost game based balance rehabilitation tool using the Microsoft Kinect
sensor. In: 33rd IEEE International Conference on Engineering in Medicine and Biology
Society (2011)

21. Solana, J., et al.: PREVIRNEC, a new platform for cognitive tele-rehabilitation. In: Third
International Conference on Advanced Cognitive Technologies and Applications (2011)

22. http://www.smartex.it/index.php/en/products/wearable-wellness-system. Accessed June
2016

23. Folstein, M.F., Folstein, S.E., McHugh, P.R.: Mini-mental state: a practical method for
grading the cognitive state of patients for the clinician. J. Psychiatr. Res. 12(3), 189–198
(1975)

24. ISO/IEC: International Standard ISO/IEC 9126-1. Software Engineering - Product Quality -
Part 1: Quality Model. International Organization for Standardization/International Elec-
trotechnical Commision, Geneva (2001)

25. McKhann, G.M., et al.: The diagnosis of dementia due to Alzheimer’s disease:
recommendations from the national institute on aging-Alzheimer’s association workgroups
on diagnostic guidelines for Alzheimer’s disease. Alzh. Dement. 7, 263–269 (2011)

26. Babcock, H., Levy, L.: Test and manual of directions; the revised examination for the
measurement of efficiency of mental functioning. In: Stoelting Test and manual of directions;
the revised examination for the measurement of efficiency of mental functioning, Wood
Dale, IL, US, 41 p. (1940)

27. Spinnler, H., Tognoni, G.: Standardizzazione e taratura italiana di test neuropsicologici. Ital.
J. Neurol. Sci. 8(Suppl), 1–120 (1987)

28. Rey, A.: L’examen clinique en psychologie. Presses Universitaires de France, Paris (1964)
29. Lezak, H.M., Howieson, D., Bigler, E., Tranel, D.: Neuropsychological Assessment. Oxford

University Press, New York (2012)
30. Arrigoni, G., De Renzi, E.: Constructional apraxia and hemispheric locus of lesion. Cortex

1(2), 170–197 (1964)
31. Cummings, J.L., et al.: The neuropsychiatric inventory: comprehensive assessment of

psychopathology in dementia. Neurology 44, 2308–2314 (1994)
32. Hamilton, M.: A rating scale for depression. J. Neurol. Neurosurg. Psychiatry 23, 56–62

(1960)
33. Katz, S., et al.: Progress in the development of an index of ADL. Gerontologist 10, 20–30

(1970)
34. Lawton, M.P., Brody, E.M.: Assessment of older people: self-maintaining and instrumental

activities of daily living. Gerontologist 9, 179–186 (1969)
35. Parmelee, P.A., Thuras, P.D., Katz, I.R., Lawton, M.P.: Validation of the cumulative illness

rating scale in a geriatric residential population. J. Am. Geriatr. Soc. 43, 130–137 (1995)
36. Vellas, B., et al.: The Mini Nutritional Assessment (MNA) and its use in grading the

nutritional state of elderly patients. Nutrition 15, 116–122 (1999)
37. Pfeiffer, E.: A short portable mental status questionnaire for the assessment of organic brain

deficit in elderly patients. J. Am. Geriatr. Soc. 23, 433–441 (1975)
38. Bliss, M.R., McLaren, R., Exton-Smith, A.N.: Mattresses for preventing pressure sores in

geriatric patients. Mon. Bull. Minist. Health Public Health Lab. Serv. 25, 238–268 (1966)
39. Endicott, J., Nee, J., Harrison, W., Blumenthal, R.: Quality of life enjoyment and satisfaction

questionnaire. Psychopharmacol. Bull. 29(2), 321–326 (1993)

Design and Evaluation of an ICT Platform for Cognitive Stimulation 115

http://www.smartex.it/index.php/en/products/wearable-wellness-system


Android-Based Liveness Detection for Access
Control in Smart Homes

Susanna Spinsante(B), Laura Montanini, Veronica Bartolucci, Manola Ricciuti,
and Ennio Gambi

Dipartimento di Ingegneria dell’Informazione,
Universita’ Politecnica delle Marche, 60131 Ancona, Italy

s.spinsante@univpm.it

http://www.tlc.dii.univpm.it

Abstract. In the domain of smart homes, technologies for personal
safety and security play a prominent role. This paper presents a low-
complexity Android application designed for mobile and embedded
devices, that exploits the on-board camera to easily capture two images
of the subject, and processes them to discriminate a true 3D and live
face from a 2D one. The liveness detection based on such a discrimina-
tion provides anti-spoofing capabilities to secure access control based on
face recognition. The results obtained are satisfactory even in different
ambient light conditions, and further improvements are being developed
to deal with low precision image acquisition.

Keywords: Liveness detection · Spoofing · Face recognition · Android ·
Stereo vision

1 Introduction

The Smart Home (SH) domain encompasses a huge variety of technologies, appli-
cations, and services, aimed at providing intelligence to an environment in which
people spend most of their lifetime. Intelligent capabilities in SH aim at improv-
ing the quality of life of the resident people, by facilitating routine operations,
and anticipating the users’ needs, by learning and understanding their behav-
iours. Pervasive sensing plays a fundamental role in SH, as well as wireless tech-
nologies enabling the connection among heterogeneous devices, and creating the
conditions for new integrated functionalities [1]. Among them, personal safety
and security play a critical role [2], and many different devices and applications
have been developed to address these needs. At the same time, however, regard-
less of how safe individual devices are or claim to be, new vulnerabilities may
arise when different hardware devices are networked and set up to be controlled
remotely.

Personal safety involves several aspects of the home security. Among them,
the most important concerns the detection of alarming events, such as flooding,
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gas and smoke leaks. Systems able to detect these events allow the user to be
warned in time, promptly intervene and avoid potentially dangerous situations.
Access control is another key point when dealing with security. Intrusion detec-
tion systems are becoming gradually more common. They exploit different tech-
nologies in order to detect the presence of unauthorized people at home. Most
common technologies include magnetic sensors on doors and windows, motion
sensors and cameras. Anyway, in this field, to distinguish between authorized
and unauthorized subjects represents a primary objective.

Face recognition [3], one of the most successful image analysis and under-
standing applications, is a long-established research area that recently became
extremely popular in consumer applications, thanks to advances in electronics
and sensor technologies, that make high quality image sensors available in com-
mercial devices, at a reasonable cost. Although extremely reliable methods for
biometric personal identification exist, based on iris [4] or retinal scans [5], or
fingerprint analysis [6], they still have to gain widespread acceptance by the
general consumers.

In this paper, we address the design of a low-complexity Android-based appli-
cation for liveness detection, based on image processing techniques, to be imple-
mented in embedded Android platforms for video entry-phones. The aim of the
project is to counteract face spoofing, one of the prominent threats to face recog-
nition systems. The developed application focuses on the idea of discriminating
a 2D face image, as a picture, from a real 3D face belonging to a live subject.
The stereo vision technique is exploited, followed by the creation of a so-called
disparity map in which, through different colors, the different areas of the image
captured by the camera are highlighted, based on their relative distance from the
camera itself. This way, the proposed application will discriminate a picture from
a live face, according to the chromatic properties of the disparity graph output
by the algorithm. A software library, named BoofCV [7], is used to implement
the algorithm in a portable Android application.

The paper is organized as follows: Sect. 2 shortly presents the basic concepts
upon which the application design has been conceived. The design of the Android
mobile application is presented in Sect. 4, whereas Sect. 5 presents the experi-
mental results obtained testing the application in real conditions. Finally, Sect. 6
concludes the paper.

2 Basic Concepts

For the human brain, binding an identity to a face is an automated and imme-
diate task, despite its complexity. However, it is virtually impossible to reduce
this operation to a search for objective parameters, that instead are essential to
form the basis of an efficient biometric system. From a biometric point of view,
we must consider that many factors can make it difficult to recognize a face,
such as the different lighting conditions, the different facial expressions that a
subject can take on, or the rotation of the face, the subject’s age, physical radi-
cal changes, as well as the presence of obstructions, such as glasses, facial hair,
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or hair, covering part of the face. Despite these issues, algorithms that allow to
obtain satisfactory results of personal identification have been proposed in the
literature [8–10]. Nevertheless, some critical aspects have emerged recently, such
as the resistance to external attack and, particularly, to spoofing. Anti-spoofing
techniques applied to face recognition shall be unobtrusive, user-friendly, fast,
low cost and well performing, e.g. able to avoid both false negative and false
positive identifications.

Anti-spoofing, liveness detection and vitality detection are equivalent terms
used in the literature to describe the same concept, that is: any technique aimed
at verifying if the captured biometric information belongs to a live subject, or
to an artificial and synthetic copy of him/her. As stated by Galbally et al. in
[11], these techniques may be classified into three groups:

– sensor-level techniques: exploiting specific sensors in order to identify partic-
ular living traits (blood pressure, facial thermogram, etc.);

– feature-level techniques: in which the biometric data are acquired via a stan-
dard sensor and the distinction between fake and real faces is software-based;

– score-level techniques: much less common than the others, and focused on the
study of biometric systems at a score-level.

The choice among one of the three groups should always balance advan-
tages and disadvantages. Typically, hardware-based techniques have the best
performance since they extract information directly from the human body. Nev-
ertheless, they are quite intrusive and expensive. Conversely, the score-level tech-
niques have limited performance, while maintaining low costs and intrusiveness.
Among them, a compromise solution is represented by the feature-level group:
it combines sufficient performance with low cost and less intrusiveness.

In the proposed application, the liveness detection problem is approximated
as a problem of discriminating 2D from 3D objects, i.e. a picture of a face from a
real face, exploiting a standard RGB camera. This is obtained basically by resort-
ing to the stereo vision concept, according to which by comparing the images of
the same subject captured from two different perspectives, the 3D information
may be extracted, analysing the relative positions of the same elements in the
two captured images. Since the application exploits a standard sensor and all the
features are extracted by image processing, the technique used can be classified
as a feature-level technique.

The robustness of the liveness detection process is then increased through a
number of intermediate verification steps:

– check if the subject’s nose is the element of the face at the shortest distance
from the camera;

– check if different areas captured by the sensor (like nose and eyes, or face and
background) are located at different distances from it;

– check if expected areas, like the face, the nose or the eyes, can be located in
both the captured images;

– check if some kind of involuntary eye movements is detected.
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3 Stereo Vision

The term stereo computer vision refers to the extraction of 3D information from
digital images. By comparing the information captured from two different points
of view, the 3D information can be extracted by examining the relative positions
of objects in the two shots. Traditionally, in stereo vision, two different views of
a scene are captured by horizontally disposed cameras: this mode is inspired by
the binocular human visual system.

The problem of converting 2D information in 3D can be reduced substan-
tially in two sub-problems: correspondence and reconstruction. The correspon-
dence problem consists in identifying matched points in the images such that
there are no ambiguities. In fact, ambiguous correspondences lead to different
interpretations of the scene.

Figure 1 shows two simplified models of reality in order to better understand
the concepts behind the stereo vision problem. In Fig. 1(a), two points P and Q
on the same line of sight of the left image plane have been considered. Thanks
to epipolar geometry the correspondence issue can be easily addressed. In fact,
the epipolar constraint states that the projection of points P and Q in the right
image plane must belong to the same line (dotted line) of their projection in the
left side. The search in the space of corresponding points can then be narrowed
from a 2D to a 1D search.

As regards the reconstruction, once the matching points have been identified,
it is necessary to calculate their disparity. Referring to Fig. 1(b), the disparity
can be defined as follows:

d = xr − xl. (1)

It represents the difference between the x coordinate of the two corresponding
points and allows to calculate the depth. In fact, through some simple steps, it
is possible to obtain the relationship between the disparity d and the depth Z:

xl

f = X
Z , xr

f = X + b
Z

d = xr − xl = f(X + b)
Z − fX

Z ,

(2)

whence:

d =
fb

Z
. (3)

Therefore, the disparity of a point is proportional to focal length f and baseline
b, and inversely proportional to its depth. Since f and b are constant over the
whole image, a disparity map provides a direct encoding of the scene depth.

4 Design of the Android Mobile Application

A first version of the software application for liveness detection has been designed
in Java language, for a desktop execution, exploiting the availability of the
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(a) Epipolar constraint for correspondence:
matches for p and q in the right plane must
lie on the epipolar line (dotted line)

(b) A simplified model of reality in the top-
view perspective

Fig. 1. Graphic representations of the stereo vision concepts

BoofCV libraries for stereo vision. Later, in order to get a portable code for
Android devices, the OpenBeans library has been used. Using the camera sensor
embedded in almost all the current mobile devices (smartphones), the appli-
cation needs a couple of images gathered from two different perspectives (left
and right), and processes them according to Sect. 2, to output a point-cloud
of the detected subject. It denotes if a live (3D), or a fake (2D) picture, has
been processed. The stereo vision implies a number of pre-requisites the cap-
tured images need to satisfy, such as: any image distortion due to the capturing
sensor shall be compensated, in order to get pinhole camera - like images; each
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image in the couple shall be rectified, to be comparable. To this aim, two funda-
mental operations must be performed before starting the stereo matching and
reconstruction processes: camera calibration and image rectification.

Calibration is a process for estimating the camera’s intrinsic and extrinsic
parameters. The first concern the internal characteristics of the camera, such
as focal length or parameters of lenses distortion, while the extrinsic parame-
ters describe the spatial position and orientation of the camera, i.e. the relative
translations and rotations between the two images. The knowledge of the intrin-
sic parameters is an essential first step for the 3D reconstruction, because it
enables the derivation of the scene structure in the space and removes the dis-
tortion of the lens, which leads to optical errors, degrading the accuracy. The
BoofCV library provides a calibration feature. To calculate the parameters it
is possible to use planar chessboards. Figure 2 shows a sample subset of the
chessboard grids used to calibrate the device camera in our experiments.

Fig. 2. Sample subset of calibration chessboards

Fig. 3. Global flow diagram of the application steps

The image rectification is required when the considered image planes are not
coplanar: thanks to this operation the images become coplanar, and the following
procedures (matching and reconstruction) will be faster and more efficient, since
they will run on a single dimension, as mentioned in Sect. 3.

In summary, three main steps are executed by the application: the camera
calibration step; the rectification of the two images; the stereo matching between
features belonging to the captured images, and, finally, the output point-cloud
generation.
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A global sketch of the different steps executed by the Android application is
given in Fig. 3. The final image generated by the app features a single dominating
color, which denotes a condition in which the input pictures are not associated
to a live subject’s face.

5 Experimental Results

In order to verify the proper functioning of the adopted method, several pre-
liminary tests have been performed using a desktop PC. The objective of such
tests is to identify the optimal resolution value which allows to correctly recon-
struct the image. In fact, as the resolution increases, computational problems
(processing time) increase or calibration inaccuracies appear. Test results show
that the best resolution value is 0.3 megapixels. By using this value, the results
are obtained in a very short time (about one second) and a correct calibration
process is ensured. As already stated, this is a fundamental operation to properly
carry out the stereo reconstruction.

Additional factors influencing the results are:

– the subject distance from the camera;
– the relative distance between the two pictures;
– the brightness.

For each of them, three different conditions have been considered, as shown
in Table 1, and every possible combination of them has been considered. Results
suggest that using as input pictures taken at a great distance produces worst
results, at any brightness condition. For minimum and medium distances, the
low-light condition does not provide acceptable results in any circumstance, while
in the normal light case the face is entirely detected and reconstructed, both for
extremely close-up, close-up and half-length photos. For the intense brightness
case, acceptable results are obtained only if the two shots are very close together.
In summary, in order to obtain a proper 3D reconstruction of the face:

– it should be well lit;
– the use of flash should be avoided, unless the two shots are taken at a distance

smaller than 5 mm;
– the pair of photos should have a relative distance varying from 3–5 mm to

15 mm;
– within the limits of the considered situations, the distance of the subject from

the camera is indifferent for a correct result.

After preliminary tests, the Android application has been tested on different
devices (Samsung Galaxy S3, S5 and S6, LG G4, Huawei P8 Lite), equipped
with diverse Android OS versions. The app execution runs smooth, if the device
has at least 1 GB RAM available, but in any case it is necessary to downscale
the camera resolution by a factor of at least 8, to enable a real-time processing
of the captured images.

Also in this case, despite the not full precision of the acquisition process, the
mobile application is able to discriminate faces shown in pictures (spoof) from
live ones. Figure 4 summarizes some of the results obtained from lab experiments.
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Table 1. Summary of the situations envisaged in the test phase, for each analysed
factor.

Factor Possible conditions Description

Distance between
subject and camera

Extreme close-up photos The pictures contain just part of the
face and neck

Close-up photos The pictures contain not only face
and neck, but also the shoulders

Half-length photos The picture is cut at chest level

Distance between
the two pictures

Minimum distance The photos are almost coincident
and the distance between the two
shots is about 3–5mm

Medium distance There is a slight shift between the
two pictures (∼15 mm)

Great distance The two pictures are far apart more
than 30mm

Brightness Minimum brightness The subject is illuminated by a low
light (for example an abatjour)

Medium brightness The subject is illuminated by a
common warm light bulb

Intense brightness The subject is illuminated by a
common, warm light bulb and in
addiction by a flash

Fig. 4. Output of the liveness detection mobile app in the case of: (a) spoofed face
images, (b) live and complex face image. The output disparity map in (b) clearly
features the face profile distinguishable from the background.
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6 Conclusion

The Android application for mobile and embedded devices presented in this
paper demonstrates the feasibility of a real-time liveness detection process, which
implements anti-spoofing by detecting the 2D or 3D nature of the captured face
images. The application requires initial calibration of the device camera, and
suffers from limitations due to possible imperfections in the image capturing
process, however, it shows very promising results. Further developments are cur-
rently ongoing to increase the robustness of the application and test it on a
larger variety of real-life conditions.
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Abstract. The increasing adoption of smartphones among older adults,
especially in most developed countries, suggests they can be used not
only for personal communications, but also in the framework of Active
and Assisted Living solutions. This paper addresses two case studies in
which a smartphone, when equipped with a proper software application,
may operate as an inactivity monitor, and a drug management assis-
tant, respectively. Activity monitoring is carried out by targeting the
user’s interaction with the smartphone related to incoming, outgoing,
and lost calls. In the latter case, an application processes images of drugs
boxes captured by the smartphone camera, to automatically recognize
the name of the drug, and inform the user about the corresponding pre-
scription. Experimental results show this kind of approach is technically
feasible and may provide satisfactory performance through a very easy
interaction, thus supporting improved medication adherence by patients.

Keywords: Ambient assisted living · Mobile device · Activity monitor-
ing · Drug management

1 Introduction

Several studies have shown the effectiveness and benefits of using mobile devices,
such as tablets or smartphones, in Active and Assisted Living (AAL) applica-
tions, and in certain specific diseases treatment [1–3]. Mobile devices have the
advantage of being intuitive, computationally powerful, personal, provided with
high-resolution screens, rich of sensors (e.g. cameras, accelerometers and geo-
positioning systems) and wireless interfaces (e.g. NFC, WiFi, Bluetooth, etc.),
and portable, thanks to reduced size and weight. The personal nature of mobile
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phones suggests they are well suited for pervasive computing, but the data they
are able to collect and process could be beneficially used in a wide range of
context-aware applications, to automatically identify user’s habits and provide
structured knowledge [4].

Advances in smartphone applications technology, and their mass adoption,
make these mobile devices an unprecedented vehicle to promote positive changes
in users’ habits, from reducing sedentary behaviors, to improving dietary choices
and stimulating cognitive functionalities. The simple user-smartphone interac-
tion that takes place when using the smartphone to communicate (i.e. to make
calls or send messages) makes it possible to monitor different conditions, such
as user’s prolonged inactivity.

In [5], the feasibility of using smartphones for rheumatic diseases self-
management interventions is widely discussed, while other studies, such as [6],
show the benefits of using mobile devices, when dealing with people under treat-
ment for addiction to drugs or alcohol. Self-monitoring of pain [7], and dietary
intake to promote weight loss, are other possibilities of exploiting mobile devices
in the healthcare arena. Just to mention an example, experimental results indi-
cate that food records completed using digital tools are more acceptable to
young women, than traditional paper-based methods, yet equally accurate [8].
Nevertheless, ICT-based solutions are sometimes inadequate for elderly or tech-
nologically inexperienced users. In fact, when designing a system for the self-
management of health care or health status monitoring, a user-friendly interac-
tion is essential, especially considering that the people who need it most, usually
are affected by impairments or not familiar with technology [9]. In this paper,
two examples of use of smartphones as intelligent multipurpose objects in AAL
are presented.

The first case study relies in a software application that allows to use a
smartphone as a personal assistant for inactivity detection, based on a multiple
threshold analysis including incoming, outgoing, and lost calls. This way, the
application may assess the behavior of a user (either a chronic disease patient or
an old person) based on their interaction with the smartphone. The use of smart-
phones to monitor and stimulate physical activity has gained a great attention
within the workplace context, as a tool to avoid prolonged sedentary behaviors
by workers in modern workplaces [10], which may have dramatic impacts on their
health conditions [11]. In this paper, a more general purpose inactivity detection
application is addressed, which may be used in a home environment too.

In the second case study, a software application enabling the use of a smart-
phone as a personal assistant for drugs and therapy management is presented,
which exploits the built-in camera of the device to capture a picture of the drug
box, and processes the picture to automatically recognize the drug name and
show details about it. This way, the specific information about the drug, such as
active ingredients, intended purpose, method of use, dosage, contraindications,
interactions and side effects, may be retrieved in a fast and easy way, by taking
a picture of the package. The system also allows to check whether or not a drug
is part of the user’s therapy, by displaying required dosage and intake schedule.
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The paper is organized as follows: Sect. 2 summarizes the relevant state-of-
the-art in the use of smartphones as intelligent devices for personal assistance in
AAL. The two use cases are discussed, in Sects. 3 and 4, respectively. Section 5
discusses the related experimental results, and finally Sect. 6 concludes the paper.

2 Background

Several applications aimed at monitoring how a smartphone is used are avail-
able from popular online repositories. The Apple (iTunes) mobile app store and
Google Play mobile app store were searched for inactivity detection apps. The
following search terms were used: web browsing monitoring, incoming calls mon-
itoring, incoming calls registering, incoming calls dashboard, incoming calls, log-
ging, outgoing call, lost calls monitoring, SMS activity, SMS reporting, and SMS
logging. We excluded apps that were designed for call recording, SMS broadcast-
ing and virus protection. In addition, data were collected using store description
and the developer’s website, including app name, functions, and developer infor-
mation. Each app store was analyzed separately, as some apps were found in
both mobile app stores. In line with this, the search terms yielded a total of
101 and 1058 unique apps, in the iTunes and Google Play app store, respec-
tively. A total of 111 apps met the inclusion criteria, out of which 4 apps were
available in iTunes, whereas 107 in the Google Play store. Finally, the included
apps were segmented as presented in Table 1. In fact, the concept of inactivity
may be observed from multiple and complementary perspectives, such as: web
browsing monitoring, incoming, outgoing, and lost calls monitoring, and SMS
activity monitoring. The web browsing monitoring aims to collect information
about the Internet usage by capturing several parameters, such as time spent
at each site, sites visited, and bandwidth consumed. Similarly, calls monitoring
aims to obtain information on the phone activity in terms of time-stamp and
contact of all the incoming, outgoing, and lost calls. Finally, the SMS activity
aims to collect information about all the text messages issued or received by the
user.

Table 1. Number of apps by topic.

Topic iTunes Google play

Web browsing monitoring 0 99

Incoming calls monitoring/registering/dashboard/logging 29 239

Outgoing calls 0 20

Lost calls monitoring 17 250

SMS activity/reporting/logging 55 450

101 1058

The design of applications and systems for automatic visual recognition of
drug boxes is still an open area, despite some proposals and ideas can be found in
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the literature. Typically, this kind of solutions is conceived to support impaired
users, in order to improve their adherence to medication, reduce risks related to
errors, and facilitate drug assumption. Benjamim et al. in [12] propose a system
based on visual features matching applied to a captured picture of a drug box, to
detect it and play audio files providing the user with information about dosage,
indications and contraindications of the medication. Visually impaired subjects
are supported in taking the right medicine at the time indicated in advance
by the doctor. This system relies on a laptop and a connected web camera,
to catch pictures of the drug boxes, and performs image processing by using a
software developed for a Windows-based machine. Our proposal relies on the use
of smartphones, avoiding the need for a personal computer at home and a web
camera. This also facilitates image capturing, as the preview of the captured
image is shown on the device screen, and it is easy to properly point the device
with respect to the box, thanks to the reduced size and weight of the mobile
device itself. In [13], an automated inspection system based on computer vision
is presented, to inspect prescription drugs with press-through package (PTP).
The system is designed to support pharmacists and decrease the rate of errors.
This proposal targets different users from those we are interested in, who at
home, are deemed not familiar with technology, and require very easy-to-use
tools and intuitive interfaces. Yu et al. in [14] address a very complex issue,
i.e. single pill recognition using imprint information. This is a quite tricky task,
due to the huge variety of pill sizes, shapes, colors, and imprints. In the system
herein presented, the drug boxes are subjected to automatic identification, not
the single pills.

3 Inactivity Detection Application

At the current development stage, the proposed application for inactivity moni-
toring features a complete processing engine, i.e. the set of methods to perform
inactivity detection, including calls monitoring, alarm notifications, and contacts
management in terms of user’s preferences contact short list.

As depicted in Fig. 1, the application is persistent in the background, which
means after the smartphone’s boot, the app is automatically launched in back-
ground mode (1. Start app). However, the user may access the application by
selecting its icon from the list of installed applications. Since the application is
launched, it triggers two main processes such as: the inactivity detection function
(2), and the main menu navigator (3).

The inactivity detection is a cyclic service processed by the app, and it is
defined by the following algorithm:

1. Start Hour is obtained from mean of the first incoming or outgoing call on
the previous n days;

2. End Hour is obtained from mean of the last incoming or outgoing call on the
previous n days;

3. The sleep period is defined as [Start Hour, End Hour];
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Fig. 1. Workflow of the inactivity detection app.

4. The awake period is defined as [0. . . 24] /∈ [Start Hour, End Hour];
5. Maximum interval between calls, including incoming, outgoing calls on the

previous n days, is obtained;
6. if awake period is True and (Current date-time) - (Last call (incoming,

or outgoing) date-time)>Maximum interval between calls, then Inactivity
trigger;
otherwise

7. if the number of consecutive t lost calls is achieved then Inactivity trigger.

The inactivity trigger means that the user is asked to press a confirmation
button in the app (Q1). If this does not happen, the app sends a short message
(SMS) to the preferred contact on the user’s defined short list (2.2.). The t is a
dynamic threshold defined by the user, and may vary from 0 to 100, meaning a
percentage of lost calls over all the incoming and outgoing calls.

On the one hand, the app allows Create, Read, Update, and Delete (CRUD)
operations on a user’s defined contact list (3.3.). On the other hand, the app
provides its status information (3.2.) including: daily mean incoming/outgoing
calls, sleep period, maximum interval among calls, and app state. In addition, the
user may explicitly enable (3.2.1.) or disable (3.2.2.) the app when it is disabled
or enabled, respectively (Q2). Finally, a call log (3.1.) is provided including the
time-stamp and contact number related with the incoming, outgoing, and lost
calls.

4 Drugs Management Application

Both in the literature and in the market there are many ICT-based solutions that
allow to obtain drug reference and prescribing material, but they are designed
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for the healthcare professionals [15]. On the contrary, the application presented
in this paper is designed for the final end-users: it enables easy interaction with
the device minimising the actions that need to be carried out. The mobile appli-
cations uses Optical Character Recognition (OCR) and a string matching algo-
rithm, to detect the name of the drug from the captured image of its box.

OCR is a field of artificial intelligence and pattern recognition aimed at auto-
matically decoding and interpreting the text depicted in an image. The applica-
tion described here uses an appropriate open source library, called Tesseract [16].
One of the key aspects for the proper functioning of the application is the quality
of the captured image: the more the image is defined and properly illuminated,
the greater the system’s ability to correctly recognize the name of the drug. To
support this, the image should be taken by pointing the device camera in front of
the drug package, so as not to undergo any rotation or inclination which would
produce a non-horizontal projection of the text on the image. Another aspect
to consider is the possible presence of dark edges in the picture, that could be
interpreted as characters.

In order to ensure adequate performance from the OCR, and avoid the need
of taking into account all the previous requirements at the same time, a com-
puter vision library to pre-process and correct the captured image, is exploited.
Through well known line detection algorithms, the main lines of the image have
been identified. Many of them correspond to the box’s edge, this way it is pos-
sible to calculate its orientation and rectify the picture so that the drug’s name
becomes perfectly horizontal.

Once the text is detected from the straightened image, an algorithm able to
identify the most likely word (i.e. the correct one) is necessary. For this purpose,
error correction and string matching techniques have been evaluated. There are
several string matching algorithms designed for word processing, database query-
ing, and search engine implementation. Among them, the Levenshtein algorithm,
a well-known process used to determine similarity between two strings, is used
[17]. The returned result is called Levenshtein distance, or edit distance, and
represents the number of characters to be changed to achieve equality between
the strings being compared. Edit operations can either be insertions, deletions,
or substitutions of characters. For example, the edit distance between “horse”
and “house” is 1.

5 Experimental Results

The application for automatic recognition of drug boxes includes algorithms to
perform image acquisition, pre-processing, text recognition, string matching, and
data visualization.

According to a typical use case, when the user takes a picture of the drug
package, the pre-processing algorithm detects the right orientation and rectifies
the image. The rotated picture is fed into the OCR engine that outputs a text.
This text could match exactly the real name of the drug, or could differ from it,
due to errors in the OCR processing. The text provided by the OCR engine is
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compared to the name of all the drugs included in the Italian Drug Index, and
based on the minimization of the Levenshtein distance computed by the algo-
rithm, the most likely matching name is returned. At this point, the application
sends a request to a server to obtain the details of that specific medicine. If it is
included in the user’s therapy, in addition to indications and contraindications,
also the information on specific times and doses of assumptions defined for the
user are shown.

As previously mentioned, Tesseract can not correctly recognize the text when
the image provided as input is not properly illuminated, contains dark edges or
is rotated with respect to the text. In Table 2, the outcome of tests performed in
the laboratory environment in different conditions are shown. The text extracted
by the OCR algorithm contains more errors when the image features an angled
text, rather than the presence of a complex background, or dark borders. The
strong misalignment case is certainly the most unfavorable situation for the
application, because the system has not been able to recognize the text. This
problem has been solved by introducing orientation recognition and picture rec-
tification capabilities. Fig. 3 shows the OCR results for both the normal image,
and the straightened one. Nevertheless, since Tesseract returns a string that
does not correspond perfectly to the text in the image, the introduction of the
Levenshtein algorithm has been fundamental to the proper functioning of the
application, identifying within a file containing the names of more than 6,000
drugs, the most likely one. The complete application has been tested using four
different drug boxes (see Fig. 4) in bright light conditions. Results are shown in
Table 3.

Table 2. Tests performed on the same drug box in different conditions (see Fig. 2) with-
out pre-processing and string matching algorithms, using an Android device equipped
with built-in camera featuring 16 megapixels resolution.

Picture Condition Results

Figure 2(a) Aligned picture, low light 94% chars detected, drug
name partially recognized

Figure 2(b) Slightly misaligned picture, normal light 100% chars detected, drug
name correctly recognized

Figure 2(c) Strongly misaligned picture, normal light 0% chars detected

Figure 2(d) Dark edges in the picture 98% chars detected, drug
name correctly recognized

The first line refers to a drug whose name is written in gold color (see
Fig. 4(a)), it does not facilitate the detection of the text, however, more than
half times the recognition has been successful. The second line refers instead
to a drug whose box is very colorful and the text is underlined (see Fig. 4(b));
this prevents the proper recognition of the drug name, while the term “vitamin”
reported under the name is recognized correctly, causing misunderstandings in
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(a) Aligned picture (b) Slightly misaligned
picture

(c) Strongly misaligned
picture

(d) Dark edges

Fig. 2. Pictures of the same drug box in different conditions related to Table 2.

Fig. 3. An example of OCR outputs for both normal and stretched pictures.

Table 3. Tests performed on 4 different drug boxes (see Fig. 4): for each drug, the
success, failure, and misunderstanding percentages, and the number of performed tests
are shown.

Drug Success Misunderstanding Failure Tests num.

Drug 1 53.85% 46.15% 0% 13

Drug 2 23.07% 38.46% 38.46% 13

Drug 3 84.61% 7.69% 7.69% 13

Drug 4 100% 0% 0% 13

the drug identification from the list of names. Graphics of the last two boxes,
shown in Figs. 4(c) and (d), is very simple, thus, as expected, the results are
highly positive.

Further tests are foreseen to evaluate the usability and acceptability of
the proposed system by the target users, particularly the elderly in a real life
scenario.
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(a) Drug 1 (b) Drug 2 (c) Drug 3

(d) Drug 4

Fig. 4. Drug packages related to Table 3.

6 Conclusion

Well-being and good physical health are commonly associated to an active
lifestyle, that also means being able to maintain stable social relationships and
contacts with a specific group of fellows and relatives. As a consequence, the way
a modern communication device such as a smartphone is used, to make calls or
send messages, may reveal information on the activity or inactivity degree of the
owner. This is a very hot topic in the Active and Assisted Living domain, and
the application presented in this paper showed it is possible to unobtrusively
gather information on the user’s inactivity, by simply collecting data from the
smartphone usage, through a simple though effective threshold-based algorithm.

Consistently with the increasing use of smartphones even among older adults,
the number of apps aimed at supporting the user in organizing and taking their
medications is also growing, across the dominant smartphone platforms. Most of
them rely on a proactive behavior of the user, who is requested to interact with
the device by answering questions or feeding data on medication assumption
events. The application for drugs management presented in this paper adopts a
different approach, that aims at minimizing or even avoiding the need for the
user to input data or interact with the device, by resorting to the automatic
processing and recognition of the drug box, through a picture captured by the
smartphone camera. Despite some challenging issues that may occur, due to
the way the picture is taken or to environmental conditions, the experimental
results showed the technical feasibility of the approach, which is going to be
complemented by future tests on usability in real-life conditions.
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Abstract. The wide diffusion of Online Social Networks (OSNs)
presents several advantages, like the definition of simple tools for
information sharing and spreading. However, OSNs present also some
drawbacks, one of the most important one is the problem of privacy
disclosures. Distributed Online Social Networks (DOSNs), which decen-
tralize the control of the social network, have been recently proposed
to overcome these issues. The decentralization of the control has issued
several challenges, one of the main ones is guaranteeing data availabil-
ity without relying on a central server. To define users’ data allocation
strategies, the knowledge of the structure of the ego network and of
the user’ temporal behaviour is required. Unfortunately, the lack of real
datasets limits the research in this field. The goal of this paper is the
study of the behaviour of users in a real social network in order to define
proper strategies to allocate the users’ data on the DOSN nodes. In par-
ticular, we present an analysis of the temporal affinity and of the social
communities based on a real Facebook dataset.

Keywords: P2P social networks · DOSN · Data availability · Temporal
affinity · Community detection

1 Introduction

Online Social Networks (OSNs) have created a new way of interaction and com-
munication among people. An OSN [3] is an online platform that provides ser-
vices for a user to build a public profile and to establish connection between
users. OSNs are almost always based on centralized structures which have intrin-
sic drawbacks including scalability and privacy [7]. Privacy is probably the most
studied issue because social networks have become the main channel of pri-
vacy disclosure. These drawbacks have led researchers to investigate alternative
solutions, such as distributed approaches. A Distributed Online Social Network
(DOSN) [7] is an online social network implemented on a distributed platform,
such as a network of trusted servers, P2P systems or an opportunistic network.
Decentralization has several consequences, in particular in term of privacy. In
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fact, no central entity exists that decides or changes the terms of service. How-
ever, since the social data is stored on the hosts of the users, its availability
depends on the online behaviour of the users. This is a major problem in DOSNs
because users’ behaviour has a high fluctuation that can lead to data becoming
unavailable or lost. Replication is one of the most popular approaches to manage
this problem. Replica of user’s profiles may be stored on nodes of the distrib-
uted systems to improve data availability, but at the same time, it introduces the
problem of consistency and the problem of minimizing the number of replicas.

The study of good selection policies for the election of replica nodes with
particular attention to the number of replicas has recently gained momentum.
These mechanisms must allocate data on the users’ nodes so to maximize the
availability of the social data. Existing solutions may consider exclusively friend
nodes, a set of trusted nodes among the friends, or random nodes; and existing
selection policies may be based on information on both the duration and the
distribution of online availability of nodes and on the ability of the replica to
serve the requests for data replicated on it.

The main goal of this paper is to present a twofold study of a Facebook data
set. First, we extend the analysis proposed in our previous work [8] regarding the
temporal behaviour of users by considering the global ego network structure. As
a second step, we introduce a first study of the communities present in the ego
networks of the users. At the best of our knowledge, this is the first analysis of
this kind, in this research field. The analysis may detect the nodes of the users
which belong to more than one community and that may act as a “hubs”, able
to serve accesses to the replica they store for many nodes of the ego network.

The rest of the paper is organized as follow. Section 2 describes the related
work. Section 3 introduces the problem of data availability in DOSNs. Section 4
describes our twofold work on temporal affinity and community detection.
Section 5 investigates the result of our analysis. Finally, Sect. 6 draws the main
conclusions.

2 Related Work

During the last years, several DOSNs have been proposed. The first important
proposal is Diaspora [1], which consists of a federated network of servers. On one
hand, Diaspora represents the first example of a real distributed social network,
on the other hand, its main drawback is the scalability, due to its architecture
not fully distributed.

Other proposals exploit a full distributed architecture often implemented by
P2P systems. LifeSocial [11] is a P2P OSN focused on the privacy issue, where
user information is stored by exploiting a DHT and it presents an approach
where all OSN functionalities are realized by plug-ins.

PeerSon [4] is a distributed infrastructure for social networks whose focus is
related to security and privacy concerns. It proposes a two-tier architecture where
the first tier is a Distributed Hash Table (DHT) and the second tier consists of
the nodes representing users. The idea is to use the DHT to find the necessary
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information for users connecting directly to the target nodes. This approach
comes without a replication scheme and stores offline messages on the DHT
(OpenDHT in the prototype implementation). All users’ content is encrypted.

As concern the data availability problem, only few proposals have addressed
this issue. Safebook [6] addresses privacy in OSNs by using a three-tiers architec-
ture where data are stored in a particular social overlay named “Matryoshka”.
Matryoshkas are concentric rings of peers around each users peer that provide
trusted data storage and obscure communication through indirection. Super-
Nova [16] is an architecture for a DOSN that solves the availability issue by
relying on super-peers that provide highly available storage. DiDuSoNet [12] is a
P2P DOSN focused on the data availability problem which uses, as SafeBook, a
particular overlay based on trusted connections to store data. Other specific solu-
tions are presented in [14], where authors propose a replication strategy based
on storing the replicas of users profiles only on a set of trusted proxies.

3 Data Availability in DOSN

The problem of Data Availability has been mainly studied in the area of P2P
networks [2,13], for instance work on P2P storage systems date back to the
OceanStore [13] initiative to achieve archival storage using end-user resources.

Recently, the problem has been studied also in the context of DOSNs. Most
current approaches for DOSNs rely to external storages, such as private servers
or cloud. Among DOSNs, only few approaches, such as PeerSoN [4], DiDuSoNet
[12], and Safebook [6] do not rely on external storage. In detail, they exploit
social relations between users to decide where data has to be stored. The ratio-
nale behind this strategy is that social friends are natural candidates for repli-
cating the data of a user, as they are interested in his/her data. In particular,
the solution proposed in [12] leverages the properties related to a friendship rela-
tionship (such as trust, strength, or types of the friendship) to guide the data
storage.

However, taking into account only the friendship relations and their proper-
ties is not enough to ensure to each user the availability of his/her data, at any
time. Indeed, geographical proximity between users is one of the most significant
factor that make the formation of a friendship (and communities) possible. As
result, the majority of the user’s friends live geographically close to each other
and time-zone differences are negligible since users are connected during the
daylight hours and disconnected during the sleeping time (i.e. at night). Con-
sequently, taking into account the temporal behavior of users is crucial when
trying to maximize data availability.

In this work we are interested in studying the temporal affinity between
Facebook users and their friends by considering a well-known social network
structure: the ego network [10], which is the network constituted by a user (the
ego), his/her direct friends (the alters) and the social ties occurring between
them.
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4 An Analysis of Facebook’s Ego Networks: Temporal
Affinities and Communities Structure

We evaluate a real dataset gathered by SocialCircles!, a Facebook application
deeply described in [8]. At the best of our knowledge, our dataset is the only one
which contains structural and temporal information about users.

We sampled 337 registered egos and their friends every 8 min for 10 consecu-
tive days (from Tuesday 3 June 2014 to Friday 13 June). Using this methodology
we were able to access the temporal status of 308 registered users and of their
friends (for a total of 95.578 users). For the purpose of clarity, we will refer to
ego nodes to indicate these 308 users. We consider the availability trace of each
user to determine the start of a session and its termination. More specifically,
time starts at the beginning of time s0 and it is segmented in a subsequent time
periods (time slots).

4.1 Temporal Affinity

With the term Temporal Affinity we refer to the phenomena of users having
the same temporal behaviour, i.e. the probability that they are online in the
same interval of time. In more detail, considering the ego network of an ego E,
we study how similar is the temporal behaviour of E with respect to his/her
the alters. To analyse the temporal affinity, we use a specific presence array of
2001 entries (one for each temporal slot in our dataset) for each couple ego-alter.
Each slot refers to 8 min and it contains a value: 1 if the user is online in this
slot, 0 otherwise. Since our goal is to understand how the temporal behaviour of
users can affect the data availability in DOSNs and considering that there are
particular day periods when users tend to be offline (e.g. during the night), we
propose two different metrics for the Temporal Affinity:

– Daily Temporal Affinity (DTA), which exploits all the 2001 temporal slots;
– Nighttime Temporal Affinity (NTA), which considers a subset of nighttime

slots.

The availability of each user is represented by an availability vector of fixed size.
We evaluate the temporal affinity using the cosine similarity metrics.

To evaluate the NTA, we need to define when an ego can be considered active
during the night (i.e. from 12:00 midnight to 06:00 a.m.) of a day i. An ego is
nighttime during the night of the day i if and only if it has been online for at least
15 temporal slots. We define a k-nighttime ego an ego which has been nighttime
for k nights and a nighttime alter as an alter which is online for the 95% in the
same nighttime slots of a k-nighttime ego. The nighttime affinity coefficient is
defined as the average number of nighttime alters of a k-nighttime ego.

4.2 Community Detection

Community structure is considered to be a significant property of social net-
works. Numerous techniques have been developed for both efficient and effective
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community detection. A user usually has connections to several social groups
like family, friends, and colleagues. Further, the number of communities an indi-
vidual can belong to is actually unlimited because a person can simultaneously
take part in as many groups as he/she wishes [17].

To discover communities in the ego networks, we decide to use the Label
Propagation (LP) [15], implemented by DEMON [5], which defines rules to
spread labels in the network so that nodes labeled with the same colour form a
community. DEMON is suitable for a distributed implementation and it can be
easily adapted to any kind of network, dense or sparse.

We define a new index, the k-overlapping index, KOI, to evaluate the over-
lapping of communities. The index is defined as follow: for each ego network
EN including a set CS of communities, for each alter a ∈ EN , we compute
the number of communities ∈ CS, the alter a belongs to and detect alters that
appear in at least k communities. We compare this value with the total number
of nodes in the ego network. Formally, the index is defined in the Eq. 1.

KOI(EN, k) =
|V 1|
|V | (1)

where V is the set of alters nodes of the ego network EN and V 1 is the set of
alters of EN which belong to, at least, k communities.

On the basis of the KOI index, we can detect alters which belong to a
significant set of communities and are, therefore, suitable to host and spread
replicated data. On the other way round, the allocation strategy must take into
account that, since each user device has a limited amount of memory, allocation
can causes a huge amount of load on a single node belonging to a lerge set of
communities, because it could be chosen by a large set of friends to replicate
data.

5 Evaluation

In this section we describe the evaluation of the temporal affinity and of the
communities belonging to an ego network.

5.1 Temporal Affinity

The first analysis concerns the evaluation of the Daily Temporal Affinity, refer-
enced as DTA. As explained in [8], a user can be online, offline or in a idle state.
We decide to consider the online state, and we do not distinguish the idle and
offline state into the presence array so that both of them are represented by the
value 0, in the presence array.

About the 80% of the couple ego-alter has a low similarity, as depicted in
Fig. 1. This low value is influenced by the online behaviour of each ego. A little set
of couples (less than 5%) show medium/high values of similarity. These results
confirm our previous analysis on Dunbar-based ego networks where users present
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Fig. 1. The cosine similarity and the average value for the daily temporal affinity

a high similarity only with trusted nodes. In fact, extending the temporal affinity
analysis to the ego networks, the result is similar.

The second step concerns the analysis of the ego networks to find the Night-
time Temporal Affinity, indicated with NTA through the Temporal Affinity index
introduced in Sect. 4. For the evaluation, we consider both the online and the
idle state, and we vary the parameter k which defines the k-nighttime ego. Notice
that when an ego present a high NTA with a set of distinct alters means that
tie strength between the ego and these alters is strong.

For the evaluation, we use two indexes: fixed indexes, when the night is
divided into 38 slots from about the 03.00 A.M. to the 08.00 A.M. and vari-
able indexes, when the night is defined by the slots containing less than 10000
users.

(a) NTA with k = 1 (b) NTA with k = 4

Fig. 2. NTA with fixed indexes, by varying the number of nights k

Analyzing the NTA we notice that less than 10% of egos can be considered
nighttime. This value is drastically reduced when the constraints of the number
of nights needed to be nighttime increase.
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(a) NTA with k = 2 (b) Distinct alters with k = 2

Fig. 3. Variable indexes with k equals to 2

For example, if we consider an ego network of 400 nodes, the number of alters
which contribute to the NTA is less than 40 considering the state online and idle
and this number decreases when we consider only the online state (less than 10).
This results tends to confirm the Dunbar’s result about social circles [9] showing
that the number of nodes which we interact with is very low if compared with
the total number of alters.

5.2 Community Detection

Our goal is to identify, in each ego network, a group of users which are densely
connected among them. We have considered the ego network EN of each of
the 337 registered users and we have executed DEMON on EN to compute the
number of communities in EN . As expected, the dataset has revealed the typical
structure of the social network, including groups of nodes which are strongly
interconnected between them (high cluster coefficient).

Table 1. Analysis of the communities.

Ego network size Avg. number of communities Avg. community size

0–199 43 44.01

200–299 53 65.1

300–399 51 87.71

400–499 49 103.02

500–699 48 141.03

700–899 29 175.51

900–2999 28 342.75

Table 1 shows the characteristics of the detected communities with respect to
the size of the corresponding ego network. We show the size of an ego network
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and both the average number and the average size of its communities. We can
observe a low number of communities with a high dimension in big ego networks,
while a high set of communities with a low dimension, in small ego networks.

Fig. 4. Community detection: an analysis

Figure 4 depicts the CDF of the community size and of the number of commu-
nities. About the 80% of communities has less than 250 nodes. The ego networks
show a complex structure and about 80% of them has a number of communities
less than 15 (Fig. 4(b)). This information is important when we consider the
goal of our analysis. In fact, it permits us to estimate the number of replicas
which can be allocated for the ego’s data. Another interesting analysis evaluates
the overlapping of communities. We exploit the k-overlapping index defined in
Sect. 4 to evaluate, for each ego, the number of communities an alter belongs to.
To choose the value k, we consider the average number of communities an ego
node could have, as shown in Fig. 4(b), varying k from 2 to 5.

Figure 5 shows the communities overlapping evaluation. Communities present
a considerable overlap, also when we consider increasing values of k. This means
that ego networks have a set of nodes which belong to more than 2 communities,
these nodes represent a bridge between different communities and are central in
the ego network. In detail, when we consider the two bounds of k (Fig. 5(a) and
(d)), we can clearly notice that low values of the KOI index for k equals to 5,
but the increase of k is not proportional to the decrease of the index.

The properties of detected communities define for us a guideline for the
definition of a strategy for allocating the users’ data replica in the ego network.
A suitable node to store replicas of the user’s data may be chosen among the
set of nodes which belong to more than one community. A user paired with one
of these nodes has direct friendship connections with many other nodes of the
ego network and may guarantee a good coverage of the ego network. On the
other hand, a clever allocation has to take into account also the problem of load
balancing, because nodes belonging to a set of communities could be affected by
a huge load.
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Fig. 5. Communit overlapping through the k-overlapping index

6 Conclusion and Future Works

This paper has analysed the temporal behaviour of users and the communities
of a real OSN to understand how these issues can affect the data availability
in DOSN. We have noticed that egos have not a similar behaviour by consid-
ering their ego network and only a subset of nodes are good candidate to store
replicas of profiles, by confirming the results obtained in [8] The analysis has
reported interesting results when the temporal affinity has been evaluated dur-
ing the night. Furthermore, we have investigated the communities in the ego
networks and shown that they are heterogeneous in term of structure and size.
We found that ego networks are characterized by a low number of communities,
which does not depend from the ego network size and that there is an high
level of overlapping of these communities. These results can be used to support
a proper data allocation strategy, for example by using the number of overlap-
ping communities as parameter of the selection strategy. We plan to extend our
work in several directions. First, we will extend our study to the investigation of
dynamic communities, i.e. communities detected by considering each time slot
separately. We plan also to define a good strategy to select the nodes to store
data replica.
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Abstract. Motivated by the aim of developing a vision-based system
to assist the social interaction of blind persons, the performance of some
face detectors are evaluated. The detectors are applied to manually anno-
tated video sequences acquired by blind persons with a glass-mounted
camera and a necklace-mounted one. The sequences are relevant to the
specific application and demonstrate to be challenging for all the consid-
ered detectors. A further analysis is performed to reveal how the perfor-
mance is affected by some features such as occlusion, rotations, size and
position of the face within the frame.

Keywords: Face detection · Video sequences · Blindness · Comparison

1 Introduction and Related Work

In recent years, many contributions have been proposed as “smart” assistants
for blind people, with the aim to assist them in the everyday life and in the
social interaction. Some of that proposals are based on remote volunteers [1],
or on smart devices, as canes [2] or mobile phones [3]. Concerning visual-based
smart devices, a challenge consists in building First Person Vision (FPV) sys-
tems which can improve the social interactions of visually impaired persons [4]:
for instance, such systems should discover the number, the identity, and the
emotional state of people around the visually impaired person and communicate
that information to him/her. In facts, the face detection is the first, essential step
of such information flow. Many different approaches have been proposed in the
literature, with the aim to detect human faces in images or in still video frames,
for different purposes (tracking, recognition, surveillance, safety, human-machine
interaction, etc.). The reader may refer to the recent survey [5] and to the refer-
ences therein to have an overview on this topic. A very debated theme, regarding
face detection algorithms, concerns how to compare the performances of differ-
ent face detection algorithms and how to build proper benchmark datasets (see
for instance [6]).

With the aim to offer a benchmark platform for FPV systems assisting blind
people, recently a particular video dataset has been collected [7]. An ad hoc
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dataset is needed when a FPV system, or simply a face detection and recogni-
tion algorithm, has to be tested for applying in assisting blind people, due some
specific features of blind people behavior (for instance mannerism [8]) that are
responsible of disturbances and effects (such as blur, rapidly varying light con-
ditions, occlusions [9]) normally not present in standard video dataset for face
detection bench-marking.

Taking into account such features, is it possible to apply a standard face
detector to the videos of that specific dataset? What are the performances of
well known face detectors, if installed on a wearable smart device, used by a
visually impaired person? The present paper deals with this topic, comparing
the performances of some classical and some very recent face detectors, applied
on the videos introduced in [7] and analyzing the results. In particular, the
structure of the paper is as follows: the dataset is described in Sect. 2, then
in Sect. 3 the face detectors are briefly presented. Section 4 is focusing on the
comparison protocol and on the benchmark results, while in Sect. 5 some remarks
and considerations are reported.

2 Dataset

For evaluating the performance of the face detectors, four video sequences have
been employed, belonging to the dataset [7]. The mentioned dataset has been
acquired specifically for providing realistic sequences for the considered appli-
cation. More precisely, the sequences have been acquired by a blind person by
means of two wearable cameras. Two commercial devices have been used, namely
a pair of sunglasses equipped with a camera (SportXtreme OverLook Gx-9 ), and
a Polaroid CUBE camera, held by a short necklace. The glasses-mounted camera
has a resolution of 1280 px × 720 px and field of view of 135◦; the resolution of
the necklace-mounted camera is 1920 px × 1080 px and its field of view is 124◦.
Four video sequences, acquired using the different devices in different places (a
university library, a coffee shop, an office, the neighborhood of a bus stop) have
been selected and manually annotated. The data of the selected sequences, that
contain a total of 3699 faces in 1728 frames, are summarized in Table 1.

Table 1. Salient information on the selected sequences.

Name Resolution Camera Location # frames # faces

Coffee-shop 1280 × 720 GX9 Indoor 361 809

Library 1280 × 720 GX9 Indoor 361 1074

Office 1920 × 1080 CUBE Indoor 558 206

Bus-stop 1920 × 1080 CUBE Outdoor 448 1610
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Inspecting the whole dataset some observations can be made [7]:

– faces can be partially occluded, mainly because there is no visual feedback
during acquisition;

– the wide angles introduce distortion;
– the scene conditions are very different in the different contexts, and can

change abruptly with time, especially the illumination conditions;
– sudden, fast and wide subjective movements occur, especially in the sequences

acquired with the glass mounted camera.

As far as the annotation is concerned, each face has been annotated by trac-
ing a rectangle (referred to as bounding box in the following). The rectangle is
vertically delimited by chin and forehead (normal hairline, independent of the
actual presence of hair in the subject), and horizontally delimited by the ears
or, for rotated faces, one ear and the opposite foremost point between the tip of
the nose and the profile of the cheek. The presence of significant yaw (possibly
also with pitch and roll contributions) was denoted by a dedicated flag, set if
the farthest eye was not clearly visible. A further flag was set if the face was
partially occluded. Beyond the rectangle, the positions of the centers of the two
eyes and of the mouth were also annotated. Faces whose resulting bounding box
longest size was less than 20 px long were not annotated.

In the following we point out some features of the annotated faces that will
be used in Sect. 4 for a sensitivity analysis:

– normalized bounding box area (NBBA): the ratio between the bounding box
area and the frame area;

– normalized distance of the bounding box from the center of the image
(NDFC): distance between bounding box center and frame center, divided
by the frame circumcircle radius;

– roll angle: the roll angle is estimated as the angle between the x-axis of the
frame and the line passing through the eyes;

– root mean square contrast (RMSC) within the bounding box [10], given by√
1

#B

∑
B

(
Iij − Ī

)2 where Iij is the intensity of the i-th j-th pixel of the
bounding box B, Ī is the average intensity of the bounding box and #B
denotes the number of pixel within the bounding box;

– lateral/non-lateral flag (L/NL): a face is labeled as lateral when the farthest
eye is not clearly distinguishable due to the rotation oh the head w.r.t. the
point of view;

– occluded/non-occluded (O/NO): a face is labeled as occluded when it is par-
tially occluded.

Each sequence may be characterized by the distribution of the above features
related to the faces annotated in the sequence. For space reason, we do not
report the distribution of all the features for each sequence. Instead, we fixed a
reasonable threshold τ for each of the numeric features (NBBA, NDFC, Roll,
and RMSC) and show in Table 2 the percentage of the annotated faces having,
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for the given feature, a value below the threshold: the threshold values (shown
in the table) have been chosen manually by looking to the histograms of the
occurrences and assuming a bi-modal underlying distribution. For categorical
features (L/NL and O/NO), Table 2 shows instead the percentage of annotated
faces in which the features assumes the ideal value (non-lateral and non-occluded,
respectively) from the point of view of the face detection task.

Table 2. Percentage of annotated faces having a given feature value below the chosen
threshold (for numeric features) or equal to the ideal value (for categorical features).

NBBA NDFC Roll RMSC L/NL O/NO

Threshold τ 0.01 0.33 15 0.15 – –

Coffee-shop 80.34 26.94 86.47 72.93 47.23 76.14

Library 98.13 14.71 67.26 17.51 77.23 98.17

Office 37.86 20.87 95.32 43.69 91.26 92.23

Bus-stop 88.50 52.98 96.58 75.53 94.04 95.71

All sequences 86.70 34.39 87.01 56.34 78.7 92.06

3 Detectors

Viola-Jones. The Viola-Jones face detector is well-known and is based on a
cascade of simple classifiers. The features are Haar-like and easily computed by
means of the integral image [11]. Among the several existing implementations
we used the one provided by the Matlab Computer Vision Toolbox.

GMS Vision. Google has developed a framework for object detection, integrated
within its Google Mobile Service (GMS)1. The vision package offers a face detec-
tor and a bar-code reader. Because of the limitations imposed by Google about
the use of Google Mobile Service, the integration of the face detector GMS Vision
within the testing framework was not possible. As a workaround, an Android
application was created using an Android emulator environment. Unfortunately
Vision libraries available with the Google Mobile Service, do not allow to process
a video stream from a file but only from the camera. To overcome this limitation,
the OpenCV frame grabber was employed for extracting frames from the video
to be analyzed.

NPD. The Normalized Pixel Difference (NPD) algorithm [12], is based on the
difference to sum ratio between couples of pixels, and uses a decision tree for the
learning. A Matlab implementation has been made available by the authors2.
1 https://developers.google.com.
2 http://www.openpr.org.cn/index.php/107-NPD-Face-Detector/View-details.html.

https://developers.google.com
http://www.openpr.org.cn/index.php/107-NPD-Face-Detector/View-details.html
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PICO. Pixel intensity comparison is also used in the PICO algorithm [13]. Hence
the features are fast to compute and scale independent. The classifier is a random
forest with binary decision trees. The full source code has been made available
by the authors3.

Face-Id. Face-Id [14] is a face detection framework based on deep learning. It
has been developed using Torch Tensor Framework, Lua and C++ languages.
The source code was provided by the authors.

Visage. We used the demo-version of the Face Detect component that belongs
to Visage SDK4. It is a commercial product that performs the face detection
by identifying the facial features in facial images containing one or more human
faces. For each detected face it returns the 2D and 3D head pose, 2D and 3D
coordinates of facial feature points (chin tip, nose tip, lip corners, etc.), ignored
in the present study.

4 Comparison

4.1 Protocol

The above face detectors have been applied to the selected sequences by setting
all the parameters to their default values.

Given the output of a detector for a sequence and the corresponding ground
truth data, the number of True Positive (TP), False Positive (FP), and False
Negative (FN) are determined through the following 3 steps:

1. Calculate the Intersection to Union Areas Ratio (IUAR) index for each pair
of a ground truth object and a detection belonging to the same frame of the
sequence. For a detection di and a ground truth object gj , IUAR(di, gj) =
area(di ∪ gj)
area(di ∪ gj)

.
2. Find the best match between ground truth and detections, using Hungarian

Algorithm [15]: the best match is the one having the highest cumulative IUAR
index.

3. Consider as a True Positive a detection for which the IUAR of the best match
is >0.5, as a False Positive a detection for which the IUAR of the best match
is ≤0.5, and as a False Negative a ground truth object which is not the best
match of any detection.

4. Set TP, FP, and FN, to the counts of True Positives, False Positives, and
False Negatives within the sequence.

Given TP, FP, FN, and the number of frames nf in the sequence, we express
the performance of the detector applied to that sequence in terms of three
indexes: precision, computed as TP

TP+FP , recall, computed as TP
TP+FN , and false

3 https://github.com/nenadmarkus/pico.
4 https://visagetechnologies.com/products-and-services/visagesdk/.

https://github.com/nenadmarkus/pico
https://visagetechnologies.com/products-and-services/visagesdk/
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positive per frame (FPPF), computed as FP
nf

. Precision and recall are indexes
commonly used for assessing the effectiveness in information retrieval tasks, but
have also be used in tasks related to computer vision (e.g., image segmenta-
tion [16]). The latter index, FPPF, is particularly relevant for the application.
Indeed, since the aim of the devised vision-based system is to assist the social
interaction of blind persons, it must deliver information “continuously” in time.
The number of false detections per frame indicates how frequently, on average,
the delivered information is not correct.

4.2 Results and Discussion

Table 3 shows the performance for each method and for each sequence, and the
average across all the sequences.

It is clear by inspecting Table 3 that all the face detectors perform poorly
in the considered sequences. The best result seems to be achieved by NPD on
the sequence Bus-stop (a recall of 0.747, a precision of 0.687, and 1.221 false
positive per frame)—interestingly, this is the only outdoor video sequence. In all
the other cases either the precision or the recall are well below 0.5. It is clear
that some detectors, in particular GMS and Face-Id are tuned to avoid false
positives (resulting in relatively high precision but low or very low recall) and
some other such as Viola-Jones are tuned to avoid false negative (leading to high
FPPF). Table 3 shows that the best average recall (0.513) is achieved by Viola-
Jones, that leads however to the worst FPFM. The best precision is achieved
by Face-Id that leads to the worst recall. The detectors that seem to be tuned
halfway between the extrema (such as NPD, resulting in a recall of 0.489 and a
precision of 0.376), still do not exhibit a satisfactory performance.

In order to gain deeper insights, we plotted the Receiver operating charac-
teristic (ROC) curves for the detectors PICO and NPD, which are shown in
Fig. 1 for each of the four sequences. We chose these methods because they pro-
vide, along with each detection, a confidence value which can be used to further
refine the outcome of the frame processing by discarding the detected objects
for which the confidence is low—the other 4 methods do not provide such an
information. Figure 1 confirms the results of Table 3 and highlights the obvious
trade-off between recall and FPPF.

From results shown in Table 3 and Fig. 1, it can be argued that the sequences
under examinations are particularly challenging. Hence we performed a sensitiv-
ity analysis of the performance with respect to some features of the annotated
faces that can possibly explain the poor performance of all the detector. The
results of the sensitivity analysis are reported in Table 4, in terms of the average
recall achieved by different methods computed on annotated faces having the
feature value below or above the reference threshold τ (for numeric features, see
Table 2) or equal to a given value (for categorical features).

Regarding the NBBA, it can be observed that some detectors perform better
with bigger faces, some the opposite. This is easily explained by the default
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Table 3. Precision, recall and false positive per frame for the six face detectors and
each of the four sequences.

Method Sequence Precision Recall FPPF

Viola-Jones Coffee-shop 0.129 0.367 5.543

Library 0.140 0.267 4.867

Office 0.031 0.709 8.197

Bus-stop 0.222 0.725 9.158

Average 0.132 0.513 7.196

GMS Coffee-shop 0.364 0.015 0.058

Library 1.000 0.004 0.000

Office 0.387 0.141 0.082

Bus-stop 0.202 0.020 0.290

Average 0.284 0.021 0.114

NPD Coffee-shop 0.228 0.305 2.319

Library 0.159 0.222 3.504

Office 0.256 0.583 0.625

Bus-stop 0.687 0.747 1.221

Average 0.376 0.489 1.735

PICO Coffee-shop 0.337 0.121 0.535

Library 0.030 0.003 0.266

Office 0.538 0.413 0.131

Bus-stop 0.202 0.020 0.290

Average 0.589 0.160 0.238

Face-Id Coffee-shop 0.143 0.001 0.017

Library 0.889 0.007 0.003

Office – 0.0 0.0

Bus-stop 1.000 0.001 0.000

Average 0.611 0.003 0.004

Visage Coffee-shop 0.043 0.002 0.125

Library 0.045 0.001 0.058

Office 0.137 0.068 0.158

Bus-stop 0.072 0.006 0.286

Average 0.087 0.007 0.163

parameters of each detector5. Concerning L/NL, the table shows that all the
detectors perform better with non-lateral faces and this is not a surprise, as well
5 We did not change the default parameters on purpose, for two reasons: first, some

detectors have fixed parameters and second, the choice of default parameters made
by the authors of the detector may reflect a compromise between various aspects of
performance that we are not aware of.
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Fig. 1. ROC curves of PICO and NPD for the four sequences.

as the results obtained for O/NO and Roll, that show that all the detectors
perform better with non-occluded faces and with low in-plane rotation (roll
angle).

On the contrary, results concerning RMSC and NDFC deserve some com-
ments. Regarding the sensitivity to the RMS contrast, Table 2 shows that the
detectors can be divided into two groups: NPD, PICO and Viola-Jones exhibit
rather small sensitivity to the contrast, while the remaining detectors perform
more poorly at low contrast. A possible explanation is that NPD, PICO, and
Viola-Jones are based on ad hoc features consisting of differences of intensity
values that are either normalized (NPD), or computed over a normalized candi-
date window (Viola-Jones) or simply, contribute to the decision function based
on the difference sign only; in all the three cases, however, contrast insensitivity
is incorporated in the detector, at the level of features. We do not know the
details of the other detectors, but we conjecture that none of them is based on
contrast-insensitive features.

As far as the normalized distance from center (NDFC) is considered, Table 2
shows that all the detectors perform better with off-center faces. This is surpris-
ing because off-center faces undergo major distortions due to wide angle optics
and one would expect the opposite result. By looking to the sequences, one may
argue that this result is due to the different size of the faces close to the cen-
ter w.r.t. that far from the center. However, since the detectors have a diverse
behavior w.r.t. the size of the faces (see results for NBBA), that explanation
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Table 4. Influence of faces features on recall: average recall achieved by different
methods computed on annotated faces having the feature value below or above the
reference threshold τ (for numeric features, see Table 2) or equal to a given value (for
categorical features).

Method NBBA NDFC Roll RMSC L/NL O/NO

< τ ≥ τ < τ ≥ τ < τ ≥ τ < τ ≥ τ NL L NO O

Face-Id 0.001 0.001 0.001 0.002 0.001 0.000 0.000 0.002 0.001 0.001 0.002 0.000

GMS 0.006 0.039 0.004 0.041 0.041 0.002 0.006 0.039 0.044 0.001 0.043 0.002

NPD 0.304 0.160 0.122 0.342 0.443 0.009 0.277 0.188 0.441 0.024 0.441 0.023

PICO 0.054 0.143 0.046 0.151 0.190 0.005 0.093 0.104 0.196 0.001 0.187 0.010

Viola-Jones 0.364 0.149 0.148 0.366 0.491 0.004 0.325 0.189 0.486 0.027 0.475 0.038

Visage 0.002 0.018 0.002 0.018 0.019 0.000 0.003 0.017 0.019 0.001 0.020 0.000

must be rejected. We plan to investigate this point in future work, by considering
the co-distribution of the NDFC and other features, such as lateral/non-lateral,
occluded/non-occluded, roll angle and other (for instance, the sharpness of the
bounding box).

5 Conclusions and Future Work

We considered the problem of FPV systems for the improvement of social inter-
actions of visually impaired persons and, in particular, the task of face detection
on video sequences captured by devices worn by the blind person. We evaluated
the effectiveness of six face detectors on a set of four sequences which have been
captured purposely basing on the considered application: the video sequences
exhibit specific disturbances and effects related to the acquisition machinery and
scenario. We systematically took into account those disturbances and effects by
defining a set of six quantitative features on which we based a sensitivity analysis
of the face detectors effectiveness.

Our comparative experimental evaluation shows that the considered detec-
tors perform poorly in the considered application, with figures suggesting that
their usage would be hardly practical in the general task of detecting all faces
in the frame. Indeed, a possible future expansion of the present study consists
in considering a more specific application: for instance, the detection of faces of
persons who are approaching the visually impaired user, or of persons who are
actively interacting with the user as a premise for a subsequent facial expression
recognition.
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Abstract. The development of visual skills is crucial in sustaining an adaptive
cognitive and social development in children. The paper describes the result of a
pilot study, involving a group of 4 years old children, with a set of serious games
to improve the assessment and rehabilitation process in children with CVI. The
system uses an eye tracker system to correctly measure the performances of the
child and his/her capability to watch and touch a moving object at the same time
and to perform ab cognitive visual decision making.
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1 Introduction

The development of visual skills is crucial in sustaining an adaptive cognitive and
social development in children. Cerebral Visual Impairment (CVI) is the leading cause
of visual impairment in western countries. It is crucial then to develop procedures and
activities effective in involving children in an early assessment and in the rehabilitation
process. In this paper we will describe a set of serious games, with a particular
emphasis on the HelpMe! game, created to improve the assessment and rehabilitation
process in children with CVI.

Cerebral Visual Impairment (CVI), also known as Cortical Visual Impairment, is a
disability that entails a visual deficit, due to a brain damage [13]. People affected by this
disability need that an object is moving to be able to see it; they have a reduced ocular
field and ocular delay, and find it difficult to understand complex images. Moreover,
they are not able to see and touch an object at the same time: they usually watch the
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object first, and then they try to touch it, often losing eye contact. A child affected by
CVI can experience all (or a set of) these difficulties, with different level of severity.
Additionally, psychological literature has shown that the development of visual skills is
crucial not only for the independent movement in the environment but also both for a
positive social and cognitive development [8, 12, 15].

The use of a serious game with this kind of children allows to obtain as much
attention as possible from them, since they have fun, but it is very important that the
game interface is fluid to adapt itself to different situations: the child can then play the
game using different devices, e.g., a tablet, a computer with or without a touch monitor,
etc. Moreover, the game must work even in absence of the network connection and
must be configurable to adapt itself to any child with different difficulties. Finally, the
game must evolve together with the improvement of the child.

Given the particular target of users, there are two main issues which should be
addressed in order to increase the effectiveness of the system. First of all, the choice of
an interactive modality is very important. As shown by Forlines and colleagues, the
touch interfaces are a more ecological paradigm for children; indeed, they interact with
the screen as they would interact with a real object [6]. For this reason, the interaction
method preferred for the children interface component is a touch interface, to better
involve the children to the game and naturalize the interaction with it, through a tablet
or a touch monitor.

Secondly, the system integrates an eye tracker system to correctly measure the
performances of the child and his/her capability to watch and touch a moving object at
the same time and to perform a cognitive visual decision making.

In this paper we will describe the system and a set of three serious games developed
to train and assess children affected by CVI. An initial development of the system can
be found in [2]. At that time, we developed a prototype which has not been tested with
children. In this paper we begin the test phase of the system involving a group of
normally developing children in the study in order test the feasibility of the games and
the effort needed in the learning process. Additionally, different levels of difficulty and
processes were taken into account together with the recording of different performance
indices to be used as baseline in the rehabilitation program against which to measure
the effectiveness of the system in the habilitation/rehabilitation process.

The aim of this study was then to test the system using several tasks with a group of
normally developing children; to test the adaptability of the system to various children
characteristics. This will help setting the level of difficulty and sensitivity to address
different clinical issues before using it in the assessment of visual skills in children with
CVI and in training their ability to watch, touch and move an object at the same time,
their visual problem solving skills.

The paper is organized as follows: Sect. 2 discusses background with related
works, Sect. 3 describes the three serious games and Sect. 4 provides some details
about system development and architecture. In Sect. 5, a pilot study with kindergarten
children is described. Finally, Sect. 6 presents conclusions and directions of research
studies.
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2 Background

Serious games, i.e., games or applications developed not only for fun, but to propose,
under a game, exercises helpful in developing particular skills of the user, have been
developed in several different contexts and applications are known for example in the
military field, in the governmental field and also in the education field [11].

Serious games are becoming very important also in clinical setting both for pro-
fessionals, to train or to simulate real-life experiences, and for patients, for instance, to
hide rehabilitation and rehabilitation exercises under a game. Esteban et al. developed a
system to combine 3D computer simulation to the learning process for new doctors, to
teach them particular procedures [5].

Several studies show the goodness of the usage of serious games with children. De
Bortoli and Gaggi showed how a visual acuity test can be hidden under a much more
interesting game, with the consequence that children pay much more attention and the
diagnosis is more accurate [3]. Other authors [4, 7] showed that non-expensive
equipment and serious games can open opportunities for home rehabilitation, reducing
the drop-out-from-therapy phenomenon, and improving the effectiveness of rehabili-
tation programs. This is the case for instance, of children with CVI.

An early assessment and intervention can increase the possibility for children with
CVI to drastically reduce the effects of this deficit [10]. A good diagnosis can be
achieved only with the total collaboration and attention of the patient, but test exercises
(like Lea symbols) are extremely boring and children usually do not pay much attention
the answers they give. So, the diagnosis may become inaccurate.

Serious game can support effectively the diagnostic as well as the rehabilitation
process. Campana has shown that, in children with CVI, simple iPad games which did
not address specific goals (i.e., Bubbles Magic), but presenting words or pictures and
playing different sounds on the device, are effective in orienting attention to the tablet
and to what happens on the screen [1].

Tap-n-see Zoo is a game specific for children with CVI where a teddy bear moves
on the screen and a sound is heard by the child when he/she taps on it. In order to use
this system to track the development or improvement in visual skills, there is the need
to integrate the serious game with an eye-tracker system to record the child’s eyes
movement during the rehabilitation program and to better measure his/her improve-
ments. We developed this improvement in our system and we also propose a game to
train a specific skill: the problem-solving capabilities of the child.

3 The Serious Games Activities

Our system proposed three serious games which consisted in different interactive sit-
uations through which the typical development and assessment of visual abilities in
children is conducted. During the execution indices related to eye movements, accu-
racy, response time and completion task time, are collected and later analyzed.

A. Where is Nemo going? This is the first situation proposed, which we use to calibrate
the eye tracker. Participants are asked to look to the goldfish Nemo, which move
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though 5 points on the screen. This step allows also the participant to practice with the
system. Eye movements across different quadrants of the visual field are stimulated in
the child since Nemo is placed in the four corners and its midpoint.

B Where is Peppa/George going? With this game, we ask children to orient their
attention. Children must follow a stimulus, a cartoon character chosen according to
participant gender, which is moving on the screen. The situation stimulates eye
movements and attention shift across different quadrants of the visual field.

C. Help me! The Santa Claus’s assistant. Children are trained in more complex visual
processing requiring cognitive decision making. The location of the game is the North
Pole, in particular at Santa Claus’ laboratory. Participants are asked to help Santa Klaus
in a long lasting task, that is preparing in advance the bags of Christmas presents.
Pictures of objects belonging to three different target semantic categories (animals,
vehicles and clothing) are used together with objects belonging to other categories
(intruders) taking into account the age of acquisition and the organization of the
semantic lexicon at children’s age. Each level of the game has a different set of target
semantic objects, e.g., “musical instruments”, “clothes for dolls”, “cars” and so on,
each of which is composed by a set of different images that show objects belonging to
that particular semantic category.

Participants are then required to orient the attention and focus on an object; to
discriminate between target images (i.e., images that belong to the target category) and
intruders, and make a cognitive decision putting the firsts into Santa Claus’ sack, and
throwing out of the screen the other ones. Figure 1(a) depicts the game interface
dedicated to the children. Eye and touch movements are recorded by the system and
showed to the doctor (see Fig. 1(b)).

To avoid that the child becomes more interested on the background image instead
of the objects presented on the screen, the background image was made as easier as
possible, avoiding a large use of details.

Fig. 1. (a) Screenshot of the child interface of the game ‘Help me! The Santa Claus’s assistant’;
(b) Screenshot of the doctor interface of the game ‘Help me! The Santa Claus’s assistant’.
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Each level is described inside the system by a target category, the number of target
images and intruders which compose that level and the maximum amount of time (in
seconds) the child can use to give an answer. Every level is organized with a sequence
of images, both target and intruders, organized according to a specific pattern previ-
ously established.

Orienting sounds and audio are also used to guide the child during the game, i.e., to
give the first instructions, to tell the child which is the target family coming next, to
provide live feedback about his behavior and choices, etc.

If the child fails to discriminate one of the images of a particular set of pictures, the
child is asked to repeat the actions. After three failures in the same level, the game
moves to the next sequence.

4 The System: Architecture and Implementation Issues

The system used here was initially presented in [2] and goes under a process of
adjustments and improvements. We report here the main issue and we refer to [2] for
detail information.

The design of the system architecture has been deeply influenced by the need of
being used in very different scenarios, e.g., kindergarten, doctor’s offices, children’
house, and has to transform its user interfaces gracefully, in order to adapt itself to the
different characteristics of each environment and to remain usable by all the children
with any kind of devices. As an example, the system should work even in absence of
Internet connectivity which is necessary only to send to the server the information
stored during the rehabilitation made at home. The server receives this information,
saves them and calculates an evaluation of each exercise. All the information are stored
in the database to provide to the doctor the possibility to watch a simulation of the
rehabilitation program performed by the user and his/her progress

However, the system does not need to provide all its features in all situations, but it
must be robust in case some components are lacking e.g., even if the eye tracker is not
available when a child is at home, the system must provide the possibility to play the
game even with the child computer or tablet. In this case the system will record only the
touch interactions of the child and not the movement of the eyes.

For this reason, the system has been structured in four different components, fol-
lowing a client-server architecture. In particular, our system includes:

1. a server, which manages, synchronizes and stores data produced from the other
components;

2. an eye-tracker system that produces information relative to eyes position;
3. the user interface for the children, i.e., a component responsible to present the game

and manage child interactions (see Fig. 1 (a));
4. the user interface for the doctor, i.e., a component which is able to present data

collected on the child performances (see Fig. 1(b)). Moreover, it gives to the doctor
the possibility to change the game behavior to better adapt it to a specific patient.

All the components have been developed as much independent as possible, so that
they can be removed, or replaced in the future. This is particular important both to
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adapt the system to particular situations, e.g., the absence of the eye tracker system or if
the child uses a tablet instead of a computer to perform his/her rehabilitation exercises,
and to allow an easy reconfiguration of the system. As an example, we substitute the
original open source eye tracker system used in [2] with the professional Eye Tribe
Tracker Pro1 without the need to change the anything in the other components.
Moreover, all components can reside, all together, in the same computer: as an example
we used a Microsoft Surface 4, 4 GB RAM, Inter Core i5, with an additional external
monitor, during our pilot study. We need the external monitor since we need to
interface, one for the doctor and one for the child.

Two specific components, one for the child to play the game, and one for the doctor
to manage the game settings and to provide online information about children behavior,
manage the user interface. To better involve the children to the game and naturalize the
interaction with it, we use a touch interface. However, it is possible to interact with a
mouse if a touch device is not available.

To address portability, the game and the child interface must be usable on any
device. For this reason, the application has been developed as a Rich Internet Appli-
cation (RIA), a web application that works with lots of data elaborated both by the
client and the server, exchanged in an asynchronous way, with a look and feel similar
to desktop application.

We developed our application using the new HTML5 standard, which is nowadays
widely supported and that does not require to download a specific plugin and offers two
important features which improve portability of the system: local storage and cache
manifest. When a cache manifest file is associated to an HTML page, the browser reads
this files and downloads all the files listed in its cache, that are all the files necessary to
provide the requested page. In this way, we have a performance improvement (the
browser does not need to download all the file every time) and the browser can provide
the application even without Internet connectivity.

The client-server communication is based on a simple protocol of packets exchanging
encoded into the JSON format. The protocol has been developed usingWeb Socket API, a
new feature ofHTML5which allows to defines anewcommunication protocol that creates
a full-duplex single socket connection between server and client [9].

The WebSocket protocol is implemented, at client side, by the browser. At the
server side we implemented the server component using Java 7, using a Java imple-
mentation of the server which supported the last specification of the WebSocket pro-
tocol and handshake.

The usage of the WebSocket protocol provides several improvements in real-time
application performances. Firstly, it reduces the amount of overhead introduced in each
information packet, reducing the throughput necessary to send all the packets. Sec-
ondly, it reduces latency, because after the initial handshake between the client and the
server, every time the server has new data for the client it can send it immediately,
without waiting for a new request from the client (like the polling technique). More-
over, WebSocket allows to provide to the doctor a real-time feedback about the
behavior of the child, with information packets sent every 40 ms (limited by

1 https://theeyetribe.com/.
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eye-tracker performances). Figure 1 (b) shows the doctor interface: the server receives,
records and sends to the doctor client the movements of the image (the red line), of the
user touch (the light green line) and of the gaze (the black line) along the time. In this
way, the doctor is able to watch what is happening on the child side, viewing where the
child is touching, how he/she is moving the image on the screen, and where he/she is
watching. Furthermore, we provide several summary information about child choices
and interaction with the game.

Our system is also able to store data about patients’ exercise for further consultation
by doctors. The doctor can consult data during the child exercises or offline, for further
analysis. For each session game an XML file stores information about the used device,
the screen size, etc. Information about the image position on the screen, the touch
interaction of the child and where the eyes are watching on the screen are stored into
three different text files, in which each entry, i.e., a packet, follows the pattern <DT;
left; top> where DT is the timestamp, and left and top contains the left position and the
top position of the recorded element (the touch position, the center of the image or
where the eyes are watching) on the screen. Even the exercises settings used by the
doctor for each child are stored in the server with an XML file (every child has his own
settings associated), providing the possibility to the doctor to use several times the
same exercise with the same child, avoiding him to insert every time the same settings
(this is particular important for performances analysis for the doctor).

The application has been successfully tested with Chrome from version 14.0,
Firefox from version 11.0, Safari from version 5.0 and Opera from version 12.0.

An important issue that our system has to deal with is the synchronization of the
components. As we will see in the next section, data about children exercises are
measured in milliseconds. Therefore, if system components are distributed in different
computers, it is very important to synchronize information coming from eye-tracker
and child interface.

Therefore, the main task of the server is to synchronize and store this information
during the session game, in order to avoid loss of data, so to define a common initial
time zero shared by all the components.

Due to the natural difference between clocks in different autonomous computers,
the starting time for the game and the eye-tracking software will be different. But this
different times have to represent the same UCT time, in order to start their operation at
the same moment. In this way, if two packets have the same DT, i.e. the offset from the
beginning of the game, the information provided are relative to the same moment. The
algorithm used to synchronize the starting times for all the components is based on the
work by Sichitiu and Veerarittiphan [14]. This synchronization step usually requires
less than a minute and must be performed only once for each component, the first time
it is connected to the system.

5 A Pilot Study with Kindergarten Children

A pilot study was carried out involving 20 children whose age ranged from 4 years to 4
years and 10 months, who attended a Nursery School in the city of Padova. None of the
participants presented developmental issues.
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Procedure The activity was proposed to children individually and articulated in a
session lasting about 45–50 min. It was carried out in the reading room of the
kindergarten. The activity required the presence of two operators dedicated respectively
to the equipment and children characteristics (e.g., tallness and distance from the
screen), task instruction and analysis of the recorded responses.

Results The correct answers, response and completion times recorded in the ‘Help me!
Santa Claus’s assistant’ game have been analyzed insofar they are relevant for the
issues addressed here: response time refers to the time needed to touch the picture
appeared on the screen (either target or intruder), while the completion time refers to
the time needed to put the object in Santa’s sack or to take it out of the screen.

The performance recorded evidence that the majority of participants is capable of
correctly executing the game on the first run, with a percentage of correct answers
equal to or higher than 90%. The remaining 10% of participants correctly complete the
game within the third presentation.

Analysis of Pearson’s correlations between indices recorded in the game (see
Table 1) highlights significant positive correlations between the response time and the
completion time of the task for each category. More specifically a positive relationship
was found between the time required to direct the attention and initiate the response and
the time needed to take and carry out the semantic decision.

Response times recorded for each semantic category suggest specific
decision-making patterns for the different categories in response activation and com-
pletion times (see Table 2).

In particular, results from t-tests show that to decide that a stimulus does not belong
to the semantic category (intruder) requires a longer time than deciding that a stimulus
(target) belongs to a specific category, namely animals (t = −5.85, df 19, p = .001),
vehicles (t = 2.831, df 19, p = .01) or clothing (t = −3.257, df 19, p = .004).

Table 2. Means and standard deviations of response and completion time respectively for target
items and intruders, in the semantic categorization task (Santa Claus’ assistant task).

RESPONSE
TIMES

COMPLETION
TIMES

M DS M DS

ANIMALS – target 6006,42 4733,921 9759,02 5815,76
ANIMALS – intruder 6109,80 3386,81 9548,83 10203,97
VEHICLES – target 3148,90 2229,05 5752,00 5446,14
VEHICLES – intruder 6750,00 9318,25 9780,00 9725,55
CLOTHING – target 2481,97 2037,00 4210,17 2469,62
CLOTHING – intruder 1684,00 897,40 5493,67 1385,16
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6 Conclusions and Future Directions

The aim of the study was twofold, i.e., to test the system with a group of normally
developing children and the adaptability of the system to the variability of children
characteristics before using in the clinical setting. Moreover, we want to test the
adequacy and sensitivity of a set of games with increasing difficulty in the assessment
of the ability to watch, touch and move an object at the same time, to test their visual
problem solving skills.

As regards the content and the information gathered from the games, there are some
relevant conclusions which are preliminarily suggested by the study.

First of all, the proposed tasks are well accepted and agreeable to participants. As
highlighted by the accuracy level, the games are very easy to understand in 4 years old
children, who can deal with them flawlessly. When a difficulty occurs, children easily
learn how to correctly execute them. As regards the information gathered from the
serious game ‘Help me!’ data collected underlines its usefulness in analyzing two
distinct, but related, levels of visual processing; analyzing a more complex cognitive
processing of visual information and decision making in children.

This test suggested us some procedural and methodological issue for the use with
CVI children. In order to maximize the effectiveness, it is important to properly prepare
the setting for an effective performance: child sitting and instrumentation, position of
the chair, audio adequacy, and it is important to provide repeated feedback throughout
the games.

Moreover, initial tests with children affected by CVI have provided good results in
terms of acceptability of the system, so, given that, these games are intended for a long
period of rehabilitation, we are currently developing the system to be accessible from
the Internet, providing a specific user-dedicated interface, so that the user can be trained
at home, thus reducing the drop-out-from-therapy phenomenon.
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Abstract. Persons with complex communication needs have difficulties in
production and/or understanding of oral and/or written language. Software
applications have great potential in speech rehabilitation, especially when pro-
viding visual feedback of the produced voice to users thus enabling better
rehabilitation and increased user motivation. This paper presents software
application for people with hearing impairment that has a form of voice con-
trolled quiz with visual feedback of the users’ input voice frequency. The
proposed application is evaluated through a case study of using it as an input for
on-line application for hearing-aid evaluation.

Keywords: Biofeedback � Hearing impairment � Voice controlled quiz �
Complex communication needs

1 Introduction

Complex communication needs is a term referring to significant speech, language,
motor and/or cognitive impairments which restrict person’s ability to participate
independently in society. Persons with complex communication needs are not able to
communicate temporarily or permanently by using speech that is the basic mean of
communication between people. They also have difficulties in production and/or
understanding of oral and/or written language. They are of different ages, abilities,
social status, nationality, etc.

Software solutions managed by voice have great potential in speech rehabilitation
of people with complex communication needs. Proper selection of design and devel-
opment technology could result in software applications that will motivate users,
especially children, during rehabilitation.

In this paper we present software application for people with hearing impairment
that uses biofeedback during rehabilitation. Biofeedback can be tactile or visual and
software applications are most suitable for providing visual feedback. In the presented
application, we analyse the user’s voice frequency in real time and show its level as a
bar on smartphone interface. By lowering or raising voice frequency the user selects
answers to questions (“Yes”, “No” and “Don’t know”) which can then be used as an

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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input to various other applications such as quizzes. This functionality provides visual
feedback of the input frequency to users, thus giving them the ability of better control
of the produced frequency. Furthermore, answering questions in this manner can be
entertaining which motivates the users for practicing their voice frequency output while
using the proposed application.

The rest of the paper is organized as follows. Section 2 explains the multidisci-
plinary research background and an existing need for software applications managed by
voice that could be used in rehabilitation of hearing impairment. The rehabilitation
science findings that biofeedback significantly affects the production of standard speech
and can improve rehabilitation process is explained in Sect. 3 and presents a motivation
for developing the presented software solution. Software prototype and used tech-
nologies are presented in Sect. 4. Section 5 gives a case-study of using developed
prototype with on-line application for hearing-aid evaluation. Finally, we conclude the
paper with future research directions in Sect. 6.

2 Research Background

One of the main achievements of EU funded research1 was establishment of multi-
disciplinary Competence Network for Innovative Services for Persons with Complex
Communication Needs. The Competence Network has been established to provide a
framework for its members to cooperate in education, research, development and
innovation, joint applications for projects and establishing a dialogue with European
and national government bodies and agencies responsible for the development of an
inclusive society. Competence network members are University of Zagreb and
University of Osijek faculties in the fields of electrical engineering and computing,
education and rehabilitation, psychology and graphic arts. Also the members are par-
ental and professional non-governmental associations, polyclinic for consultative
health protection of persons with problems of speech communication and several
hi-tech and software SMEs.

Scientists and professionals closely collaborate with persons with complex com-
munication needs and their parents and caretakers, collect and analyse their needs and
try to find innovative solutions based on information and communication technology
and Design for All concept. The multidisciplinary research is focused on the:

• Innovative web and mobile applications for Alternative and Augmentative Com-
munication (AAC)

• Web and Mobile Prototypes for communication and education
• Accessibility analysis of software solutions and emerging mobile devices
• Accessible native User Interfaces (UIs) and AAC service dynamic content

adaptation.

1 ICT Competence Network for Innovative Services for Persons with Complex Communication Needs
“(ICT-AAC)” 03/2013 - 03/2015, http://www.ict-aac.hr/projekt/index.php/en/.
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The research is under way for more than seven years and there is a portfolio of
about 20 web, Android and iOS applications that are free and can be downloaded from
Stores or Competence Network Web site.

The multidisciplinary research presented in this paper is part of Competence Net-
work ICT-AAC activities and described research background.

3 Related Work and Benefits of Using Biofeedback

Control of voice production in speech rehabilitation of children with hearing impair-
ment (HI children) is traditionally treated by visual or tactile feedback – i.e. biofeed-
back treatment [1]. Compromised hearing and auditory feedback significantly affects
the production of standard speech. Therefore, speech training of HI children is often
facilitated with visual representation of the essential characteristics of speech signals.

Treatments that are based on these foundations have a positive impact on learning
of correct speech production [2], and are especially supported by development of
software applications allowing graphical representation of speech movements in real
time. Such biofeedback applications are attractive and stimulating, making clinical
atmosphere more relaxing and accessible to HI children, allow clearer instructions from
the therapists, and in general provide more effective training of voice and speech
production [3].

Visual presentation of articulators’ movement complements to some extent parts of
speech signals that are filtered by hearing impairment. This association between the
complementary auditory-visual input and speech production has already been noted at
the beginning of the last century [4]. According to the acoustic theory of speech
production, acoustic patterns of speech signals are received through hearing, processed
and organized as internal experience maps [5].

However, they can deviate from the standard if the acoustic patterns of speech are
not appropriately adopted, which is exactly the case with hearing impairment. The
results of incorrect mapping due to improper auditory input can be various coexisting
articulation and prosodic deviations from standard speech [6].

In addition to articulation errors negatively affecting speech intelligibility, voice
pitch and intensity control are also important for speech intelligibility, as well as for
positive experience in communication with a person with hearing impairment [7].
Visual feedback can provide a HI child with acoustic and physiological information
necessary to control the invisible and complicated respiratory-phonation processes in
the background of speech prosody [8]. This information would otherwise remain
partially or completely unavailable due to the limitations of discrete hearing discrim-
inatory skills that provide auditory feedback and allow the production of speech.

A HI child who learns to speak can compare his/her production efforts with the
given model by tracking visual information, which gives objective feedback on the
accuracy of their prosody and/or pronunciation [9].

Several studies that have examined the option of applying visual biofeedback in
speech training for HI children proved that electropalatography [9, 10] and software
technology of voice-games can have a positive effect on training results and duration
[11–15].
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Specifically in the case of prosodic skills, it has been shown that computer games
that provide visual feedback about acoustic characteristics of phonation can help HI
children develop more standard vocal skills, i.e. to achieve better coordination of
breathing and phonation, better control of the voice pitch and its variation in speech,
better control of intonation, speech intensity, voiced-voiceless contrast, as well as better
control of accent and speech tempo. Therefore, it is not surprising that the market al-
ready recognizes several biofeedback software solutions, especially for the training of
voice skills – a segment of speech production most suitable for their implementation.
However, the most important advantage of these biofeedback solutions in clinical sense
is in their creativity and innovation, user friendliness and high level of personalization.
It is therefore appropriate to continuously offer new software solutions, which can be
extended with improvements in speech signal processing as well as graphic and
acoustic improvements. This was the goal behind creation of the presented Voice
Controlled Quiz.

During prototype development the existing voice management solutions were
analysed: Pah! game [16] in which the course of the game depends on the volume of
the input sound, therefore it can provide good practice for controlling the voice
intensity. Although it can be used in rehabilitation, this game was not primary
developed as rehabilitation application.

Magic Voice [17] was created by certified speech and language pathologists to
promote improved speech and language. It allows users, primary children, to initiate
and move animated scenes using the power of their voice. The application is developed
only for iOS devices.

Tiga Talk [18] is speech rehabilitation game and help children to learn how to make
23 core phonetic sounds through voice-controlled games that can improve speech
clarity and articulation. It is developed for iOS devices only.

4 Voice Controlled Quiz

In this section we present an application designed for Android smartphones that is
controlled by user voice frequency.

The Quiz is designed as a biofeedback tool for vocal training of individuals with
hearing impairments. It is implemented as an Android application to be used with
smartphones and tablet computers. It features interactive graphics that provide feedback
to the users and is controlled by continuous phonation into the device microphone. The
phonation is adapted according to the levels of desired pitch, controlled and over-
viewed by a speech rehabilitation therapist. The application recognizes the desired
pitch levels and transforms them into visual representation, thus providing feedback to
the user in real time. As the main idea of the bio-feedback is to provide a visual change
on the device screen as the results of the change in phonation, such graphic information
can be used to support the training of coordination and exhalation, phonation, average
pitch and even intensity of voice and their changes in speech.

The idea of the application is to use voice frequency for answering any type of
questions with simple answers – “yes”, “no” and “don’t know”. Frequency in lower
range produced by the user will select “yes” as an answer, middle range frequency will
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result in “don’t know” while frequency in high range will be considered as a “no”. The
frequency ranges can be configured in terms of both central frequency and the upper
and lower frequency definition (range of each answer). Configuring central frequency
moves all the required answer ranges along the complete frequency range, thus giving
the users the possibility to personalize the application to their basic voice frequency.
Without this option, the application would be applicable only for certain groups of
users with same or similar voice frequencies. Furthermore, definition of range
boundaries, i.e. upper and lower boundaries for each answer, gives the users the ability
to practice more generally (using larger ranges) and to fine-tune and focus on the
desired frequencies (using smaller ranges).

The application uses TarsosDSP library [19] to perform pitch detection. TarsosDSP
is a Java library for audio processing that implements several pitch estimation algo-
rithms. The application enables selection of the following parameters:

• pitch estimation algorithm (used for evaluation)
• the lowest pitch value to be recognized
• the highest pitch value to be recognized
• ranges between each answer
• timeout, defining how long should the user hold a certain pitch in order to be

selected as an answer within certain range

Pitch estimation algorithm estimates user’s pitch represented in Hertz (Hz). As each
person has different frequency range, application has to adapt to particular user by
setting lowest and highest pitch. Users can choose between the following algorithms
available through TarsosDSP library:

• Fast YIN algorithm (FFT_YIN) implemented by Matthias Mauch, Queen Mary
University, London.

• YIN algorithm described in [20]
• McLeod Pitch Method algorithm (MPM) described in paper [21]
• Dynamic wavelet algorithm described in [22]
• Average Magnitude Difference algorithm (AMDF) implemented by Eder Souza and

adapted for particular need of TarsosDPS library.

For evaluation purposes, we used Fast YIN which proved to be acceptable for the
given purpose. However, in further evaluation we plan to examine the differences in
performance between the available algorithms to see whether another algorithm will
yield better recognition than the Fast YIN.

Figure 1 shows application interface. Selection scale is on the left with answers
indicated by colours. Timeout gauge is in the middle and boxes indicating selected
answers are on the right of the interface. Interface also contains text area with infor-
mation about user input values and calculated pitch ranges for particular answer, on the
right hand side of Fig. 1. This was added for evaluation purposes in order to detect how
well the pitch is recognized.

Selection scale represents current user pitch. It is divided into seven areas, three of
them (coloured in green, grey and red) representing accepted pitch values for particular
answer. Accepted pitch values for particular answer are calculated depending on user
inputted values for low and high pitch. The bottom edge of the selection scale has low
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pitch value selected by the user. Top edge of the selection scale has high pitch value
selected by the user. Accepted pitch values for particular answer are calculated within
these limits.

Timeout scale in the middle represents amount of time necessary for selection to
take effect. When user levels his voice within the limits of accepted pitch values for
particular answer, the time starts to countdown. After the timeout expires, the answer is
selected and is marked so by highlighting the answer in the Selection column.

As the user produces a sound, current pitch value is marked on the pitch scale. Text
area on the right with reflects currently measured pitch value. As the user pitch
oscillates so does the marker on the selection scale. User has to keep his pitch within
the limits of accepted pitch values for particular answer for the amount of time nec-
essary for selection to take effect, defined by timeout.

If the user pitch falls under acceptable levels or goes above acceptable levels the
countdown restarts. To be able to select one of the answers a user has to retain his pitch
level within the limits of accepted pitch values for particular answer for a defined
amount of time (200 ms for evaluation purposes). After countdown time expires
selection is made and answer box changes accordingly. An example of positive answer
is presented on Fig. 2, with indicators of current pitch and timeout (blue bars).

By using timeout and graphical representation of the user’s input pitch in the
presented application, we encourage users to try and hold a certain pitch for a defined
period of time. This is important as it encourages users to produce a constant pitch for a
period of time, which is an important feature in speech production. By gradually
narrowing answers’ frequency ranges and extending timeout for answer selection, the
users can become more and more focused on producing a desired frequency necessary
for better speech performance.

Fig. 1. Application interface
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5 Case Study: Using Voice Controlled Quiz with Application
for Hearing-Aid Evaluation

As a case study, we used the voice-controlled quiz as an input for existing application
used for hearing-aid evaluation. The hearing-aid evaluation application is a web
application that was developed previously at the Department of Telecommunications in
cooperation with Faculty of Education and Rehabilitation Sciences and is used for user
evaluation of various hearing aids.

In short, the users are presented with a pre-recorded audio stories about various
every-day topics (e.g. newspaper articles). The stories are grouped into three groups
with regards to complexity of the phrases and sentences from the hearing perspective.
Furthermore, a background noise is added to the pre-recorded story, with a certain
variable percentage of loudness over the original story. There are several available
background noise sounds from every-day, such as traffic, people talking, rain and
similar. After the users listen to a story with added background noise, they are required
to answer several selected questions regarding the story. The questions are presented in
a form of a claim and the users have to select whether the claim is true (“yes”), false
(“no”) or state that they are not sure (“don’t know”). The questions are used to evaluate
how well did the users hear and generally understood the story despite the background
noise. This can be used to evaluate the performance of hearing-aid the users are
carrying and also track the users’ performance over a period of time. Home screen of
the hearing-aid evaluation application is shown on Fig. 3, where the users can select
story difficulty level, background noise type and level, as well as the form of questions
to show - text, voice or both.

Voice controlled quiz was used as an input for this application, enabling the users
to respond to the presented questions by using their voice. This made answering more

Fig. 2. Positive answer selection and indication
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entertaining to the users and encouraged them to focus more on their performance. For
this purpose, the voice-controlled quiz application had to be adapted in a way that the
user’s selected answers triggered requests that were sent to the hearing-aid evaluation
web application.

Initial evaluation was performed internally by ten users, mainly developers, stu-
dents and faculty staff involved in the design and implementation of the application.
Each answer that resulted from pitch was considered “selected” after a timeout expired,
as explained in Sect. 4. Correct or incorrect selection was reported by the users, i.e. the
users told us whether they wanted to select the answer or did the application failed to
recognize the correct frequency range they wanted to achieve. In total, the users had to
answer 15 questions in order to complete one evaluation iteration, which was mandated
by the existing application for hearing–aid evaluation.

The initial results are promising since high majority of the users managed to select
the answers successfully, with success rate at over 90% of the answers across all users.
Furthermore, the use of voice controlled application gave the users an additional
channel for answering questions and made the process more entertaining. Besides
hearing-aid evaluation, the users got the ability to practice pitch production which may
prove to be beneficial in the long term. However, further evaluation with external users
of various backgrounds is required and will be performed in future work. We will
observe two groups of users over a longer period of time and track their performance.
The first group will be using standard click-based selection of correct answer and the
second group will use Voice-controlled quiz application. We expect that the second
group will be more motivated for using both applications and may gain benefits from
practicing the desired pitch production.

6 Conclusion and Future Work

This paper presents a smartphone application that measures users’ input voice fre-
quency and displays the value in form of a bar. This is an example of visual feedback, a
subset of biofeedback method that aims to provide better rehabilitation to people with
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Fig. 3. Hearing-aid evaluation web application
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complex communication needs, specifically hearing impairment. The proposed appli-
cation is used for answering questions and a case study is presented where the appli-
cation is used for answering questions within an online application for hearing-aid
evaluation.

Based on the previous research and related work we can conclude that software
applications are suitable for biofeedback method, especially for visual feedback as they
can provide feedback in real-time and in a more entertaining manner. Scientific field of
software applications for rehabilitation purposes that are managed by user voice is very
interesting and promising area, but also very demanding. Each user is different and
there is a high need for personalization in various aspects, from user interface, to level
of entertainment expected by the user, depending on age.

Nevertheless, technology and advanced sound processing is at a stage where rather
complex analysis can be performed even from a web browser and in real time, which
will enable more and more sophisticated solutions for the purpose of speech
rehabilitation.

Our future work will be focused at analysing different algorithms for sound pro-
cessing in order to detect whether some users might yield better results when using
different algorithms. Furthermore, we will examine the possibilities of applying
machine learning methods in order to achieve automated personalization of voice
controlled solutions and reduce the need to manually select the recognition boundaries.
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the project 8065 “Human-centric Communications in Smart Networks”.
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Abstract. Nowadays, the number of elderly people keeps growing and
represents a non negligible part of the global population in the world.
Consequently, healthcare and monitoring expenses destined to them
become more and more important. Indeed, receiving ageing people in
dedicated infrastructures with qualified staff costs a lot of money either
for them and for governments. Also, a large number of elderly prefer
continue to live in their own houses rather than joining those healthcare
centers. However, they could be subject to domestic accidents and the
latters are often detected after a while. This work aims to setup a effi-
cient wireless video surveillance system to help elderly people who need
a permanent assistance while they prefer still living in their houses. Our
main objective is to early detect and transmit via Internet any abnormal
behavior or domestic accident to assistance services. For this, small cam-
eras embedded on wireless home deployed sensors have been considered.
Moreover, a simple and lightweight routing protocol for an optimized
data transmission have been proposed. The whole system was imple-
mented on an Arduino based platform on which a set of experiments
were conducted.

Keywords: Wireless Sensor Networks (WSNs) · Wireless Multimedia
Sensors (WMSs) · Network routing protocols · Platforms · Health data-
bases

1 Introduction

The average age of the population tends to increase and the number of people
requiring more or less home intensive monitoring is not small. Indeed, 8.2% of
global population in the world are beyond 65 years old [1]. Hence, platforms
for remote monitoring of elders may be of interest at different levels. First, it
would allow ageing people to stay home which may have an important impact on
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their state of mind, a very important element in case of recovery or chronic dis-
eases. Secondly, those platforms are cost effective and use either Bluetooth [2] or
ZigBee [3] based radio transmissions to exchange data. In most cases, however,
ZigBee is preferred because of its low energy consumption due to the possibility
to put the radio in the sleep mode. As depicted in Fig. 1, such platforms are usu-
ally composed of sensors with embedded cameras and coordinators called sinks
which collect pictures from the network and transmit them to remote databases
servers. Sinks are generally linked to a computer or a smartphone/PDA that
offer them different transmission technologies for Internet access (WiFi/4G).
Pictures on these databases servers can be accessed through simple browsers to
allow monitoring staff to have a continuous view of elders environments.

This paper presents our platform details that can be deployed in a common
house, permitting the monitoring of several areas (rooms, kitchen, garden, ...)
at the same time, by using small non-intrusive devices which route collected
data towards sinks. The paper is organized as follows. In Sect. 2, we will present
and discuss some previous works related to remote monitoring through WSNs
in general and WMSNs in particular. In Sect. 3, we will give more details about
our own contribution and some of its key parts. The implementation details of
the proposed architecture are presented in Sect. 4. Section 5 concludes the paper
and highlights some improvements that can be brought to our contribution as
long as future planned works and perspectives.

2 Related Work

Several works on remote monitoring have been proposed in the literature either
for health purposes or for safety checking especially for a specific category of
persons as elders. The majority of them use scalar sensors embedded on those
persons or setted in their environment to collect simple measures as temperature,
heartbeat, blood sugar or brain activity. In Oslo University Hospital, researchers
implemented and tested a Biomedical Wireless Sensor Network (BWSN) [4]
where they integrated six different types of sensors; Wireless Pressure Trans-
ducer, DigiVent Pulmonary Air Leakage, CardioPatch ECG sensor, Medical
UWB-IR radar, Heart Monitoring Accelerometer, SpO2 & Temperature sen-
sors. Patients which got these sensors could keep a good mobility and met a
shorter hospital stay period than usually with this procedure.

In [5,6], a system prototypes that provide distance healthcare at home have
been proposed. These systems automatically measure and collect home and body
parameters and transmit them to a central server through a public network. The
central server analyses retrieved data to form reports about elder’s activity and
health state, and in case of emergency, automatically sends an alarm to assistance
services through voice phone calls, SMS or E-mails.

However, works where monitoring platforms use multimedia aspect are fewer.
In [7], the architecture of a monitoring platform based on WMSN is proposed.
The monitored persons are equipped with smartphones to be localized by a
program agent and the latter sends the localisation to image, sound and depth
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based sensors deployed in the environment. The sensors start to track the persons
and send data back to the agent. The agent uses machine learning techniques
based on usual behavior of those persons to detect any abnormal behavior and
launches alerts destined to monitoring staff. For the best of our knowledge no
complete implementation of this platform has been made. Moreover, the use and
processing of machine learning techniques need a non negligible period of time
which will impact the real time aspect of the platform.

Another platform proposed in [8] allows to detect some basic events by mak-
ing images processing at sensor level. Two consecutive images are compared in
order to identify a simple behavior. For example, the sensor is able to detect
the event of leaving a room by first noticing nobody in front of the door in a
picture followed by a picture with a person in door step and finally a last picture
with nobody in front of the door. Obviously, these kind of platforms may be
useful only for detecting simple events and would meet more difficulties with
more complex events as human falls.

3 Our Contribution

For our solution, we considered the scenario of ageing people living in a house
with several areas. For this scenario, several sensors are deployed to maintain a
good coverage of all the areas where these people can be and the deployed sensors
meet low mobility during network’s lifetime. Moreover, we considered a multi-
hop sink rooted tree topology for data transmission. Indeed, due to radio range
restrictions imposed by ZigBee technology, some sensors may be too far from
the sink for a direct data transmission. Therefore, we have proposed a multi-hop
routing algorithm which gives the possibility to remote nodes without direct
links with the sink to transmit their data to the latter through multi-hop. The
general architecture of the proposed system is presented in Fig. 1. Sensor nodes
exchange data with the sink which has in addition to its ZigBee interface, a WiFi
interface for Internet access without the need for a PC or a PDA. Information
about taken pictures are stored in a remote database server and the pictures
themselves are stored in a remote file server. This allows the web application
we developed, to answer requests coming from end users asking for last pictures
related to a specific monitored person. The web application gets information
about stored pictures from the database server and then, requests them from
the file server. Due to sensor’s low calculating capabilities, we are not proposing
any image processing made on sensors level. Any processing on pictures can be
done at servers level which offer greater processing abilities.

3.1 Data Exchange Within the Network

To take advantage of the static aspect of the nodes within the network, our
routing algorithm doesn’t use generic ‘Hello’ and ‘Topology control’ packets to
maintain the topology as it is the case in common routing algorithms for ad hoc
networks: CTP [9], MintRoute [10] or MultiHopLQI [11]. The discovery of the
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Fig. 1. General platform architecture

whole topology is realized at the initialization phase made at the beginning of
the platform deployment. This may help to save network bandwidth and reduce
its energy consumption. We propose a sink driven routing protocol to build a
sink-rooted tree topology of the network. The sink is the only node that identifies
all camera nodes present in the network and it is responsible of sending requests
periodically to each camera node in order to ask for a picture. Each camera node
has only a local view of the topology which helps it to route data coming from
neighborhood towards the sink and requests coming from the sink towards other
camera nodes (Fig. 2).

Fig. 2. Example of a tree topology

When camera nodes get launched for the first time, they start to broadcast
signed signalisation packets to join the network. This first phase is called Signal-
isation Phase and it’s pseudo-code is given in Algorithm1. When a camera node
receives a signalisation packet from an unknown source, it records the source
address of the packet and the one of the node the packet have been relayed from
(next hop to the source), then it broadcasts the packet itself. If it receives, how-
ever, a signalisation packet generated by an already known source but relayed
by a different next hop node, it stores the source address and the new next hop
address in an alternate table that would be useful in case of old next hop node
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failure. Two modes may be used, the simplest one is to put the first received
couple (camera node address, next hop towards it) in the routing table and to
store other later discovered routes towards this camera node in the alternate
table. A smarter mode, even if it requires more processing, would be to keep
in the routing table the link which has the best RSSI (Radio Signal Strength
Indicator) and classify other links according to this metric in the alternate table.

Algorithm 1. Camera node Signalisation Phase
1: While (Signalisation Timer)
2: Broadcast signalisation
3: if (Received signalisation packet)
4: # source node & relay node refer to the packet
5: if (Unknown source node)
6: Add route(source node, relay node)
7: elseif (Unknown (source node, new relay node))
8: Add alternate(source node, new relay node)
9: relay node = me

10: Broadcast the packet

After a period of time, all camera nodes which are not isolated from the
network (out of range of all other nodes) are listed at the sink level. The sink
keeps the destination address of each known camera node in the network and
the next hop to reach it. The next hop is the node address from which the
signalisation packet of the destination address have been received. The sink
signalisation phase is exactly the same as for camera nodes except that the sink
doesn’t broadcast the signalisation packets it receives.

We use at each camera node a routing table to route requests and data
packets. An entry of the table contains the address of a camera node, next hop
to reach it and next hop to route its data towards the sink. For example, the
tables of nodes 2 and 4 in Fig. 2 are described in Fig. 3.

Fig. 3. Routing tables

First and second fields of each entry of the table are filled during Signalisation
Phase, third field is filled when a sink request is received. A similar table is used



WMSN Platform 181

at the sink with only the first and second fields, the third being useless.
At the end of the Signalisation Phase, a second phase called Collection Phase
begins. The sink starts to periodically send, in a Round Robin order, unicast
requests to camera nodes it has recorded in the first phase to ask for pictures.
The pseudo-code of this phase is given in Algorithm 2. This technique is a very
simple way to avoid additional delays generated by packets losses due to channel
multiple access. Indeed, the sink is responsible of organizing data production in
the network, which avert getting several data sources transmitting at the same
time.

Algorithm 2. Sink Collection Phase
1: if (Cycle Timer Expires)
2: foreach: CN in RoutingTable
3: Send request to CN
4: Wait for data from CN
5: if (receiving data)
6: while (receiving data)
7: Concatenate in SD file
8: Upload file’s data to database
9: Upload file to FTP server

10: elseif (timer expires)
11: if (NbRetransmissions reached)
12: if (alternate route exists)
13: Swap it to routingTable
14: else
15: Retransmit request packet
16: Go to 5

At the reception of a request packet, a node verifies if it is addressed to it.
If it isn’t, it records the address of the node from which it got the request, this
one will be the next hop towards the sink for data packets coming from the
camera node specified as destination address in the request packet. Then, this
intermediate node forwards the request packet to the next hop it has recorded
during Signalisation Phase towards the destination camera node. When receiving
a request packet addressed to it, a camera node takes a picture and starts to
send data packets to sink via the node it got the request packet from. This way,
request packet and data packets follow the same route (in opposite directions)
for each camera node. The pseudo-code of this process is given in Algorithm3.

If the sink (respec. a camera node) generates (respec. forwards) a request
without getting back data after a period of time, it retransmits the request
packet. If after several attempts no data packet is received, it suspects a failure
of the next hop. If a route towards the same destination camera node is found in
the alternate table, it replaces the one in the routing table and get deleted from
the alternate table. If no alternate route is found, the request packet is locally
dropped. In Fig. 4, we give an example of the backup scenario at sink level in
case of failure of the node 3 in Fig. 2.
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Algorithm 3. Packet Processing at Camera Node
1: if (Received packet via a relay node)
2: switch (packet type)
3: Request:
4: # Source & relay & destination refer to the packet
5: if(destination == me)
6: Take snapshot
7: Send fragments to the source via relay node
8: else
9: NHS = relay in routingTable where CN == destination

10: Forward request to NHC in routingTable where CN == destination
11: if (timer expires)
12: if (NbRetransmissions reached)
13: if (alternate route exists)
14: Swap it to routingTable
15: else
16: Retransmit request packet
17: Go to 11
18: Data:
19: Forward to NHS in routingTable where CN == source

Fig. 4. Sink’s routing and alternate tables

3.2 Picture’s Remote Display

When the sink starts receiving data packets, it concatenates them in a picture
file located in the MicroSD memory because of the lack of storage space in the
memory of the node. The MicroSD acts like a buffer for the received pictures
before being uploaded to remote servers. At the reception of all packets com-
posing a picture, the sink which established a connexion to database and FTP
servers at initialization phase, inserts into the database images table a novel
entry where it specifies the identification of the camera node which captured the
picture (ZigBee address in the network), the identification of the monitored per-
son and the date/time of picture’s capture. This 3-tuple identifies in a unique
manner a picture as shown in Fig. 5. The second operation for the sink is to
upload the picture to the FTP server.
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Fig. 5. Database scheme

When a user asks through a web application for pictures related to a specific
person, a request is addressed to the database to get all file names of pictures
related to this person. For each file name, the picture is retrieved from the
FTP server and then displayed. The user can address more detailed requests
by specifying an interval between two dates or by asking only for pictures of a
specific area of the monitored structure.

4 Implementation

The sensors used in our platform are Arduinos Mega 2560 equipped with cam-
eras. We used TTL Serial cameras and Wireless proto Shields with XBee S1
senders to handle ZigBee transmissions between camera nodes. It was possible
for us to use a 32 bits long addresses for the nodes, however, due to the nature
of the use case of our platform we opted for 16 bits addresses. The sink doesn’t
integrate a camera but has a Wireless WiFi Shield to connect to an access point
and upload collected data into servers. This shield contains a MicroSD slot which
is used by the sink to store a picture while the fragments composing it are being
received. When a picture is fully received, the sink transmits its information to
remote database and then uploads it into remote FTP server. We have used three
servers, a MySQL database server V5.7 to store information about end-users
accounts, monitored persons as long as received pictures and sensors details. A
FileZilla server V0.9.49 used to store photos of monitored persons and pictures
sent by sensors. Finally, a JEE based web application running on an Apache
Tomcat V8.0 server. The web application communicates with FTP and data-
base servers to retrieve pictures and information asked for by the end-user. We
tried several scenarios for our network topology to retrieve pictures from nodes
up to three hops far from the sink as in Fig. 6. We used a WiFi LAN to access
to remote servers which were running on a laptop. The web browser to access to
the web application was used on an end-user laptop. Finally, a smartphone was
used as an access point.
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Fig. 6. Scenario scheme

At the initialization phase, the sink connects to the LAN through the access
point and creates a connexion with the remote database and FTP servers. After
the signalisation phase which runs for 2 min, it starts to receive data from camera
nodes and to upload it to the servers. We didn’t implement yet node’s failure
detection scheme based on alternate tables. The sink detects a non responding
node if it doesn’t receive data from it after a period of time following a request
transmission, after what, a new request is then retransmitted.

Using NTP to keep a continuous correct time at Arduino level needs too
frequent refresh and, hence, consumes more energy. In order to still be able to
have the time and the date where pictures have been taken, we use a Python
script at servers level to change the file name of a picture to insert time and
date of its reception at the server. It also exchanges the ID of the sensor in the
file name with an abbreviation of its location, which is more meaningful for the
end-user.

5 Conclusion and Future Works

In this paper, we first proposed a routing algorithm for images collection in a
WMSN adapted to a specific case of use which is elders monitoring in domes-
tic areas. Then we implemented our algorithm in a generic platform based on
Arduino Mega 2560 multimedia sensors. The presented solution may be seen as
an alternative for regular monitoring platforms based on fixed cameras. It may
offer some advantages compared to the latter in terms of mobility, simplicity of
network expansion and thus covered area, and continuity of service compared to
fixed cameras in case of energy breakdown (power cut off).

Finally, we have identified several ideas which could improve our platform
in our future works. First, the implementation at server level of an automatic
scheme for abnormal behavior detection and alert generation such as elderly
falls. We will also be working on empirical studies to determine the best size
of picture frames transmitted within the network to achieve the best delivery
time. It would also be interesting to consider the use of scalar sensors as long as
multimedia sensors; the two types being complementary for a global health and
safety monitoring.
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Abstract. Computer network infrastructures constitute the critical
backbone of every socio-economic ICT system. Consequently, they are
becoming increasingly mission-critical in our society since they provide
always-on services for many everyday applications (e.g., Cloud Data Cen-
tres), safety-critical operations (e.g., Air Traffic Control networks), criti-
cal manufacturing services (e.g., Utility networks and Industrial Control
Systems), and critical real-time services (e.g., Financial Trading Sys-
tems). The resilience and ability of such systems to remain operational
in the face of threats is therefore paramount; this needs to be done by
taking remedial action and intelligently reshaping their resources. At the
same time, current communication architectures do not allow for such
informed and adaptive provisioning. In this paper, we introduce the con-
cepts, principles and current research activities related to a new Situation
Aware Information Infrastructure (SAI2) framework being developed for
next generation ICT environments.

Keywords: Situation awareness · Network resilience · Security ·
Computer networks

1 Introduction

Undoubtedly, the adequate functionality of todays’ society relies heavily on
the efficiency and performance of services deployed by mission-critical socio-
economic ICT systems that operate over networked infrastructures. With the
rapid emergence of new areas such as the IoT, it is anticipated that future
mission-critical as well as everyday end-user applications will essentially require
intelligent and autonomic principles to be adhered to by the underlying net-
worked infrastructures. Such properties will enable future underlying networked
infrastructures to deploy the necessary intelligence to dynamically self-protect
and self-manage their own operation, hence improve their resilience and resource
provisioning.
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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However, current networked infrastructures do not provide the necessary
mechanisms to systematically assess resilience natively through a generic frame-
work, which consequently leads to monolithic solutions targeting only partially
e.g., fault-tolerance, security, or survivability [2,3]. At the same time, cross-layer
resilience schemes tend to insufficiently serve the application layer end-user QoS
requirements since they architecturally fail to control and manage their vari-
ous embedded protocols in a scalable manner [5]. Moreover, situation-awareness
under a synergistic use of contextual and operational information has been par-
tially applied in the context of resilience for explicit services and mobile net-
works but never in the context of mission-critical ICT environments that engage
a number of diverse networked infrastructures and services [6].

In general, current communication architectures do not allow for such
informed, adaptive and intelligent resource provisioning since there does not
exist a generic resilience framework that considers the overall impact of simul-
taneous challenges manifest in several inter-dependent physical infrastructures.
For instance, legacy strategies are bespoke and monolithic (e.g., static firewalls)
since they are deployed to protect specific services over specific locations of the
infrastructure, against specific and mostly known threats (e.g., signature-based
intrusion detection) [6]. Furthermore, network provisioning mechanisms do not
incorporate situation awareness or intelligence from the system’s evolution to
profile infrastructure-specific behaviour, nor do they harness any local or global
context (e.g., prior network attack at another facility) which would aid proac-
tive response to adversarial events. Current anomaly detection practices operate
solely on aggregate context-agnostic statistical data over long timescales and are
isolated from network control and provisioning algorithms (e.g., routing) [6].

Given the aforementioned limitations, this paper introduces the notion of
a Situation Aware Information Infrastructure (SAI2) framework that is cur-
rently an on-going collaborative effort between two UK academic institutions
(Lancaster University and the University of Glasgow), driven by pragmatic
requirements and input by four industrial partners (The UK National Air Traffic
Service - NATS, Solarflare Communications, Jisc, and Airbus Group). The pro-
posed architecture aims to detect and remediate resilience challenges by enabling
a deeper understanding of the dynamic evolution of mission-critical ICT systems
through harnessing and correlating diverse internal and external network con-
text. In this context of operation, the overarching goal of SAI2 is to create an
adaptive, situation-aware information infrastructure for future mission-critical
networked environments. Hence, a range of processes derived out of network
resilience, anomaly detection, content-awareness, network instrumentation and
measurement, information retrieval, and filtering and semantic processing are
merged in order to vertically integrate data, information, measurement and con-
trol mechanisms from different layers of the communications stack.

The remainder of this paper is structured as follows: Sect. 2 introduces the
SAI2 conceptual framework, while Sects. 3 and 4 present two schemes where
SAI2 principles are applied. Finally, Sect. 5 summarizes and concludes this
paper.
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2 SAI2 Framework

The main hypothesis underpinning the development of SAI2 is that the legacy
static provisioning of networked infrastructures will not be sustainable; this is
because it is content and context-agnostic, and therefore cannot adapt at the
onset of adversarial events. This is particularly amplified when one considers the
growing trend in co-locating critical and commodity services over converged ICT
(e.g., Cloud) environments and the consequent centralisation that constitutes the
actual and meta-cost of infrastructure failures and outages simply not affordable.

Figure 1 illustrates the SAI2 conceptual framework that enables the compo-
sition of situation awareness mechanisms from harnessing diverse data sources.
In general, the main scientific and technical objectives behind this framework
are:

– Development of new statistical techniques derived from machine learning, sig-
nal processing and information theory to profile normal network-wide behav-
iour and detect incidents from aggregating diverse and distributed operational
data.

– Compose modelling methods that depend on content analysis in order to
adequately map infrastructure-specific context.

– Construction of an always-on, instrumentation and measurement infrastruc-
ture.

– Development of network-wide situation-aware resilience mechanisms.

Fig. 1. The SAI2 framework
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Based on the above objectives, the on-going activities in SAI2 have identified
a number of use case studies in which situation-aware mechanisms are designed
and developed(e.g., [1–3,7]). For the purpose of this paper we restrict ourselves
to briefly describing two such studies in the following sections.

3 Arbitrary Packet Matching in Openflow for Enabling
Situation Aware Applications

In its current form, OpenFlow [4], the de facto implementation of Software-
Defined Networking (SDN), separates the network’s control and data planes
allowing a central controller to alter the match-action pipeline using a limited set
of fields and actions. Even though SDN can in principle facilitate a programmable
control plane capable of monitoring the network operation and of alerting the
central controller at the onset of adversarial events, Openflow’s inherent rigidity
prevents the rapid introduction of custom data plane functionality that would
enable the design of high-speed, in-band packet processing modules for, e.g.,
custom routing, telemetry, debugging, and security.

We argue that packet matching should be designed independently of any
(control) protocol implementation, and allow the control plane to specify the
matching process through a set of platform-independent instructions designed
to match packets at every layer (rather than protocol version-specific and inflex-
ible hard-coded match fields). Through such instruction set, the execution of the
matching could be left as an implementation detail relying on software optimisa-
tions (such as Just In Time (JIT) compilation) or hardware acceleration using,
e.g., FPGAs or ASICs.
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We have developed an arbitrary matching framework for OpenFlow switches
based on the Berkeley Packet Filter (BPF) packet matching instruction set, and
have defined a new OpenFlow eXtended Match field (OXM) to match pack-
ets using BPF at the switches [1]. We show that our proposed match scheme
reduces the number of flow entries, allows matching on fields and protocols not
supported by current OpenFlow, and mitigates the use of the SDN controller
for the classification of packets unmatchable by the switch. Using diverse pro-
totype and compiler implementations on a software switch platform, we have
demonstrated the feasibility of BPF matching for line-rate processing, as shown
in Fig. 2. We have further developed example programs that can be executed as
part of this BPF-based arbitrary packet matching engine that include network
telemetry (e.g., real-time packet size and inter-arrival time distributions compu-
tation), and lightweight (e.g., EWMA) anomaly detection that can form the basis
(infrastructure-support) for natively resilient and self-managed networked envi-
ronments. Such functionality is not possible using today’s SDN/Openflow tech-
nology since packet matching rules are restricted to a protocol version-specific
set, and do not allow for, e.g., arbitrary functionality, or even port range match-
ing to be implemented.

4 Situation Awareness in the SmartGrid

A part of the activities within SAI2 has placed a strong emphasis on compos-
ing solutions for the adequate profiling of power consumption in SmartGrids
and further relating such measurements with diverse sources of information. In
particular, we have developed and introduced short term power load forecasting
schemes that rely on Deep Learning Neural Network models [8] and enable the
correlation of power consumption with external data feeds such as weather con-
ditions and basic human-oriented behavioral aspects (e.g. holidays, work hours
etc.). Hence, it was possible to provide a deeper understanding on how, why
and when the power load demand was distributed and in parallel how it will be
distributed in immediate time periods (e.g. next day or next week forecast).

As already mentioned, we employ Deep Neural Network models and in partic-
ular we exploit the principles of Feed-froward Deep Neural Networks (FF-DNN)
and Recurrent Deep Neural Networks (R-DNN) in order to predict short term
electricity load. Achieving higher accuracy in forecasts requires to include all the
related features that affect the overall electricity consumption that go beyond
the raw power measurements but also consider external data sources that can
also provide an insight regarding the status (i.e. current state of a given situa-
tion) of the SmartGrid. We accomplish the latter by employing the methodology
depicted in Fig. 3 that considers power measurements as well as external datasets
gathered by 6 US states in New England1.

The methodology depicted in Fig. 3 initially treats the gathered data on
the time and frequency domain independently and subsequently frequency
1 ISO New England Dataset: http://www.iso-ne.com/isoexpress/web/reports/

load-and-demand.

http://www.iso-ne.com/isoexpress/web/reports/load-and-demand
http://www.iso-ne.com/isoexpress/web/reports/load-and-demand
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Fig. 3. Visual description of load prediction methodology

domain components are transformed back to the time domain. The resulted
time-frequency (TF) features efficiently capture dominant effects i.e. weather,
time, working and non-working days, lagged load and data distribution effects,
thus providing an insight on the current and potential state of the SmartGrid.
Nonetheless, due to the constantly changing environment, electricity consump-
tion patterns of domestic as well as commercial users carry complex character-
istics. Hence, these characteristics are analyzed in time and frequency domain
where we compare the prediction performance of the utilized deep neural net-
work models on the basis of the Root Mean Square Error (RMSE), Mean Aver-
age Error (MAE) and Mean Absolute Percentage Error (MAPE) error met-
rics. As we present in our recent work in [8], the results obtained with the pre-
sented methodology indicate least MAPE errors as compared to other existing
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models (e.g., [9]). Thus, they can be definitely considered for future situation
aware mechanisms that ideally can be instrumented in modern SmartGrid con-
trol centres.

Apart from identifying the correlations between the non-power related fea-
tures with the actual power consumption distribution, this study has also demon-
strated the usefulness of considering a joint time-frequency (TF) representation
of data features. In fact, we have compared the prediction errors in the scenario
where strictly time domain features were used with the scenario where join TF
features were used.

Fig. 4. MAPE error comparison using
time domain features.

Fig. 5. MAPE error comparison using
joint time-frequency domain features.

Figures 4 and 5 present the comparison conducted between the prediction
errors obtained when strictly using time domain features with those achieved
with the use of TF data metafeatures of the original raw datasets. The com-
parison was performed for predictions generated for the “next day” and “next
week” power consumption from data sampled randomly in the various seasons
(i.e. winter, autumn, spring and summer) of the year 2011 throughout all the 6
US states in New England, USA. As evidenced, the MAPE metric resulted to
hold much smaller values in the scenario of using TF features rather than those
obtained when time domain features were used. Thus, the prediction accuracy
was much more improved.

In general, the contribution behind this work lies with the utilisation of a
time-frequency (TF) feature selection procedure from the actual “raw” dataset
that aids the regression procedure initiated by the use of Deep Neural Networks
(DNNs). We show that the introduced scheme may adequately learn hidden
patterns and accurately determine the short-term load consumption forecast by
utilising a range of heterogeneous sources of input that relate not necessarily
with the measurement of load itself but also with other parameters such as the
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effects of weather, time, holidays, lagged electricity load and its distribution over
the period. Overall, our generated outcomes reveal that the synergistic use of
TF feature analysis with DNNs enables to obtain higher accuracy by capturing
dominant factors that affect electricity consumption patterns and can surely
contribute significantly in the context of situation awareness for the recently
introduced SmartGrid.

5 Conclusions

Situation awareness is acknowledged as a critical property in which next gen-
eration, mission-critical ICT environments are required to possess in order to
confront the dynamic and unpredictable behaviour of their use as well as to
maintain their overall resilience. In order to achieve situation awareness that
will essentially offer societal and economical benefits, it is quite important to
devise mechanisms that are not strictly dependent on the explicit properties of
a given system but rather consider external and diverse sources of information.
Therefore, in this paper we have briefly presented the main principles and some of
the on-going activities conducted within the SAI2 project. We have introduced
the SAI2 framework and initially described an SDN-based scheme that can aid
towards the dynamic deployment of applications that can serve situation aware-
ness. In addition, we have presented a use case study that aims on strengthening
situation awareness in the SmartGrid scenario by exploiting the regression capa-
bilities of Deep Neural Networks by harnessing diverse sources of information.
We argue that the work reported herein can set concrete foundations towards the
refinement of situation aware mechanisms and further establish a strong basis
for future design of resilience mechanisms for next generation mission-critical
ICT systems.
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Abstract. Rural areas in economically developing regions often suf-
fer from a slow and unreliable communication network infrastructure,
which turns out to be a common bottleneck limiting access to content
and services that promote economic growth. We report here how Delay
Tolerant Networking (DTN) can serve micro-business opportunities in
such challenged locations. A DTN field trial conducted in 2015 in rural
South Africa is examined to evaluate DTN architectures to best enable
content distribution in areas where affordable communication channels
are not fully available. The use-case in the trial was the support of
micro-entrepreneurs that had been given access to simple cinema-in-a-
backpack kits (battery, mobile projector and WLAN connection, plus
software) that opportunistically connect to a DTN in the area. The
network enabled the micro-entrepreneurs to order, receive, and screen
movies at locations in under-served regions and in addition to invent
and to execute micro-business activities around the screenings. The dig-
ital content was distributed to the micro-entrepreneurs by means of a
DTN network with mobile infostations (wireless DTN-enabled devices)
mounted on public transportation vehicles (commuter buses). In this
paper, we present a six-month long field deployment that was organized
in partnership with local institutions. We discuss the technical implica-
tions and make recommendations to support a socio-economic develop-
ment in the under-served regions of rural South Africa.

Keywords: Socio-economic development · Business models · Delay
tolerant networks

1 Introduction

ICT is playing a significant role in achieving future sustainable development
goals as the world moves faster and faster towards a digital society. ICT has
been utilized in many recent economic development projects to improve the
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socio-economic status of rural populations in economically developing regions
and drive economic development. The MOSAIC 2B project [11] aims to unleash
opportunities for micro-entrepreneurs in rural areas of South Africa by provid-
ing them with entertainment and educational media content. Then these micro-
entrepreneurs, equipped with a low-complexity cinema-in-a-backpack kit (see
Fig. 1), can deliver educational and entertainment content in remote villages.
We have designed the cinema-in-a-backpack kit that exploits the advantages of
Delay Tolerant Networking [7] to create opportunities for entrepreneurial activ-
ity in South Africa. Internet access is mostly unavailable or often available only
at exorbitant costs and therefore not affordable to populations in rural areas of
developing regions. Particularly, in areas lacking affordable and continuous net-
work connectivity a DTN infrastructure could facilitate technology-based micro-
entrepreneurship because a DTN infrastructure is simple and low-cost. DTN
is an architecture aimed at providing communication in situations where end-
to-end connectivity is not available. To ease the development process of DTN
applications, the DTN Research Group (DTNRG) [8] has defined an experi-
mental network protocol for challenged networks. The protocol specification is
described in detail in RFC5050 [6]. In our use case scenario, the content is dis-
tributed to micro-entrepreneurs by means of buses equipped with infostations,
named MOSAIC network. Mobile infostations mounted on public buses deliver
content to rural areas of South Africa without the support of telecom operators
or any other network infrastructures. In this paper, which builds upon previous
work [5,12], we discuss the six-month long field deployment and the MOSAIC
network in Sect. 2 and describe the experimental setup in Sect. 3. We present
initial results and implications in Sect. 4. Related work is outlined in Sect. 5.
Finally, Sect. 6 concludes the paper.

Fig. 1. The cinema-in-a-backpack kit (left) to download media content at the bus depot
in Siyabuswa, South Africa (right).

2 MOSAIC 2B Network Scenario

MOSAIC 2B is a research project aiming to provide business opportunities for
micro-entrepreneurs living in rural South Africa by delivering multimedia con-
tent to them in a low cost manner. Since cellular data access is usually unavail-
able or expensive in rural areas, content delivery will be performed using DTN.
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Multimedia content will be delivered by means of DTN-enabled mobile infosta-
tions. Infostations are battery-powered Wireless Local Area Network (WLAN)-
enabled devices mounted in buses and bus depots We refer to the infostations
placed in the bus depots as fixed infostations and the infostations placed in the
buses as mobile infostations. Such infostations act as peers that broadcast the
content. The multimedia contents are archived at the fixed infostation located
at the main bus depot in the city of Pretoria, which is within a 3G/LTE cov-
ered area. Every day, such a fixed infostation fetches a list of contents requested
by the micro-entrepreneurs from a server located in the Internet cloud, finds
such requests in the local archive, and injects them in the DTN network. Micro-
entrepreneurs are provided with a tablet which exposes a catalog of movies that
are available to be ordered by sending an SMS to the MOSAIC 2B Control Unit
(MCU) server in Pretoria. Content is sent from the fixed station in Pretoria,
through mobile infostations mounted on buses, to the fixed infostations installed
at the rural bus depots, by means of a DTN network. Namely, content is for-
warded from one infostation to another as soon as they are in radio range with
each other. We have identified three bus depots of the PUTCO bus transporta-
tion in Siyabuswa, Vlaklaagte, or Kwaggafontein, about 135 km north-east of
Pretoria, which serve several rural communities. Usually, buses take commuters
living in rural areas to the city of Pretoria early in the morning and the other way
round in the evening. They travel for three hours in the morning and three hours
in the evenings in predetermined paths. Thirteen local micro-entrepreneurs liv-
ing in rural areas near Kwaggafontein, Vlaklaagte and Siyabuswa are equipped
with the cinema-in-a-backpack kit that allows them to download content from
the final fixed infostation and screen it, e.g. in schools or villages, and in addition
to invent and to execute micro-business activities around the screenings, e.g. sell-
ing candy, providing health-care related or public information, education, leisure
games. Figure 1 (right) shows some micro-entrepreneurs downloading media con-
tent at the bus depot in Siyabuswa using their cinema-in-a-backpack kit. They
run their own mobile cinema business within the surrounding communities dur-
ing a period of about five months, during which we monitored their actions and
collected valuable data, both from the network performance and the business
activity.

3 Experimental Setup

Micro-entrepreneurs were assigned to a “rural” infostation based on their prefer-
ence. At the beginning of the experiment, micro-entrepreneurs were asked which
bus depot they prefer to go to download the content they order. Taking into
account the preferred bus depot of each micro-entrepreneur, bus routes and
their timetables, we set up each infostation with a static routing table. Buses
are assigned to predefined routes and travel between two end-locations every
day following a predetermined time-table. In this way, content is forwarded to
mobile infostations traveling to the right bus depots. Two buses equipped with
mobile infostations are assigned to each route to Kwaggafontein, Vlaklaagte and
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Siyabuswa. We have deployed 10 infostations, six mobile (two for each route) and
four fixed (one for each bus depot). Once movies are forwarded to the rural infos-
tations, they are stored and a notification email is sent to the micro-entrepreneurs
who ordered them. Besides, such an activity is logged to the MCU server via
3G, when available. Note that, we experienced 3G disruptions from time to time
while logging infostation activity. Micro-entrepreneurs are allowed to go to the
bus depot and download their content whenever they can. However, this app-
roach might lead to memory saturation, resulting in loss of processing power and
interruption of the infostation activity. Eventually, micro-entrepreneurs might
decide to order a large number of movies and wait for all of them to arrive at
the rural infostation, so as to fetch them all at once. Because of the low CPU
speed (400 MHz) and the small internal memory space (32 MB RAM) of the
computing devices, the amount of stored content in the external memory stor-
age (64 GB USB flash drive) and the number of running processes impacts on
the performance of the infostations. Therefore, network resources need to be
carefully allocated. Based on the results presented in a previous study [12], and
observations regarding contact durations and inter-contact times [4] between
mobile and fixed infostations at the bus depots, we set up the mobile infosta-
tions with a time-to-live of three days and the external memory storage limit
to 30 GB. After that limit, the performance of infostations drastically decreases.
The mobile infostations are continuously in contact with the fixed infostations
at the rural bus depots approximately from 8pm until 4am, while buses are on
the sleeping grounds. They arrive at the main bus depot in Pretoria between
9am and 10am, after taking their passengers to town, and do not leave before
3pm. Once the content is forwarded to the fixed infostations at the rural bus
depots, it will be erased after one day to free memory space. However, a back
up of all the content is made available in the external memory storage in case
the ordered movie is deleted before being delivered to the final recipient. We
decided to place a back up of all the content at the fixed infostations in rural
areas to avoid unexpected disruptions to compromise the business activity of
the micro-entrepreneurs. Such settings are enough to prove the viability of delay
tolerant networking to deliver media content to rural under-served regions in a
low-cost manner. Thirteen micro-entrepreneurs are provided with a tablet which
exposes a catalog of movies that are available to be ordered by simply sending
a text message to the MCU server in Pretoria. A new catalog of movies is also
delivered to micro-entrepreneurs via the MOSAIC network every two months
and notified to them by email. We use encryption and audiowatermarking to
ensure a certain level of security and to detect copyright violation. All of the
movies are encrypted and audiowatermarks are embedded in the soundtrack.
Content is decrypted once the payment is completed and erased from the tablet
at the end of the experiment.

4 Performance Analysis

During the 6-month field trial we logged network activities. Because of sev-
eral circumstances due to MCU glitches, delay with the allocation of buses and
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Fig. 2. Data sent by means of the
MOSAIC network.

Fig. 3. Distribution of delivery time of
movies sent from the fixed infostation
in Pretoria to the fixed infostations at
the remote bus depots.

Fig. 4. Time elapsed between the order
and the delivery of movies to micro-
entrepreneurs.

Fig. 5. Daily delivery ratio of the
amount of data sent from Pretoria to
the rural bus depots (GBs).

bus drivers, time allocated to provide business and marketing trainings, as well
as technical support to the micro-entrepreneurs, the experiment lasted about
five months. During this time 109 movies were sent through the MOSAIC net-
work. The fixed infostations logged information such as movies injected in the
network, movie size, contact times between mobile and fixed infostations, and
delivery of movies. Such information allows us to analyse the performance of
the MOSAIC network and to estimate the contribution of such an infrastructure
to support the mobile cinema business activity in rural areas. To evaluate the
MOSAIC network we analyse the delivery ratio and delay of the ordered movies
from the bus depot in Pretoria to the rural bus depots. Initially, we investigate
whether the current set up can cope with the demand of movies from the micro-
entrepreneurs. The plot in Fig. 2 shows the aggregated daily data transmission
rate distinguishing between the three rural destinations, from the 18th of March
until the 19th of August. Note that, the missing data in July and beginning
of August was due to an interruption of the network activity caused by unex-
pected interruptions of the MCU server. Nonetheless, such disruption did not
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affected the micro-entrepreneurs’ business activity as they could download the
movies from the back up stored at each rural infostation. Another disruption,
which prevented the fixed infostations from logging network activity via 3G to
the MCU, was caused by an unexpected behaviour of the data consumption bal-
ancing system of the network operator. For unknown reasons, some of the SIM
cards ran out of credit within a few hours after topping up (250 MB data traf-
fic) without performing considerable logging activity. Such behaviour occurred
several times, randomly, during the experiment, and affected some of the fixed
infostations. The Fig. 2 shows a peak in the data traffic during the first month
of the experiment. In particular, on the day with most requests the infostation
was able to send approximately 21.6 GBs in total in a single day (March 19th),
sending a maximum of 9.6 GBs to the Siyabuswa bus depot. Based on such initial
results, and given that the setup can cope with the peak demand, we can argue
that the DTN network can handle the daily requests of movies from the micro-
entrepreneurs. As soon as content is bundled at the fixed infostation in Pretoria,
it is ready to be forwarded to the mobile infostations mounted on buses. The
plot in Fig. 3 shows the distribution of the delivery time of movies to the rural
infostations. The majority of the movies are delivered within thirty hours, while
a second batch is delivered after forty hours. This behaviour is due to buses not
traveling during weekends. Figure 3 proves that all movies are delivered within
two days and the expiration time-to-live set to three days is sufficient to deliver
successfully the content. After all, long or unpredictable delivery time of content
would not help micro-entrepreneurs to plan their screening events efficiently. To
make sure that the delivery time does not affect negatively the business activ-
ity of the micro-entrepreneurs, we consider the time micro-entrepreneurs take
before going to download their orders at the rural bus depots. Figure 4 shows
the time elapsed between ordering and downloading movies to the tablet at
the rural bus depots. The distribution in Fig. 4 shows that the big majority
of micro-entrepreneurs go to get the ordered movies after three days, meaning
that a two-day delay to deliver content to the rural bus depots is unlikely to
cause frustration to them. Such a behaviour shows that the bus network is not a
bottleneck for the micro-entrepreneurs’ business activity. Note that, the movies
downloaded the first day were ordered and injected in the MOSAIC network the
first day of the experiment as demonstration to the micro-entrepreneurs. The
plot in Fig. 5 presents the daily delivery ratio of the amount of data sent from
Pretoria to the rural bus depots. In many cases, data is successfully delivered,
with the exception of some days where the delivery ratio is zero. In this case, it is
not possible to assert with certainty whether the network failed, for example to
deliver movies, or there are logging issues due to 3G disconnections. This might
be caused by 3G outages in rural areas. Here, the 3G coverage was often inter-
mittent. In this case, a buffering mechanism for sending log messages should be
implemented, that is, if the 3G network is unavailable the logs could be stored
locally, and sent to the MCU when 3G connectivity is available. By excluding
3G network outages from the receiver side (when delivery ratio is zero), the
DTN network expresses 95% delivery ratio. Nonetheless, if some movies are not
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delivered through the DTN network, a backup is available at the infostations,
thus allowing micro-entrepreneurs to download them.

5 Related Work

Considerable work has been carried out by the scientific community to devise
reliable routing strategies in DTNs [1–3]. Initial work focusing on rural environ-
ments in developing regions where buses connect a number of villages spread
over a large area is conducted by [10]. Their common goal is to provide net-
work access for delay tolerant applications such as e-mail and non-real time web
browsing. DakNet [10] was one of the first projects to propose the use of an
existing transport infrastructure to bring connectivity to developing regions in
India and Cambodia at low cost. The MOSAIC 2B project is in a similar vein as
DakNet. However, we make use of delay tolerant networking for transmission of
larger amounts of data. Not only this, we use different equipment that we hope
brings down the costs further. KioskNet [9] attempted to improve the service
provided by rural kiosks in a low cost manner. These kiosks are a means to pro-
vide Internet connectivity at a low cost but technical problems led to unreliable
service. In KioskNet, buses acted as ferries that carried data to and from kiosks
to a gateway that had reliable Internet connection. Our approach is quite similar
to KioskNet since we use buses as ferries and a DTN method of communication.
However, we differ in the hardware and DTN software used and in the objective
of delivering large amounts of media content to the end users.

6 Conclusions

In the MOSAIC 2B project we offer DTN as a technology that is uniquely
suited to the challenge of providing network access to people in under-served
regions. We present a 6-month long field deployment that provides communi-
ties in rural South Africa with cinema experience by equipping a small group of
micro-entrepreneurs with the cinema-in-a-backpack kit and training them in the
operation of a DTN-enabled micro-franchise. The DTN network performed effi-
ciently in these settings, allowing cost-effective delivery of movies with acceptable
delay. Despite some unexpected disruptions, the MOSAIC network performance
was satisfactory and delivered 95% of the content within three days. The gen-
eral flow of ordering, downloading and screening movies worked without any
major issues. The quality of the equipment allowed the screenings of movies
in these remote areas. In the future, we intend to analyze in more details the
DTN-based micro-franchise model and the micro-entrepreneurs’s business activ-
ity whose operations are enhanced by opportunistic networking.
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Abstract. Building centralized social networking systems has many
drawbacks, e.g., lack of privacy, lack of anonymity, risks of censorship,
and operating costs. As it is discussed in this article, an alternative
approach is possible. A prototype system, named Blogracy, has been
realized as a micro-blogging social networking system, based on well-
known P2P technologies, such as DHTs and BitTorrent. In particular,
this article presents the security architecture of the system, which relies
on a key-based identity system and a scheme for attribute-based content
encryption, with multiple authorities. Moreover, some empirical results
obtained in test operations over PlanetLab are presented, comparing
plain and I2P anonymized communications.

Keywords: Social network · Peer-to-Peer · File sharing · Distrib-
uted hash table · Anonymity · Confidentiality · Key-based identity ·
Attribute-Based Encryption

1 Introduction

In parallel to their large success, online social networks are also raising significant
alarms. Users are beginning to question the mechanisms and policies that are
used to protect their privacy and freedom of expression. The clamor about the
PRISM program and the release of classified documents by Edward Snowden
have sensitized a larger audience towards those issues of current social networking
applications [15]. Thus, in many cases an approach based on peer-to-peer (P2P)
or distributed technologies can be desirable. Attacks to distributed and P2P
social platforms are yet possible. However, analysing these kinds of attacks is not
the focus of the article. A comprehensive list of such attacks and countermeasures
is presented in [12].

Instead, this article will deal with the possibility to use schemes for targeted
broadcasting in a P2P social networking application. Some experiences have been
acquired thanks to Blogracy, a new P2P system for social networking. The sys-
tem is modular in the approach to the core problems of (i) data availability and
resilience to censorship, (ii) content authenticability, (iii) data confidentiality,
(iv) network anonymity, and (v) semantic interoperability. All these aspects are
kept as much orthogonal as possible in the system. The system has been imple-
mented and tested on the PlanetLab infrastructure. For both its architecture
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and its level of implementation, to our knowledge it is quite unique. Blogracy
is available as open source software (http://dev.blogracy.net/), thus it can be
freely exploited for conducting further analysis and evaluations in the larger
research area of distributed social platforms, exploring alternative architectural
choices and implementations along each axis.

The rest of the article is organized in two main section: Sect. 2 presents back-
ground information about Attribute-Based Encryption (ABE) schemes and some
related work about the realization of distributed social networking applications;
then, Sect. 3 presents the security architecture of Blogracy and some experimen-
tal results obtained after its realization, in particular about the costs of network
anonymization. Eventually, some concluding remarks are reported.

2 Background: ABE Schemes and Distributed Social
Networks

In social networking and micro-blogging applications, it is often desirable to make
some content available to a restricted audience, only. Access may be limited to
the members of a circle of personal acquaintances, or authorized subscribers of
a news channel. In some sense, this problem of confidentiality is similar to the
case of broadcasting with DRM over an untrusted medium in general. Exploiting
traditional public key cryptography and multicast group key management, it is
possible to deliver a secret session key to intended recipients of confidential
messages. This requires to rekey users periodically.

A recently emerging approach is to publish content, possibly on an insecure
medium, in a form which can be decrypted only by users with proper attributes,
as required by the content publisher’s policy. In these Attribute-Based Encryp-
tion (ABE) schemes, in the general case the attribute authority is considered as
a separate abstract entity. In fact, it may be an autonomous entity, and thus
there is a third party ownership of the cryptosystem. Alternatively, the attribute
authority may coincide with either the encryptor agent or the decryptor agent,
creating a targeted broadcast [13], or a duty delegation scenario, respectively
[20]. Those various alternatives are represented in Fig. 1. In particular, this work
will focus on the targeted broadcast scenario (encryptor as owner).

2.1 Multi-authority ABE Schemes

The basic ABE schemes leave some open issues, especially with regard to the
presence of many different Attribute Authorities (AAs). In fact, some practical
use cases require that many different attributes can be defined in the network by
different authorities, potentially corresponding to each single user. This regards
the particular case of Blogracy, but also other generic P2P platforms for content
distribution.

Chase [6] advanced one of the first proposals for a distributed CP-ABE
scheme. In this scheme, all authorities are managed centrally by a trusted master
authority. Attribute authorities can issue secret attribute keys autonomously.

http://dev.blogracy.net/
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Fig. 1. Three scenarios for attribute authority ownership in ABE.

However, the addition of an attribute authority requires rekeying all users. A
scheme proposed by Chase and Chow [7] removes the requirement for a central
authority. However, it still relies on a pre-determined set of attribute author-
ities, which in fact need to coordinate during the setup phase for generating
the distributed function. Müller et al. [21] propose another distributed exten-
sion of the CP-ABE scheme. Differently from Bethencourt et al. [4], they intro-
duce algorithms for generating public and secret attribute keys, to be executed
autonomously by some attribute authority. However, a central master authority
is required to manage attribute authorities and users, to avoid possible collusion
attacks. Lewko and Waters [17] describe a system where each node can act as
an attribute authority, without any need for mutual trust or a master authority.
An access policy can include attributes defined by different authorities. Secret
attribute keys assigned to users still need to be distinguished, to avoid collusion
threats. For this purpose, a hash of the users global identity is used. Unfortu-
nately, this hash function is only modeled as an abstract random oracle, which is
yet to be resolved to a concrete function. Wang et al. [24] describe a Hierarchical
ABE (HABE) system. Basically, a root master authority empowers lower level
attribute authorities, which can manage attributes and users at different levels,
replicating the hierarchical structure of departments inside an organization. Wan
et al. [23] propose a similar scheme named HASBE (Hierarchical Attribute Set
Based Encryption). Lin et al. [19], instead, substitute the single central authority
with a pre-defined set of attribute authorities, coordinating their operation dur-
ing a setup phase. Anne et al. [2] propose a system which is quite similar to the
previous one, using a secret sharing scheme. Table 1 summarizes the differences
among the various proposals for Multi-Authority ABE.
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Table 1. Features of various multi-authority ABE schemes.

System Master authority
(for managing AAs)

Pre-defined set of AAs
(rekeying on changes)

Chase [6] Yes Yes

Chase and Chow [7]
Lin et al. [19]
Anne et al. [2]

No Yes

Müller et al. [21]
Wang et al. [24]
Wan et al. [23]

Yes No

Lewko and Waters [17] No No

2.2 Information Security in Distributed Social Networks

Various solutions are being proposed to overcome the centralized architecture
of the most widespread social networking platforms. In particular, the follow-
ing systems are designed according to a full-fledged P2P architecture. PeerSoN
[5] is a system designed to provide encryption, decentralization and direct data
exchange in the field of social networks, dealing with privacy and connectivity
issues. Safebook [8] is based on a DHT and a network of socially close peers,
defined Matryoshka. Peers in a user’s Matryoshka are trusted and support the
user by anonymizing communications and replicating content and profile infor-
mation. Persona [3] is designed as a set of social networking services. For the
confidentiality of users’ profiles and data, it combines an ABE scheme with tra-
ditional cryptography, in such a way that a change in group membership requires
widespread re-keying. LifeSocial [14] is a prototype developed over FreePastry for
DHT indexing and PAST for data replication. Possibly, it is the more advanced
system, with regards to implementation. For confidentiality, it uses a quite tra-
ditional encryption scheme. DiDuSoNet [16] is a multi-layered system, including
(i) a lookup service based on a DHT and (ii) a Dunbar-based social overlay
dealing with communication and storage of users’ profiles. It exploits Dunbar’s
concept of tie-strength, thus reling on friend nodes with the highest level of
intimacy [1].

Blogracy shares some architectural choices with the other distributed social
networking systems that have been discussed above. It differs mainly in the
adoption of an open and simple key-based identity system, and the use of inter-
operable protocols and widespread technologies, including OpenSocial, BitTor-
rent and Kademlia. It can be considered the first concrete attempt to cross the
border between the application domains of file-sharing and social networking.
Currently, it is one of the few systems which is freely available as a working pro-
totype, as an open source project. Thus, it may represent an important resource
for further analysis and testing in the whole research area of distributed social
networks.
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3 The Security Architecture of Blogracy

As discussed in the previous section, ABE schemes may be applied for targeted
broadcasting (Fig. 1). In principle, they may also be useful in P2P systems, but
some constraints remain about the need of a master authority, or some coordi-
nation mechanism among a predefined set of attribute authorities. The original
ABE scheme has been adapted for use in Blogracy (http://www.blogracy.net/),
a prototype P2P social network.

The architecture of the application is modular and is built around two basic
components: (i) an underlying BitTorrent module for basic file sharing and DHT
operations, exploiting an existing implementation, and (ii) an OpenSocial con-
tainer, i.e., a module providing the services of the social platform to the local
user, to be accessed through a web interface. For its basic operation, Blogracy
exploits a P2P file-sharing mechanism and two logically separated DHTs [11].
Users in Blogracy have a profile and a semantically meaningful activity stream,
which contains their actions in the system (e.g., add a post, tag a picture, com-
ment a video). The first DHT (DHT1) associates the user’s identifier with a
reference to his social data. The user’s social data is represented in a standard
format, conforming to OpenSocial and ActivityStreams specifications (http://
www.w3.org/wiki/Socialwg). It is encoded as a JSON file which contains all the
elements described in OpenSocial Social API, including people, groups, activity
streams, app data, albums, media items and messages, regarding a single user.
All contained references, in the form of magnet-URIs, are keys of the second
DHT (DHT2), which orchestrates the sharing of actual files, according to the
BitTorrent protocol. In the following paragraphs, the security features realized
in Blogracy over this extensible architecture will be described.

3.1 Identity and Authentication

Anonymity or pseudonymity are often a requirement of users of micro-blogging
and other Internet applications. Nevertheless, user content needs to be veri-
fied for authenticity and integrity, properties which can be easily enforced by
means of public-key cryptography and digital signatures. Usually, a public key
is associated to a person or a legal entity through a certificate issued by a glob-
ally acknowledged authority. Instead, in Blogracy a user is represented directly
though his own, locally generated, public key, according to a key-based identity
scheme [18,22]. Thus, a user can reach other users only after obtaining their ID,
i.e., the hash of their public key.

A signature scheme is used for attesting the authenticity of DHT entries, in
particular the magnet-URIs used as values in the DHT1. The scheme is based on
the JWS (JSON Web signature), which is currently an Internet Draft (http://
tools.ietf.org/html/rfc7515). In fact, JWS is a quite practical specification, based
on simple JSON objects and Base64 encoded strings. In particular, the header
is a JSON object which specifies the cryptographic algorithms to use; the pay-
load contains the signed message, which may be a JSON object or any byte
sequence. Both the header and payload are encoded as Base64 strings, which are

http://www.blogracy.net/
http://www.w3.org/wiki/Socialwg
http://www.w3.org/wiki/Socialwg
http://tools.ietf.org/html/rfc7515
http://tools.ietf.org/html/rfc7515
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concatenated (separated though a dot). A signature is then calculated, encoded
as a Base64 string, and concatenated to the previously obtained text. At the end
of the process, the JWS is represented as a concatenation of the three Base64
strings (header, payload, signature), separated by two dots. The header JSON
object in use by Blogracy currently refers to the quite usual SHA256withRSA
algorithm, named HS256 in the specifications. The “kid” field is an identifier for
the signing key: in Blogracy the user’s main public key is numbered as 0. The
hash of this public key is also the user’s unique identifier. Additional signing keys,
corresponding to different kid values, may be added in the user’s profile (which is
included in the file containing all the user’s social data, as an OpenSocial Person
object).

The payload, instead, is simply the magnet-URI for the updated user’s social
data file. Verifying a DHT entry is handy, since the signing key corresponding to
a certain kid can be found easily into the user’s profile and then it can be stored
locally by the user’s followers for faster access (each signing key must itself be
signed by the user’s main public key). This way, the authenticity of an entry
can be verified and the typical pollution of keyword-based DHT indexes can be
easily detected.

3.2 Attribute Authorities

For its privacy model, Blogracy adopts an Attribute-Based Encryption scheme. It
uses attribute credentials for protecting access to sensible content, creating a sort
of very flexible personal circles of contacts, i.e., parametrized roles to be assigned
to users for granting a certain set of access rights. The encryption scheme is based
on the CP-ABE protocol [4]. In the current security model of Blogracy, each user
is considered an authority for his own groups of contacts, in a typical Targeted
Broadcast scheme. Each user can thus grant attributes and authorizations to
his own contacts, and attributes are intended as defined in a namespace local to
that user, without possible overlappings. All currently available multi-authority
schemes have been discarded, because they do not fit a completely distributed
P2P context. In fact, according to the design of Blogracy, it is not possible to
identify a globally trusted central authority, even if distributed over a limited
number of entities.

Nevertheless, Blogracy permits operation in a multi-authority scenario,
though indirectly. In fact, in Blogracy attributes are attested by means of signed
certificates (or delegation chains), originated by locally trusted attribute author-
ities. This way, other authorities can be taken into account, by allowing a user to
show some attribute certificates. If the user proves to be eligible and the remote
authority is trusted for those attributes, the user is issued a local attribute key.

Since each user is also an attribute authority for accessing his own social
activities, then all relevant information is stored directly into his own JSON file,
containing all the user’s social data. In particular, in the “people” section, a
list of acknowledged users can be created, as OpenSocial Person objects, where
each user can be associated with a particular private attribute key. Each private
attribute key is generated by the local user, using his own local master key MK



Preserving Privacy in a P2P Social Network 209

and a set of attributes S to associate with the acknowledged user. To keep the
generated attribute key confidential, it is encrypted used the public key of the
remote user. Additionally, the social data file of a user also contains his own
public parameters (the PK data, according to the ABE scheme). Currently,
encrypted data and plaintext data (SK and PK, respectively, according the
ABE scheme) are stored in the appData section of OpenSocial Person objects.

Assigned attributes serve to mark group membership, and thus some social
activities may be disclosed only to a certain set of groups. This is obtained by
encrypting sensible social data, according to the desired policy. In Blogracy, an
access policy for a resource is essentially a list of groups which are authorized
for access. In fact, each object in the social data file can be encrypted according
to a different policy; otherwise, it is kept as a plaintext JSON object.

3.3 Network Anonymity

Blogracy doesn’t require users to expose their real identity and offers instead a
pseudonimity mechanism based on public keys. However, anonymity is an issue
also at the lower network level. In fact, if communications among users are based
on direct connections, or file locations are expressed as plain network addresses,
these can be easily associated with a particular person or entity. Various network
technologies are being developed, which promise to guarantee a certain level of
anonymity for their users, disguising their real network location. One of the best
known is Tor (http://www.torproject.org/), but other similar networks are also
available, which in fact may be more adequate for an application based on file
sharing techniques.

In particular, I2P (http://geti2p.net/) is a anonymizing P2P overlay net-
work, implementing a protocol similar to Tor. Since the I2P architecture is
more distributed and focused on darknet-type services, it welcomes file shar-
ing applications running inside the network (and thus separated from the larger
communities operating on the plain Internet). Instead, Tor discourages the use
of file sharing applications for not overloading its own outproxies. The opera-
tion of Blogracy over I2P requires the creation of a number of tunnels at each
participant (router), determining their length, i.e., how many hops each tunnel
should use. Thus security and latency can be balanced according to the needs
of a particular application. Moreover, when used over I2P, BitTorrent clients do
not support any Distributed Database, so they require a tracker to operate over
I2P.

3.4 Experimental Results

In order to validate the feasibility of our approach, both simulations and per-
formance tests were performed, as described in [11]. The evaluation confirmed
our confidence about the realizability of a completely distributed social network,
in the case of users with a sufficient number of followers and few relatively sta-
ble nodes. About the problem of data availability against the typical P2P node
churn, we have discussed the results of some simulations in [11]. I particular, the

http://www.torproject.org/
http://geti2p.net/
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average notification delays are quite severe in the case of few followers, without
stable nodes. However, when a user has more than 100–150 followers, the delays
are negligible with just 5–10% of stable nodes. Thus, some aid has to be provided
to newly joined users, in the form of resource hosting by other users, in addition
to the small group of followers.

For testing the actual functioning of the system, twelve instances of Blogracy
were executed over different remote nodes of PlanetLab Europe. For simplicity
and consistency, the nodes were arranged in a small fully connected social net-
work (i.e., each node follows all the others). Over this testbed, the pushing
mechanism was verified. It is a direct form of communication, which nodes use
most often. It allows a source node to notify its followers in a timely and effective
way about the availability of update in the local social data file. Since it occurs
directly between interested nodes (those participating in a swarm) it is virtually
instantaneous [11].

Fig. 2. Cumulative distribution of the notification delay in the reception of messages
over the PlanetLab testbed; the polling cycle, repeated every two minutes, accounts
on average for one minute. The first graph shows the case of normal Internet commu-
nications. The second graph shows the case of communications over I2P.

The polling mechanism was also verified. It involves sending various queries
overs the DHT, downloading a torrent file and finally passing through download
queues, before receiving the latest messages. It is worth noting that in a real
system, this mechanism would be used only at the node startup, for receiving
interesting activities produced when it was offline. Afterwards, push notifications
would be more effective. In the tests, the polling cycle was set at two minutes, i.e.,
the availability of new messages from a certain source node was checked every
two minutes. Probably, the more interesting result is the delay in the reception
of new messages at follower nodes. The delays shown in the first graph of Fig. 2
are those concretely measured. In this setting, 90% of messages are received in
4.5 min. However, the measured times include a delay due to the polling cycle,
which on average accounts for 1 min. Thus, in the mean delay of 4.5 min, 3.5 min
are effectively due to DHT and BitTorrent download mechanisms. Analogous
tests were finally conducted to evaluate the effectiveness of actually running



Preserving Privacy in a P2P Social Network 211

a distributed social network on top of I2P. In this case, an additional node
was configured to host a tracker service on I2P. The cumulative distribution of
measured delays is shown in the second graph of Fig. 2. The reception of 90%
of messages requires around 20 min. With respect to direct connections, delays
increase roughly by a factor of 4. It is possible that results could be improved
slightly through finer setup, reducing the length of tunnels (and thus the level
of anonymity). Results are in accordance with more extensive performance tests
conducted over I2P [9].

4 Conclusion

This research work was aimed at studying a possible application of well-known
P2P technologies, such as DHTs and BitTorrent, in the new domain of distrib-
uted social networking. In fact, although the primitives offered by those tech-
nologies were created with other goals in mind, however, they could be effectively
adapted for Blogracy, a novel P2P micro-blogging and social networking system.
Its main features are: (i) data availability and resilience to censorship, (ii) con-
tent authenticability, (iii) data confidentiality, (iv) network anonymity, and (iv)
semantic interoperability. In particular, the security architecture of Blogracy has
been presented, including its key-based identity system, a scheme for attribute-
based content encryption with multiple authorities, and the option for network
anonymization over I2P. In fact, the main aspects are kept as much orthogonal as
possible in the system. Thus, it can also serve as a testbed for conducting further
analysis and evaluations in the larger research area of distributed social platform,
exploring alternative architectural choices and implementations along each axis.
Moreover, some simulation results for notification delays and some empirical
results obtained in test operations over PlanetLab have been presented. In par-
ticular, a quantitative comparison of plain and I2P anonymized communications
has demonstrated that the latter implies much slower operations.
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5. Buchegger, S., Schiöberg, D., Vu, L., Datta, A.: Peerson: P2P social networking:
early experiences and insights. In: Proceedings of the Second ACM EuroSys Work-
shop on Social Network Systems, pp. 46–52. ACM (2009)



212 M. Mordonini et al.

6. Chase, M.: Multi-authority attribute based encryption. In: Vadhan, S.P. (ed.) TCC
2007. LNCS, vol. 4392, pp. 515–534. Springer, Heidelberg (2007). doi:10.1007/
978-3-540-70936-7 28

7. Chase, M., Chow, S.: Improving privacy and security in multi-authority attribute-
based encryption. In: Proceedings of the 16th ACM Conference on Computer and
Communications Security, pp. 121–130. ACM (2009)

8. Cutillo, L., Molva, R., Strufe, T.: Safebook: a privacy-preserving online social net-
work leveraging on real-life trust. IEEE Commun. Mag. 95 (2009)

9. Ehlert, M.: I2P usability vs. tor usability a bandwidth and latency comparison. In:
Seminar Report, Humboldt University of Berlin (2011)

10. Falkner, J., Piatek, M., John, J.P., Krishnamurthy, A., Anderson, T.: Profiling
a million user DHT. In: Proceedings of the 7th ACM SIGCOMM Conference on
Internet Measurement, pp. 129–134. ACM (2007)

11. Franchi, E., Poggi, A., Tomaiuolo, M.: Blogracy: a peer-to-peer social network. Int.
J. Distrib. Syst. Technol. (IJDST) 7(2), 37–56 (2016)

12. Franchi, E., Tomaiuolo, M.: Distributed social platforms for confidentiality and
resilience. In: Social Network Engineering for Secure Web Data and Services, p.
114 (2013)

13. Goyal, V., Pandey, O., Sahai, A., Waters, B.: Attribute-based encryption for fine-
grained access control of encrypted data. In: Proceedings of the 13th ACM Con-
ference on Computer and Communications Security, pp. 89–98. ACM (2006)

14. Graffi, K., Groß, C., Mukherjee, P., Kovacevic, A., Steinmetz, R.: Lifesocial.kom: a
P2P-based platform for secure online social networks. In: 2010 IEEE Tenth Inter-
national Conference on Peer-to-Peer Computing (P2P), pp. 1–2. IEEE (2010)

15. Greene, M.: Where has privacy gone? How surveillance programs threaten expecta-
tions of privacy. J. Marshall J. Info. Tech. Privacy L. 30, 795 (2014). John Marshall
J. Inf. Technol. Privacy Law 30(4), 5 (2014)

16. Guidi, B., Amft, T., De Salve, A., Graffi, K., Ricci, L.: Didusonet: a P2P architec-
ture for distributed dunbar-based social networks. Peer-to-Peer Netw. Appl. 1–18
(2015)

17. Lewko, A., Waters, B.: Decentralizing attribute-based encryption. In: Paterson,
K.G. (ed.) EUROCRYPT 2011. LNCS, vol. 6632, pp. 568–588. Springer, Heidelberg
(2011). doi:10.1007/978-3-642-20465-4 31

18. Li, N.: Local names in SPKI/SDSI. In: Proceedings of 13th IEEE Computer Secu-
rity Foundations Workshop, CSFW-13. IEEE Computer Society (2000)

19. Lin, H., Cao, Z., Liang, X., Shao, J.: Secure threshold multi authority attribute
based encryption without a central authority. Inf. Sci. 180(13), 2618–2632 (2010)

20. Muijnck-Hughes, J.: Json Web Signature (JWS). Radboud University Nijmegen,
Nijmegen (2011)

21. Müller, S., Katzenbeisser, S., Eckert, C.: On multi-authority ciphertext-policy
attribute-based encryption. Bull. Korean Math. Soc. 46(4), 803–819 (2009)

22. Tomaiuolo, M.: Trust management and delegation for the administration of web
services. In: Organizational, Legal, and Technological Dimensions of Information
System Administration, pp. 18–37 (2014)

23. Wan, Z., Liu, J., Deng, R.H.: Hasbe: a hierarchical attribute-based solution for
flexible and scalable access control in cloud computing. IEEE Trans. Inf. Forensics
Secur. 7(2), 743–754 (2012)

24. Wang, G., Liu, Q., Wu, J., Guo, M.: Hierarchical attribute-based encryption and
scalable user revocation for sharing data in cloud servers. Comput. Secur. 30(5),
320–331 (2011)

http://dx.doi.org/10.1007/978-3-540-70936-7_28
http://dx.doi.org/10.1007/978-3-540-70936-7_28
http://dx.doi.org/10.1007/978-3-642-20465-4_31


A Heuristic Path Planning Approach for UAVs
Integrating Tracking Support Through

Terrestrial Wireless Networks

Mustapha Bekhti1, Nadjib Achir1(B), Khaled Boussetta1,2,
and Marwen Abdennebi1
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Abstract. In this paper we propose a new approach based on a heuristic
search for UAVs path planning with terrestrial wireless network tracking.
In a previous work we proposed and exact solution based on an integer
linear formulation of the problem. Unfortunately, the exact resolution
is limited by the computation complexity. In this case, we propose in
this paper a new approach based on a heuristic search. More precisely,
a heuristic adaptive scheme based on Dijkstra algorithm is proposed to
yield a simple but effective and fast solution. In addition, the proposed
solution can cover a large area and generate a set of optimum and near
optimum paths according to the drone battery capacities. Finally, the
simulation results show that the drone tracking is sustainable even in
noisy wireless network environment.

1 Introduction

For decades, Unmanned Aerial Vehicles (UAVs) are widely used in modern
warfare for surveillance, reconnaissance, sensing, battle damage assessment and
attacking. The benefits of UAVs include reduced costs and no warfighter risk.
Recently, technological advances in micro controllers, sensors, and batteries have
dramatically increased their utility and versatility and yet, a new horizon is open
for civilian uses. This began with limited aerial patrols of the nation’s borders,
observation and aerial mapping, disaster response including search and support
to rescuers, sports event coverage and law enforcement. Although the market
is almost nonexistent today, this is most likely in the civil field that drones are
expected to play the largest role. Recently, those flying machines have also been
destined to the commercial market and have gained much attention. In fact,
a forthcoming plans for commercial drone use have been recently announced
by a number of companies around the world such, Amazon, Wallmart, DHL,
and Zookal which are investing in mini drones development for variety of tasks,
including freight and package delivery to consumers. The introduction of drones
in civil applications raises new challenges to the government authorities in charge
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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of flight security and air traffic management which have to balance safety and
public concerns against potential economic benefit (Fig. 1).

Fig. 1. Drone package delivery

By virtue of their small size, mini drones are difficult to be detected and to
track. In this frame, the European Parliament adopted a resolution on the use
of drones, which requires Member States to implement various regulations to
ensure the safety of the airspace and to ensure the privacy of citizens threatened
by the use of these flying machines. Through this resolution, it is considered that
regardless of their sizes, the question of identifying is essential, and emphasizes
the need to provide appropriate solutions in terms of locating and tracking. In
other words, this new report aims to ensure the traceability of all UAVs, but
also operators and owners as a sine qua non-conditions for any use.

It is obvious that path planning is one of the most crucial tasks for mis-
sion definition and management of the aircraft and it will also be an important
requirement for UAVs that has autonomous flight capabilities [1]. The opera-
tional problem that this work address is enabling the government authorities in
charge of flight safety to identify, locate and to track drones. Usually the area
is large and the detection and localization time to find the UAV is the critical
parameter that should be minimized. To this end and in order to make this
possible, we present in this paper a newly approach based on the exploitation
of the available wireless network coverage. This approach relies on a powerful
interaction, or collaboration between the UAVs and the operators. Cooperation
in such environment implies that the drone periodically send his identification,
localization, speed and other information to the remote operators through the
available wireless networks. The solution we aim to present provide or inform
of the optimum and the near optimum paths that the drone should follow to
ensure a reliable communication and high packet delivery rate depending on its
battery autonomy.

In our previous work [2], we formulated the problem as an Integer Linear
Problem. Moreover, we expressed in an analytic manner the packet loss rate
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of tracking messages depending on the UAV location and the wireless network
coverage. By solving the ILP problem using CPLEX, we were being able to
analyze how the radio coverage as well as the threshold on the packet success
rate, impact the number of possible solutions and the trajectory of the UAV.
Unfortunately, due to the computational complexity the proposed approach was
not able to provide a path planning solution for a large area. In addition, the
packet success rate was computed by considering only the radio channel and
without any MAC layer operations.

Our current investigations focus on the complexity issue raised for larger size
of the area A. For the drone path planning, a heuristic adaptive scheme based on
Dijkstra algorithm is presented to cope with the problem of scalability. The flight
path of drone is optimized in order to improve its connectivity to the available
terrestrial wireless network and consequently its localization, identification and
tracking. Moreover, the solution is proposed to yield a simple but effective and
fast solution and tested under a more realistic scenario characterized with a noisy
environment.

2 State of the Art

Path planning for a kinematic system issues has been widely studied and
have been addressed using different approaches and techniques. Thus, several
approaches exist for computing paths given some input variables of the envi-
ronment and in general, the two most popular techniques are deterministic,
heuristic-based algorithms [3–5] and probabilistic, randomized algorithms [6,7].
The choice of the algorithm to use depends on the type of problem to be solved.
Although, the robotic bibliography on this subject is very rich, it’s not the case
for the UAV’s one.

For the autonomous flight of drones, path planning is one of the most crucial
and important issues to solve. Nowadays, the application of UAV is extending
from high-altitude flight to very low-altitude, where the impact of the terrain,
the environment and the air traffic will be the keys factor to be considered to
avoid collision [8]. However, we do not aim to provide an exhaustive list but we
will be content to provide the most relevant work related to the path planning
regarding to the nature of the objectives, problems formalization and resolving
methods.

The author in [9] presented a framework to compute the minimum cost coop-
erative route between a heterogeneous package delivery team composed of a truck
and micro drones. They abstracted the problem on a graph and formulate the
issue as a discrete optimal path planning problem. In the same context of hetero-
geneous teams, the authors in [10] presented a path planning problem involving
an UAV and a ground vehicle for intelligence, surveillance and reconnaissance
missions. The addressed problem is similar to the ring-star problem and the
hierarchical ring network problem.

On the other hand, the authors in [8,11] presented three dimensional path
planning solution for unmanned aerial vehicles. The first solution is based on
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interfered fluid dynamic system, while the second approach uses linear program-
ming where obstacle avoidance and target tracking are linearized to generate a
linear programming model in relative velocity space. Dealing with adversarial
environments, the authors in [12,13] presented solutions for unmanned aerial
vehicles path planning in uncertain an adversarial environment in sight to reach
a given target, while maximizing the safety of the drone. They proposed a path
planning algorithm based on threats probability map, which can be built from
a priori surveillance data and from a mechanism based on a model predictive
control.

Another important work is [14], which contains concise summaries and
focused on dynamic problems and discussed a family of heuristic algorithms for
path planning in real-world scenarios such as A*, D*, ARA* and AD*. Finally,
it is worth mentioning the research done by [15] that can be considered one of
the few papers dealing with path planning strategies destined for a based UAVs
network. The authors compared deterministic and probabilistic path planning
strategies for autonomous drones to explore a given area with obstacles and to
provide an overview image. The results showed that although the determinis-
tic approach could provide a solution it requires more knowledge and time to
generate a plan. However, the probabilistic approaches are flexible and adaptive.

To the best of our knowledge, none of the above works have investigated UAV
path planning problem assuming that UAV uses terrestrial wireless networks to
transmit its locations.

3 Path Planning Problem Formulation

3.1 Problem Statement and System Description

In this paper, we are considering a package delivery services using UAVs. Basi-
cally, a UAV has to deliver a package from a depot to a predetermined destination
or consumer. In this frame, the system is modeled as 2D area A without any
obstacle. The projection of the flying area is represented by a rectangular with
length of xmax and a width of ymax. We suppose that the drone Drone keeps the
same altitude h from the starting point O to the destination D. A set of wireless
receivers or Base stations BS = {BS1, BS2, ....BSn} is deployed randomly at
different altitudes in order to provide a wireless access infrastructure. In addi-
tion, we assume a partially noisy environment with the existence of a certain
number of noise nodes Noise = {NN1, NN2, ....NNn} deployed within A and use
the wireless infrastructure as an access network. We also consider that the drone
has a limited flight autonomy Υ and equipped with a wireless interface in order
to communicate with the other Base stations. The latter has a short sensing
range compared to the size of the region of interest. Moreover, we consider that
A is discretized into C hexagonal Area Units (AU ) of the same dimension. The
transition cost between two neighbor cells depicts certain reliability of communi-
cation, i.e. a certain probability that the communication is not interrupted and
has a specified Packet Reception Rate PRR.
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Our goal is to determine a path or a set of paths that optimize the drone
localization and tracking using a wireless network, such as cellular or IEEE
802.11x technologies. For this purpose, we assume that after each period T drone
generates a message of size D bits containing its identification, its position and
speed. The on-board wireless interface tries to send each generated message
to the remote UAV monitoring and controlling system via the BS while the
jamming nodes attempt to exhaust and to overload the network by sending
messages in a continuous and unpredictable manner to the BS. For that reason,
a message can be corrupted or lost due to possible interference and collisions.
The opportunity to transmit also depends on the radio coverage, the capacity of
the related wireless technology and the drone’s location.

The basic concept in building the probability map in this paper is differ-
ent to the probability grid-based in our previous work. Thus, in this paper,
the OMNeT++ 4.61 simulator and the INET framework were used to generate
the Received Packet Rate and the signal-to-interference-plus-noise ratio SINR
maps. Thereby, for each cell C the Received Packet Rate RPR is computed as
the proportion of received messages over generated ones and the values of the
SINR.

3.2 Problem Formulation

In order to describe the proposed mathematical model that represents the opti-
mum path planning problem, it is useful to introduce the following notations
and definitions.

First, we model the problem with the help of a directed and valued graph
G consisting of n hexagonal cells c, where the valuation of an arc is comprised
between 0 and 1, indicating the packet error delivery on that arc. The unit cost
for using the arc going from node i to node j is cij . The flow going that way is
denoted by a binary variable xij

xij =
{

1, if the drone moves from AU i to AU j
0, otherwise. (1)

The cost of a path represents its reliability and it is set to the product of the
RPR of each cell forming the resulted path.

Pathcost =
n∏

i=1

n∏
j=1

RPRij ∗ xij (2)

As, the RPRij is comprised between ]0, 1], this means more we add a new
cell to the path more the path cost is low. Thus, the mathematical formulation
of the optimal drone path planning problem is reported as follows:

minimize
∑
i∈A

∑
j∈A

ci,jxij (3)
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and

maximize
n∏

i=1

n∏
j=1

(PRRi,j)xij (4)

The objectives functions (3) and (4) represent respectively the distance or
the delivery delay that should be minimized between the start point O and the
destination D and the drone tracking possibility that should be maximized, by
passing through cells with highest Received Packet Rate.

In addition to the last two objectives we add a last objective that aims
to minimize the tracking time loss of the drone, by avoiding to pass through
several adjacent cells with low RPR. Basically, we need to maximize a given
cost function noted as f . For example, as illustrated in Fig. 2, if we have to
choose between the paths a (0.9, 0.9, 0.9, 0.1, 0.1, 0.1) and b (0.9, 0.1, 0.9, 0.1,
0.9, 0.1) with the same distance and the same average packet delivery ratio, than
the score function f has to privilege the solution b rather than a. The privilege
of the solution b is motivated by the fact that we have less adjacent cells with
low packet delivery probability. The main benefit of this choice is to have the
communication rupture spaced out on the time rather than having a long time
with no communication.

Fig. 2. Example of paths with the same cost

To this end, we need to analyze the cells data in terms of RPR values and
their positions in the path by creating series of averages of different subsets of
the full path. Basically, given K a path and the subset size equals to 2, the first
element of the moving average is obtained by taking the average of the initial
fixed subset of the number series. Then the subset is modified by shifting forward,
excluding the first number of the series and including the next number following
the original subset in the series. This creates a new subset of numbers K, which
is averaged. This kind of mathematical transformation is also used in the signal
processing in order to mitigate the higher frequencies and to retain only the
low frequencies or the contrary. The principle of moving averages is interesting,
especially when it comes time to make predictions. Basically, this is about to
calculate an average data based on the most recent results in order to create
forecasts. Thus, it is assumed that the most recent data are more important or
more meaningful than older data.
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Let’s consider f(K) the score function and K is the path to analyze,
where K = {RPR1;RPR2; ....RPRn} with RPR1, RPR2,... RPRn are the
Received Packet Rate at the cells c1, c2, ...cn constituting the given path k
and K = {K1;K2; ....Kn−1} where Ki = (RPRi + RPRi+1)/2. Finally, since
the geometric average is less sensitive than the arithmetic average to the highest
or lowest values of a series, we propose the following cost function:

f(K) = n−1

√√√√n−1∏
i=1

Ki (5)

In addition to the last objectives we add a constraint related to the UAV’s
maximal flight distance:

∑
i∈A

∑
j∈A

ci,jxij < δ (6)

where δ is the maximum distance that the UAV could perform, taking in account
UAV autonomy, speed and package weight.

3.3 Path Computation

Different shortest path algorithms exist like A*, Dijkstra, Bellman-Ford and
others. Our proposal is based and adapted from Dijkkstra algorithms. The latest
is one of the most common and effective algorithms used to search the shortest
path between two vertices in a graph in terms of distance. For our case, we
adapt the Dijkstra algorithm to find the shortest path with high communication
reliability and high packet reception.

Since we are dealing with probabilities, the best way to find the shortest path
with high Received Packet Rate is to seek for a path where the product of the
probabilities RPRi of the visited cells that constitute a given path is maximized.
This also guarantees that if each time a cell is added to a path, the product of
the probabilities decreases.

In this case, our algorithm first starts by initializing the cost of the origin
cell co to 1. The cost of the remaining cells is set to 0. Starting from the origin
point, we built step by step a set of P marked cells. For each marked cell ci,
the cost is equal to the product of the Received Packet Rate probabilities of all
predecessors cells. At each step, we select an unmarked vertex cj whose cost is
the highest among all vertexes not marked, then we mark cj and we update from
cj the estimated costs of unmarked successors of cj . We repeat until exhaustion
unmarked vertices.

Based on the above algorithm, we also derived a set of near optimal paths.
In fact, the solution was extended to compromise localization data delivery rates
and distance between the starting point and the destination with the respect of
the drone autonomy. To this end, if the length of the optimal path is greater
than the drone autonomy or simply, the operator would to have multiple choice
of short paths, then we re-execute the function above until we get the desired
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solution and for each execution we set the RPR of the cells of the obtained path
to ε, where ε is a small non-null value. This allows us to generate a new path
totally different from the previous one. All these paths can then be compared
using the cost function f .

4 Results

In this section we evaluate our proposed algorithm to generate optimal and near
optimal paths for a drone to deliver packages from a start point to a given des-
tination. Two main objectives were fixed, first, to ensure a maximum tracking
and localization time of the drone along with its flight while the second one was
to minimize the length of the path in accordance with the drone flight autonomy
and the capacity of its battery. Thus, we assess the algorithm in different scenar-
ios. Using OMNET++ simulator, we generate the RPR map for a given altitude and
in the presence of a given number of nodes using the wireless network. Basically,
in order to increase the packet losses we can increase the altitude of the drone
or the number of nodes acting as noisy nodes. In the following, we provide some
results according to the simulation parameters summarized in the Table 1.

Table 1. Simulation parameters

Area X = Y = 1000 m

AU radius (constant) a = 5 m

BSs 10

Noise nodes 10, 20, 30, 40, 50

UAV altitude 60 m

D 200 bytes

Pt 20 dBm (100 mW)

Background noise power −72 dBm

Path loss type Two ray ground reflection

Antennas gains Ge = Gr = 10 dBi

Carrier frequency 2.4 GHz

Figure 3a and b represents respectively the shortest path with highest RPR
(optimal path) at 60 m of altitude with the presence of 20 and 50 noise nodes.
Since the problem is new and there is no other similar algorithm in the literature,
we compare the resulted paths to the shortest path using the well-known Dijkstra
algorithm.

The set of paths illustrated in the Fig. 3c represents the near optimal paths
calculated by our algorithm. As indicated in the Fig. 4, our proposed solution is
able to provide other paths, called near optimal paths shorter than the optimal
one but eventually with less important RPR. It is clear that even for the shortest
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near optimal path with a distance almost equal to the Dijkstra short path length,
the RPR is even important. The relationship between path length and RPR is
shown in Fig. 4. It proves the efficiency of our solution to find more than one
optimal paths with different lengths and RPRs. More the path is longer more
the RPR is important.

Fig. 3. Optimal and near optimal paths, h= 60 m

Fig. 4. Near Optimal paths with respective length and RPR

To understand more the impact of the noisy environment on the path length
and quality, we varied the number of the nodes simulating the noisy environment,
we fixed the drone altitude to 60 m and we measure the length of the optimal
paths and their respective RPRs. If we increase the number of noise nodes, we
gradually decrease the quality of the signal and subsequently the RPR and the
path length decrease too as shown in the Figs. 5 and 6.

It’s clear that bad quality of the signal and a noisy environment cause a low
RPR; But how it can affect the path length? This can be explained as follows:
with an excellent radio coverage, the drone tends to be attracted to the cells
with higher SINR, which represent the BS locations. And as we go along with a
bad or a noisy radio coverage, the drone tends to take the shortest path to its
destination.
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Fig. 5. Path lengths with different
number of noise nodes, h= 60 m

Fig. 6. Received packets rate with dif-
ferent number of noise nodes, h = 60m

5 Conclusion

In this paper, we propose a path planning algorithm for UAV. Our approach
doesn’t only generate one single optimal solution but a number of other near
optimal paths with a trade-off between length distance and probability of local-
ization determined by the drone flight autonomy. Therefore, the operator who is
in charge of tracking the drones for package delivery missions can choose the best
path suited to the need of localization and tracking but also to the capability of
the UAV in terms of energy autonomy. More precisely, if identification, localiza-
tion and tracking is the main concern than he can choose the longer path which
insures a high communication probability and if the UAV energy autonomy is a
priority than the operator has the possibility to choose the suitable path length
according to the battery duration.
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Abstract. In the last decades, smart power wheelchairs have being used
by people with motor skill impairment in order to improve their auton-
omy, independence and quality of life. The most recent power wheelchairs
feature many technological devices, such as laser scanners to provide
automatic obstacle detection or robotic arms to perform simple opera-
tions like pick and place. However, if a motor skill impaired user was
able to control a very complex robotic arm, paradoxically he would not
need it. For that reason, in this paper we present an autonomous control
system based on Computer Vision algorithms which allows the user to
interact with buttons or elevator panels via a robotic arm in a simple and
easy way. Scale-Invariant Feature Transform (SIFT) algorithm has been
used to detect and track buttons. Objects detected by SIFT are mapped
in a tridimensional reference system collected with Parallel and Tracking
Mapping (PTAM) algorithm. Real word coordinates are obtained using a
Maximum-Likelihood estimator, fusing the PTAM coordinates with dis-
tance information provided by a proximity sensor. The visual servoing
algorithm has been developed in Robotic Operative System (ROS) Envi-
ronment, in which the previous algorithms are implemented as different
nodes. Performances have been analyzed in a test scenario, obtaining
good results on the real position of the selected objects.

Keywords: Robotic arm · Power wheelchair · Visual Servoing · PBVS ·
Eye-in-hand · Computer Vision · SIFT · Features extraction · PTAM ·
ROS · Human machine interface · Assistive technology · Open-source

1 Introduction and State of the Art Presentation

Nowadays many people are affected by motor skill impairments and their number
is constantly increasing. The cardinal causes are often various kinds of diseases
associated with age, neurologic and muscular disorders like SMA (Spinal Muscu-
lar Atrophy), Muscular Dystrophy, Multiple Sclerosis and Duchenne Dystrophy
or Cerebral Palsy, but there are many other reasons that can cause mobility
impairments, for example injuries derived by a car/motorbike/work accident.
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The possibility of moving in an autonomous way gives individuals a remarkable
physical and psychological sense of well-being. Electric-powered wheelchairs are
often a suitable option for those who are unable to self-propel a manual wheel-
chair. These wheelchairs are available on the market in a wide variety of seat
widths, depths and heights, and feature a number of armrest, leg rest and seating
options.

Electric-powered wheelchairs are typically controlled by a joystick, but
higher-end models offer a multitude of alternative control options such as prox-
imity switches, sip-n-puff, head arrays, infrared switches and magnetic angle
sensors just to name a few. This way they can be also used by people with
severe motor skill impairments. Driving a power wheelchair is still a quite dif-
ficult task for people with low vision, visual field reduction, spasticity, tremors,
or cognitive deficits. In order to give also to these people a higher degree of
autonomy, and to lighten the duties of those who assist them, a large number of
solutions have been studied by researchers since the 1980s, by using technologies
originally developed for mobile robots to create the so called smart wheelchairs.

A smart wheelchair typically is a standard powered wheelchair with the addi-
tion of a set of sensors to collect environmental data and a computer unit to
process them and to find obstacles and hazards. One of the first examples of
autonomous wheelchairs is proposed in [1], where a wheelchair is equipped with
sonars and a vision system to identify landmarks and correct the trajectory in
a hallway.

Recently, more sophisticated systems also implement robotic arms for gesture
emulation, such as interacting with objects like bottles, glasses, buttons etc. On
the market there are just a few examples of Wheelchair Mounted Robotic Arm
(WMRA) systems, such as:

– The Manus WMRA (Fig. 1a), manufactured by Exact Dynamics. This system,
developed since the mid of 80s, entered in production at the beginning of the
90s and consists in a 6 DOF arm that can be programmed in a manner
comparable to industrial robotic manipulators [2].

– The Raptor WMRA (Fig. 1b), manufactured by Applied Resources. This
manipulator is much simpler in respect of the Manus one. Indeed it has 4
DOF robotic arm that can be directly controlled with either a joystick or a
10-button controller [3]. Typically, the joystick that controls the manipulator
arm is located on the armrest opposite to the input device that controls the
steering of the power wheelchair.

Systems like the one presented in [3] require the user to manually control
the arm position and move it to the desired place. Performing tasks that need
high accuracy and precise gestures, such as button pressing, could be very hard
for people with severe motor skill disability using this kind of control. For that
reason, more autonoums solutions are usually preferred.

For example, in the work presented in [4] authors follow a very promising
Eye-in-Hand approach designing a WMRA system. It consists in a 7-DoF wheel-
chair mounted robotic arm (WMRA) with a camera placed in the end-effector.
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Fig. 1. Manus & Raptor robotic arm

The robotic arm control system uses an Image Based Visual Servoing (IBVS)
approach described with a Speeded Up Robust local Features detection (SURF)
algorithm in order to detect the features from the camera picture. In an IBVS
system, the arm is controlled through information about the distance of the
object from a desired position in the image plane, without the necessity of a
pose estimation of the target.

Another example is presented in [5], in which a robotic arm is used to press
a recognized buttons. In this experiment an IBVS system is implemented in a
Raspberry Pi board, using a Raspberry Pi Camera module and a Touch Screen.
From an user point of view, the control of the arm is very simple: the video
captured by the camera is processed and showed on the screen and the user just
have to select which button he wants to press with the robotic arm, then it will
move autonomously to the target. Using a Linux based device and a monocular
camera - implemented in mobile phones and tablets - increases the portability
of the system, also leading to a low-cost, light and small solution. A simple
setup like this will have although very reduced computational capability due to
the performance of the involved board, which leads to limited computer vision
performance.

In our work, we present a system to be used in a Position Based Visual Ser-
voing (PBVS). The system setup is similar to [5], but a parallelization of the
processing is possible thanks to the use of Robotic Operative System (ROS)
environment, that allows to map different tasks into different “ROS nodes”,
increasing the computer vision performance and the quality of the control feed-
back. Differently from the IBVS approach, the PBVS controls the arm via real
world coordinates, estimating the pose of the target, giving the arm control node
accurate information about the position of the tracked objects.
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2 System Description

Our project aims to help people with motor skill impairments to interact with the
surrounding environment by performing simple gestures like pressing buttons,
knocking on doors, etc. Among these tasks the most complex and computa-
tionally intensive is certainly an elevator panel interaction. In this situation the
control system shall detect the buttons, track the selected one and control the
arm in order to reach it. That is why in this project we focused mainly on this
scenario.

The utilized hardware consists of:

– A 5 Degrees of Freedom (DOF) robotic arm
– A Raspberry Pi 3 Model B
– A Raspberry Camera Module V1.3
– A Linux Laptop
– A HCSR-04 Ultrasonic Proximity Sensor

The Raspberry Camera Module is a light camera capable of capturing video
at up to 1080p at 30 fps. Thanks to its small dimensions it can be easily placed on
the end effector of a robotic arm without interacting with the motor movements.
The HCSR-04 proximity sensor is also connected to the Raspberry Pi 3 Board,
using the GPIO port. This sensor provides a wide range of measurements, from
2 cm to 400 cm with an accuracy of 3 mm. In Fig. 2 we can see the complete
setup of the Raspberry Pi module, which is connected via Wi-Fi to a Linux-
based computer.

As previously described, the software architecture is developed in a ROS
environment, both on the Raspberry Pi and on the Linux Workstation. The

Fig. 2. The Raspberry Pi Setup, including Camera Module and HCSR-04 sensor
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Fig. 3. The robotic arm

Fig. 4. End effector and camera module

Raspberry board holds two ROS nodes, one controlling the camera and publish-
ing video frames with a resolution of 640× 480, the other polling the proximity
sensor, calculating and publishing the object distance. The Workstation runs the
ROS master node, the Computer Vision node, the Parallel Tracking and Map-
ping node and the Scale Extimation node. The information obtained by this
system will be sent to the ROS robotic arm controller nodes, which will handle
the Inverse Kinematics and the calculation of the arm’s joints positions. Figure 3
shows the robotic arm used in this project, while Fig. 4 shows the end effector
on which the camera module is mounted.

3 Computer Vision

The Computer Vision task consists in elaborating frames in order to detect the
buttons’ position in the robot reference frame. After the user selects one of them,
the system shall track the selected button, calculating its position in real world
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Fig. 5. SIFT extracted features matched to the ROI keypoints

coordinates, in order to provide them to the robotic arm controller in a Position
Based Visual Servoing (PBVS) approach. In order to do this, we can separate
the computer vision architecture into four different parts:

– Shape detection, in which buttons are detected through their shape;
– Features extraction, using the Scale-Invariant Feature Transform (SIFT)

algorithm;
– Parallel Tracking and Mapping, to extract the 3D information out of a monoc-

ular camera video;
– Scale estimation and 3D reprojection of the tracked button.

The shape detection is processed via a prebuilt OpenCV function that pro-
vides circles centers and radiuses. SIFT algorithm is applied on a small Region
of Interest (ROI) around the selected button. In the following frames, the Com-
puter Vision node will extract SIFT features and match them to the ROI ones
using Fast Library Approximate Nearest Neighbor (FLANN) [6], realizing the
visual tracking of the button. Figure 5 shows extracted keypoints matched to the
original button ones.

Parallel Tracking and Mapping [7] algorithm is used to generate a pointcloud
of the environment seen by the camera, as shown in Fig. 6. However the informa-
tion coming from PTAM is not sufficient to obtain real world dimensions since
the pointcloud is scaled by an unknown λ scale factor. A Maximum-Likelihood
Estimation method [8] is used to estimate λ, getting information from the PTAM
pointcloud and the distance provided by an ultrasound proximity sensor.

In order to obtain the button 3D position we need to relate the detected but-
ton in the image plane to the pointcloud points. For that reason, it is necessary
to project the pointcloud into the image plane, as shown in Fig. 7.
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Fig. 6. Generated pointcloud by PTAM

In Eq. 1 is expressed the relationship between the two coordinate systems.
The parameters fx and fy are the focal lengths of the camera, cx and cy are
the optical centers. Those parameters are extracted via the OpenCV camera
calibration routine. ⎧

⎪⎨

⎪⎩

xi = fx ∗ Xc

Zc
+ cx

yi = fy ∗ Yc

Zc
+ cy

(1)

In order to find the real world coordinates Xc, Yc, Zc, another equation is
needed.

Fig. 7. Real world coordinates and image plane coordinates
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The 3D points are projected to the camera plane and the points close to the
target are selected. Then a plane is fitted between those points in the real world
coordinate system with a Least Squares method.

The plane parameters a, b, c, d obtained from the previous step are used in
Eq. 2

a ∗ Xc + b ∗ Yc + c ∗ Zc + d = 0 (2)

The real world button position is finally calculated in Eq. 3 from Eqs. 1 and
2 using the obtained plane parameters and the camera optical center and focal
lengths.

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Xc =
(xi − cx) ∗ Zc

fx

Yc =
(yi − cy) ∗ Zc

fy

Zc = − d

a ∗ xi − cx
fx

+ b ∗ yi − cy
fy

+ c

(3)

4 Results

The system was tested in a controlled environment: the camera is positioned at a
distance range of [18–50] cm. Figure 8 shows measurements taken on the principal
camera axis. Table 1 shows the performance of the system in this situation.

Table 1. System performance on principal axis measurement

Min error Max error Std deviation Mean absolute error R2

0.05 cm 0.95 cm 0.36 cm 0.31 cm 0.99%
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Fig. 8. Real vs. measured distance between end effector and object
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5 Conclusion

In this paper we presented a system that calculates the real world coordinates
of tracked objects in order to control a robotic arm with a PBVS approach.

The advantage of using a PBVS approach is to have accurate information of
the 3D surroundings, allowing a simple implementation of the arm control algo-
rithm to generate the arm movement trajectory. The use of the ROS environment
leads to a modularity of the software architecture, making the implementation
of new features possible without modifying the other ROS nodes. In addition,
executing tasks in different nodes allows to split the calculations into different
machines. Finally ROS and all the other softwares and libraries used are open
source, and in combination with the Raspberry Pi and Camera Module, realize
a low-cost and portable system, simplifying the algorithms implementation. In
the next future the computer vision algorithm will be embedded into the robotic
arm framework.

Acknowledgment. This research was supported by Fondazione Cassa di Risparmio
di Lucca in the framework of the project “RIMEDIO: Il braccio Robotico Intelligente
per Migliorare l’autonomia delle pErsone con DIsabilità mOtoria”.
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Abstract. Preservation and restoration of ancient mosaics is a crucial
activity for the perpetuation of cultural heritage of many countries. Such
an activity is usually based on manual procedures which are typically
lengthy and costly. Digital imaging technologies have a great potential
in this important application domain, from a number of points of view
including smaller costs and much broader functionalities. In this work, we
propose a mosaic-oriented image segmentation algorithm aimed at iden-
tifying automatically the tiles composing a mosaic based solely on an
image of the mosaic itself. Our proposal consists of a Genetic Algorithm,
in which we represent each candidate segmentation with a set of quad-
rangles whose shapes and positions are modified during an evolutionary
search based on multi-objective optimization. We evaluate our proposal
in detail on a set of real mosaics which differ in age and style. The results
are highly promising and in line with the current state-of-the-art.

Keywords: Multi-objective optimization · Cultural heritage · Image
processing

1 Introduction

A mosaic is a painting made with small pieces of stone, ceramic, glass or other
similar materials of various shapes and colors (called tiles or tessellae) tied
together by plaster or other binder to form geometrical or figurative decorative
compositions. Mosaics have a long history, became widespread in ancient times
and represent an essential component in the cultural heritage of many countries.
Preservation and restoration of ancient mosaics is thus an important activity,
usually requiring lengthy and costly procedures based on manual acquisition of
the contour of each single tile over a semi-transparent paper superimposed to
the mosaic.

Modern digital imaging technologies may be a great help in this respect,
as tile contours could be collected much more quickly, more cheaply and more
accurately with a suitable image segmentation algorithm applied to a digital
image of the mosaic. In fact, a “digital model” of a mosaic may enable a full
range of radically novel approaches and solutions in this area, ranging from
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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analysis of the distribution in large mosaics of tile shapes or of filler between
tiles, to construction of 3D models to be browsed and zoomed interactively.

To the best of our knowledge, there is only one mosaic-oriented segmentation
algorithm that has been proposed in the literature [1]. The performance of the
cited work has been assessed and compared to general purpose segmentation
algorithms recently [2]. In this work, we propose and evaluate a novel mosaic-
oriented image segmentation method. Our proposal consists of an evolutionary
procedure based on a Genetic Algorithm (GA) [3,4]. We represent each candidate
segmentation as a fixed-size set of quadrangles and quantify its quality based on
two indexes that can be calculated without knowing the ideal segmentation in
advance. This property is essential in order to make our approach really practi-
cal. Such indexes assess the average color dissimilarity within each quadrangle
(i.e., tile) and the average color similarity within adjacent quadrangles. We con-
struct a set of different candidate segmentations and then modify such candidate
segmentations stochastically for a predefined set of iterations, according to an
evolutionary paradigm. We drive evolution with a multi-objective optimization
algorithm aimed at minimizing the two indexes mentioned above and associated
with each candidate segmentation.

We assess our proposal on 5 real mosaics which differ in age and style and
have been used in [2]. We analyze the behavior of our proposal in different
flavours, by varying the representation of a candidate segmentation, the criterion
for choosing among the resulting candidate segmentations and the number of
candidate segmentations. The results are highly promising and in line with the
best result in the literature [1,2].

2 Related Work

Image segmentation amounts to partitioning the pixels into groups according to
some criterion, e.g., color similarity. Another, more difficult to evaluate, par-
titioning criterion consists in grouping pixels depending on the object they
belong to. Image segmentation is one of the oldest and most extensively studied
problems in Computer Vision, dating back to the early seventies [5]. A general
overview can be found, for instance, in [6,7].

One of the many possible approaches to image segmentation is based on
optimization: the segmented image acts as the minimizer of a suitable objective
function, depending on the original image and on the labeling of individual pixels
in the segmented image itself. Choice of a suitable objective function is clearly
crucial. Optimization-based segmentation methods may be classified depending
on (i) the representation of the candidate solutions, and (ii) the optimization
technique used for finding the minimizer.

The simplest representation for a candidate segmentation is a labeled image,
i.e., a matrix containing the label assigned to each of the pixels. A more compact
and widely employed kind of representation is based on deformable models. A
taxonomy of deformable models in the context of optimization based image
segmentation can be found in [8]. Roughly speaking, deformable models can
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be thought of as flexible shapes that can be placed over the image and suitably
adapted to match the regions in it. There may be either a fixed or a variable
number of models and they may be defined either implicitly (for instance by
means of the level sets of a proper function [9]) or explicitly (for instance as
polygons whose vertices are decision variables [10]).

Concerning the optimization technique, the approaches used in practice rely
on an objective function that is not convex and thus may be characterized by
many local extrema. Furthermore, the solution space (i.e., the set of all possible
segmentations for a given image) is huge and cannot be exhaustively explored.
These facts motivate the resort to metaheuristics [11], which can be partitioned in
(i) trajectory methods, in which the search process can be seen as the evolution in
discrete time of a dynamical system; and, (ii) population-based methods, which
iteratively modify a set of candidate solutions thus the search process can be
seen as the evolution in discrete time of a set of points in the solution space.

The method presented in this work is based on a particular kind of deformable
models, i.e., parametrized convex polygons, and a population-based metaheuris-
tic, i.e., GA. An extensive survey of optimization-based segmentation methods
based on deformable models and metaheuristics is reported in [8], while a review
of segmentation methods based on GA can be found in [12].

3 Our Method

We consider the problem of the segmentation of a mosaic image, i.e., assigning a
label to each pixel of the image: adjacent pixels in the segmented image with the
same label belong to the same region. Ideally, regions in a mosaic image which
has been correctly segmented exactly correspond to mosaic tessellae.

Formally, we denote by S the segmentation method, i.e., a function which
assigns a label S(p) to each pixel p of the image I. We assume that the range
of S includes a special value ∅ which should be assigned to pixels which do
not belong to any mosaic tessella, but instead correspond to the filler, i.e., the
cemented network between tessellae.

The quality of a segmentation of a mosaic image can be assessed objectively
by comparing it against a manual labeling of that image [2]. In detail, let TI

be the ground truth for a mosaic image I and let S(I) be the segmentation
obtained by applying a method S to I. Three objective indexes can be computed
to compare S(I) against TI , the average tile precision Prec(S(I), TI), the average
tile recall Rec(S(I), TI), and the tile count error Count(S(I), TI):

Prec(S(I), TI) =
1

|TI |
∑

T∈TI

maxR∈S(I) |R ∩ T |
|R| (1)

Rec(S(I), TI) =
1

|TI |
∑

T∈TI

maxR∈S(I) |R ∩ T |
|T | (2)
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Count(S(I), TI) =
abs(|TI | − |S(I)|)

|TI |
(3)

where |R| is the number of pixels which belong to a region R and |R ∩ T | is the
number of pixels which belong both to R and T . In an optimal segmentation,
precision and recall are equal to 1 and the tile count error is equal to 0. The
former two indexes may be summarized in the F-measure index, which is the
harmonic mean of precision and recall.

The goal of this work is to propose a new segmentation method which
improves the state-of-the-art on mosaic images segmentation. We propose to
use GA for segmenting mosaic images: a population of individuals—i.e., candi-
date segmentations—is iteratively evolved trying to maximize their quality. In
next sections, we describe how we represent a candidate segmentation S(I) in the
GA framework and how we assess it; finally, we discuss other general GA-related
choices.

3.1 Solution Representation

A segmentation S(I) is a set of regions of the image: since we are interested in
segmenting mosaic images, regions should be able to describe mosaic tessellae,
which, in general, are convex polygons, often with 4 vertexes. For this reason, we
chose a representation which consists of a fixed-size set of convex quadrangles
S(I) = {q1, . . . , qn}, defined by means of their position within the image I and
their size. We explored two variants: one in which each quadrangle q of S(I)
is a “rotated rectangle” and one in which each quadrangle q is a “rotated and
deformed square”.

More in detail, in the rectangle-based representation, each quadrangle is
defined as q(i) = (Δx(i),Δy(i), w(i), h(i), φ(i)) where Δx(i) and Δy(i) are the
offsets of the rectangle center of gravity with respect to a fixed point (x(i), y(i))
in the Cartesian coordinate system of the image, w(i) and h(i) are the rectan-
gle width and height, and φ(i) is the angle of rotation of the rectangle. The
domain of each component of the rectangle-based representation is the same for
each rectangle and depends on a parameter s whose value has to be determined
before the segmentation of the image I: s represents the size in pixel of an ideal
average squared tessella of the mosaic and can be roughly estimated by a human
operator who inspects the mosaic image. In particular, Δx(i),Δy(i) ∈

[
− 1

2s, 1
2s

]
,

w(i), h(i) ∈
[
1
2s, 2s

]
and φ(i) ∈

[
− 1

2π, 1
2π

]
, for each i. The number n of rectan-

gles in the segmentation and the reference position (x(i), y(i)) of each rectangle
are determined using s, the width wI , and height hI of the input image I, as
follows. First, we determine the number nw =

⌊
wI

s

⌋
and nh =

⌊
hI

s

⌋
of rectan-

gles along the x and y axes of the image, respectively. Then, we set n = nwnh,
x(i) = ((i − 1) modnw) wI

s + 1
2s, and y(i) =

⌊
i

nw

⌋
hI

s + 1
2s, where imodnw is the

remainder of the division between i and nw, and
⌊

i
nw

⌋
is the floor value of i

nw
.

In other words, given s, a grid of nw × nh square cells is built on the image I
and each (x(i), y(i)) is the center of a grid cell.
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In the deformed-square-based representation, each quadrangle is defined as
q(i) = (Δx(i),Δy(i),Δx

(i)
1 ,Δy

(i)
1 , . . . , Δx

(i)
4 ,Δy

(i)
4 , φ(i)) where Δx(i), Δy(i), and

φ(i) have the same meaning and domain as in the rectangle-based representation;
similarly, the number n of quadrangles in the segmentation and their reference
positions (x(i), y(i)) are determined from s, wI , hI as described above. Concerning
the other components, each pair Δx

(i)
j ,Δy

(i)
j represents the offsets of the jth

quadrangle vertex with respect to the corresponding vertex of a square with the
same center and with side size equal to s, before the rotation. We set a single
domain for all those components which is

[
− 1

4s, 1
4s

]
, i.e., the actual position of

each vertex of the quadrangle can be moved, in each direction, at most a quarter
of side size away from its reference position. It can be proven that

[
− 1

4s, 1
4s

]

is the largest domain for which the convexity for a quadrangle defined in this
way is granted: despite the convexity of the region is not an intrinsic property
of mosaic tessellae, we chose to impose this constraint because it allows a faster
computation of aggregate features of pixels within the quadrangle, which is what
we do for computing the fitness (see next section). By the way, our experience
suggests that mosaic tessellae are in general convex.

3.2 Fitness Function

The quality of a candidate segmentation S(I) can be expressed in terms of
precision, recall, and count error. Those indexes can be computed only if a ground
truth TI is available for the image I. However, when segmenting a mosaic image
in a real deployment, TI is not available; hence, it follows that they cannot be
used to drive the evolution.

In order to overcome this limitation, we use two other indexes as fitness:
the in-tile color dissimilarity Din and the out-tile color dissimilarity Dout. Intu-
itively, the former quantifies, for each region of the candidate segmentation, how
different is the color among the region pixels; the latter quantifies, for each region,
how different is the average color inside the region with respect to the average
color of an external band around the region. If a region correctly superimposes a
mosaic tessella on the image, the region in-tile color dissimilarity is low and the
out-tile color dissimilarity is high. In order to drive the evolution considering the
entire segmentation, Din and Dout are the averages across all regions in S(I):

Din =
1

|S(I)|
∑

R∈S(I)

(
σR
L∗ + σR

a∗ + σR
b∗

)

Dout =
1

|S(I)|
∑

R∈S(I)

√(
μR
L∗ − μ

R̄\R
L∗

)2

+
(
μR
a∗ − μ

R̄\R
a∗

)2

+
(
μR
b∗ − μ

R̄\R
b∗

)2

where σR
L∗ , σR

a∗ , and σR
b∗ are the standard deviations of the L∗, a∗ and b∗ channel

values of the pixels within the region R (in the CIE-Lab color space), μR
L∗ , μR

a∗ ,
and μR

b∗ are the corresponding mean values, and R̄ is a region which has the same
center of gravity of R but is scaled by a factor β = 1.2—i.e., R̄ is 20% larger
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than R, hence the out-tile color dissimilarity Dout is computed considering the
impact on color of the region expansion.

It can be noted that the objectives deriving from the two indexes are not
strictly anti-correlated by design. On the other hand, there is a region of the
search space in which Din does not improve and Dout does worsen, correspond-
ing to regions slightly smaller than the actual tile. Indeed, we observed experi-
mentally that this trade-off is beneficial to the overall evolution.

3.3 GA Parameters and Best Selection

We used NSGA-II [13] as the actual GA-based optimization algorithm. Concern-
ing the genetic operators used to generate new offspring, we used three operators:
crossover, uniform mutation, and Gaussian mutation, respectively applied with
a probability of 0.8, 0.1, and 0.1.

The crossover operator works as follows: given two segmentations S′(I) and
S′′(i), a new segmentation S(I) is generated such that the ith component of the
jth region of S(I) has one of the two values of the corresponding ith components
in the jth regions of the parents S′(I) and S′′(i), with equal probability. Note
that, in this way, the value of each component in S(I) is granted to stay within
the proper domain.

The uniform and Gaussian mutation operators work as follows: given a seg-
mentation S′(I), a new segmentation S(I) is generated such that the ith compo-
nent of the jth region of S(I) has the same value of the corresponding component
in S′(I) with probability 1 − 2

|S′(I)|nc
and has a new randomly generated value

with probability 2
|S′(I)|nc

, where nc is the number of components in the rep-
resentation for each region (i.e., nc = 5 in the rectangle-based representation
and nc = 11 in the deformed-square-representation). The new value is chosen
according to a uniform distribution within the component domain by the uniform
mutation operator, and with Gaussian distribution by the Gaussian mutation
operator. For the latter, the mean is set to 0 and the standard deviation is equal
to 1

10 of the component domain width—we set this value after preliminary exper-
imentation. Values mutated with the Gaussian mutation operator are checked
and possibly adjusted to stay within their domain. Note that the number of
regions in the segmentation is never affected by the genetic operators.

Concerning the criterion for selecting the best individual upon the last gen-
eration, i.e., the actual proposed segmentation S(I) for the image I, we explored
two options, based on the two fitness function components. Considering the sub-
set of the population consisting of the individuals belonging to the first Pareto
front, we choose as best (a) the individual with the lowest in-tile color dissim-
ilarity Din, or (b) the individual with the greatest out-tile color dissimilarity
Dout.

4 Experimental Evaluation

We were interested in investigating the effectiveness of our proposed segmenta-
tion method in general and with respect to its main design choices: the solution
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representation (rectangle-based vs. deformed-square-based), the best individual
selection criterion (min Din vs. max Dout), and the population size npop.

To this end, we considered 5 mosaics which differ in age and style (see Fig. 1)
and which have already been used in [2]. For all the 5 mosaic images, we obtained
the corresponding ground truth segmentations.

(a) Bird (b) Church (c) Flower (d) Museum (e) University

Fig. 1. The five mosaics of our experimental evaluation.

We performed several experiments: in each experiment, we applied our
method to each mosaic image three times, by varying the random seed used in
the evolutionary search. For each mosaic image, we set the parameter s—which
represents the side length, in pixel, of an ideal squared tessella (see Sect. 3.1)—to

s =
√

wimghimg
nimg

, where wimg and himg are the width and height of the image, in
pixels, and nimg is the number of tessellae in the corresponding grount truth
segmentation.

Table 1 shows the main results of our experimentation obtained with npop =
50, deformed-square-based representation, and maxDout best selection criterion.
The table shows the values, averaged across the three repetitions, of the objec-
tive quality indexes presented in Sect. 3: tile count error (Count), average tile
precision (Prec), average tile recall (Rec), and F-measure (Fm). In order to pro-
vide a baseline, we also applied the state-of-the-art method, Tessella-oriented
Segmentation (TOS) [1], to the same mosaics: concerning TOS, as suggested
in [2], we set the main parameter α to the value which led to the best F-measure
on each mosaic image—differently from our method, for which we used the same
parameter values for all the mosaics.

The main finding of the results in Table 1 is that our method is, on the
average, competitive with TOS. However, there is no clear winner between the
two segmentation methods: the Count index is remarkably better for our method
(0.03 vs. 0.33), whereas Fm is better for TOS (0.658 vs. 0.544). In general, hence,
our method is better in capturing the number of tessellae, but is not particularly
accurate in determining the boundaries of each tessella in the image.

A different point of view on the effectiveness of our method, beyond the
analysis of objective indexes, is offered by Fig. 2, which shows two segmentations
of the University mosaic image obtained with our method (Fig. 2a, in the variant
of Table 1) and TOS (Fig. 2b). Again, a clear conclusion about the best method
cannot be drawn. However, it can be seen that the polygon-based representation,



240 A. Bartoli et al.

Table 1. Results of a selected variant of our method (npop = 50, deformed-square-
based representation, and maxDout best selection criterion) compared to TOS [1].

Mosaic Our method TOS

Count Prec Rec Fm Count Prec Rec Fm

Bird 0.01 0.411 0.659 0.506 0.03 0.528 0.817 0.642

Church 0.03 0.418 0.629 0.502 0.54 0.564 0.719 0.632

Flower 0.07 0.503 0.626 0.558 0.06 0.494 0.678 0.572

Museum 0.03 0.503 0.760 0.605 0.14 0.644 0.873 0.741

University 0.03 0.459 0.674 0.546 0.90 0.632 0.785 0.701

Average 0.03 0.459 0.669 0.544 0.33 0.572 0.774 0.658

which our method bases on, allows to obtain a segmentation in which pixels
deemed to belong to a tessella are clearly distinguishable from pixels deemed
to belong to the filler, the criterion being their belonging to a polygon. On
the other hand, such discrimination is not possible based on the segmentation
obtained with TOS, in which every pixel belongs to a single region and that
region provides no information about its nature (filler vs. tessella).

(a) Our method (b) TOS

Fig. 2. Two segmentations of the University mosaic image obtained with our method
(left) and TOS (right).

Tables 2 and 3 show how our main design choices affect the method effective-
ness. The Count index is not shown in these tables since it depends only on s
(which determines the number n of polygons in the segmentation) and is hence
not affected by these design choices.

The impacts of different representations and best selection criteria are shown
in Table 2. It can be seen that the representation slightly impacts on Fm:
deformed-square-based representation scores 0.543, on average, vs. 0.539 with
rectangle-based representation. Differently, the best selection criterion does not
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affect the average Fm, whereas it can be seen that it does impact on Prec and
Rec (largest Prec with min Din and largest Rec with min Dout): this finding is
consistent with the nature of Din and Dout which are intrinsically related to
precision and recall, respectively.

Table 2. Precision, recall, and F-measure obtained with npop = 50, different represen-
tations and best selection criteria.

Mosaic Rectangle maxDout Deformed-square minDin Deformed-square maxDout

Prec Rec Fm Prec Rec Fm Prec Rec Fm

Bird 0.404 0.669 0.504 0.406 0.654 0.501 0.406 0.655 0.502

Church 0.408 0.635 0.497 0.419 0.630 0.503 0.419 0.632 0.504

Flower 0.492 0.630 0.553 0.509 0.621 0.559 0.506 0.624 0.559

Museum 0.529 0.734 0.615 0.525 0.722 0.608 0.518 0.730 0.606

University 0.440 0.652 0.526 0.474 0.643 0.546 0.470 0.653 0.546

Average 0.455 0.664 0.539 0.467 0.654 0.543 0.464 0.659 0.543

Finally, Table 3 shows how the population size npop affects the effectiveness
of our method: we experimented with three values (20, 50, and 100). The results
suggest that the choice of npop = 50 is good: a significant decrease in Fm is
obtained by reducing npop to 20, whereas no significant improvement appears to
be achievable by doubling the population size. Moreover, in the latter case, the
time needed to perform a segmentation (fourth column of each group) roughly
doubles.

Table 3. Precision, recall, F-measure, and elapsed time (in s) obtained with different
population sizes, the deformed-square-based representation, and the maxDout best
selection criterion.

Mosaic npop = 20 npop = 50 npop = 100

Prec Rec Fm Time Prec Rec Fm Time Prec Rec Fm Time

Bird 0.379 0.671 0.484 2554 0.406 0.655 0.502 4824 0.411 0.659 0.506 12507

Church 0.391 0.643 0.486 2937 0.419 0.632 0.504 7482 0.418 0.629 0.502 16254

Flower 0.480 0.636 0.547 1990 0.506 0.624 0.559 5117 0.503 0.626 0.558 12864

Museum 0.490 0.728 0.585 59 0.518 0.730 0.606 158 0.503 0.760 0.605 409

University 0.416 0.672 0.514 54 0.470 0.653 0.546 156 0.459 0.674 0.546 346

Average 0.431 0.670 0.523 1519 0.464 0.659 0.543 3548 0.459 0.669 0.544 8476

5 Concluding Remarks

We have proposed and evaluated experimentally a novel mosaic-oriented image
segmentation method. The method is completely unsupervised, in the sense that
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does not require any ground truth, and is based on a GA which evolves a fixed-
size set of candidate segmentations according to a multi-objective optimization
algorithm. The performance indexes to be minimized during the search are a
measure of the average color dissimilarity within each tile and of the average
color similarity between adjacent tiles.

We have assessed our method on a set of real mosaics which differ in age and
style, by using objective measures of segmentation quality (i.e., which require a
ground truth associated with each pixel). The results are highly promising and
in-line with the existing state-of-the-art.

We believe our method may still be improved and we plan to investigate,
in particular, (a) a mechanism for taking into account the possible overlapping
among regions of the candidate segmentation, (b) the possibility of varying the
number of candidate tiles during a search dynamically, (c) the impact of suitable
image preprocessing techniques on segmentation quality.
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Abstract. Topological and structural properties of social networks, like
Twitter, is of a major importance in order to understand the nature of
user activities, for example how information propagates or how to iden-
tify influencing accounts. A deeper analysis of these properties may have
a crucial impact on the design of new applications and of existing ones.

In a social network there are different relations among nodes that can
be defined and analyzed by keeping track of how the generated links
evolve over time. So far, all evolutionary studies analyze the graph in
a cumulative way, that is, once a link is inserted in a graph it is never
eliminated [9,12]. However, in social networks like Twitter interactions
are more volatile, and after a period of life they should die.

In this paper, we consider the Retweet Graph, where links are gen-
erated by the retweet action made by an user. The life of a tweet is
limited in time, and it spans from the time it is generated, to the last
time it is retweeted. To take into account the dynamics of Twitter users,
we consider a model in which, when a tweet expires, we delete all the
edges representing the retweet action relative to this tweet and all users
corresponding to involved nodes become inactive, unless they are alive
with respect to a different retweeting activity. In particular, we define
a new version of the usual Retweet Graph, the Dynamic Retweet Graph
(DRG): when a tweet has been retweeted for the last time all the edges
related to this tweet are deleted. This allows to model the decay of tweet
relavance in Twitter. To evaluate the structural properties of a DRG,
we consider three different Twitter streams, derived by monitoring the
Twitter flow on three different contexts: two of them are based on a spe-
cific event (the 2015 Black Friday and the 2015 World Series) while the
third is the Firehose of the whole Twitter stream, filtered by the Italian
language.

We study the differences between the DRG graphs and the cor-
responding cumulative ones by comparing standard metrics for social
networks, such as average distance, clustering coefficient, in-degree and
out-degree distributions. The analysis shows an important difference
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between the cumulative graphs and the corresponding DRGs, both on
the way they grow, and on the way the observed measures evolve.

Keywords: Graph analysis · Social media · Twitter graph · Retweet
graph · Graph dynamics

1 Introduction

The analysis of the topological characteristics of graphs derived from social com-
munity systems has a remarkable significance either to derive social properties
(the degree of separation, the community detection, the degree distribution, etc.)
or to analyze the information flow (how data spread over the network, which are
the authoritative users, etc.). Twitter is largely dissimilar to other kind of social
networks mainly because all information is open to everyone. On the contrary,
on Facebook users adopt very restricted privacy policies and accessibility is only
once a friendship relation is established. Additionally, Twitter lets users act
freely, e.g. by retweeting posts, following or mentioning any account, and such
interactions among accounts result in different kinds of networks [1].

The most studied relationship is the follower/following one, also known as
the Follow Graph, and is obtained by yielding a directed edge from a vertex a
to a vertex b when a follows b. However, it is an almost static form of relation
characterized by a small effective diameter (the 90% of reachable pairs have a
minimum distance less than this value), a non-power-law in-degree distribution
(the followers distribution), and low reciprocity, which overall marks a deviation
from known features of other social networks [8]. More generally, the follow graph
shows structural properties of both a social and an information network [13].

The follow graph has also been studied in [7] in order to identify authoritative
accounts.

The Twitter dataset is prohibitive to crawl on a huge scale because of the
very restrictive policy of Twitter’s API, therefore the analysis of the follow graph
is impractical, and, moreover, it cannot be used to fully describe user interests,
because the follow graph does not contain temporal or text information [13].

A different kind of network induced by Twitterverse is the Retweet Graph. A
Retweet Graph is described as a directed graph, where nodes are accounts and
edges between nodes are when one retweets the second. Studies on the retweet
graph can be found in [2,4,6,15,16].

The graph representation of a social network is frequently used to assess the
temporal evolution of the network, and there are several mathematical models
that predict the growth and the trends evolution [4,15,18]. In these models the
graph representing the social network is considered in a cumulative way, that is
once an edge or a vertex is inserted it is never eliminated, even when the rela-
tion or the account they represent does not exist anymore (e.g. the two accounts
terminate the following/follower relationship, the retweeted tweet is obsolete,
etc.). Whilst this assumption may be still plausible in the case of the follow-
ing/follower relationship, which is inherently static because, the deletion of a
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following/follower link takes place less often, and thus a cumulative evolution-
ary graph model may be reasonable, it is largely unrealistic when considering
more dynamic relations as the retweeting one.

In this paper, in order to take into consideration the dynamics of the Twitter-
verse, we introduce a variant of the retweet graph, that is, the Dynamic Retweet
Graph (DRG, for short). The graph is built as follows: when a tweet is retweeted
for the last time, all edges associated to this tweet are removed. This assumption
would model the expiration of a tweet in Twitter.

The DRG behavior is tested against three distinct Twitter collections, derived
by monitoring the activities in three distinctive contexts: two collections refer to
a specific event (event driven), that is, they are derived by filtering the Twitter
stream using a set of words related to these specific events (the first one refers
to the 2015 Black Friday whilst the second the 2015 World Series); the third one
is the whole Italian Twitter stream, filtered by the Italian language, denoted
Italian Firehose. To derive the Italian Twitter Firehose we use a list of the most
frequently used Italian stop words and the Twitter native selection function for
languages.

We observed the evolution of the DRGs for two months and compute the basic
structural measures that are normally used to evaluate social networks. Then
we compare results on DRGs with their corresponding cumulative graphs [2], in
terms of clustering coefficient, in-degree and out-degree distributions, average
distance.

Results point out a substantial difference between the DRGs and the relative
cumulative graphs both on how they grow and the way the structural measures
evolve. Only the Italian Firehose shows a similar behavior of the cumulative
and the dynamic graph, whilst for the event driven graphs some properties show
different trends. In particular, in the case of the Italian Firehose retweet graph
the sizes of the edges and vertices sets and the considered measures do not
show discontinuity in their growth, while the event driven graphs show a skewed
distribution and reach a predictably saturation point at end of the event. The
measures for the firehose retweet graph are more similar to a social network, such
as Facebook, than to an information network, whilst the event driven retweet
graphs is the opposite.

The study of the temporal evolution of the retweet graphs is a preliminary
work in order to better understand the nature of Twitter, how trends evolve
over time, to detect both authoritative and spamming accounts, and to derive a
suitable mathematical evolutionary model of Twitter communities.

1.1 Related Work

A large literature on the evolution of Twitter [8,13] compare Twitter to other
social networks, or analyze the evolution over time of the Twitter social graph in
order to model topic trends [5,17] or model just the twitter network [5,14,15,17,
18]. One of the open problem is to assess the social nature of Twitter, whether it
is more a social network than a social media, or is both showing a double nature of
the Twitterverse [8,13]. On the other hand, the evolutionary behavior of Twitter
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is mostly studied for trends analysis. News streams in Twitter, as well as in many
other news media, show a star-like shape [5]. This shape is shown by means
of a dataset gathered on Twitter during the Iranian election on the 2009 [17],
reflecting the tendency that flows spread widely and not deeply. Starting from the
Superstar model, that represents the condensation phenomenon occurring in the
largest component of a retweet graph [4], a evolutionary mathematical model for
the retweet graph based on the density distribution of edges, and the density of
the largest connected component [14,15]. Finally, a classification method allows
to rapidly identify categories of trends by means of different triggers that starts
trends, through [18].

2 Graph Construction and Evolution

A DRG G = (V,E, �) is a graph where the vertex set V is made of Twitter
accounts and a direct edge (a, b) ∈ E exists if and only if a has retweeted at least
one tweet of b, that can be itself already a retweet. Since an user a may retweet
many tweets of b we maintain them distinct labeling the edge (a, b) with the id
of the original tweet and the timestamp on which this retweet occurs. Labels are
represented with a list �(e) associated to each edge e = (a, b), consisting of pairs
(i, t) where i is the id of a tweet and t is the timestamp in which a retweets i
from b. The pairs of �(e) are sorted for timestamps in non-decreasing order.

Starting from the information represented, for each tweet i we define the date
of birth denoted by dob(i), as the timestamp of the first retweet of i. Dually, the
date of death of i, denoted dod(i), is the timestamp of the last retweet of i. In a
formal way,

dob(i) = min
e∈E

{t : (i, t) ∈ �(e)}

and
dod(i) = max

e∈E
{t : (i, t) ∈ �(e)}.

Therefore, a tweet i is alive at time t if and only if dob(i) ≤ t ≤ dod(i).
A node v ∈ V is alive at time t if and only if there is a tweet connecting the

node v that is alive.
With the above definitions we can derive a sequence of DRG graphs Gt based

on time variation. Let Vt ⊆ V be the set of alive nodes of V at time t. The graph
Gt = (Vt, Et) at time t is a subgraph of G, when Et all edges e are relative to
alive tweets. For simplicity, we give an example. If G is the retweet graph (see
the left side of Fig. 1) then G20 coincides with G since the tweets with labels 1
or 2 are alive before the timestamp 20, according to periods in the left part of
Fig. 1. Differently, E35 contains only edges (c, a) and (a, b).

We set a 4 hours interval in our experiments, that is the series of DRGs are
(Gti)i≥0 and ti+1 − ti = 4.

In order to compare results with the corresponding cumulative graphs we use
the same data sets as in paper [2]. Among the three different collections, two
are event driven, that is filtered by using a set of words specifying two events,
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Fig. 1. On the left, a retweet graph with edges labeled with 〈i, t〉. On the right, a the
life-time interval are represented.

the 2015 Black Friday and the 2015 World Series; the last is the whole Italian
Twitter stream, also called the Italian Firehose. We filtered by the most frequent
Italian stop-words and by the Twitter native selection function for languages.
Table 1 shows the sizes of the cumulative retwet graphs of the three collections.

Table 1. Dimensions of the three cumulative graphs

Black friday World series Italian firehose

Vertices 2.7e+06 4.74e+05 2.541739e+06

Edges 3.9e+06 8.4e+05 1.3708317e+07

Tweets/edges 2.603 2.3 5.45

Tweets/vertices 3.66 4 29.4

Figure 2 describes the dimensional evolution of the three graphs over the
observation.

Fig. 2. Vertex number (blue) and edge number (green) of the Italian Firehose, World
Series, and Black Friday as a function of hours. Solid lines represent the trend of the
DGR, dashed lines represent the trend of the cumulative graphs

Figure 3 shows that the graphs densify over time, having the size edge set
growing more than the node set. A densification law for edges with respect the
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number of nodes, known as Densification Power Law (DPL) also holds for all
DRG graphs and follows a power-law [10,11].

Fig. 3. Densification Power Law holds for all three DRG graphs (Black Friday coeffi-
cient = 1.06, World Series coefficient = 1.18, Italian Firehose coefficient = 1.32). The
color change from green to red in accordance with the timestamp growth. When
approaching the end of the stream the edge number decay is more rapid than node
number decay in the case of the Italian Firehose.

Note that the event-driven graphs and the Firehose graph evolve differently:
the event-driven graphs rapidly grow near the event time and afterward they have
a gradual decline. On the contrary, we note that the Twitter Italian Firehose
DRG graph has a slower growth and a more rapid decline, maybe due to the
border effect. The DPL shows that the Firehose retweet graph behaves two ways
(green line and red line): with the green line it increases, and, afterwards, with
the red line it declines abruptly reaching the very last timestamp.

For what concern the event-driven graphs, the rapid growth near the event
can be easily established with the growing interest for the event itself. Moreover,
the slow decline suggests the diminished interest.

Concerning the Firehose graph, the increase and the decline is because of
“border effects”. Beginning from empty graph G0, we have a sequence of increas-
ing sizes before reaching a stable configuration. In a similar way, while reaching
the final state Gfinal in which the graph is again empty, the stable configuration
starts to decay. At this point the curve does not decrease vertically due to the
fact the date of death is the final time the tweet is retweeted.

3 Measures Description and Trends

3.1 Average Distance

The average distance Avg(G) is defined as follows:

Avg(G) =

∑
d≥1 d · number of pair of vertices at distance d

number of connected pairs of vertices

Figure 4a shows the evolution of the average distances. Again, the event-driven
graphs are different to the Firehose graph. In this last graph the average distance
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Fig. 4. Trend of the average distance (a) and cluster coefficient (b) in the three observed
retweet graphs: Black Friday in blue; World Series in green and Italian Firehose in red.
The DRGs are represented with solid lines and the corresponding cumulative graphs
with dashed lines.

is almost constant while in the event driven case we have a climax in proximity
of the event.

The Italian Firehose has the same distance tendency and average distance as
the corresponding cumulative graph. On the contrary, event-driven DRG graphs
are unstable and both growth and decay are very steep having reached a peak
and that they do no longer converge. Moreover, the average distance value is
much smaller than the corresponding cumulative graphs. On the contrary, event-
driven DRG graphs are very unstable and the growth and the decay are very
rapid reaching a peek and they do not converge. In addition, the average distance
magnitude of event-driven DRG graphs is much smaller than the corresponding
cumulative graphs.

3.2 Clustering Coefficient

Figure 4b shows the global clustering coefficient trend. Barrat and Weigt [3]
introduced the global clustering coefficient in the physical and mathematical
context as largely used in social sciences. Clustering coefficient correlates to the
probability of obtaining a triangle of connections from two consecutive connect-
ing edges, in other words, the clustering coefficient is the probability that a friend
of your friend is likely to be your friend. Mathematically:

C =
3 × number of triangles in the network

number of paths of length 2

The Italian Firehose DRG’s clustering coefficient is similar to that of the
cumulative graph. Black Friday’s DRG is different to the cumulative retweet
graph, but the World Series has the DRG and the cumulative graphs following
a similar trend. This is mainly because the observation of the World series event
begun when it was already started.
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3.3 Out-Degree and In-Degree Distributions

Figure 5 represents the distribution of the in-degrees with respect to a specific
Gt. The y-axis represents the number of nodes having the in-degree in the x-
axis. For event driven graphs, the timestamp t is close to the event, while for the
Italian Firehose the timestamp is in the middle of the interval. For both axis we
use the logarithmic scale.

Fig. 5. The in-degrees distribution of a DRG at a specific timestamp.

From Fig. 5 it follows that the in-degrees distributions of all the three graphs
attain a power-law distribution. The same trend can be observed both with
different time-stamps and for the out-degree distribution, whose plots are not
reported here for lack of space. Figure 6 reports the trend of the power-law
exponents of the in- and out- degrees distribution.

Fig. 6. Power-law exponents of the out-degrees (green) and of the in-degrees (blue)
distributions of the World Series, Black Friday and Italian Firehose as functions of
hours. (Color figure online)
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4 Discussion and Conclusions

There are well known properties that actual graphs fulfil, which include heavy
tails for the out-degree and in-degree distribution, shrinking average distance and
diameters, and the Densification Power Law (DPL) [10,11]. The retweet graphs
of all collections fulfill all these properties [2]. In this paper, we have analyzed the
tweet lifetime and its natural temporal decay, by considering only the subgraphs
(DRG) that remain active during the stream, and, thus, by cutting off those
elements (accounts and interactions) in the graph that become obsolete in the
whole network. The analysis performed shows a substantial difference in the
evolution for the two classes of graphs: the event driven (both the Black Friday
and the World series) and the Italian Firehose. It is interesting to note that for
the Italian Firehose, which can be seen as the superposition of a sequence of
event-based subgraphs, the DRGs evolution has the same structural properties
of the cumulative graph. Moreover, in the case of the average distance and of
the clustering coefficient no change occurs, which substantiates that the Firehose
is indeed the result of the union of different communities induced by different
event-driven streams. On the contrary, for the event-based graphs we have a
border effect on all structural metrics, all growing and decaying in a similar way,
and reaching a climax in the middle of their lifetime interval with a value much
smaller than the values of their corresponding cumulative graphs. Additionally,
all the structural properties valid for the cumulative graphs, with the exception of
the Densification Power Law and Degree Power Laws, do not hold for the DRGs.
In fact, the average distance and the clustering coefficient tend to converge super-
linearly. Note that, from the analysis performed, the model proposed (DRG)
better captures the different evolutionary behavior of the two kinds of retweet
graphs (event-driven and the firehose). In fact, in [2], the topological measures on
the cumulative retweet graphs without taking into account the edges decay, do
not show a substantial difference. Additionally, the generative models proposed
in literature [4,14,15] fail in representing the edges decay in the event-driven
retweet graphs. Hence, a promising future research direction is to define a tighter
mathematical model.
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Abstract. MEP (Maps for Easy Paths) is a project for the enrichment of
geographical maps with information about accessibility of urban pedestrian
pathways, targeted at people with mobility problems and, in particular, with
motor impairments. In this paper we describe the application to collect data
along the paths travelled by target people and show experimental results.

Keywords: City accessibility � Path reconstruction � Mobility impairments �
Mobile application

1 Introduction

According to World Health Organization about 15% of the world’s population has
some form of disability and traveling through cities is one of the main concerns for
people with mobility impairments [12]. Some help could come from an adaptive
navigating system capable of considering their needs and taking into account the
(mapped) accessibility of urban routes. Nevertheless, mapping accessible paths in a
sustainable way is still an open challenge. The most cumbersome activity in providing
an enriched map with accessibility information is gathering such information through
field surveys, which is typically done manually by users or volunteers.

Maps for Easy Paths (MEP) is an ongoing project [8] aiming to overcome the
limitations of current collaborative approaches in mapping accessible routes by easing
the surveying effort through the collection of motion data from sensors commonly
available in mobile devices. The accessibility of city routes, e.g., sidewalks, walkways,
etc., is defined through the active contribution and participation of the target users,
which include people with permanent or temporary motor disabilities and, possibly,
also active citizens.

To ease target users and volunteers in data collection, we developed a mobile
application called MEP Traces to automatically store mobile sensors data (e.g., posi-
tions estimated from GNSS satellites, motion sensors data, etc.) when users travel
through the city: they just need to start the app at the beginning of their journey and
stop it when they arrive. The underlying idea is that the route travelled by a person with
disability, i.e., the target user of the MEP project, can be considered accessible also for
other persons having the same (or a lower) type of disability. More in general, we
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assume that a path taken mostly by people with disabilities can be perceived as a
friendlier route; this allows us to automatically identify accessible paths without the
need of an ad-hoc field survey simply because the traveler who captures the data has
been register to have some specific sort of disability.

After reporting related works in Sect. 2, in Sect. 3 we describe the MEP project and
in particular MEP Traces and the overall process to extract the accessible paths. In
Sect. 4 experimental results of a survey done in Cernobbio (Como, Italy) are reported,
while in Sect. 5 conclusions are drawn and future works are described.

2 Related Works

Several collaborative projects proposed in the literature aim to improve city accessi-
bility, through the Web or, more recently, through smartphones/tablets applications, as
surveyed in [3]. Different types of barriers, but also of facilitators, have been identified
and classified in several studies: such classifications are at the basis of our analysis for
the collection of data about accessibility of city pedestrian pathways.

Considering the status of Web/Android/iOS applications available to the public,
almost all of them focus on accessibility of points of interest (e.g., museums, restau-
rants, etc.). Only some of available apps include also information about condition of
sidewalks and pedestrian crosswalks, or about the presence of cobblestones, curb
ramps, and street lighting, such as RotaAccesivel [10], Comuni per tutti [4] and
Mapability [7]. These proposals are very general and try to address all the disabilities.
However, the collection of data is quite heavy, being mainly manual.

In the literature, solutions for the identification of accessible paths and sidewalk
conditions have been considered only by few approaches, like, e.g., [2, 6, 9, 11].
Cardonha et al. [2] adopted an approach, in part, similar to MEP: the Breadcrumb
application was developed to periodically capture a sequence of measurements based
on the device geo-location (i.e., longitude and latitude) without any need for user
intervention. To enhance the quality of the collected data, Breadcrumb applies a simple
moving average of the last 10 estimates of the velocity of the device to identify
slowdowns as obstacles. Compared to Breadcrumb, in our approach we try to extract as
much as information as possible from the available sensors fusing the GNSS with the
inertial data in order to reconstruct the exact path of the user, supposed to be accessible,
besides trying to infer the presence of obstacles from motion data, as explained in
Sect. 3.3.

Karimi et al. [6] propose a routing module which tracks the shuttles available in the
main campus of the University of Pittsburgh and, given an accessibility map built
manually, they provide turn-by-turn directions distinguishing among sidewalks along a
street, along a building, and crosswalks along a building. Also [9] collects GPS data to
determine the users’ trajectories and provides an algorithm to determine an accessible
path between two locations for users with a certain disability: however, to the best of
our knowledge, only a prototype has been produced. Finally, also [11] consider
sidewalks, by providing a mobile application to capture pictures and upload data about
some observable aspects of sidewalk conditions such as holes, presence of steps, etc.
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3 MEP Traces and Path Reconstruction

In the MEP project we adopted a user-centered design approach involving target users
from the early phases of the project being them the main actors of the data collection
besides being the beneficiaries of the collected data.

3.1 Requirements of the Application

Users’ requirements were collected with focus groups involving both manual and
electric wheelchair users, as well as elderly people with mobility issues. The main
requirements that emerged from the focus groups include: easiness in using the app,
interactive interfaces, easy to click and to understand icons and interactive buttons.
With respect to this last point some of the wheelchair users of the focus group had
finger movement limitations, for example when performing zoom in and out or in
typing with digital keyboards: simple single click commands are therefore required.

Regarding the information to be collected along the pathways, and therefore to
show on the map, they highlighted that they would prefer an app telling them the
accessible paths to follow, and that they would not like to hear about obstacles. Among
possible accessible elements they are interested in accessible toilets, transportation
stops, and parking lots, as well as any building or point of interest of the city. In this
project we have mainly focused on the paths and on the algorithms for their
reconstruction.

In case of obstacles, it should be possible to signal them together with pictures that
may give a better idea of the obstacle for the specific disability; simple and
not-long-to-fill obstacles’ evaluation forms should be offered by the application.
Finally, personalized maps according to typical disabilities (e.g., manual vs. electric
wheelchair) should be provided: the collected data should therefore take into account
also the users’ characteristics, so that, for example, a path travelled by a user requiring
step-free accessibility can be considered accessible also for users able to climb low
curbs.

The whole mapping process should take into account the different kinds of users:
not only the interface should be suitable for users with motor impairments, but also
processing algorithms should take into account mobility problems: in particular, when
using sensor fusion techniques, they should be suitable for data collected on wheel-
chairs and cannot exploit step detection or similar techniques to improve the recon-
struction of the path.

3.2 Data Collection and Processing Overview

Figure 1 describes the process for the collection of paths data and for their recon-
struction: when a user starts a route, s/he activates an app called MEP-Traces to collect
along the whole path data needed to its reconstruction. Such data include GNSS
positions estimates (at present, GPS and GLONASS), motion sensors data (e.g.,
accelerometer, gyroscope, etc.) and, possibly, images; all the data are stored on the
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device SD-card and then uploaded on the server in a PostGIS database for further
processing. On the server, since the accuracy in positioning of GNSS data is quite low
for mobile device GNSS receivers, we fuse GNSS positions with motion data to
provide a better estimate of the path, especially in those parts of the route where GNSS
satellites are not visible; the output is an accessible path, which is then positioned in a
geographical map.

3.3 MEP-Traces Application

MEP-Traces is the Android application for the collection of data from common
hardware sensors like GNSS, accelerometer, magnetometer, gyroscope, and barometer,
embedded in the current generation of smartphones and tablets. Data are collected
simultaneously, at the highest possible frequency, and locally stored in the mobile
device SD-card.

Figure 2 shows some snapshots of our Android prototype: after registration, it
provides a simple menu to start the recording of the route, manage user’s profile, send
collected data, and exit the application. The main task of MEP-Traces is to track the
user with motor impairments while s/he is travelling with the idea of mapping only
accessible paths. Nevertheless, while the application runs and records all the sensors
data, it is possible to signal obstacles (e.g., stairs, slopes, etc.) that can be then used for
further analysis or refinements of the collected traces; moreover, it is possible to enrich
maps also with accessible elements (e.g., parking lots for disabled people, accessible
transport, etc.).

Some information, like available memory, and battery level can also be checked.
This is used to warn the user when critical levels are reached, and to promptly save the

Fig. 1. Overview of the (accessible) path computation process
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acquisitions not to miss important data for processing. Obstacles can be notified with a
simple click among predefined obstacle types: then, some characteristics, like the type
(temporary or permanent) and the criticality level (low, medium, high), can be speci-
fied. Optionally, some pictures and a description can be included.

The application has been developed to dynamically recognize all the motion sen-
sors in the device (e.g., step detector, orientation, proximity, rotation vector, etc.), but
only accelerometer, gyroscope and magnetic field sensors are acquired by default. To
retrieve the device position, the GPS sensor is used. The application automatically
starts the sensor monitoring as soon as the GPS geo-location is obtained. For each
acquisition phase, a specific folder is created, to store the files containing all the
information of the sensors changes during the movement. Collected data need to be
explicitly sent by the user to the server for further processing and sharing. Before
sending them, we minimize the upload effort compressing each acquisition folder. The
upload operation is forced with a connection between the device and our server over
WiFi using the SFTP (SSH File Transfer Protocol), as in Fig. 3. During this task, the
acquisition uploaded correctly to the server (after a client/server check) is automatically
deleted from the mobile device while the upload proceeds.

3.4 Path Reconstruction

Data collected with the MEP-Traces application are used by the MEP-Fusion engine to
reconstruct the path followed by MEP-Traces users. The approach used in the recon-
struction is based on the fusion of information coming from multiple sensors to
overcome issues related to the poor quality of the mobile sensors: indeed, the GPS and
the internal Inertial Measurement Unit of the mobile device could single-handedly
provide an absolute position and orientation for the device, but measurement noise
produces inaccurate results.

Fig. 2. Some snapshots of the MEP Traces app; from left to right (a) main menu, (b) sensor
recording, (c) obstacle type selection, (d) obstacle description and notification.
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Being the application targeted to users with disabilities, including those with motor
impairments, methods often used to track pedestrian movements using mobile devices,
which are based on step detection, are ineffective. For this reason, our solution is based
on (and extends) the ROAMFREE sensor fusion library [5]. ROAMFREE, which
stands for Robust Odometry Applying Multisensor Fusion to Reduce Estimation
Errors, is a framework developed at the Artificial Intelligence and Robotics lab of
Politecnico di Milano originally designed to fuse measurements coming from an
arbitrary number of sensors, including images, in order to determinate the position and
orientation of a mobile robot. Details of the approach can be found in [1]. Since the
ROAMFREE library is able to reconstruct the trajectory using the absolute reference
frame of the GNSS and the orientation provided by the Earth magnetic field recorded
by the magnetometer, the device during the route can be held freely by the user.
However, a swinging device, produces less accurate results.

4 Experimental Results

The experimental activity done in Cernobbio (Como, Italy) consisted in two days of
acquisition, with MEP-Traces installed on different Android smartphones and tablets
(used devices are listed in Table 1). The collected GPS data are graphically shown in
Fig. 4. In the left-hand side picture, data are represented over a cartographic map using
different colors, one for each device; only a portion of the city is included in the picture.
In the right-hand side picture, the whole amount of collected GPS sensor data made in
Cernobbio (Como, Italy) with all devices is shown.

Fig. 3. MEP-Traces upload interface example: from left to right (a) automatic selection of all the
acquisitions, (b) data compression, (c) connection and uploading task
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To evaluate the quality of the acquisitions of mobile devices, the collected GPS
data have been compared with the data of a high-cost geodetic device – in our case a
Leica GPS 1200 receiver. Figure 5 shows the acquisitions for the same path of the
geodetic device (in black) and the low cost GNSS receiver of a Google Nexus 6P GPS
sensor (in purple); you can notice how it is affected by a lot of noise. To provide a
better estimation of the correct path, we have already fused our GPS data with the
motion sensors data.

During the acquisition along the routes, some obstacles have been notified with the
application. Figure 6 shows some details of obstacle visualizations.

The average battery consumption of MEP-Traces has also been computed for each
device. The application is designed to run in background trying to use the minimal
Android system resources, allowing the user to do any other task (e.g., calls, receiving
sms and emails, using the internet, etc.). Table 1 shows the total acquisition time and
the total length of the walked path (expressed in meters).

Table 1. Average battery consumption for each device in using MEP-Traces during the
experiments in Cernobbio (Como, Italy) with total acquisition time and the total length (in
meters).

Android device Acquisition time Walk [m] Average 1 h battery
consumption

Samsung GT-I9505 1 h 13′ 54″ 3792 3%
Motorola XT1092 2 h 07′ 54″ 6312 16%
Huawei MT7-TL10 4 h 43′ 42″ 14314 7%
Nexus 5 42′ 31″ 1862 3%
Motorola XT1092 2 h 10′ 47″ 6730 5%
Nexus 7 2013 20′ 55″ 971 5%
Nexus 7 2013 1 h 33′ 20″ 1070 24%
Nexus 7 2012 06′ 08″ 152 2%
Samsung GT-I9070 2 h 22′ 45″ 3796 15%
Nexus 5 1 h 16′ 06″ 4074 5%

16 h 38′ 02″ 43073

Fig. 4. GPS data collected in Cernobbio (Como, Italy) with MEP Traces, two different views
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A total acquisition time of 16 h 38′ 02″ was done, reaching about 43 km as the total
length of the walked path. The battery consumption of MEP-Traces has also been
computed considering one hour of acquisition: the battery consumption of the appli-
cation is about 5–6% in one hour. For some devices (omitted from our computation) we
used power banks: in such cases the battery consumption was 0%.

All the acquisitions were taken with the application running in background. In order
to consider a common user in a daily device usage, mobile data connection was
enabled. Most of the used devices were personal devices, therefore the consumption
may be affected also by other applications running on them. Several factors may affect
the results of the battery consumption and for personal devices it is difficult to have
homogeneous conditions. Indeed, results may depend also by the Android OS version

Fig. 5. Details of two different acquisitions with a geodetic device – Leica GPS 1200 receiver
(black route) and a low cost GNSS receiver - Nexus 6P (purple route). (Color figure online)

Fig. 6. Barriers signaled in Cernobbio (Como, Italy) with MEP Traces
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installed on the device, the Linux Kernel version and its optimization, the hardware
device composition like CPU and RAM, the read/write SD-card speed, etc. However,
since the applications are thought to be used by any user with any Android device,
these data can be considered as approximations of possible behaviors.

5 Conclusions and Future Work

In this paper we have described the results of data acquisitions done in Cernobbio
(Como, Italy) for the MEP (Maps for Easy Path) project. The tools developed for the
project have been illustrated and in particular the app MEP-Traces has been described
in more detail: it retrieves raw GNSS data from low cost GPS sensor installed on
commercial mobile devices, together with other sensor data like accelerometer, mag-
netometer etc. Then the entire path is reconstructed. Each reconstructed path is asso-
ciated with the user’s profile (e.g., wheelchair type, requirements like “no-step”, etc.),
to build accessible paths for different users’ types. Consistency and reliability of the
collected data can be increased if more users trace the same routes. At this aim, we are
improving the path reconstruction using clustering techniques on a set of paths.

Experiments have shown that the MEP-Traces application performance running in
background on different devices is good, with a battery consumption of about 5–6% for
an hour of acquisition. Future works of the project include the improvement of the
visualization of the collected data, which is the focus of a second application called
MEP APP; the extension of sensor fusion techniques to obstacle detection; and the
refinement of the reconstructed data based on the cartography data (e.g., considering
the presence of buildings) and on the analysis of the collected data.
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Abstract. Many studies show the effective positive impact of using
computer technologies to support the lives of users with autism spec-
trum disorders (ASD), for simplifying interaction with other people, for
organising daily activities, for improving relation with family and friends.
Despite that, only a restricted part of the current websites is accessi-
ble for people with ASD. In this paper, we discuss a set of guidelines
that should be followed by designers while developing websites or mobile
applications for users with ASD. We review many of the existing web-
sites and applications in order to check which comply with all, or parts
of these guidelines. We finally highlight current common limitations and
address new challenging research directions.

Keywords: Information and communication technology · Mobile appli-
cations · Websites · Autism spectrum disorders

1 Introduction

The wide spread of Information and Communication Technologies (ICT) and the
increasing use of mobile devices, as smartphones or tablets, have changed the
life of people with disabilities and in particular with Autism Spectrum Disorders
(ASD), i.e., with disorders mainly related to impairments in social and commu-
nication interactions. Although users with ASD are different one from another,
they generally show good abilities in using computer technologies. Thus, using
them in a proper way, can become a very powerful interaction tool.

In this paper, we are interested in discussing the guidelines for developing
accessible websites and mobile applications for users with ASD, and to identify
typical limitations of existing tools. With this aim, in the first part of this paper,
after an introduction to the autism spectrum disorder (Sect. 2), we will discuss,
compare and summarise existing guidelines already present in the literature that
we approve (Sect. 3). In the second part, we will analyse existing websites and
mobile applications and compare them, in order to highlight which of them
comply with all or parts of the guidelines (Sect. 4). We will finally discuss, which,
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in our opinion, are the future trends in the development of usable and accessible
technologies for users with ASD (Sect. 5).

2 The Autism Spectrum Disorder

The Autism Spectrum Disorders is defined by the American Psychiatric Asso-
ciation as a neuro-developmental disorder with persistent impairments in social
communication and social interaction, and restricted, repetitive patterns of
behavior, interests, or activities [37].

The incidence of this disorder is not negligible. In [38], the authors present an
interesting study on worldwide available data that estimates at the date of 2010
the number of people with ASD as 1 out of 132. The study finds no evidence of
a change in prevalence for ASD between 1990 and 2010, although there are some
small changes depending on regional origins. A more recent study conducted in
2012 among 346,978 children aged 8 years in 11 different cities of the United
States, shows a general evidence of one child in 68 with ASD.

Each person with ASD is different, this is where the term “spectrum disor-
der” comes from. The areas which are most affected are: social interaction, social
imagination, and social communication. Regarding social interaction, typically,
people with ASD tend to isolate themselves showing no interest in other people,
do not have a good eye contact, try to avoid physical contacts, have problems
processing their own emotions and the ones of people around them. Their social
imagination is limited: They tend to avoid symbolic games, tend to repeat the
same game or even movements over and over (hand flapping, spinning or wav-
ing objects, etc.), get frustrated when something changes in their daily routine.
Finally, they often show impairments in social communication. These impair-
ments are often related to language delays or, in some cases, to the complete
lack of verbal communication. People with ASD have also problems understand-
ing instructions, gestures and so on. Finally, they often show limited attention,
i.e., they are able to concentrate on tasks for a limited amount of time, and have
also Sensory Processing Disorders (SPD), i.e., have problems processing infor-
mation from the five senses, from the vestibular system, and/or the positional
sense [52].

Modern therapies propose very different approaches (which are out of the
scope of this paper), however, it is widely known that people with ASD usually
present good visual abilities, such as visual memory, i.e., are able to represent
concepts by sequence of images [46]. Thus, to support these individuals many of
the proposed therapies rely on the use of photographs, images, flowcharts, car-
toons, checklists, etc. What we will be concentrating on in this paper, is the use
of technology to support all the therapies, and in particular, the use of images as
a very powerful communication tool. In particular, to support communication
interventions, often speech therapies are also sustained by Augmentative and
Alternative Communication (AAC) techniques, which are based on the use of
symbols or images as a method for communicating [53]. The most common AAC
approach is the Picture Exchange Communication System (PECS): users com-
municate needs and requests by exchanging pictures with their partners; these
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pictures are laminated and stored in a special book that has to be carried around
[32]. Another AAC technique is, e.g., the sign language, which can be very effec-
tive, but however requires the partners to be trained, and thus restricts the
communication to a limited set of individuals. An evolution of AAC techniques
relies on the use of different computer devices such as tablets, smartphones, etc.
These new tools allow to increase number of stored images, have limited physical
size, and can thus be carried out everywhere.

3 Website and Application Accessibility Guidelines

Many studies show the effective positive impact of using computer technologies to
support the lives of users with ASD, for simplifying interaction with other people,
for organizing daily activities, for improving relation with family and friends
[39,51]. Moreover, users with ASD show a positive attitude towards computer
technologies due to the predictability of the interaction - in contrast to normal
day-to-day interaction with other people - and due to the perfectability of the
tool, that may induce repetitive behaviours, usually preferred by this set of users.
Thus, ICTs are powerful tools for improving their learning process [49].

The set of available computer technologies is very wide, since it ranges from
virtual reality, to robotics, multitouch interfaces, websites, Web apps, affective
computing. These tools are often customizable with respect to the different users’
abilities, and thus targeted to the different skills. We here focus only on websites
and (mobile) applications.

Accessibility makes users with a wide range of abilities able to perceive, oper-
ate, interact and understand a user interface [35]. The target users might have
physical (visual, auditory, etc.), cognitive or neurological disabilities, might be
children or elderly people. Accessibility has always been a big concern for web-
sites and app developers, however, it is often neglected during the development
phase mainly due to the lack of knowledge by the developers, and also to the
extra costs it introduces. This is in contrast with the statement declared during
the 2016 United Nations Convention on the Rights of Persons with Disabilities
(CRPD), that access to information technologies has to be considered a basic
human right [28].

Moving towards this direction, in 2012 the W3C [29,35] has created a new
task force group, called Cognitive and Learning Disabilities Accessibility Task
Force (COGA), whose aim is to propose accessibility guidelines for Web accessi-
bility for people with cognitive or neuronal disabilities [36]. The COGA group,
together with the Protocols and Formats Working Group, and the Web Content
Accessibility Guidelines Working Group, has published in 2016 some interesting
general guidelines for the development of websites for users with Cognitive and
Learning Disabilities [48]: They are too generic, and not directly targeted to
users with ASD, which typically show other specific problems such as limited
attention, sensory hypersensitiveness, limited text comprehension, etc. They can
be a good starting point, but more specific targeted issues should be taken into
account, together with further guidelines that apply to more general computer
applications.
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In the last years some work have been devoted to the definition of guidelines
for people with cognitive disabilities [34,39,40,42,45,48,51]. However, while deal-
ing with users with ASD with cognitive disabilities, more specific features have
to be added to the general ones. Thus, starting from the international standard
reference model of WCAG 1.0 and WCAG 2.0 [29], other practical and operative
guidelines have been proposed [30,33,34,39,40,42,45,50,51]. Note that in gen-
eral, while developing a website, or an application, it is a good idea to include
an accessibility specialist in the team so to design and then evaluate the results
of the design in a proper way [50].

We studied current literature, comparing the shared (and not) guidelines,
and we present, in Table 1, the guidelines we approve, divided in four macro-
areas: graphical layout, structure and navigation, user and language (indicated
respectively by G1-G6, N1-N3, U1-U3, L1-L2).

Table 1. Accessibility guidelines for users with ASD

G1 The general design and the structure should be simple, clear and predictable,
secondary content that distracts the user should be avoided

G2 The content should be predictable and should provide feedbacks

G3 Pictures should be copiously used together with redundant representation of
information

G4 Pictures can be drawings, photographs, symbolic images, should be easy to
understand, should not go in the background, should be in a sharp focus

G5 Background sounds, moving text, blinking images and horizontal scrolling
should be avoided

G6 The text should go with pictures. It should be clear, simple, and short (at
most one sentence on a line); should be in a big font (14), in plain Sans-serif
style (e.g., Verdana), in a mild color. Headings and titles should be used

N1 Navigation should be consistent and similar in every page/section

N2 The website and every applications should have a simple and logical
structure, the user should be able to easily navigate inside

N3 Add navigation information and navigation buttons at the top and the
bottom of the page. In case of webpages the navigation inside the site should
be limited by three clicks

U1 Allow customisation

U2 Try to engage the user

U3 Make adaptive the interaction with users, considering their interaction
history, their preferences, requests, and needs

L1 The language should be simple and precise

L2 Acronyms and abbreviations, non-literal text, and jargon should not be used

The accuracy of graphical layout is useful to simplify the interaction: layout
and content should be predictable. A critical issue is the choice among images,
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photographs, and symbolic pictures. What kind of pictures should be included
close to the text? A recent paper [54] presents the first study to use eye-tracking
technology with a set of adult users with ASD, in order to evaluate text doc-
uments with specific features, and it provides specific guidelines for creating
accessible text for autism. The text was combined with photographs and sym-
bols. The outcome of the study is that autistic users prefer texts that are paired
with images, moreover, both photographs or symbols seem to work well. Note
however, that the study was done on a set of adult autistic users without devel-
opmental delays. As the authors suggest, this result might be different with
children, since the symbolic understanding users with ASD arrives later in their
lives compared to neurotypical users.

The study of [42] suggests that for children with developmental delays pho-
tographs seem to be more understandable. Other issues are the copious use
of pictures and of redundant representation to simplify the concepts absorp-
tion. Moreover, pictures should not be used when they are non-relevant or too
abstract to help the text comprehension. The structure and the navigation should
be usable and logic, while the user should give space to adaptive personalisa-
tion: currently, customisation is applied; engagement is a very important issue.
Adaptivity is an open challenge. In order to engage users, in [42] the authors
add to the design of a dedicated website some games. These games have resulted
into a deep engagement between the users with ASD and the site. On the other
hand, [50] introduces the concept of participatory design of user interfaces, i.e.,
users with ASD highly benefit of personalised interfaces. In this direction inter-
esting results are presented in [42,47], and also in [44], were the authors discuss
a participatory design process experimented with four children with autism, to
develop their own smart object. The aim and the obtained results were to go
beyond functional limitations and to engage the children with ideas, desires and
problems. Finally, the use of the language should be simple and precise: it is
well known that people with ASD literally interpret the text content, and have
problems understanding metaphors and abstract sentences.

4 Websites and Dedicated Applications for Users with
ASD: A Systematic Comparison

In this section we present a systematic comparison among accessible websites
and dedicated applications for people with ASD, and we analyse which and to
which extent they follow the guidelines presented in the previous section.

Dedicated Websites for Users with ASD. We have done an extensive search in
the Web for sites whose authors have claimed to follow different accessibility
standards (e.g., are compliant with W3C standards for HTML and CSS, can
be displayed correctly in current browsers. etc.). Although this search is not
exhaustive, we have noticed that most of these sites are of autism associations
and autism conferences, and are mainly directed to researchers, parents or adults
with autism. In next Tables 2 and 3, we refer to all the points mentioned in
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Sect. 3. For lack of space, we refer to them as G1 up to G6 for the 6 points of the
Graphical Layout; N1 to N3 for the 3 points of the Structure and Navigation; U1
and U2 for the Users, and finally L1 and L2 for the Language. Since none of the
websites and apps satisfy U3, we avoid to insert this point in our analysis. The
outcome can be � (the guideline has been respected), � (no), or �� (in part).

Table 2. Implementation of the accessibility guidelines in the current websites.

Websites G1 G2 G3 G4 G5 G6 N1 N2 N3 U1 U2 L1 L2

[7,8,11] � � � � � � � � � �� � �� �
[3,13,16] � � � � � �� � � � �� � �� �
[14,15,25] � � � � � � � � � � � �� �
[21,22] � � �� � � � � � � � � �� �
[5,10,18,24] � � �� � � �� � � � � � �� �
[26] � �� � � � � � � � � �� �� �
[1,17] � � � �� � �� � � � � � � �
[4,9] � � � � � �� � � � � � � �
[42] � � � �� � � � � � �� � � �

Table 3. Implementation of accessibility guidelines in the current apps.

App G1 G2 G3 G4 G5 G6 N1 N2 N3 U1 U2 L1 L2

[27] �� �� � �� � � �� � � �� � � �
[12] � � � �� � �� � � � �� � � �
[2] �� �� � �� � � � � � �� �� � �
[19] �� �� � � �� �� � �� �� �� � � �
[20] �� �� �� �� � �� �� � �� �� � � �
[6] �� �� � � � �� �� � �� � � � �
[41] � � � � � � � � � �� �� � �

While navigating on the sites we have noticed that some of them have similar
features, so we have grouped them together. In all these works, we have seen
that navigation is consistent, however not very simple. The language is simple
in some sections but others connect to many links outside and provide too much
information. There is a lot of secondary content inside some pages, and this
content is not simple, and there are no feedbacks. [5,10,18,21,22,24] contain
many pictures, but not the other sites, the same holds for the text that is short
only in [3,5,10,13,16,18,23,24]. [14,15,25] contain some moving text. [7,8,11]
lack of images, the general design is not very simple. [3,13,16] have few more
images. [26] contains many pictures and tries to engage the user with pictures
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and videos. [1,17] follow most of the guidelines, but what they really lack of is the
engagement of the user. The sites contain lots of information, in some parts the
text is too long, and is accessible for users with ASD which are high functioning,
able to read and to communicate. [4,9] respect the graphical layout specifications,
however in different parts the text is too long. Navigation is coherent however
more buttons and navigation information in the bottom would help. There is
no user engagement. The sites mentioned in [42] were designed to follow all the
guidelines above presented (except for U3). They are the first example of websites
explicitly dedicated to users with ASD that independently want to choose their
own touring activity close to a specific city (in particular, Rieti and Venice). The
sites only lack of adaptivity, and of dynamical customisation of style attributes,
on the other hand the users may independently choose different navigational
paths depending on their own interests. To engage the user the authors have
added games and videos. The sites were tested on a set of users with ASD that
have shown their great appreciation.

Thus, to conclude, with the exception of [42], all the websites we have
analysed seem to be directed to users which are adults and high functioning
(i.e., to users with mild cognitive disabilities), and not to children. Moreover,
most of the sites lack of engagement, and all of them of adaptivity.

Dedicated Applications for Users with ASD. Mobile applications represent an
important opportunity for users with ASD, as they take advantage of the modal-
ity of interactions, like touch screen, and the manageability of the device. Evi-
dence suggests that children with ASD are more engaged and verbal during their
use. However, there is a proliferation of commercially available apps, which range
from free to very expensive tools: unfortunately this leaves very little room for
quality control and the large majority of apps lack any foundation in theory or
research evaluation [43]. Obviously, this is a big risk for a vulnerable part of the
population.

Table 3 summarises, for a set of current mobile apps, the implementation of
the previously listed accessibility guidelines.

A set of apps by Touch Autism [27] (like Social Stories Creator and Library,
Turn Taker, Puzzle Spelling Words, and others) present some relevant limita-
tions, mainly located in the areas of graphical layout and navigation: for exam-
ple, Puzzle Spelling Words uses an improbable font, starts using a background
sound without evident control (it may be interrupted only by the settings panel),
does not offer support at the navigation (there are neither navigation buttons,
nor exit/pause buttons). In addition, only one set puzzle is free (Playground),
while all the others require a payment. Findme [12] has been designed at the Uni-
versity of Edinburgh to help children improve their causal and attentions skills.
It respects the major part of guidelines, but it does not offer navigation support.
The navigation is more complete in the set of Apps for Autism by EdNinja [2]: it
is possible open a simple visual menu. However, the use of these apps appears to
be complex. Niki Apps [19] is based a set of apps based on AAC techniques: the
apps present different graphical layouts, navigation modalities and styles. The
navigation presents some limitations (there are some parts of the app in which it
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is difficult find the exit); however, it is possible to draw a sketch but it is not clear
where is the saved image and in which way it could be used. Belonging to the
same AAC category are the Proloquo apps [20]: Proloquo4Text and Proloquo2Go.
These apps have been created for people who cannot speak, not specifically for
people with ASD; they appear too rich of images and content, in contrast with an
essential layout. Autism iHelp Apps [6] are vocabulary teaching aids developed
by parents of a child with Autism and a speech-language pathologist. There are
a set of apps: Same and different; Opposites; Colors; etc. They are simple to use
and propose concrete pictures, but have some limitations: the navigation is lin-
ear and is not possible to return back; the end of an activity is not predictable;
and an activity is not reproducible in the same way. Finally, an interesting pro-
totype of mobile app for ASD people is Volo [41]; based on AAC techniques, it
uses zz-structures, which are hyper-orthogonal, non-hierarchical structures for
storing, linking and manipulating data. Summarising, we note that most of the
apps provide tools for editing and adding new and eventually personal data,
but important limitations involve the process of customisation (often difficult to
realise), the user engagement and mainly the lack of user adaptivity.

Some apps use sketched images, other real pictures, most of them provide
the user with an initial set of pictures and allow the import of new images from
a personal computer, a camera, etc. (see, e.g., [19,27]). Another feature is the
possibility of adding sounds, which can be synthetic or natural (see, e.g., [31]), or
can also be recorded (see, e.g., [19]). Some apps allow the creation of calendars:
the daily routine might be organised in sequence of actions which describe the
activities of the day in a fixed temporal order.

Differently from websites, the apps are conceived for children and they
address general issues, not always specifically for people with ASD.

5 Conclusion and Future Challenges

In this paper we discussed possible guidelines for developing accessible websites
or mobile applications for users with ASD. We have also analysed and compared
many of the existing websites and applications in order to check which comply
with all or parts of these guidelines.

As future challenges, we have noticed that all the sites and applications that
we have tested lack of a feature that represents an innovative challenge: Adap-
tivity towards users. Automatically, the systems should be able to adapt their
behaviour, considering the history of the users’ interaction, their requests, needs
and preferences. Another issue is related to the present synthesizers available in
different applications. We have noticed that many of them produce sounds which
are not easily recognisable by users with limited comprehension. The adaptation
of the language and also of the voices would highly improve the quality of these
applications. Finally, our future work will be dedicated to refine our proposal of
guidelines for ASD accessibility, explicitly considering the usability: accessibility
does not imply usability, i.e., a website or an application might be accessible,
but not usable. Combining usability and accessibility for new usable accessibility
guidelines are our next aim.
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Abstract. The upcoming availability of advanced Head Mounted Dis-
plays (HMDs) dedicated to the consumer market has lead to a great
interest in the design and development of dedicated media, like e.g.
immersive video games and movies. As a consequence, Virtual Reality is
becoming more accessible to a wider audience, with a large number of
potential applications and integrations with already existing smart tech-
nologies and devices. HMDs use stereoscopic visualization to enhance the
sense of realism and immersivity in a virtual scene. However, a correct
stereoscopic visualization requires an accurate consideration of different
parameters related to the production and display stage. In this paper,
we analyze the stereoscopic setup of a HMD, in order to highlight its
main visualization characteristics in relation with the known issues and
requirements of a correct stereoscopic visualization, and to establish some
preliminary guidelines for an optimal creation of stereoscopic contents.

Keywords: Head Mounted display · Oculus Rift · Stereoscopy · Stereo-
scopic media production · Stereo Window Violation

1 Introduction

Virtual Reality (VR) has been one of the most investigated research topics of the
last years. Several applications of VR have been proposed in particular in indus-
trial research (e.g., for the training of personnel involved in critical situations in
dangerous environments [1]), or in medicine, due to the advanced visualization
and simulation capabilities [2]. VR is largely used also in perceptual psychology,
in order to replicate realistic situations in a controlled virtual setup [3]. Different
approaches and technologies for VR visualization and interaction [4–6] have been
proposed: the final choice of the most appropriate tools and solutions requires an
accurate analysis of the goal of the simulation, of the number of users involved
in the virtual environment, of the provided level of interaction, etc. [7,8].

Several works in the VR field are focused on the use of HMDs, because of
their advanced immersivity and relatively affordable cost (if compared to large
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projection-based VR systems). However, due to the technological limits of the
HMD models available until some years ago, one of the most discussed research
topics has been the evaluation of the appropriateness of HMDs in presenting
stereoscopic information [9]. In fact, the limited Field of View (FOV) of the
previous generation of HMDs has often been considered one possible reason of the
relevated underestimation of depth and distances in VR environments [10,11],
even if other works [12,13] have suggested that this effect can be mitigated if
the user can look around the environment without constraints.

However, a new generation of HMDs is becoming increasingly more avail-
able. These new devices are assembled using high quality electronic components
already available for the construction of mobile or portable devices, and they
are characterized by low latency, high resolution displays, and large FOV, with
a price range relevantly lower than the previous HMD models. Moreover, some
portable HMDs are even using smartphones as the main processing and visual-
ization units. The target of these devices is mainly the consumer market for
entertainment, which is currently focused on the definition of an integrated
“ecosystem” of portable devices and smart objects.

As a consequence, there is a growing interest in the production of dedicated
media specifically designed to enhance the peculiar characteristics of HMDs, like
e.g., immersive video games, and 360◦ stereoscopic movies. However, the pro-
duction of stereoscopic media requires an accurate knowledge of all the aspects
related to the acquisition/generation setup, and of the visualization parameters
of the 3D display, in order to obtain an optimal representation of depth, and
to avoid annoying perceptual issues like e.g., excessive parallax on screen, or
window violations [14,15].

In this paper, we will present an analysis of the stereoscopic setup of the
Oculus Rift DK2 (Development Kit 2), in order to understand its visualization
characteristics and stereoscopic performances, and to determine some prelim-
inary guidelines for an optimal creation of stereoscopic contents. Moreover, to
better evaluate the technical peculiarities of these devices, we will present a com-
parison of the stereo parameters of the Oculus Rift DK2 with the visualization
setup typical of a 3D monitor.

2 Stereoscopic Parameters

Stereoscopic visualization is used to create an illusion of depth in the observer, by
means of two images corresponding to two different perspective views of a scene,
each sent only to the left or right eye of the viewer using specific hardware solu-
tions. If the observer has an adequate stereoscopic ability [16], her visual system
will process the binocular disparity between the two views (i.e., the horizontal
different positions of an object in the two images), elaborating the perception of
depth.

In the last few years, several solutions for the acquisition, elaboration and
visualization of stereoscopic movies [14,15,17] and video games [18–20] have been
proposed. In the presented analysis of the stereoscopic characteristics of a HMD,
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we will consider three crucial parameters: the native parallax of the display, the
maximum positive parallax on screen, and the presence of window violations in
the stereoscopic setup.

Native Screen Parallax. The native screen parallax (NP ) is a parameter
describing the stereoscopic characteristics of a 3D display, independently from
the settings regarding the acquisition and visualization of the stereo content [14].
It is calculated as:

NP =
iod
sw

(1)

where iod is the human interocular distance (approximately 2.56 in/65 mm), and
sw is the screen width. NP can be interpreted as the percentage of screen width
which will equal the human interocular distance, i.e. the maximum amount of
pixel disparity on screen before having a painful divergent parallax situation [21].

Maximum Parallax on Screen. The production of a stereoscopic content
requires an accurate comprehension of all the parameters and settings of both
the acquisition/generation and visualization setups. The main goal is to avoid
perceptual discomfort in the observer. One of the main source of discomfort
is an excessive positive parallax on screen, which makes the process of fusion
of the two views difficult, if not impossible, to the viewer. The native parallax
NP gives the threshold, for a given 3D display, before having a problematic
situation, while the maximum parallax on screen (MPP ) provides the measure
of the actual maximum horizontal positive disparity on screen given a specific
acquisition and visualization setup. As described in [21]:

MPP ∝ M · f · iax
d0

(2)

where f is the focal length of the stereoscopic cameras, iax is the interaxial dis-
tance between left and right camera, d0 is the distance between the stereoscopic
camera and the convergence plane, and M is the screen magnification factor, i.e.
the ratio of the display width to the width of the camera sensor.

If the MPP value of a given stereoscopic setup is lower than the native
parallax NP of the display, then it is not possible to have an excessive posi-
tive parallax presented to the observer. If MPP is greater than NP , then it
is possible that the positive parallax on screen of some objects will exceed the
average human interocular distance, leading to a stereoscopic image painful to
view. Particular care must be given to avoid these situations by changing the
parameters of the stereoscopic acquisition or generation setup, or changing the
content of the scene, by moving the objects at a less critical depth.

Window Violation. Window violation is a problem related to the visualization
of objects with negative parallax on screen (i.e., perceived in front of the screen).
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When these objects are “cut off” by the stereoscopic window, then there is a
mismatch between the perception of depth elaborated using the parallax infor-
mation (which tells that the object is in front of the screen) and the perception
of depth given by the occlusion by the image frame (which tells that the object
is behind the window border) [14,17].

In stereoscopic movie production, the Dynamic Floating Window (DFW)
technique [17] is usually used to remove window violations. The technique is
based on the application of black masks at the borders of the frame to cover
the visual information leading to the perceptual mismatch. In most of the cases,
the black masks are applied in post-processing to the stereoscopic frame, even
if recent works [22,23] have investigated the automatic detection of window
violations, and the procedural application of the DFW technique. Moreover,
some works have been presented on the application of this technique in real-
time applications [24].

3 Stereoscopic Visualization in the Oculus Rift DK2

The Oculus Rift DK2 is the second pre-production version (Development Kit)
provided by Oculus VR to the developers community, in order to allow them to
design, test and develop immersive VR contents prior to the availability of the
final consumer version.

The DK2 model is equipped with a 1920× 1080 OLED display with a width
of 125.77 mm and a height of 70.74 mm [25]. Pixel density is 15.26 pixel/mm.
Stereoscopic visualization is achieved by presenting left and right view in a side-
by-side format on the screen, and allowing each eye to see only the corresponding
half of the screen. The declared distance between the eyes and the screen is
49.8 mm. To bring the image into focus and to achieve a wide FOV (106.19
vertically and 94.16 horizontally, as stated in Oculus SDK documentation [26]),
two wide-angle lenses are placed in front of the observer’s eyes (Fig. 1). The
lenses apply a pincushion effect on the images, that is compensated by applying
a pre-warping (barrel distortion) of the image through a pixel shader [27].

The distance between the lenses can be adjusted between 55 and 75 mm, with
65 mm as default value [26].

To analyze the stereoscopic characteristics of the Oculus Rift DK2, we have
modeled a simple test scene in Blender [28], composed by a cube (with size 1.5 m)
and a room (with a length from the camera of 30 m). A checker texture (com-
posed by 25× 25 cm squares) has been assigned to the floor material. A preview
of the scene can be seen in Fig. 2. We have chosen Blender as the production
tool for our analysis because, despite the fact its internal Game Engine mode is
not officially supported by Oculus VR as are other game engines, it is the only
tool allowing to modify the parameters regarding the interocular distance and
the camera FOV.

We have started our analysis by determining the native parallax of the Oculus
Rift DK2 screen, and the maximum positive parallax on screen considering the
overall production pipeline. Considering that each eye sees only one half of the
screen, we determine the native parallax of the DK2 display applying Eq. 1 as:
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Fig. 1. Screen separation for left and right image visualization, and lenses placement
inside the Oculus Rift DK2.

NPDK2 =
65

125.77 · 0.5
=

65
62.885

∼ 1.0336

As a consequence, the screen of the Oculus Rift DK2 can not display par-
allax values equal or greater than the average human interocular distance, and
thus it is free from perceptual issues related to divergence situations on the
background. To have a more precise measure of the actual maximum parallax
achievable on the DK2 screen, we have applied Eq. 2, considering the default
dimension (32 mm) of the virtual sensor of the Blender camera to determine
M = 62.885/32 = 1.96 and using f = 14.88, which is the focal length value
corresponding to the 94.16 horizontal FOV of the Oculus Rift DK2:

MPPDK2 =
1.96 · 14.88 · 65

49.8
∼ 38.066mm

Therefore, the maximum parallax achievable on the Oculus Rift DK2 is only
the 58% of the human interocular distance. As a consequence, the placement
of objects in the virtual environment in the far background will never lead
to perceptual issues or eye strain. In our preliminary tests, all the users have
been able to correctly perceive objects placed at the bottom of our test scene.
By considering the minimum (55 mm) and maximum (75 mm) values for the
interaxial distance of the DK2 lenses, we obtain MPPDK2 = 32.2102 mm and
MPPDK2 = 43.9228 mm, respectively.

A peculiar characteristic of HMDs is that the placement of the “convergence
plane” (i.e., where the parallax value is zero, and the objects are perceived on
the screen) is not equal to the physical distance between the observer’s eyes and
the screen, as it occurs in projection-based or monitor-based stereoscopic setups.
To determine the virtual distance from the camera to the convergence plane in
the Oculus Rift DK2, we have applied an empyrical approach: we have gradually
moved away from the camera the cube in our test scene, and we have analyzed
the final disparity value given its position in the left and right views. When the
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Fig. 2. The test cube placed at the depth of the convergence plane (with interaxial dis-
tance 65 mm). Figure 2(a) shows the rendered test scene with barrel distortion applied
before the visualization in the Oculus Rift. Figure 2(b) shows an anaglyph of the image:
the parallax of the cube is zero, thus its depth is the depth of the convergence plane.
Figure 2(c) shows a disparity map of the scene to confirm the placement of the cube
(see the cyan area in the center of the map, please notice that the presence of the black
area at the borders due to the application of the pre-warping distortion has introduced
some artifacts in the bottom of the map.)

disparity value of the cube becomes zero, then the depth position of the cube
gives the distance of the convergence plane. By using this approach, we have
determined that, for the default interaxial distance of 65 mm, the convergence
plane is at 2 m from the virtual camera. For the interaxial distances of 55 mm and
75 mm, the convergence plane distance becomes 1.60 m and 2.20 m, respectively.
In Fig. 2 we show the cube in the test scene, placed at the convergence distance,
and we show the map of the disparities in the scene.
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Finally, a preliminary analysis of the presence of window violations has been
considered. Having determined the distance of the convergence plane, we know
that there is a negative parallax range of about 2 virtual meters. In this area,
it is theoretically possible to have window violations: Fig. 3 shows an example
where our cube has been placed between the camera and the convergence plane,
only partially inside the view frustum of the camera. It is evident that the two
views have different visual information, because part of the cube is not visible
in the right image. However, these kind of window violations are less perceivable
in a HMD than in other stereoscopic devices, because of the larger horizontal
FOV, which moves the window violations at the periphery of sight, and because
of the head tracking capabilities, which allows a continuous change of the visual
information observed. However, for some immersive but not-interactive media,
as the new kind of immersive movies currently produced for the new generation
of consumer-oriented HMDs, this is an aspect to consider, if for some reasons the
director aims at introducing some constraints in the free observation capabilities
of these devices. Some perceptual experiments to investigate the effect of window
violations in large FOV HMDs will be performed in the next months.

Fig. 3. An example of window violation in the Oculus Rift DK2.

4 Stereoscopic Setup of a Standard 3D Display

We have decided to compare the stereoscopic characteristics of the Oculus Rift
DK2 with a standard setup used for stereoscopic visualization with a 3D mon-
itor. We have considered a 27” LCD monitor (Asus VG278H 3D), with resolu-
tion 1920× 1080 and physical dimensions of 600 mm× 340 mm, equipped with
an active stereoscopy system. We have set the observation distance at 1.02 m,
following the convention to calculate the optimal viewing distance for a Full HD
panel as 3 times the panel height. Following this setup, we have adapted our
virtual test scene in Blender by setting the distance of the convergence plane
at 1.02 m from the camera (i.e., setting a correspondence between the physical
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distance between the eyes and the screen and the virtual distance between the
camera and the convergence plane), and the FOV value at 32.78 (the view angle
subtended by this visualization setup).

Applying Eq. 1, the native parallax of the LCD display is:

NPLCD =
65
600

∼ 0.1083

As for the Oculus Rift DK2, we have calculated the maximum parallax
achievable on the LCD monitor. We have applied Eq. 2 with M = 600/32 = 18.75
and f = 54.4:

MPPLCD =
18.75 · 54.4 · 65

1020
∼ 65mm

Thus, with a parallax on screen of approximately 208 pixels (only 10.83% of
the screen width), the disparity is already equal to the average human interaxial
distance. As a consequence, a higher level of attention must be given during
the production of stereoscopic contents, to avoid perceptual issues in the final
results. In fact, from the preliminary visualization tests, observers have reported
relevant difficulties to correctly perceive stereoscopic images with screen paral-
laxes greater than 3 cm. These issues are due to the combination of the narrow
FOV, display size and coarser pixel density of the LCD panel. Regarding window
violations, even if the negative parallax range is almost half of the range of the
Oculus Rift DK2, the presence of this perceptual issue is more relevant, due to
the absence of head tracking, and to the narrower FOV (the objects placed at
the border of the screen are more evident because they fall in a more central
retinal area). In Fig. 4 we show a graphical comparison between the two different
stereoscopic visualization setups.

Fig. 4. Schemes of the different stereoscopic setups of the Oculus Rift DK2 and a
standard 3D monitor.
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5 Conclusion

In the next future, the consumer market for entertainment will see an increasing
diffusion of Virtual Reality-based devices and stereoscopic content, due to the
introduction of a new generation of advanced and affordable HMDs. With the
probable establishment of a complex and articulated interaction between differ-
ent smart technologies and devices, the production and development of dedicated
content designed to exploit the peculiarities of these new visualization devices
is mandatory. In this paper, we have presented an analysis of the stereoscopic
characteristics of the Oculus Rift DK2, as a representative of this new generation
of HMDs. We have determined that this kind of devices does not present issues
related to possible excessive parallax values on screen, giving a relevant freedom
to the developers to create immersive content without worrying about the final
stereoscopic perception of objects placed in the background. Some additional
accurate investigations are needed in order to evaluate if stereoscopic window
violations are actually perceived in a relevant way, or if they are limited to some
very specific configurations. Moreover, with the upcoming interest for online 3D
interactive environments, it is also mandatory to extend our analysis to online
collaborative applications, as already hinted in [29].
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Abstract. The aim of this Systematic Literature Review is to provide a
heuristic overview on the recent trends of wearable technology and to assess
their potential in workplaces. The search procedure resulted a total of 34 studies.
In more details, 29 different types of wearable devices were obtained from the
studies. Categorization revealed that obtained wearable devices were used for
monitoring: 18 types (e.g. for mental stress, progress, etc.), augmenting: 3 types
(e.g. for data, images), assisting: 3 types (e.g. to uplift their work), delivering: 2
types (e.g. for vital information contents) and tracking: 8 types (e.g. sedentary
behaviour). To sum up, though wearable technology has already gained
momentum for personal use to monitor daily activities, our studies shows that it
also has potential to increase work efficiency among employees, improve
worker’s physical well-being and reduce work related injuries. Further work in
terms of privacy, usability, security, policies, cost of devices and its integration
to the existing system is required in order to increase the adoption rate of
wearable devices in workplaces.

Keywords: Wearable technologies � Wearable devices � Workplace �
Benefits � Occupational health �Wearable robotics � Systematic literature review

1 Introduction

Evolution of technologies such as computers, smart phones, has dramatically reshaped
the workplace over the past couple of decades. This evolution has also occurred at the
workplace as most job descriptions have changed from manual labor to predominantly
physically inactive duties (e.g., desk jobs, automated assembly lines, etc.) [18]. At the
same time, employees are working longer hours to meet the requirements of the job,
anticipation/expectation of higher earnings in the future, increasing volumes of work,
job insecurity, employee’s preference, occupational commitment and career enhance-
ment [12, 16]. This can potentially have enormous effect on physical well-being of
employee, likelihood of occupational injuries and illness [6]. According to Baka,
“Occupational accidents still occur, despite technical developments in the occupational
safety field at large” [1]. A potential injury occurs at the industrial environment due to
complex, hazardous conditions [1, 8, 13] and fatigue. Studies conducted by various
researchers and managers have generally recognized that health and well-being can
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potentially affect both workers and organizations in negative ways [5]. Kritzler states
that, “companies suffer significant financial losses every day due to illness and poor
health of their employees [1, 13]. Therefore, there is need for improvement in health and
safety, which can bring benefits to both company as well as employees.

Companies have started incorporating ICT based approaches in to their health and
safety promotion programme designed to improve worker’s health and safety, and
reduce health care costs [4, 14, 20]. Currently there is a great inclination to modify
well-being concept and health care by changing the technology in “wearable” [7].
These technologies have gained increasing traction in recent years for personal use to
track data about everyday lives and physical well-being. Following the same tendency,
we assume that this technology could be immediately useful in workplace.

Wearable technology also called wearable devices or gadgets, as an autonomous,
powerful system that are worn in human body or attached to clothing worn by human
to perform the specific task or function [9]. Wearable Technology offers new oppor-
tunities to monitor human activity continuously with the miniature wearable sensors
embedded [3] in garments. A key benefit of wearable technology is to improve in
productivity, efficiency, connectivity, health and wellness [19].

The question then becomes how wearables could strike out potential benefits in the
work place. In order to unfold potential benefits, firstly, it is necessary to discover what
types of wearable devices can be used in workplaces, how these wearables devices can
be integrated in to day business activities (i.e. to increase safety, level of physical
activity, reduce their stress and increase productivity and efficiency) based on previous
researches, we performed the systematic literature review guided by Kitchenham and
Charters [10].

This study provides an overview on the research trends and patterns and the usage
pattern of wearable technologies for workplaces from 2000 to 2016. The paper is
organized as follows: Sect. 2: how research process been conducted; Sect. 3: findings
of this study and presents an interpretation of our results; Sect. 4: discussions; and
Sect. 5: concludes the paper.

2 Research Methods and Questions

– Research Process: A systematic literature review has been adopted and applied, in
line with Kitchenham and Charters [10] guidelines, terminology and Petersen et al.
[17]. According to Kitchenham and Charters a systematic literature review can be
defined “as means of identifying, analyzing and interpreting all available data
relevant to the particular research question or topic area in an unbiased way” [10].
The overview of the adopted process consists of following phases:

• Definition of the research question, based on the objective of the research.
• Conduct a search of articles for primary studies by using search strings on

scientific libraries, databases. Tools like NAILS bibliometric software [11] can
also be utilized for this purpose.

• Screening the initial set of articles, by applying inclusion and exclusion criteria
to determine whether each potential study should be included.
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• Classification of articles based on the keywords from the abstracts of selected
articles.

• Classification and categorization of articles based on the final set of keywords.

Petersen et al. [17] recommends researchers doing systematic reviews to investigate
and make use of alternative ways of presenting and visualizing their results. Finally,
the results were consolidated from the relevant articles and presented in the form of
graphs, tables, or other form of graphical representations.

– Research Questions: The overall objective of the systematic literature review is to
identify the types of wearable technologies that can be utilized in workplaces and
whether these technologies can be beneficial for different business stakeholders
(corporate, internal and external). Hence, given that we specified three research
questions (RQs) together with a rationale for each one to obtain more inclusive
overview on the topic:

• RQ1: What types of wearable technology are mentioned in literature in
between 2000–2016 that can be used in the workplace? To what extent
wearable technology can be utilized in workplaces?
Rationale: identifies the range of wearable technologies under study in recent
time and possible areas of future development.

• RQ2: What benefit does wearable technology give for the company and
employees?
Rationale: indicates the extent to which whether wearable technology can be
beneficial for companies and employees, which provides information about the
likelihood of development in wearable technology.

• RQ3: What challenges still remain and need further investigation by research
communities?
Rationale: provides information that can be serve as a basis for ascertaining
future research direction.

– Search Design Process: We started the primary studies search by using the search
strings on online search databases. The following electronic databases were sear-
ched: ACM digital library, IEEE Xplore, Science direct1 and web of knowledge.
We have chosen the stated databases because they are identified as relevant to
information technology field. From the identified papers, we also manually browsed
the citations [21]. The search strategy used to formulate the search terms (ST) was
composed of following 4 phases as described in (Fig. 1):

In phase 1, we formulated the search terms based on research question using
PICO criteria2. In our studies, we have discarded comparison and outcome as we
not comparing any devices or measuring anything in our study. In phase 2, we
identified possible synonyms and acronyms or alternative words for search terms
(i.e. (“wearable”; “wearable device”; “wearable computing”; “wearable

1 www.sciencedirect.com.
2 PICO Criteria: http://learntech.physiol.ox.ac.uk/cochrane_tutorial/cochlibd0e84.php.
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technology”), (“workplace”; “work”), (“benefit”; “advantage”). In phase 3, we
merged all the identified synonyms and acronyms or alternative words of search
terms by using the Boolean “OR”. Finally, in Phase 4, we connected all the major
terms to form the final search string using the Boolean operators AND, the relevant
articles whose publication date was since 2000 onwards, as (““wearable*” or
“wearable device*” or “wearable computing” or “wearable technology*”) AND
(““workplace*” or “work”) AND (“benefit*” or “advantage*”) AND (“publi-
cation year > 2000”).

By utilizing the above predefined digital databases sources with their search
utility, and formulated final search string, we conducted the initial search process in
March 2016 and the final set of search in 30/06/2016. Additionally, search was also
conducted using the Google scholar in order to find any relevant articles as well as
to cross check the final sets of retrieved papers to determine the relevance of each
paper.

– Article Selection Process: The aim of the article selection process was to find those
articles that are relevant to the objective of this systematic literature review based on
inclusion and exclusion criteria. Thus we applied the following set of inclusion and
exclusion criteria to select the relevant publications to answer our research ques-
tions. The inclusion criteria (IC) formulated and applied are: IC1: Publication date
between 1/1/2000–30/06/2016; IC2: Includes answers for at least one of the
research questions; IC3: Includes if study conducted related about workplace,
using wearable technology; IC4: If several papers reported by same author, only
the most recent one is included; IC5: Only papers written in English. The exclusion
criteria (EC) formulated and applied are: EC1: Paper that limited discussion about
wearables; EC2: If it doesn’t cover the enhancement of workplace productivity;
EC3: Technical documentation or reports that are available in the form of
abstracts and secondary literature reviews.

In the beginning, automated search led to 359 articles from IEEE Xplore (166),
ACM digital Library (7), Science direct (181) and web of knowledge (5). After
refining the results based on the above predefined exclusion and inclusion criteria,
such as keywords, abstract, full text, titles were in English and duplicate articles,
final 34 studies were selected for data extraction and analysis.

– Data Extraction: Template was used to register the relevant information from the
final set of reviewed articles. The data extraction (DE) process included following
input from each selected primary resources: Metadata: Study ID (S1, S2…,), Author

Fig. 1. Search string formulation process
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(s), Year of Publication, Paper title, Name of the Conference or Journal in which
study has been presented, Keywords, Topic, Database in which study was found.
Because we are interested to find and analyze the data with respect the RQ, we
extracted the data as: Types of wearables (if Applicable); RQ2, Utilizations (if
Applicable): RQ2; Wearing position (if Applicable): RQ2; Benefits: RQ3.

Overall, 12 data fields were created to extract data from selected articles. (See
APPENDIX: A).3

3 Results

We gathered and analyzed the data from 34 articles (see APPENDIX: B)4 from 2000 to
2016. Based upon the analyzed data, results related to the systematic literature review
are presented in this section. Even though, search was limited, between 2000 to 2016,
relevant articles only started to appear around 2009. This seems to indicate that recently
there has been growing interest among researchers in this topic. The following section
highlights the important results:

RQ 1: What types of wearable technology are mentioned in literature in between
2000–2016 that can be used in the workplace? To what extent wearable technology
can be utilized in workplaces?

The main objective of this research question is to identify the range of wearable
technologies that has been extensively mentioned in recent years. The first part of
research question concerned what types of wearables has been addressed in work-
places. The search led to the identification of 29 types of wearables from relevant
papers. These identified devices are listed in APPENDIX: C5. Literature review
revealed that there are five ways how wearable technologies has been utilized in
workplaces which are explained below:

1. Monitoring [Study ID S3, S5, S6, S7, S8, S10, S11, S12, S15, S19, S20, S27, S28,
S29, S33, S34]: It allows employees to collect ongoing health information via series
of activities using the devices. We have found out most of the selected studies used
wearable devices in their workplace to monitor work related stress [S12], [S15],
[S19], [S27], [S28], individual and social behaviour [S10] [S12], progress [S3].

2. Assisting [Study ID S4, S14]: It allows employers to provide external tools which
are worn in body to control their posture, or lift heavy items. We also discovered
that some of the studies used hydraulic and electric powered exo-skeletons to assist
the workers in order to uplift the heavy load [S4] as well as to control posture of the
workers [S14]. Exo-Skeleton is defined by Looze et al. [15] as a wearable, external
mechanical structure that enhances the power of a person.

3 APPENDIX A: http://step.lut.fi/data/uwd/Appendix_A.pdf.
4 APPENDIX B: http://step.lut.fi/data/uwd/Appendix_B.pdf.
5 APPENDIX C: http://step.lut.fi/data/uwd/Appendix_C.pdf.
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3. Augmenting [Study ID S1, S9, S12, S13, S21]: It allows employers to deliver
digital information, such as: images, text, videos on devices such as HMD‘s, glasses
while wearer views the real world. According to Gartner Research6, wearable
augmented device is going to be an important tool for companies to enhance key
business activities such as business process, training, etc. Experiments conducted by
[S12] [S13] found out that by augmenting, employers can improve employee
performance by initiating training tools. We have discovered that employers can use
the AR devices for employer’s productivities [S12], [S13], remote guidance [S26],
health and safety improvement [S1], industrial design [S13], [S21], and mainte-
nancework [S1].

4. Tracking [Study ID S6, S7, S10, S16, S17, S18, S24, S25, S30, S31, S32, S34]:
Through this usage, employers will be able to track worker’s position, movement
through the use of devices deployed on the body (e.g. arm movement, distance
travelled). For example: Study conducted by [S24] [S25] used devices [T15] to
track employee’s sedentary behavior.

5. Delivering [Study ID S3, S9, S21]: It allows employers to deliver the content and to
the users via device allowing them to read, listen or watch context provided by third
parties. Based on Chen et al. [S3], wearable can provide just-in-time information
which are currently not possible with paper on-site construction processes.

By implying the utilization of wearables in workplaces, we clustered the obtained
wearables type under categories (C1): Monitoring; (C2): Assisting (C3): Augmenting;
(C4): Tracking; and (C5): Delivering. From the categorization, we found that various
types of wearables devices were used for monitoring: 18 types, augmenting: 3 types,
assisting: 3 types, delivering: 2 types and tracking: 8 types. Based on the findings, we
have created the usage of wearable framework in workplaces (See APPENDIX: D)7.
We have also discovered that, three devices were utilized for multiple purpose.

Studies shows that simpler devices such as digital pedometer [T15], smartwatch
[T1] can help employer to get minimal data from tracking the worker’s activities
whereas advanced technologies such as EEG devices [T8], EMG sensor nodes [T9] can
help employer to gather complex data in order to create and deploy effective physical
well-being strategy. We have also found out that same wearable devices such as
HMD‘s [T21], EEG devices [T8], Digital pedometer [T15] can be utilized for multiple
purposes while other can fit for only specific purpose.

RQ2: What benefit does wearable technology give for the company and
employees?

As described in previous section, wearable technologies can be utilized for multiple
purpose. In this section, we analysis how wearable technologies can be beneficial and
provide long lasting effects in work place. From the primary studies we found out that,
the benefits of wearable technologies in the workplace is highest when they are
introduced to:

6 http://www.gartner.com/newsroom/id/2649315.
7 Appendix D: http://step.lut.fi/data/uwd/Appendix_D.pdf.
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– Monitoring physcological and physiological factors of the employees: Many
employers are unaware of their employee’s physio-social and physical-stress levels
and the effects it at the workplace. One of the quotes by Dr. Deming [2] “if you
can’t measure it, you can’t manage it” fully implies in workplace. Unless employer
monitors working environment it is difficult for them to know if their employees are
getting worse or better with regards to performance level.
Wearable technology can be valuable tool in workplace to monitor and refine the
wellness initiatives of the employees. From the study, we found out that many
devices have been used for tracking physio-social stress (stress about the job) and
physical stress (working hard with the equipment’s) or tracking the physical
activities of the worker. One of the benefit of wearable technology is active mon-
itoring by taking the advantage of the data delivered by wearable devices. With
those data, employers could take active steps towards assisting their employees
either via discussion about the issues or creating physical activities. This will help
employees to relieve stress, tension and live physically and mentally fit.

– Enhance operational efficiency: Wearable devices such as HMD’s (such as smart
glass, Microsoft HoloLens) can be utilized for remote guidance. By using HMD
user’s hands are totally free and the user’s vision is unobstructed. The person who is
giving the guidance can see exactly the same things as the one who is being guided,
through the camera in the mounted device. This means that one giving guidance can
see the real world and the created 3D images from the camera. 3D images can be
created into real world surfaces for the guided person to see and they can be
interacted with different types of touch gestures [S26]. With the help of AR,
communication becomes more accurate and easier to understand which also effects
on work performance.

– Workplace safety and security: Employee’s safety is always important in any
workplace, especially in hazardous jobs where employee is for example working in
a mine, operating heavy machinery, construction site or in a job where employee is
dealing with high voltages. From the literature review, we found out that safety and
security can be improved with the help of accurate monitoring using wearables.
Yang et al. [S33] found in their study that, it is possible to detect the dangerous
working spots (places where happens the most near-miss falls) with the collected
data from wearable devices. Another study conducted by Sole et al. [S30] found out
that RFID tags can be used to improve workplace safety and to limit false alarms.
Baka et al. [S2] explained in their paper that, wearable could be used to detect and
warn the user when step voltage hazard exists. According to them, two sensors
(transducers) can be attached to user’s feet so that they are in contact with skin.
These sensors can detect the user’s body current and work as monitoring system,
when the dangerous potential differences are starting to occur. When the user is
approaching dangerous zone, the device warns the user. This clearly shows that
wearable use in workplace has clear benefits to improve workplace safety for
employees.

– Industrial designing: Wearables integrated AR technology can be used for
example designing construction plans [S13], blueprints [S13], building information
modeling [S13] and aircraft cabins [S21]. As a result, task can be done virtually
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without any extra cost such as over-head, travelling, onsite meeting. Study con-
ducted by [S21] discovered that AR can be used in manufacturing purposes for
maintenance and measuring the wires for vehicles before installations which will
lead to save time and cost.

– Improve worker’s health: Working posture are always problematic for all kind of
jobs. However, computer related jobs, construction works, mining can be taken as
the examples due to lots of physical strain it can cause to the backside of body.
When the working posture is bad for years, it is highly likely to cause low back
disorders, more so in more physically demanding workplaces as mentioned.
Eurofound also observed that level to exposure to some risks such as (particularly
‘tiring and painful positions’ and ‘repetitive hand or arm movements’) has shown an
upward trend [16]. Luo et al. [S14] conducted study on this issue where he designed
WSAD (Wearable Stooping-Assist Device) for stooped work. As the name imply,
this device reduces the strain from a stooping posture and so it prevents the risks
having a low back disorder. Chu et al. [S4] also experimented wearable robots
(exo-skeleton) to improve worker’s health in shipbuilding work. [S4] used
exoskeletons to decrease the muscle strain on lower limb muscles of workers and to
support vertical load. This type of support helps preventing possible muscu-
loskeletal disorders. In this study [S4] used two different prototype exoskeletons,
i.e., standard type and gooseneck type. Exoskeleton’s mobility and usability was
tested for several hours. Though exoskeletons had certain limitations, such as lifting
capacity and maximum walking speed, the workers did confirm that the
exoskeletons improved work efficiency and seemed to help preventing muscular
diseases.

RQ3: What challenges still remain and need further investigation by research
communities?

Data analyzed from the studies have shown that, wearable devices can have benefits
to the workplace. However, there are still some remaining challenges which needs to be
investigated and resolved. During our primary studies, we have identified following
open challenges that still needs to be further investigated by research communities:

– Usability: It has been established from the research work of Khakurel et al. [9],
device characteristics (size, battery life, modalities, etc.) were the most discussed
usability issues that have limited the ways in which users can interact with the
wearable devices. Hence, in this study, we have also found out that size and battery
life [S3], [S20], [S31] are the most important parameters. In order to increase
adoption of wearable devices at workplaces and improve the usability of the users,
re-searcher should further investigate on how size and energy consumption of the
system can be minimized by increasing the memory size [9].

– Privacy: One major issue identified in the studies [S11], [S12], [S16], [S34] is the
violation of privacy because data generated from wearable devices contains, vital
information of employees, such as heart rate, number of steps taken, etc.
Researcher’s needs to investigate what kind of data employees would like to
handover and create further guidelines related to which type of wearables can be
applied in workplace and what kind of data can be extracted and analyzed.
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– Adoption: One of the challenges, we found from the studies is the adoption of
wearables [S12], [S20], [S22] by both employees and employers. The adoption of
wearables and also the willingness to share the data with employees would require
vast amount of awareness. Further research should investigate new incentives,
motivation and workplace performance model with the integration of wearables.

– Cost factors: Other key challenges for employers is the complexity and cost of
integration with existing system. Chen et al. [S3], found out for companies it is
necessary that Return of Investments (ROI) exceeds the cost of obtaining infor-
mation wirelessly. Research communities should investigate the ways to developing
and integrating low cost wearable devices to the existing system.

– Accuracy: From the studies [S19], [S21], [S28], we have found out that data
delivered by wearable devices are not 100% accurate. Also from the studies made
by Khakurel et al. [9], one of the usability issues for wearable devices is accuracy.
Therefore, there is need for further studies to develop the higher accuracy sensors
and algorithms to ensure that quality and accuracy of data remains creditable.

– Security: Like all other technologies, wearables are vulnerable to hackers. From the
studies, we have found that employers are concern from possible cyberattacks
which can lead to breach of security data. Further research on how this possible
attacks can be eradicated after implementing devices in workplaces.

4 Discussion

The focus of this section is to discuss the results obtained during the systematic
literature review and are based on interpretation and exploration of the retrieved data.

Based on this literature review, we can clearly see that wearable technology is not
only popular for entertainment purposes but it is also starting to be a valid solution for
workplace needs. Our findings show that the majority of the reviewed papers reported
several devices (e.g., smart watch [S11] [S33], digital pedometers [S7] [S22] [S29],
electronic shirts [S33] and HMD’S [S3] [S21] that are being used for entertainment or
lifestyle purposes, can also be applied for workplace usage.

Carrying and detaching multiple technologies on the body could lead more stress
for workers. It is necessary for workplace to investigate and combine multiple tech-
nologies to create single service to monitor the employees. For example, use of
wristbands which can monitor the activities, to get through doors in work-place or as a
timestamp device. This way the wearable device would not feel like a thing that an
employee has to wear every day just to be monitored.

In some cases, it was also noted that using wearable devices also increased work
performance. This was the case for using exoskeletons and HMD’s. Exoskeletons also
help preventing muscular diseases by lowering the physical strain on the body. So this
type of device has actually two great benefits. The problem with wearable exoskeletons
is however the fact that the safety standards for them in workplace usage are still in
progress and they are still more in experimentation stage. In the near future however,
wearable exoskeletons would be a great asset especially in industrial and construction
type of work where there are a lot of heavy lifting.
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Having healthy employees are important for the company and being healthy is
obviously a desirable thing. As this work indicated, this type of monitoring can be used
for finding out the cause for stress and then possibly limiting it by taking necessary
actions. Also by monitoring physical changes in body, it may be possible to detect
possible illnesses and get proper treatment for them, before they get more serious. By
using wearable devices, the safety of workplaces can also be improved as it turned out
in the text.

5 Conclusion

The aim of this study was to provide systematic literature review of the current trends
of research and future perspectives of wearable technology in workplaces. Following
predefined criteria, we identified and analyzed around 34 relevant articles.

Results revealed that there has been many experimentations and implementations
for several types of wearable devices in different kind of workplace environments. To
achieve research goal, we identified the types of wearables and categorized in terms
their mode of use. We also observed that some wearables can be used for multiple
purposes while some can be used for specific purpose. Findings revealed that, most of
the identified devices are still in prototype stages but have the potential and will be
definitely a useful tool in workplaces in the near future.

Most of the benefits of wearable devices in workplace addressed focus on
employee’s health, workplace safety and improved work performance. However,
wearable technology has limitations which need to overcome, with regards to tech-
nology, privacy, cost, accuracy, adoption and design.

In conclusion there are a various types of wearables that can be utilized in work-
places for different purposes. Wearable technology in the workplace are relatively new
concept to improve health and safety of the workers and have gained significant
momentum over the last few years. Although, wearable technologies have been great
assets for personnel use, it is still a relatively new area of research for use in the
workplace where issues such as usability, privacy, cost factors, data accuracy issues are
yet to be resolved.
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Abstract. Traditional radio planning tools present a steep learning
curve. We present BotRf, a Telegram Bot that facilitates the process
by guiding non-experts in assessing the feasibility of radio links. Built
on open source tools, BotRf can run on any smartphone or PC using
Telegram. Running it on a smartphone has the added value that the Bot
can leverage the internal GPS to capture the current coordinates. BotRf
can be used in low bandwidth environments as the generated data traffic
is very limited. We present an example of its use in Venezuela.

Keywords: Telegram · Bots · Radio frequency planning · Simulator ·
Terrain profiles · Propagation models

1 Introduction

One aspect that is paramount in the planning of wireless links is the determina-
tion of the attenuation introduced by the terrain between the transmitter and
the receiver, which ultimately determines the feasibility of a given link. There are
many commercial programs meant to solve this problem, most of them making
use of digital elevation maps. Some of them are quite costly and others restrict
their usage to the radios and antennas of a particular manufacturer.

We still miss an easy to use, open source tool that can be used to assess
the feasibility of wireless links. Taking advantage of the capabilities of the Bot
technology and given the broad use of mobile devices, we developed a tool that
minimizes the amount of data that the user needs to input and that does all the
processing in the remote server, making it particularly suitable for low bandwidth
environments. BotRf is platform independent as Telegram runs on smartphones
(Android, iOS or Windows phones) and laptops/desktops (Windows, OSX and
Linux). It provides a simulation of the terrain profile for different atmospheric
refraction index values, calculating the path loss in a wireless point to point link.
It shows the results in an easy to grasp interface and gives a numerical value of
the link margin in dB when the radio and antenna parameters are also inserted.

We believe this tool could be particularly useful to setup Community Wireless
Networks [1]. Community wireless network have sprouted in many countries,
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addressing needs that are not satisfied by commercial operators, either due to
the lack of a high enough return on investment or because commercial operators
were not well suited to address social aspects unrelated to profits.

2 RF Propagation Models

In [2], a thorough analysis of 30 propagation models used for the estimation of
path loss is performed, reaching the conclusion that there is not a single one
that can offer the best results in every case. Some models make use of digital
elevation maps and ray tracing techniques to estimate the path loss, while other
use a completely empirical approach, based on many measurements performed
in a variety of environments at different frequencies. Then there is the hybrid
approach, that combines terrain information with statistical inference from field
measurements. They end up stating that “..the landscape of path loss models
is precarious: typical best-case performance accuracy of these models is on the
order of 12–15 dB root mean square error (RMSE) and in practice it can be
much worse”. Therefore, in our work we stick with the well known Longley-Rice
Irregular Terrain Model (L-R ITM) [3], which has been widely used since its
original publication in 1968. The advantage of the L-R ITM is that by making
use of the terrain profile between transmitter and receiver (derived from digital
elevation maps), it will readily detect any obstruction that might preclude the
link. So if the model suggests that a links is unfeasible, we accept this result
and search for an alternative such as raising the antenna height or looking for an
alternate location. On the other hand, when the model finds a path unobstructed,
we declare it a “maybe” until further information is available. In particular, the
uncertainty is more significant when using SRTM3 DEM data that have a high
chance of ignoring obstacles that are less than 90 m in size. This strategy has been
quite successful over a number of links that we have simulated and later deployed.
The path attenuation result of the L-R ITM is calculated by modifying the free
space loss by incorporating the effects of diffraction and dispersion, as well as
statistic losses that have been estimated based on many empirical measurements
at different frequencies and over different types of terrain.

A very important factor that must be borne in mind when dealing with RF
propagation is that the refraction index of the atmosphere causes a bending
of the radio beam. This bending normally causes the radio horizon to extend
4/3 beyond the optical horizon, and this is accounted for by multiplying the real
radius of curvature of the earth by a K = 4/3 factor and then draw the radio beam
as a straight line. The atmospheric refraction index can change unexpectedly as
it is affected by factors like temperature, humidity, water vapor content and
so on, so the K factor might adopt temporarily other values. The International
Telecommunications Union (ITU) [4] recommends that for critical links in which
a very high reliability is required, the obstacles of the terrain must be cleared
even for K less than 1 for distances below 100 km. For K less than 1, the effective
radius of the earth is smaller than the real radius, so the radio horizon is closer
that the optical horizon. BotRf allows for easy modification of the K factor.
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Lastly, and more importantly, we must also note that electromagnetic waves
occupy a volume in space called the Fresnel ellipsoid, extending from the trans-
mitter to the receiver, with maximum girth at midpoint between the two. The
radius of this ellipsoid is called the Fresnel zone radius and is proportional to
the wavelength. In order to capture most of the power contained in radio waves,
at least 60% of the Fresnel zone must be cleared. In a wireless link, we try
to avoid that any obstacle protrudes more than 40% in the Fresnel zone, this
means that the antennas must be raised above the minimum required to draw
an unobstructed line from the transmitter to the receiver (the optical LOS).

3 RF Planning Tools

There are many RF planning tools available on the market, and they can be
categorized as Commercial, Vendor Specific, Free and Open.

• Commercial tools use proprietary models and digital elevation maps of vary-
ing degrees of resolution. They run on PCs, are usually quite expensive and
require heavy downloads. They are therefore not well suited to the needs of
developing countries.

• Vendors like Motorola, Ubiquiti Networks, Cambium and Mimosa (among
many others), offer radio propagation planning tools free of charge. They are
usually associated to the specific of their radios and antennas offering, often
require registration in their site and in general are quite cumbersome to use.
They are usually based on web interfaces and are not designed to be used on
mobile devices.

• Several free radio frequency planning tools are available. In our trainings and
deployments we have used extensively the Radio Mobile program developed
by Roger Coude [5]. It provides very valuable information, but it is built for
the Windows operating system only, and requires considerable effort to install
and to use. There is also an easier to use on-line version, but it works only for
the frequencies allotted to the radio amateur service and does not specify the
amount of first Fresnel zone clearance [6]. As the tool is free but not open,
there is no guarantee that it will be maintained in the future.
“Hey whats that path” profiler [7] is another free on line tool that can quickly
draw terrain profiles between two or more points. It does not calculate the
attenuation, but allows to change the frequency and the atmospheric refrac-
tion index and show how this affects the radio beam.
The Communications Research Centre Canada offers the Radio Coverage Pre-
diction [8] using the Longley-Rice model, but it is only for point to area, and
will not work for point to point links. Its coverage is limited regions up to 5◦

in latitude and 10◦ in longitude.
The Polish National Institute of Telecommunications developed PIAST (Plat-
form IT for an Analysis of Systems in Telecommunications) [9], a web based
tool for point to point RF links planning that will provide a path profile and
estimates of the attenuation, using the ASTER GDEM v2 maps.
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4 Splat! An Open Source RF Planning Tool

John Magliacane wrote Splat! [10] (Signal Propagation, Loss, And Terrain Analy-
sis), an open source Linux based tool offered under the GNU license. It uses
both the Longley-Rice Irregular Terrain Model and the Irregular Terrain with
Obstructions Model to simulate the attenuation between the transmitter and
the receiver as well as to estimate the point to area coverage of a transmitter for
the frequencies between 20 MHz and 20 GHz. Splat! has been ported to Windows
and is also the basis of QRadioPredict, an experimental software for VHF-UHF
propagation prediction and radio coverage analysis.

Splat! uses the SRTM3 [11] digital elevation maps (DEM) which have a res-
olution of 90 m. As the maps are very heavy to download and we want to serve
users in low-bandwidth environments, we downloaded the maps of the entire
world in our server so that users don’t have to do it. This account for more than
65 GB of data. We optimized the Splat! code to work directly with the native
file format of the digital elevation maps to make the calculations quicker.

5 Telegram and Telegram Bots

Telegram [12] is a cloud-based instant messaging service, similar to Whatsapp.
Telegram clients exist for smartphones (Android, iOS, Windows Phone, Ubuntu
Touch) and desktop systems (Windows, OSX, Linux). It differs from Whatsapp
in that it does not support voice calls, but unlike Whatsapp it can be used
without a phone. The client is free and has no limits on the size of media that
can be exchanged. Servers are distributed in many locations around the world.

In June 2015, Telegram launched a platform for third-party developers to
create Bots [13]. Bots are Telegram accounts operated by programs that respond
to messages or mentions and can be integrated in other programs. They mimic
the behavior of a human being in specific applications, like a help desk. Telegram
acts as a “middle man” between users with a Telegram client and a server where
the Bot is running. As all the processing is done in the Bot server, no powerful
computer is required, only a smartphone or a tablet.

6 BotRf Usage

Once Telegram is installed on a smartphone or PC, the preliminary step is to
add BotRf as a contact (as would be done with a friend or colleague), as shown
in Fig. 1.

The first step to check the feasibility of a wireless link is to set the working
frequency. This is done by using the freq command and entering the frequency
in MHz. So if you are going to use the 5.8 GHz frequency for you link, you have
to write (the system is case insensitive) freq 5800, as shown in Fig. 2.

The second step is to insert the information about the two sites you want
to link. If you are using Telegram on a PC, you have to enter the information
about the sites manually. For example: site mountain 1 -4.3409 55.7450 5,
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Fig. 1. Preliminary step: add BotRf as a contact.

Fig. 2. Entering the frequency in MHz.

where mountain 1 is the name of the site, −4.3409 is the latitude in decimal
degrees, 55.7450 is the longitude in decimal degrees, and 5 is the height of the
antenna above the ground in meters. The same has to be done for the second site.
If the second site is called mountain 2, then enter site mountain 2 -4.6205
55.4413 16.

If you are using Telegram on a smartphone, you can enter your current loca-
tion with the click of a button, by selecting the paperclip icon (beware that
different smartphones have slightly different setups), clicking Location and then
Send your current location, as shown in Fig. 3. You will then be asked to enter
the site name and the antenna height in meters.

Now you have all the information required to check if the path is clear or
obstructed from the radio signal viewpoint, by using the calc command. Enter
calc mountain 1 mountain 2 to check the link between mountain 1 and moun-
tain 2, at the frequency you previously selected. You will obtain the result shown
in Fig. 4, which tells you that the link is feasible since there is no obstruction
due to terrain.

You can select the graph and analyze it carefully elsewhere. The graph is
shown in detail in Fig. 5.

The blue line represents the curvature of the earth, modified by the refraction
index. The red line is the terrain profile as seen by the radio wave. In cyan we
have the first Fresnel zone contour. The magenta line is the 60% of the first
Fresnel zone.

If there is an obstruction that can be cleared by raising the antenna,
you can use the command alt to choose a new value for the antenna height.
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Fig. 3. Sending the current location

Fig. 4. Result of the link simulation: there is no obstruction

For instance enter alt mountain 1 30 to change the antenna height of the site
called mountain 1 to 30 m.

At any point, you can ask for help to the Bot using the /hlp command.

7 BotRf Usage in Venezuela

BotRf was used to plan the wireless links needed to extend the university network
from the administrative building to the printshop at Universidad de los Andes
in Merida, Venezuela. There are many buildings that block the line of sight
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Fig. 5. Graph showing the earth curvature, terrain profile and Fresnel zone (Color
figure online)

between the end points so a two legs solution had to be devised. Plan del Morro
was chosen as repeater site since due to its altitude it offers an unencumbered
view of both ends. Figure 6 shows the layout of the two ends points and the
proposed repeater site.

Fig. 6. Layout of the two legs link from administrative building to the printshop,
Merida Venezuela.

Entering the coordinates and antennas heights of the administrative build-
ing and of Plan del Morro in BotRf and using the calc command, Fig. 7 was
produced in few seconds showing an unobstructed line of sight.

Entering rep in BotRF produces an extensive text report:
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Fig. 7. Terrain profile between administrative building and Plan del Morro, Merida
Venezuela.

Transmitter site: edif_adm
Site location: 8.5931 North/71.1469 West
Elevation: 1582 m above sea level,
Antenna height: 50 m above ground
Distance to plan morro: 12.52 km
Azimuth to plan morro: 221.3 degrees
Elevation: +3.1 degrees
Receiver site: plan_morro
Site location: 8.5086 North/71.2221 West
Elevation: 2311 m above sea level,
antenna height: 6 m above ground
Azimuth to edif_adm: 41.3 degrees,
depression angle: -3.2 degrees
Free space path loss: 129.69 dB
Longley-Rice path loss: 129.55 dB
Attenuation due to terrain shielding: -0.13 dB
Mode of propagation: Line-Of-Sight
The first Fresnel zone is clear.

No obstructions to LOS due to terrain were detected by BotRf, as per the
last line of the report.

Similarly, the link between Plan del Morro and the printshop was simulated
with BotRf and proved to be feasible. As both links are feasible from the LOS
point of view, the link will work provided that the system gain of the radios and
antennas is greater than 130 dB plus the required link margin.

The pow command in BotRf is used to obtain the power levels in the link. The
user needs to input the name of the transmitter site, the name of the receiver site,
the transmitter power output in dBm, the cable loss between the transmitter and
the antenna in dB, the gain of the transmitter antenna in dBi (dB with respect
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to an isotropic antenna), the gain of the receiver antenna in dBi, the cable loss
in dB between the antenna and the receiver and the receiver sensitivity in dBm.
Using the data from our equipment, we have:

pow edif_adm plan_morro 20 0 24 24 0 -87

which will automatically generate the graph in Fig. 8.

Fig. 8. Power versus distance of the link between administrative building and Plan del
Morro

We can see the values of the EIRP (Equivalent Isotropic Radiated Power), as
well as the link margin, 25 dB, providing a quite reliable signal that will support
the highest modulation schemes. The path loss used is derived directly from the
free space loss previously calculated by BotRf. The additional attenuation that
might be present must be considered in each case and added to the free space
loss to obtain the new margin.

It is worth noting that all the input data, as well as the results, are stored
in the server under each user’s account, so they can be retrieved for future use.
BotRf list command provides a list of all the sites ever entered by the user
with their respective coordinates.

8 Bandwidth Usage

We measured the bandwidth usage of BotRf by installing a network monitoring
application [14] on a smartphone. Entering information for two sites using the
“Send your current location” and running one simulation requires 750 kB to be
transferred over the network. This is a very limited amount of data, making
BotRf usable in low-bandwidth environments.
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9 Conclusions and Future Works

We have presented a user friendly and platform independent tool that can be
used for the planning of RF links even by people with limited telecommunications
background. BotRf can also be used as a learning tool to asses the impact of
the different elements of the communication channel in the final performance.
In particular, the apparent radius of curvature of the earth can be modified to
determine the effect of the changing of the refractive index. The terrain profile is
derived from publicly available digital elevation maps of high resolution that are
housed on the server where all the calculations are made in real time, whereby
the Internet traffic used is at a minimum. The tool can be used in sites with
very limited Internet connectivity. We are currently working on the point to
area coverage prediction and on the implementation of other RF propagation
models.

Acknowledgments. We would like to thank the Internet Society (ISOC) for sup-
porting this project and the volunteers that have tested the beta version of the Bot for
their valuable inputs.
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Abstract. In the last decade, governments, municipalities, and industries have
invested large amounts of funds on research on smart cities with the main goal of
developing services to improve people’s quality of life. Many proposals focus
on a Cloud-centric network architecture in which all the data collected from
amyriad of sensors devices is transferred to the Cloud for processing. However,
this approach presents significant limitations when faced with the formidable
traffic generated by the Internet of Things and with the need for low-latency
services. The deployment of IoT devices in compact groups, connected to the
smart city network infrastructure by relatively powerful “gateways”, opens the
possibility to depart from the centralized architectures and move the computa-
tion closer to the data sources. To this end, this paper proposes SPF, a new
middleware solution that supports IoT application and service development,
deployment, and management. SPF runs IoT services on capable devices located
at the edge of the network and proposes a programming model that enables to
take advantage of decentralized computation resources in a seamless fashion.
SPF also leverages an information dissemination solution designed for con-
strained network environments and adopts Value-of-Information based methods
to prioritize transmission of essential information.

Keywords: Internet-of-Things (IoT) � Smart cities � Social- and location-aware
IT services

1 Introduction

Governments, municipalities, and industries around the world are investing large
amounts of money to improve the quality of life in modern cities, as numerous research
projects in the field of smart cities demonstrate [1]. The Yokohama Smart City Project
(http://www.city.yokohama.lg.jp/ondan/english/yscp/) and the LIVE Singapore project
(http://senseable.mit.edu/livesingapore/) in Asia, the SmartSantander (http://www.
smartsantander.eu/), CITYKEYS (http://citykeys-project.eu), and Open Cities (http://
www.opencitiesproject.org) projects in the European Union, and the City Science
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Initiative in the USA (https://sap.mit.edu/article/standard/city-science-initiative-media-
lab) are just a few examples of the many ambitious research projects that focus on one
or more of the six aspects that, in accordance with the official European Union website
on smart cities (http://www.smart-cities.eu), characterize modern urban realities:
environment, living, mobility, governance, economy, and people [1].

Many research efforts and commercial solutions for smart cities propose complex
network architectures with a Cloud-centric infrastructure [2–4]. At the edge, a multi-
tude of sensors acquire raw data, which is continuously transferred over the Internet to
the Cloud, where enough resources are available for storage and processing. From
there, consumers (including citizens and policy makers) can access derived information
by connecting to IT services hosted in Cloud data centers.

Despite showing early promise, Cloud-based architectures present significant lim-
itations for use in emerging smart city infrastructures. Usage of heterogeneous and
pervasive sensing and computing resources in IoT infrastructures deployments of IoT
devices in smart cities produce a huge amount of information, with forecast studies
predicting that, by 2019, IoT devices will generate 507.5 ZB of data per year [5]. It is
very costly and inefficient to transfer, process, and store this formidable amount of raw
data in Cloud-based data center.

At the same time, it is possible to envision a new generation of social- and
location-aware IT services that leverage fully decentralized communication and
information processing infrastructures to deliver functions that improve the citizens’
quality of life significantly. Through better efficiency in existing health care environ-
ments, for instance, next-generation wellbeing oriented services can leverage remote
health provision, enabling people to monitor their own health during the day, and better
management of conditions such as stress [6].

In terms of preventive care, new services could take advantage of wearable activity
trackers like FitBit (www.fitbit.com), which monitor heartbeat, levels of aerobic
activity, and hydration status, and cross-correlate that information with the data pro-
vided by large, free Cloud datasets like OpenData (www.opendatafoundation.org), to
look for and analyze specific trends and unpredictable anomalies. The study of activity
tracker data across a city could give valuable insights on the “walkability” and the
public safety of particular areas, favoring the detection of areas that have poor quality
sidewalks, where residents suffer from a higher risk of robbery/assault, or have a lower
quality of health.

In smart cities, IoT devices are often deployed in groups such as sensing systems
and connected using short-range and low-power wireless communications, e.g., IEEE
802.15.4 or Bluetooth LE. These IoT networks are connected to the smart city net-
working infrastructure through one or more “gateway” devices that build on top of
capable microprocessors, e.g., ARM Cortex A, and enable the execution of sophisti-
cated and computationally hungry services, while still remaining fairly energy efficient.

In IoT infrastructures, gateway devices represent a promising location to deploy
information processing tasks, with continuous reconfiguration of the task allocation
according to real-time environmental conditions and service characteristics. In order to
fully unleash the potential to develop disruptive innovations in IT services, there is the
need for new models for information processing, information dissemination, and
application programming.
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This paper presents an analysis of opportunities and challenges involved in the
development of social- and location-aware IoT services in smart city environments.
The manuscript then introduces SPF, a new middleware solution to support IoT
application and service development, deployment, and management. SPF enables
application developers to take advantage of decentralized computation resources in a
seamless fashion. To this end, SPF runs IoT services on devices at the edge of the
network, proposes a programming model, leverages information dissemination solution
designed for constrained network environments, and adopts Value-of-Information
based concepts to prioritize information transmission.

2 Next-Generation IoT Services in Smart Cities

In a smart city, as depicted in Fig. 1, applications, storage, and processing capabilities
are typically concentrated in Cloud data centers at the core of the network. Connected
through heterogeneous communication means to the smart city infrastructure, edge
networks include Wireless Sensor and Actuators Networks (WSANs), WiFi and other
public networks that provide free Internet access to the mobile citizens, smart grids for
smart energy management that connect factories, buildings, and houses, smart roads
with sensors and actuators to monitor and manage traffic, and so forth. The fast-paced
deployment of a myriad of heterogeneous IoT devices (e.g., traffic cameras, actuators,
and sensors for measuring CO2, temperature, and acoustics) and the increasing pres-
ence of personal wireless devices such as wearables and smartphones in smart city

Fig. 1. Typical architecture of a smart city.
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environments both represent an increasing burden for communications infrastructures
[7]. The functionality of smart city systems is directly impacted by communication
infrastructure capability, in-turn affected by growing data transmission to and from
Cloud services. Users might experience slower service response times, real-time data
processing and information transmission to client systems might become unfeasible,
and user-submitted requests may be dropped. Such conditions are particularly unac-
ceptable for time-sensitive applications like emergency-response.

One of the most interesting approaches to reduce network bandwidth consumption
and thus increase the quality of services offered to the citizens is to move data pro-
cessing and computation towards the edge of the network. This idea is at the basis of
the fog computing concept [8], which aims at integrating computational and storage
resources on the Cloud with those available at the network edge. However, fog
computing proposes the same application programming and management model of
Cloud computing, which was designed for reliable and high-bandwidth networking and
does not interact well with the heterogeneous wireless communications at the edge of
the smart city network infrastructure. Instead, it is critical that any proposed solution
that supports social good-oriented IoT services takes into consideration existing design
features and infrastructure of smart cities, selectively adapting and extending these
resources as needed.

The pervasive computing scenario enabled by IoT technology goes beyond the
“decentralized data centers” vision proposed by fog computing and stands to enable the
development of a new generation of IT services that significantly improves quality of
life within smart cities. In fact, large and high-density IoT installations create a dis-
tributed sensing and computation infrastructure for deploying a wide range of infor-
mation-centric services in response to the citizens’ needs, whose deployment may be
either planned in-advance, e.g., to support a public event [9], or unplanned/impromptu,
e.g., emergency services in case of a flash mob or a subway fail.

Dynamically instantiated and short-lived services will typically perform computa-
tionally light operations on real-time data, implementing social- and context-aware
information processing and dissemination. Such services will typically execute on
“gateway” units deployed in proximity of the users and support devices with low
computational and memory resources (such as wearable and portable gadgets) by
enabling computation offloading. At the same time, resident and/or long-time running
services might perform more computationally intensive operations on data collected
during long periods and from a number of different sources (e.g., for traffic control and
anomaly detection), also taking advantage of Cloud-based resources.

Many innovative, social good-focused IoT services will be designed around their
users,with strong social components and results that dependgreatly on the location of both
the requesting user and the data source. Their social-awareness and information-centric
nature will cause IoT services to depart from the usual one-to-one communication model
in favor of the one-to-manymodel, which represents a better fit for social applications and
other citizen-oriented services that need to communicate with a group of people/devices
(e.g., public safety or emergency alerts).

The dynamic and heterogeneous nature of next-generation IoT services and the
smart city environment calls for an information-centric programming model and a
corresponding platform that enable and simplify the deployment and management of
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applications and information processing tasks across the smart city. This would con-
siderably reduce the times and costs for the allocation/deallocation of resources to/from
specific services, for instance to respond to peaks in the demand or idle times, and for the
on-demand deployment and instantiation of new services, to address needs that arise
only in specific situations, e.g., during a concert, a sport match, or any other social event.
In addition, information-centric platforms for IoT services could provide developers
with the possibility to register and deploy their own applications. In this case, those
solutions need to offer a set of basic features on which applications can be built and
expose a well-defined API to allow applications running on users’ devices to issue
requests. Besides that, the API will also have the essential task of hiding any com-
plexities that might derive from the system architecture, the location of remote appli-
cations with respect to the data sources, the allocation/deallocation of resources, etc.

Therefore, there is the need for solutions to manage network resource consumption
and reduce traffic between the nodes at the edge and the Cloud. The final target is to
maximize the usefulness of the offered services as perceived by the citizens of the smart
city by having a scalable system that is capable to adapt to changes in the demand and
make a smart usage of all the available resources.

3 SPF

SPF (as in “Sieve, Process, and Forward”) is a middleware solution for the develop-
ment, deployment, and management of dynamic IoT applications in urban computing
environments [9]. SPF adopts a distributed computation approach that aims at
addressing the continued growth of IoT data collection by applying needed processing
at the edge of the network, in close proximity to the data source.

The two main components of SPF are the SPF Controller, deployed in the core part
of the smart city infrastructure, and the Programmable IoT Gateway (PIG), which is
deployed in several “gateway” devices at the edge/core border of the smart city net-
working infrastructure, as depicted in Fig. 2. The SPF Controller provides an
information-centric programming model and an accompanying development toolchain
that allow to define IoT applications and to deploy them on the PIGs, where they are
actually executed. At the same time, the SPF Controller is responsible for receiving
service requests from application users, identifying the most appropriate course of action
in terms of IoT services to activate or reconfigure, and dispatching corresponding
instructions to relevant PIGs. This allows for dynamic behavior that triggers the exe-
cution of information processing and dissemination only when they are actually needed.

PIGs provide both information processing and dissemination functions, which
leverage the set of filtering and communication functions implemented by the software
platform according to the instructions received by the SPF Controller. PIGs could be
deployed directly on the gateway nodes that connect 6LoWPAN networks to the
Internet or on dedicated hardware placed in the gateway nodes proximity.

In order to save processing resources on the PIGs and further reduce network usage,
SPF employs a content-based filtering on the input data. More specifically, when new
data arrives at the PIG from the WSAN, it goes through a filter component that
compares the new piece of information with a reference, i.e., the last piece of
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information processed by the PIG. A difference threshold s determines if the difference
between the new data and the reference is significant. In a positive case, the PIG
processes the new data, which then becomes the new reference. Note that SPF allows
each application to define the value for s that best suits determined targets.

Following data processing, the PIG can deliver the extracted information to the
requesting users. SPF relies on the DisService component of the Agile Computing
Middleware (ACM) for the dissemination of responses [10]. DisService is a P2P
communication middleware that handles the dissemination of the information using ad
hoc communication links to set up a P2P network and deliver messages to nodes.
DisService leverages network interfaces such as Bluetooth, WiFi, and other
device-to-device (D2D) techniques that have already proven effective in pursuing
mobile offloading [11, 12]. This way, DisService enables the offloading of the network
infrastructure and ensures delivery even when the mobile network is congested or the
signal is absent or bad, e.g., when one cell provides connectivity for too many devices.
In addition, DisService enables the fine-tuning of delivery policies, thus allowing
applications to reply with responses that are user-specific, or with responses that target
larger sets of people.

The SPF platform identifies three main figures (or stakeholders): SPF administra-
tors, application developers, and users. SPF administrators have the important task of
managing deployed SPF platforms, and other tasks that include: deployment of gate-
ways, allocation of resources for the applications, and configuration of the SPF

Fig. 2. Adoption of SPF in smart city scenario.

310 M. Govoni et al.



controller. Application developers are responsible for defining and configuring IoT
applications. Finally, the users need to install client versions of the IoT applications on
their devices to have access to the SPF platform. Applications send requests to SPF
Controllers and receive responses from the PIGs. The typical SPF user will be on a
mobile device, so application requests will normally arrive at the SPF Controller via
4G/WiFi networks, while responses can reach their destinations using the peer-to-peer
(P2P) ad hoc networks composed of nodes running SPF. Additionally, SPF allows for
the definition of multiple user types, each one with different priorities and permissions,
such as emergency units, police, and citizens. This enables the definition of applica-
tions that only a specific set of users can run and eases the allocation of bandwidth for
dissemination based on the type of user that made a request. In the context of smart city
infrastructures, declaration of user types can aid in prioritizing bandwidth usage for
particular purposes, such as emergency response or law enforcement.

4 Application Development Lifecycle in SPF

SPF defines an IoT Application as a collection of related IoT services with the same
priority and the same target users. SPF allows application developers to define IoT
applications and takes care of their installation and dynamic activation (and deacti-
vation) on the PIG components. This enables the definition of several concurrent
applications, each with different services and priority levels.

SPF provides developers with a dedicated Domain Specific Language (DSL) that
allows the rapid definition of IoT applications and services. Each application has
several aspects that can be configured, such as name, priority level, a set of allowed
service types provided to users, and a set of service configurations and dissemination
policies. In this way, application developers can differentiate between critical and
best-effort applications, define how the application deals with user service requests, and
define which dissemination policies are needed.

In SPF, IoT services are developed according to a strictly information-centric
perspective: each service is implemented by 2 components that run in a sequential
fashion and respectively define the processing of raw data (typically collected from IoT
sensors) and the dissemination of the resulting Information Objects (IOs) behaviors for
the service. Low-level raw data manipulation functions are provided by specialized
components of SPF, namely the information processors, or pipelines. The lifetime of
services mainly depends on users’ requests: applications receive user service requests
forwarded by an SPF Controller and activate services on PIGs accordingly, in an
on-demand fashion. In addition, if users do not request a specific service for a certain
amount of time, the PIG deactivates that service, which will be reactivated only upon
reception of new user service request, thus allowing resource saving.

Whenever a PIG first activates a service, that service registers itself with all
required pipelines. From that point on, and until the service is deactivated, running
pipelines continuously analyze raw input data to obtain higher-level IOs to feed the
registered services. This phase could also involve data reduction, compression, and
discretization, resulting in IOs smaller than their corresponding raw data and containing
only relevant information.
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Once a service is deactivated, it unregisters itself from all pipelines. This also
determines the pipelines’ lifecycle: the PIG keeps pipelines active as long as they still
have services registered with them; when all services have unregistered from some
processing pipeline, the PIG deactivates it. Examples of information processors are the
Optical Character Recognition (OCR), face recognition, car recognition, object track-
ing, and audio identification pipelines.

Another fundamental aspect in SPF is the reuse and sharing of pipeline and services.
In SPF, applications can define services that take as input the output of another service
and, similarly, it is possible to design processing pipelines that work in series with other
pipelines. Ultimately, this enables the creation of cascades of reusable components and
the sharing of processing resources in SPF. These characteristics contribute to give a
very dynamic behavior to SPF, with services and pipelines as true autonomous entities
that cooperate among them and that consume resources only when needed.

The dissemination of IOs follows a prioritization rule that takes into account the
Value of Information (VoI) of IOs. VoI is a measure of the estimated utility of
information to consumers based on their situational context, which represents one of
the most promising evolutions for information filtering and prioritization in IoT
applications. Services calculate VoI according to various factors: some of them are
common between all services, but there is also the possibility to define service-specific
factors. There are four common parameters: Application Priority (Pa), Normalized
Number of Requests (RN), Timeliness Relevance (of Request) Decay (TRD) and
Proximity Relevance (of Request) Decay (PRD). If available, SPF also takes into
consideration the geographic distance between a consumer and the location corre-
sponding to an IO to compute its VoI. Besides common factors, developers can also
define service-specific (SS) factors for VoI calculation. For example, the calculation of
the VoI of an Audio Identification service could also involve an accuracy parameter
that represents the quality of the audio match. The value of such a parameter could be
provided, for instance, directly by the Audio Identification pipeline.

Based on the factors discussed above, SPF defines the following formula for VoI
calculation:

VOIðo; r; t; aÞ ¼ SSðoÞ � PAðaÞ � RNðrÞ �
TRDðt;OTðoÞÞ � PRDðOLðrÞ;OLðoÞÞ

where o is an Information Object, r the requestor recipient, t the current time, a the
application, and OT and OL are operators that return the time and location of origin of
objects and requestors, respectively. The result is the tuple <IO, VoI>, which is dis-
patched to the Dissemination Component for forwarding.

5 Conclusions and Future Works

The decentralized computing and information-centric approaches adopted by SPF seem
to be effective in enabling the development of social good-oriented and citizen-focused
IoT applications and services. Comforted by the first positive results, we are planning
to extend our work in several directions.
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One direction to be further investigated in SPF is on the usage of semantics based
methods for defining and supporting IoT applications. Semantic Web technologies [13]
focus on enabling both integration of data and corresponding machine interpretation,
through use of Ontologies (structured representations of domain knowledge) and rea-
soning engines. In prior IoT research efforts, usage of semantics in data representation
has been applied in a variety of settings that include: dynamic service discovery [14],
pervasive computing infrastructures [15], and context-aware asset search [16].

We are also planning to evaluate the adoption of the ICeDiM middleware (http://
endif.unife.it/dsg/research-projects/icedim) as an alternative to DisService for infor-
mation dissemination. ICeDiM is an innovative solution that leverages the concept of
virtual dissemination channels with tunable permeability to facilitate the delivery of
public and/or unclassified information and, at the same time, enable the constraining of
sensitive information to a subset of authorized devices.

Another interesting future objective is to define an extended, acceleration-aware
programming model for IoT applications and services that allows their efficient exe-
cution on high performance gateways with accelerator-based heterogeneous hardware.
More specifically, the acceleration-aware programing model should provide developers
with abstractions and functions to write code that can be easily and efficiently run in a
parallel fashion on a wide range of parallel hardware platforms and whose parallelism
can be safely changed at run time (acceleration-friendly code). This programming
model will also provide functions that enable the code to inquire at run time the current
computational resources available on the hardware platform and request the PIGs to
increase or decrease the execution parallelism dynamically, e.g., for performance, cost,
and/or energy saving purposes (acceleration-aware code). This would enable to take
advantage of highly innovative, computationally capable, and relatively low-energy
consuming hardware solutions based on neuro-morphic processors (such as IBM’s
True North Chip), hybrid CPU/manycore (such as Adapteva’s Parallela board) or
CPU/FPGA architectures (such as Xilinx’s Zynq-7000 SoC), thus significantly
improving the performance of IoT applications.
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Abstract. Safety enhancement is the main objective to pursue through
the exploitation of connected vehicles. To this aim, the exchange of peri-
odic beacon messages through vehicle-to-vehicle (V2V) communications
is essential to guarantee a timely and reliable alert, whatever is the tar-
geted safety application. In this paper, we focus on beaconing in vehicu-
lar networks and we evaluate the reliability of beacons exchange between
vehicles in realistic urban scenarios. Specifically, IEEE 802.11p, which is
the actual standard de facto for vehicular communications, is consid-
ered as radio access technology and the impact of distance and obstacles
on beacons reliability is evaluated. Results obtained through detailed
simulations highlight the high impact of distance and obstacles, to be
carefully taken into account in the application design.

Keywords: Connected vehicles · Vehicular networks · Safety ·
Vehicle-to-vehicle (V2V) · Beaconing · IEEE 802.11p

1 Introduction

The internet of everything is changing the world in terms of both new enabled
applications (from e-health, to home automation, smart grid/traffic/lighting,
etc.) and new volume of data traffic on wireless networks channels. Globally,
mobile data traffic will grow 8-fold from 2015 to 2020, with a compound annual
growth rate of 53% [1]. It is expected that a big part of mobile data traffic
will be produced by vehicles equipped with OBUs, able to transmit and receive
information through a wireless interface, thus enabling a variety of new services
addressing safety, traffic management, environment monitoring, urban surveil-
lance, Internet access, etc.

Among all these services, those related to safety gather most of the attention
of both standardization bodies and governative administrations with the ambi-
tious objective to reduce the number of road accidents. Over 1.2 million people
are, in fact, killed annually because of road accidents. Studies predicted that
road accidents would become the sixth largest cause of death in the world in
2020 even with the use of many safety devices, whereas it was the ninth largest
cause of death in 1990 [2].
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Safety, so as most of the services enabled by transport-related information,
can be obtained through cooperative vehicle-to-vehicle (V2V) wireless commu-
nications which allow vehicles to directly communicate with each other and to
largely extend their awareness range beyond autonomous on-board capabilities.
To this aim, a crucial role is played by the periodic transmission of packets, nor-
mally called beacons, carrying information about the vehicle type, state, position
and speed.

The importance of beaconing has been recently investigated, especially focus-
ing on its impact on channel congestion and vehicles density, possibly proposing
to adapt the beacon periodicity (BP). In [3,4], for example, BP is investigated
for channel congestion reduction with different radio access technologies. In [5]
the impact of some parameters (such as vehicle dynamics and channel load) on
safety when performing adaptive beaconing is proposed. In [6] the impact of
the application requirements on the communication settings of each vehicle, and
on the overall channel load generated is investigated. In [7] the effect of multi
hop propagation on the reliability of a forward collision warning application is
studied with the objective to show that network-coding-based propagation yields
an improvement of reliability with respect to a randomized forwarding strategy.
In [8], the performance of beaconing in safety applications under MAC chal-
lenging conditions is deepen in highway scenarios. Beacons reliability has been
investigated in [9] as a function of different radio propagation models and dif-
ferent vehicular density for the cooperative collision warning application. In [10]
a transmission power control scheme is proposed to let each vehicle obtaining
the position information of its neighboring vehicles at a sufficient frequency for
avoiding collision, showing that the beacon reliability is improved with respect
to constant transmission power and that the length of consecutive failures of
beacon reception from distant vehicles is reduced.

Differently from the recent literature, in this paper we focus on a scarcely
investigated aspect of beaconing, which is its dependance on the inter-vehicular
distance and on what happens in the presence of obstacles, such as near inter-
sections. At the best of the author knowledge, the impact of inter-vehicular
distance has been recently investigated in [10], where the focus however is on a
beacon transmission power control scheme in highway scenarios without realistic
mobility models. In this work, we investigate, by simulation in realistic urban
scenarios, the dependance of beacons reliability on the inter-vehicular distance
and obstacles taking into account real road maps and vehicular traffic.

2 Wireless Access for Connected Vehicles

The importance and the increasing interest in V2V communications, has trig-
gered standardization efforts in both US and in Europe. As a result two fami-
lies of standards have been completed, wireless access in vehicular environment
(WAVE) with the IEEE 802.11p as the physical and MAC layer standard in 2010
in the US, and the first release of the ETSI cooperative-intelligent transport sys-
tems (C-ITS) called ETSI-ITS G5 in 2013 in Europe. In early 2014, different
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working groups within 3GPP have also started studying V2X as an additional
feature for LTE-Advanced [11–13]. All these standards specify a V2V feature to
address road safety, so that cars can benefit from low latency by sending each
other awareness beacons. Values of BP and tolerable latency for these messages
are usually fixed for a given use case to guarantee the right level of safety for a
specific scenario.

3GPP started considering to enable vehicular communications through the
cellular networks as one key feature of 5G. This is made possible by the low
end-to-end latency guaranteed by LTE and by the supported speed are around
350 km/h [14]. One of its main advantages is the fact that the network has
already been deployed (whereas, in case of large deployment of IEEE 802.11p
roadside units the investment could be not negligible). However, the current
implemented release of LTE lacks of a native V2V communication. A direct mode
with emphasis on public safety (LTE-D2D, or Proximity Services - ProSe) has
been specified within Rel. 12 and from Rel. 13 onward. Vehicular communications
are explicitly introduced only from LTE Rel.14, whose standardization process
is still ongoing, with the name of LTE-Vehicular (LTE-V2V) [11,12].

Thus, although LTE-V2V may represent an interesting solution for connected
vehicles in the long term, thinking to short term safety applications IEEE 802.11p
has an a higher degree of maturation and remains the only consolidated solution
to enable V2V communications. WAVE/IEEE 802.11p (or its European version,
C-ITS) represents the actual standard de facto for V2V communications: it was
born to enable ad hoc short range communications also in high speed vehicular
scenarios, with simplified signaling and low latency. This is made available by
the WAVE mode that allows the transmission and reception of data frames with
the wildcard basic service set (BSS) identity (ID) value and without the need of
belonging to a particular BSS. This feature enables a fast exchange of contextual
data, including position and speed. The access technology layer is based on
CSMA/CA and operates in the 5.9 GHz frequency band. At the physical layer,
IEEE 802.11p is based on orthogonal frequency division multiplexing (OFDM)
modulation, with channels of 10 MHz and data rates between 3 and 27 Mb/s.

3 Safety Requirements

Several applications have been imagined for an improved safety, better traffic
management, and entertainment to passengers. Focusing on safety applications,
all of them are based on two types of messages, in spite of the names given by the
various standards: single-hop periodic messages that cars broadcast containing
information about the speed, position, etc., and event-driven messages whose
purpose is to disseminate safety information in a specific geographical region. In
this work we focus on periodic messages, called for example cooperative aware-
ness messages in ETSI [15] and basic safety messages in IEEE [16], that are
hereafter denoted beacons.

With reference to the safety applications enabled by the transmission of bea-
cons, in Table 1, we summarize the applications foreseen by three of the main
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Table 1. Safety applications and requirements for NHTSA, ETSI, and 3GPP.

Safety application Beacon
periodicity [Hz]

Communication
range [m]

End-to-end
latency [ms]

NHTSA

Wrong way driver warning 10 500 100

Cooperative forward collision warning 10 150 100

Lane change warning 10 150 100

Blind spot warning 10 150 100

Highway merge assistant 10 250 100

Cooperative collision warning 10 150 100

Highway/rail collision warning 1 300 1000

Cooperative glare reduction 1 400 1000

ETSI

Emergency electronic brake lights 10 N/A 100

Safety function out of normal
condition warning

1 N/A 100

Emergency vehicle warning 10 N/A 100

Slow vehicle warning 2 N/A 100

Motorcycle warning 2 N/A 100

Vulnerable road user warning 1 N/A 100

Overtaking vehicle warning 10 N/A 100

Lane change assistance 10 N/A 100

Co-operative glare reduction 2 N/A 100

Across traffic turn collision risk
warning

10 N/A 100

Merging traffic turn collision risk
warning

10 N/A 100

Intersection collision warning 10 N/A 100

Co-operative forward collision
warning

10 N/A 100

Collision risk warning from roadside
units

10 N/A 100

3GPP

Forward collision warning 10 N/A 100

Control loss warning 10 N/A 100

V2V use case for emergency vehicle
warning

10 N/A 100

V2V emergency stop use case 10 N/A 100

V2I emergency stop use case 10 N/A 100

Queue warning N/A N/A 100

Warning to pedestrian against
pedestrian collision

N/A N/A N/A

Vulnerable road user safety 1 N/A 100



Connected Vehicles for Safety 319

international institutions and their requirements in terms of BP, communication
range, and end-to-end latency. Table 1 only refers to V2V communications with
periodic transmission of beacons, whereas applications based on event-driven
messages and vehicle-to-infrastructure (V2I) communications are not shown.

In particular, Table 1 reports the studies of NHTSA, ETSI, and 3GPP. The
numbers from NHTSA report the results of studies done during a project, in
which 34 safety and 11 non-safety scenarios have been described, providing the
definition and the description of each application and indicating the commu-
nication modalities and requirements in terms of end-to-end latency, BP and
transmission range [17]. Requirements from ETSI can be found in [18], whereas
the 3GPP working group SA1 published in [11] its first study.

As it can be observed, most safety applications are guaranteed by a BP
of 10 Hz. Regarding the required communication range, requirements are only
provided by NHTSA, with values from 150 to 500 m; however, such numbers
appear focused on an highway scenario, and may not apply to urban scenarios.
Looking at the last column of Table 1, all institutions agree that an end-to-end
latency of 100 ms is required by most applications.

At the end, once the BP is fixed, the only requirement is in the latency.
However, it should be remarked that such latency is easily achievable by single
hop communications, even in highly congested conditions, unless the message
is lost. Indeed, even if no specific requirement has been provided by the listed
institutions on the reliability of beacon reception, such metric is what most
studies focus on.

4 Beaconing Performance in Realistic Urban Scenarios

With the aim to investigate the performance of beaconing and the feasibility of
safety services in large scale deployments, we performed simulations in the real-
istic scenarios hereafter detailed. The main settings are summarized in Table 2.

Table 2. Main simulation settings.

Parameter Value

Equivalent radiated power 23 dBm

Receiver sensitivity −85 dBm

Receiver antenna gain 3 dB

Minimum SINR 10 dB

Transmission range (LOS) ∼740 m

Packet length 160 byte

Beacon periodicity 0.1 packet/s
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4.1 Settings

Simulations refer as a case study to the center part of the Italian city of Bologna
(sketched in Fig. 1(a)), with the position of vehicles provided by realistic vehicu-
lar traffic traces obtained using the road traffic simulator VISSIM (more details
can be found in [19–22]). Both fluent traffic and congested traffic conditions are
considered, as summarized in Table 3.

Table 3. Scenarios.

Scenario Area Average number of vehicles

Bologna, fluent traffic 2.88 km2 455

Bologna, congested traffic 670

Simulations are application independent, since they focus on the beacon
transmission reliability. In particular, each OBU periodically transmits a beacon
in broadcast to all the vehicles under its radio coverage. The beacon period is
set to 10 Hz, which is the value considered for most applications (as discussed in
Sect. 3). Beacons of 160 byte are assumed. As an output, the beacon delivery rate
(BDR) is calculated, which is the rate of packets that are correctly received. In
all the performed scenarios, correctly received beacons observed an end-to-end
latency well below the requirement of 100 ms, and it is thus not shown here for
brevity.

The IEEE 802.11p technology is simulated taking into account the sensing
and random access procedures, with collisions and retransmissions, also including
hidden terminals, exposed terminals, and capture effects. The most reliable mode
is used, thus the nominal bit rate is 3 Mb/s. As detailed in [23], we assume
a path loss proportional to the distance raised to the power of 2.2 in line of
sight (LOS) conditions [24] and we add an attenuation when buildings impair
the LOS [25]; specifically, 9 dB loss per each external wall and 0.4 dB/m loss
inside the buildings are assumed [25]. A packet is correctly received if both
the received power is higher then the receiver sensitivity of −85 dBm and the
signal to noise and interference ratio (SINR) is higher than a threshold of 10 dB.
With an assumed equivalent radiated power of 23 dBm and antenna gain at
the receivers of 3 dB, it follows an average radio range of nearly 740 m. As a
consequence, the number of vehicles in the radio range of an OBU can exceed
200 in congested traffic conditions, as observable in Fig. 1(b), where the statistic
of number of vehicles within coverage of each OBU is shown.

4.2 Results

Impact of Distance and Obstacles. In Fig. 2, the BDR is shown varying
the transmitter-receiver distance1 for the two considered scenarios. To better
1 Per each transmission and per each receiver, the success or loss of the packet is

stored with the related transmitter-receiver distance. At the end of the simulation,
the BDR is then averaged as a function of such distance.
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(a) Simulated road network.
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Fig. 1. Simulated road network with the position of vehicles in a random instant
(congested traffic) and complementary cumulative distribution function (ccdf) of the
number of vehicles in the radio range of the OBUs.
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Fig. 2. Beacon delivery rate vs. transmitter-receiver distance.

highlight the impact of obstacles on the communication reliability, results under
LOS and non line of sight (NLOS) conditions are shown separately.

As expected, the BDR worsens with an increasing distance (due to heavier
impact of interferers) as well as an increasing vehicular density, and is signifi-
cantly impacted by the presence of buildings impairing the LOS. The high atten-
uation caused by buildings at 5.9 GHz is shown to reduce the range from nearly
740 m in LOS conditions to a maximum of nearly 100 m in NLOS conditions.
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(a) Performance within 20 m. (b) Performance within 50 m.

(c) Performance within 100 m. (d) Performance within 200 m.

Fig. 3. Beacon delivery rate as a function of the position of receiving OBUs.

The shown results imply that beaconing from connected vehicles can hardly
be implemented at 10 Hz if a very high reliability is targeted. Looking at Fig. 2,
in fact, a 95% reliability in LOS conditions is achievable only up to 35 m in the
fluent traffic conditions and cannot be achieved in congested traffic conditions.
Moreover, the BDR is further reduced in NLOS conditions.

However, it can be noted that the loss of a single beacon may not be so crit-
ical. Please note, for example, that a 75% reliability implies that the probability
to loose all of 10 consecutive beacons (covering 1 s) is below 10−6. Targeting
75% reliability, almost 120 m in LOS conditions and 50 m in NLOS conditions
are obtained in the congested traffic case. In the same case, distances increase
to more than 600 m and 90 m in the fluent traffic case, respectively.

Impact of Receiver Position. To observe the effect of the position of vehicles
in the scenario, in Fig. 3 the BDR is related to the location of the receivers for the
case of Bologna congested. Colors express the BDR in each position, considering
the receivers that are within a parametric distance d∗ from the transmitter.
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If we focus for example on d∗ = 50 m, it can be observed that the BDR
remains above 98% in most roads and junctions of the scenario, and is approxi-
mately 95% in the main junction, where a congestion involving multiple lanes is
occurring. Worse conditions, with average BDR below 80% can be only observed
with d∗ = 200 m in the main junction.

5 Conclusion

In this paper, we investigated the performance of V2V beaconing using IEEE
802.11p for safety purposes. Through detailed simulations in realistic scenarios,
it is shown that the achievable range is limited if a 95% or more reliability is
targeted in areas where obstacles may impair the LOS (like buildings aside of
junctions). It is however observed that single losses may not cause safety risks,
thus a reduction of the reliability requirement could be accepted, with significant
increase of the achievable distance. In the case a higher reliability is mandatory
at large distances, the outcomes reveal that additional solutions might be needed,
such as multi-hop communications or the use of infrastructure (either cellular
base stations or roadside units).
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Abstract. Informatics is recognized as a fundamental discipline in edu-
cation at all levels. It is also an indispensable subject for scientific and
technical studies. Some abilities connected to informatics learning (com-
putational thinking) has being considered to provide “fundamental skills
for everyone”. Programming or, more generally, the ability of solving
problems by algorithmic methods is one of these skills. In Italy, many
scientific degree courses offer, at the first year, at least an introduc-
tory course in programming. Digital expertize and a basic attitude to
computational thinking are in general expected. The present study, has
been conducted at the University of Verona, in the context of the course
Programming with laboratory of Applied Mathematics curriculum. We
focus on first period of lessons, when the fundamentals of programming
are introduced. Most of the students come from secondary schools, in
particular Liceo, a secondary school with emphasis science or humani-
ties, and where the role of informatics is in general not central. So, an
academic course in programming can be a difficult task for students.
In this paper, we analyze how the “cultural” background influences the
learning of programming and the performance of students.

Keywords: Computational thinking · Programming · Coding ·
Extreme apprenticeship · Motivation

1 Introduction

The relevance of informatics as an autonomous discipline and the computational
thinking as a general methodology has been pointed out in several papers and
reports [6,9,16].

In the last twenty years, the importance of information technology in school
courses has been emphasized also in the Italian educational landscape: this atten-
tion involves school courses at all levels, from primary school to University. The
introduction of informatics in Italian school has a long history. In the Nineties,
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an experimental project called PNI - Piano Nazionale dell’Informatica (in Eng-
lish, Computer Science National Project) has been proposed and implemented
as a pedagogical avant-garde: the main objective was to align Italian curricula
to European and American educational trends, in which “technological skills”
have a central role.

However, the effective presence of informatics in different courses and levels is
heterogeneous, with an emphasis on digital literacy and the use of digital tools.
Even if the role of computer science education has been largely recognized (recent
Italian ministerial recommendations are clearly ITC-oriented), the acceptance of
the “digital culture” as a central subject of didactical curricula still encounters
some obstacles. Many difficulties are related to the lack of resources and teachers’
specific educational training. Also, computer science curricula for high school
are diversified; and, with only a few exceptions, informatics is still treated as
a “subordinate science”. Consequently, the majority of students face academic
courses without a solid preparation in principles of informatics. Regarding that
issue, a crucial and interesting case study is represented by first-level courses of
programming [9,11].

Programming abilities and computational thinking involve many skills, such
as, for instance: reading comprehension, critical and systemic thinking, cog-
nitive meta-components identification, planning and problem solving, creativ-
ity and intellectual curiosity, mathematical skills and conditional reasoning,
procedural thinking and temporal reasoning, analytical and quantitative rea-
soning, as well as analogical, syllogistic and combinatorial reasoning. Teach-
ing programming at university, particularly in introductory courses, seems to
be a challenge. A promising perspective in promoting computational thinking
is the Cognitive Apprenticeship (CA) learning model, a method inspired by
the apprentice-expert model in which skills are learned within a community,
through direct experience and practice guided by an expert of the subject [7].
An extension of the Cognitive Apprenticeship model, eXtreme Apprenticeship
(XA), was proposed in introductory programming courses by a team of Uni-
versity of Helsinki [14,15]; XA emphasizes communication between teacher and
learners during the problem-solving process. This methodology has been suc-
cessfully applied also in different contexts: operating systems [2,3], databases
[4], mathematics [8] and, more recently, in secondary schools. A “light” version
of XA technique has been introduced for students in Applied Mathematics and
Computer Science at the University of Verona [13].

Students’ cultural background could impact the effectiveness of teaching pro-
gramming. This cultural background, mainly connected with the educational
experience during the secondary school, could also define in some way the possi-
bility to achieve good results. Some authors classify students as science-oriented
and humanities-oriented according to their approach to problem solving [1].
Students can also be classified on the bases of the teaching method adopted
(traditional teaching method, cognitive apprenticeship, extreme apprenticeship
and so on). In this paper we analyze early performances in learning programming
of students enrolled at the first year of the course in Applied Mathematics. The
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aim of this pilot study is to verify the impact of different educational experiences
on students’ achievement measured by a partial test covering the first part of the
course Programming with Laboratory. A subset of students was trained with a
traditional teaching methods, whereas a second subset was trained using XA.

2 Method

The sample consisted of 140 students (51.4% males, mean age 20.3) enrolled at
the first year of the bachelor degree in Applied Mathematics in Verona through-
out the last three academic years. The traditional teaching methodology of the
past years has been updated in the current course introducing the eXtreme
Apprenticeship (XA), so that some students of the current year in the sample
(68,6%) was trained with a traditional teaching method and the others with XA
teaching method. Concerning students’ cultural background, participants came
from different kind of schools. Most of them (59,3%) are from a secondary school
which emphasizes mathematics and sciences. Another group of students (27,1%)
come from technical and professional schools, with different curricula emphasiz-
ing technical and professional skills. The third group, the smallest one (13,6%),
comes from humanistic studies (humanities, language and social sciences high
schools). In order to preliminarily evaluate students’ previous skills, we asked
them to fill out a questionnaire to collect informations about their school expe-
rience in informatics. We can qualitatively describe the result in the following
way: in most cases (about 75%) informatics was not a subject of the last year and
in general was not treated autonomously; about 50% of them (think to) know
the notion of algorithm and programming language, but the great majority have
no relevant experience in programming in a specific language.

2.1 Research Design and Data Analysis

At the end of the initial period of the course Programming with Laboratory, stu-
dents took a partial exam (in the following, test) considered as part of the final
examination. The following parameters are considered for the evaluation: correct-
ness of the solution, logical structure and good programming practices. The test
consists of two parts: a general theoretical section (TH), in which the knowledge
of fundamental notions (e.g. the definitions of compiler, interpreter, specifica-
tion...) are verified; a practical, programming section (PR), where students must
solve a few exercises of increasing difficulty about programming competences
and problem solving skills. The evaluation of the test produced a quantitative
score, which was normalized in the range 0–1 to allow the comparison among
the three different groups of cultural background and the comparison between
the theoretical and the programming outcomes. At the end, two different-even if
related-quantitative dependent variables were considered: theoretical score (TH),
and programming score (PR). A quasi-experimental design was used, with two
between-subject factors: 1. educational background (with three conditions: sci-
ence, humanities, and technical/professional); 2. the teaching method (with two
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conditions: XA and TT), and the two learning outcomes as the dependent vari-
ables (TH and PR). A mixed 3X2X2-ANOVA (Fisher’s ANalysis Of VAriances,
see e.g. [5]) were run, with the school group as a three-level between-subject
factor, the teaching method as a two-level between-subject factor, and the two
different scores as the within-subjects factor (hence the classification 3X2X2).

In the following, we will adopt the standard general form to write ANOVA
results, i.e. F (a, b) = c; p • d, where: • ∈ {<,>,=}; the ratio c of the F-statistic
depends on a, b, that represent the degrees of freedom of the between-subject
variables and of the within-subject variables respectively; p is the p-value and
d is a threshold (traditionally set to .05). When p < d, observed data can be
considered statistically meningful. Another statistical measure we use is the effect
size, a standard measure that can be calculated from any number of statistical
outputs. Informally, effect size expresses the mean difference between two groups
in standard deviation units, and will be denoted as η2. For further details, see [5].

2.2 Results

A mixed 3X2X2-ANOVA was run to check for statistical differences among
groups’ means. The main effect of the secondary school was significant
(F(1,134) = 3.424; p < .05) even if with a small effect size (η2 = .05), with stu-
dents from scientific high school performing better than technical/professional
students, and than humanities students, which showed the worst overall

Fig. 1. Average test scores considering the two learning outcomes (TH and PR) for the
three school groups (sciences, technical/professional, humanities) in the whole sample.
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performance. The main effect of the teaching method was also significant
(F(1,134) = 20.979; p < .001) with a medium effect size (η2 = .14): students
trained with XA performed better than students trained with the traditional
teaching method. The main effect of test (F(1,134) = 60.003; p < .001) with a
medium effect size (η2 = .31) showed students performed better on the theoretical
part than in the programming part. An interesting result concerns the interaction
between the kind of learning outcomes and the secondary school (F(1,134) = 3.68;
p < .05) even if with a small effect size (η2 = .05). This effect is showed by Fig. 1,
which represents the average test score considering the two learning outcomes
(TH and PR) for the three groups (sciences, technical/professional, humanities).
For all the three groups the programming part is more difficult than the the-
oretical one, but for students from humanities schools this gap was higher. No
other results were statistically significant, but an interesting trend is shown by
Figs. 2 and 3, showing learning outcomes in TH and PR in the three different
school groups distinguished by teaching method. XA seems more effective for
students coming from humanities high school, mainly for the theoretical test.
Students coming from technical/professional schools showed the lowest level of
benefit from the XA teaching methodology.

Fig. 2. Average test scores considering the two learning outcomes (TH and PR) for
the three school groups (sciences, technical/professional, humanities) for students with
XA.
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Fig. 3. Average test scores considering the two learning outcomes (TH and PR) for the
three school groups (sciences, technical/professional, humanities) for students trained
in the traditional learning method.

3 Conclusions and Future Work

Programming abilities require a set of knowledges and skills related to the so-
called computational thinking, whose importance has been largely recognized.
Teaching programming has proved to be a critical task, and becomes particularly
interesting and challenging when this matter is proposed to students of non-
vocational curricula. Students at the beginning of their university studies come
from different educational backgrounds, and some of the skills connected with
computational thinking could be differently owned by students on the basis
of their secondary school experience. For instance, some of these skills could
be less familiar to humanities-oriented learners than to their sciences-oriented
colleagues.

The aim of this pilot study was to verify the impact of different educa-
tional experiences on students’ performance in developing programming abilities.
Results highlighted that human-oriented learners showed more difficulties than
sciences-oriented colleagues, more in practical tasks than in theoretical ones.
Is this gap insurmountable? A promising perspective to face this issue seems
to be the use of appropriate teaching methodology, as for example the Cogni-
tive Apprenticeship learning model, and particularly eXtreme Apprenticeship,
a learning model which emphasizes communication between teacher and learn-
ers during the problem-solving process. In the present pilot research, the gap
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between humanities-oriented and sciences-oriented students has been reduced in
the group who attended programming courses with XA.

An improved of teacher and peer-wise support combined with automated
scaffolding [10] and an enhancement on the motivation side [12] could produce
better results.

Further studies are needed. First we aim to verify whether this result in this
small sample can be replicated and generalized. Second, it will be interesting to
enrich the ANOVA with further subjects such as genres and high-school final
evaluation. Finally, we plan to better understand the underlying mechanism
which allows this improvement in computational thinking.
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Abstract. Smart devices are becoming more common in our daily lives; they
are being incorporated in buildings, houses, cars, and public places. Moreover,
this technological revolution, known as the Internet of Things (IoT), brings us
new opportunities. A variety of navigation systems has been developed to assist
blind people. Yet, none of these systems are connected to the IoT. The objective
of this paper is to implement a low cost and low power IoT navigation system
for blind people. The system consists of an array of ultrasonic sensors that are
mounted on a waist belt to survey the scene, iBeacons to identify the location,
and a Raspberry Pi to do the data processing. The Raspberry Pi uses the
ultrasonic sensors to detect the obstacles, and provide audio cues via a Bluetooth
headset to the user. iBeacons will be deployed at different locations with each
having a unique ID. In the cloud, there is a database for all the iBeacons attached
with the corresponding information e.g. address and information about the place.
The Raspberry Pi detects the iBeacon’s ID and sends it to the cloud, accordingly
the cloud sends back the information attached to this ID to the Raspberry Pi that
converts the text to audio and plays it via a Bluetooth headset to the user. Tests
demonstrate that the system is accurate within the threshold radius and functions
as a navigational assistant.

Keywords: Ultrasonic sensor � Audio feedback � Visual impairment �
Navigation assistance

1 Introduction

A variety of portable/wearable navigation systems has been developed to assist blind
people during navigation indoor/outdoor environments. These systems can be cate-
gorized into three main types: Electronic Travel Aid (ETA), Electronic Orientation Aid
(EOA), and Position Locator Device (PLD) [1]. There are many systems that deal with
the autonomous navigation for blind people. These systems are using GPS [2], RFID
[3], Ultrasonic sensor [4], camera [5], and Kinect sensor [6]. However, some of these
systems present some drawbacks e.g., accuracy of GPS is not reliable for indoor use,
the camera needs a high bandwidth, Kinect is not working for outdoor use. In addition
to the system drawbacks, blind and visually impaired people are handicapped in
achieving the desired level of mobility and context-awareness, especially in unknown
environments. They rely on their previous knowledge of an environment to navigate
and usually get help from guide dogs or white canes [7].
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In the future, everything is expected to be integrated into the IoT, where sensor
node dynamically joins the Internet and uses it to collaborate and accomplish its task.
The IoT is an expansion of the Internet and incorporates with network connections to
allow data transmission between objects and the Internet. The IoT enables researchers
to efficiently process and store data to ensure accurate situation analysis. These results
can lead to recognizing extremes, anomalies, and trends over periods of time. Overall,
the IoT stimulates an increased level of awareness about the surrounding environment
and serves as a mean to monitor and respond to the changing environmental phe-
nomenon [8]. Accordingly, the IoT is estimated to become the largest device market in
the world in the next few years.

Applications that support navigation in unfamiliar places are very helpful for the
blind and visually impaired. Therefore, the development of the IoT navigation system
for the visually impaired can not only enrich mobility of them but can also bring an
additional sense of security and safety. This paper presents the design and implemen-
tation of an IoT-enabled wearable navigation system for the visually impaired to operate
in both familiar and unfamiliar environments. This navigation system helps the blind
person solve many problems such as, leaving home by themselves in a safe and con-
venient way and participating in more social and civic activities to improve the quality
of life. At the same time, the reliable portable navigation system represents a civilized,
harmonious, progressive society, and a service oriented project for the engineers.

2 Proposed System

The proposed system is focused on low-power and low-cost design principles. A rea-
sonable expectation is that the power would last throughout the day and could be
recharged at night. The system cannot rely on a large battery because it must remain
portable enough for the user to carry comfortably and without significant burden. There
is also a high incentive to use low-cost components in the design of the device. As the
price of the device falls, it becomes more accessible to people of low economic
standing.

The architecture of the proposed system consists of five modules as shown in
Fig. 1. The first module is a Bluetooth Low Energy (BLE) iBeacon transmitter [9]. As
the user might navigate both indoors and outdoors, the environment is tagged with
these iBeacons, and each is loaded with location information. While operating in the
BLE mode, each iBeacon can function on a single coin cell battery for extended
periods of time without any problems. When a user comes in proximity to any of these
iBeacons, the navigation system reads the ID of each iBeacon and sends this infor-
mation to the cloud server. This information is processed in the cloud to identify the
location and responds to the navigation system with the location information.

The second module in the system is an array of three HC-SR04 ultrasonic sensors
mounted on the waist belt of the user, and can detect obstacles at a range of
20–4000 mm, with an accuracy of 3 mm [10]. As there is a mismatch in operating
voltage between these ultrasonic sensors and Raspberry Pi, an interface circuit as
presented in Fig. 2 is designed for reliable communication between the ultrasonic
sensors and Raspberry Pi.
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The third module in the system is a set of wireless transceivers, BLE, and Wi-Fi.
The BLE transceiver is used to localize the system through iBeacons, and provide
feedback to the user through Bluetooth headphones. The Wi-Fi transceiver is used to
communicate with the server on localization information, and any other information as
requested by the server.

Fig. 1. System architecture of the proposed navigation system

Fig. 2. Interface circuit between ultrasonic sensor and Raspberry Pi
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The fourth and core module in the system is a Raspberry Pi 2 single board com-
puter [11]. This module serves as the central command, reads data from the BLE
iBeacons, communicates with the cloud server for location information, reads data from
the ultrasonic sensors to detect the obstacles, and also responds to the user through
audio feedback. During localization, this module receives information from BLE
iBeacons in the vicinity and relays this information to the server through a Wi-Fi
transceiver. The server sends back the user’s location through comparison of infor-
mation with a built-in database. Further, this localization information is sent back to the
Raspberry Pi, and the user is informed through the wireless headphones. While the user
is moving, the Raspberry Pi continually reads the obstacle information from each of the
three onboard ultrasonic sensors. When an obstacle is detected by a sensor whose
distance is less than a threshold value, the Raspberry Pi informs the user on the
direction and distance of the obstacle through the wireless headphones and allows the
user to navigate safely.

The fifth module in the proposed system is a user feedback device, comprised of
wireless headphones to receive audio feedback on location and obstacle profile
information.

3 Experimental Evaluation

Using this architecture, a series of tests were conducted. The first tested the accuracy of
the HC-SR04 ultrasonic sensor. The following three were field tests to analyze the
efficiency of the system when used to navigate around various obstacles.

3.1 Detection Accuracy

As one of the system’s main operations is the detection of obstacles, a test was used to
verify the accuracy of the ultrasonic sensors used in this application. As stated, the
HC-SR04 can detect obstacles between 20 and 4000 mm. Because of this range, an
obstacle was chosen to be placed at three different distances (0.5 m, 1 m, and 3.8 m).
After setup, 500 readings were recorded at each of these lengths. Following the col-
lection, a distribution graph of the normalized readings was formed and can be seen in
Fig. 3. Further, an HC-SR04 ultrasonic sensor was used to measure the distance to four
different types of materials at three distances each. Each test was setup by placing the
object directly in front of the sensor and capturing 1000 readings. The results in
Table 1 show that the HC-SR04 is able to detect objects within 1 m and 2 m with a
probability of 1. On the other hand, the probability of detection starts to drop at 3 m, as
presented. This outcome was used in the decision making of the safety distance to be
used in field tests.

3.2 Navigation and Obstacle Avoidance Field Tests

This was the first of three navigation tests. In this scenario, the threshold value for
sensor readings was selected to be 0.8 m and all sensors readings were capped at 3 m.
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Two users were asked to navigate to a particular location with the system. To give a
sense of their initial spacing, they were told which direction the ending location was in.
Figure 4 shows the path taken by each user along with an optimal path that would
potentially be taken by someone with clear vision.

Figure 5 displays the paths that were taken by each user in the second test and an
optimal path was chosen, similar to test 1. The last field test also used the same
parameters as test 1 and 2 but had a different route for the users to take. As in the
previous tests, the users’ paths and an optimal path are pictured in Fig. 6. After the
conduction of the third test, the distance for each path in every test was compared to its
optimal route to determine how much additional distance was traveled, and results are
presented in Table 2.

Fig. 3. Data distribution of ultrasonic sensor with obstacles at different

Table 1. Obstacle detection sensor accuracy.

Material Actual distance
(cm)

Measured distance
(cm)

Error
(%)

Probability of
detection

Aluminum 100 99.2 0.79 1.00
200 198.6 0.70 1.00
300 294.9 1.70 0.99

Plastic 100 100.3 0.29 1.00
200 197.1 1.45 1.00
300 296.5 1.16 1.00

Styrofoam 100 96.9 3.09 1.00
200 197.6 1.20 1.00
300 296.3 1.23 0.83

Paper 100 98.1 1.90 1.00
200 201.3 0.65 1.00
300 294.9 1.70 0.58
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3.3 Localization Using BLE Beacons

One of the primary purposes of the navigation system is to localize the user and inform
him/her on the location with respect to a known landmark. Accordingly, the proposed
system was programmed to read the ID of BLE beacons in the vicinity, and relay this

Fig. 4. Navigation Field Test-1 Path

Fig. 5. Navigation Field Test-2 Path
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information to the cloud server. The server localizes the user, compares his/her location
with landmarks as presented on Google Maps, and sends this information back to the
Raspberry Pi device. The Raspberry Pi device relays this information to the user
through the BLE headphones and allows him/her to navigate to the next location
accordingly. Figure 7 shows a snapshot of the server web page with the location of the
user marked by the blue dot and the red circle. This information is stored in the cloud,
so any other family member can track the user.

Fig. 6. Navigation Field Test-3 Path

Table 2. Comparison of distance & time traveled.

Test # Additional
distance
traveled
compared to
ideal path (%)

Time to reach
destination
(minutes)

Trial 1 Trial 2 Trial 1 Trial 2

1 12.09 2.33 0.58 0.63
2 15.47 5.18 1:11 1:13
3 21.28 6.85 3:33 2:19
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4 Conclusion

In this paper, a low-cost and low-power IoT enabled wearable navigation system for
blind people was proposed. The system consists of an array of ultrasonic sensors to
survey the scene, iBeacon to identify the location, and a Raspberry Pi. The Raspberry
Pi uses the ultrasonic sensors to detect the obstacles, and provides audio cues via a
Bluetooth headset to the user. Each deployed iBeacon has a unique ID that is related to
the location. On the cloud, there is a database for all the iBeacons attached with the
corresponding information e.g. address and information about the location. The
Raspberry Pi detects the iBeacon ID and sends it to the cloud, accordingly the cloud
sends back the information attached to this ID to the Raspberry Pi that converts the text
to audio, and plays it via a Bluetooth headset to the user. Experimental tests validate the
proposed system and proof that it functions as a navigational assistant for the blind and
the visually impaired.
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Abstract. Economic growth in Europe has been, strongly associated with
urbanization, overwhelming cities with vehicles. This renders mobility inside
cities problematic, since it is often associated with large waste of time in traffic
congestions, environmental pollution and accidents. Cities struggle to invent and
deploy “smart” solutions in the domain of urban mobility, so as to offer inno-
vative services to citizens and visitors and improve the overall quality of life. In
this context, the paper discusses on the basic challenges that cities face when
trying to enable smart objects, focusing on the particular area of mobility and
presenting a capability – driven enterprise modeling approach towards enabling
Smart Objects for Smart City Operations (SCO). Moreover, a process towards
linking capability models to simulation ones is presented, trying to set the basis
for effective SCO based on Smart Objects deployment.

Keywords: Smart cities � Smart City Operations � Mobility � Enterprise
modeling

1 Introduction

It is widely accepted that citizens inside large cities at a worldwide level are “bombed”
by large amounts of uncorrelated and non-synchronized data, from innumerable
sources and through various devices in a complex manner. Citizens are thus not in
position to efficiently handle them, this resulting in severe inefficiencies associated with
their mobility, such as (i) fragmented travel solutions/lack of door-to-door solutions,
especially when dealing with multimodal transportation, as well as (ii) inadequateness
in providing real-time, whilst individualized services. Those drawbacks often result in
losses of time, decrease in the level of safety in mobility, pollution, degradation of life
quality, and huge waste of nonrenewable fossil energy. Moreover, they affect not only
citizens, but all relevant stakeholders, such as also public authorities and businesses.

At the same time, cities keep on becoming smarter and smarter, trying to offer
traditional services with unconventional methods (e.g. via Information and
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Communication Technologies – ICT), as well as completely novel services, often
enabled again by ICT. This trend is reflected on a concept coined by IBM, namely the
“smart cities” concept [1, 2].

Considering that transportation inside large cities is rapidly increasing, alongside
with the addition of new transport media (carpooling, car sharing, etc.), it is among a
city’s priorities to improve the quality of living inside them, providing smart services to
their citizens and visitors. As such, it would be of great interest to place a special focus
on a “smart” city and try to revolutionarize mobility in the aforementioned context.
Further, the above necessitate research towards improving novel mobility practices for
citizens/policymakers/businesses. This can be done only by engineering innovative
strategies for aggregating large amounts of data from versatile sources (conventional
and new ones), intelligently processing it and providing accurate directives associated
with actual mobility status and potentials, in a multimodal and concurrently individ-
ualized fashion [3].

This data aggregation can only be carried out effectively through Smart Objects and
IoT (Internet of Things). The application of the IoT paradigm to an urban context is of
particular interest, as it responds to the strong push of many national governments to
adopt ICT solutions in the management of public affairs, thus realizing the so-called
Smart City concept [13]. Although there is not yet a formal and widely accepted
definition of “Smart City,” the final aim is to make a better use of the public resources,
increasing the quality of the services offered to the citizens, while reducing the oper-
ational costs of the public administrations. This objective can be pursued by the
deployment of an urban IoT, i.e., a communication infrastructure that provides unified,
simple, and economical access to a plethora of public services, thus unleashing
potential synergies and increasing transparency to the citizens. An urban IoT, indeed,
may bring a number of benefits in the management and optimization of traditional
public services, such as transport and parking, lighting, surveillance and maintenance
of public areas, preservation of cultural heritage, garbage collection, salubrity of
hospitals, and school. Furthermore, the availability of different types of data, collected
by a pervasive urban IoT, may also be exploited to increase the transparency and
promote the actions of the local government toward the citizens, enhance the awareness
of people about the status of their city, stimulate the active participation of the citizens
in the management of public administration, and also stimulate the creation of new
services upon those provided by the IoT [14]. Therefore, the application of IoT tech-
nologies and Smart Objects to a Smart City is particularly attractive to local and
regional administrations that may become the early adopters of such technologies, thus
acting as catalyzers for the adoption of the IoT paradigm on a wider scale.

Based on all the above, the contribution of this paper is manifold, as it (a) gathers
and summarizes all fundamental challenges that arise towards enabling Smart Objects
for the implementation of Smart City Operations (SCOs); (b) describes a capability –

driven enterprise modeling approach to deal with the aforementioned challenges and
(c) creates the basis for the simulation, design and implementation of such models.

The rest of this paper is organized as follows. Section 2 provides an overview on
the relevant research challenges that arise in SCOs. Section 3 briefly discusses the role
of Smart Objects for the implementation of such operations, and Sect. 4 presents a
detailed analysis of the capability – driven enterprise modeling approach, followed by a
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method to link capability models to simulation models in Sect. 5. Concluding remarks
are drawn in Sect. 6, along with an outlook on future research activities.

2 Smart Cities and Smart City Operations Challenges

Cities tend to become increasingly smarter through leveraging on (often ICT-enabled)
insights to transform their systems and operations delivery to citizen-centered service
delivery [1]. To be able to continue advancing in this area and consolidate a solid
“smart” background”, several fundamental requirements need to be addressed from an
operational point of view [4]. A set of requirements/challenges that affect the design of
Smart City Operations, is described below.

(1) Social Considerations

Intelligence (“smartness”) might be a difficult concept to sketch from various
viewpoints. As such, a city should appropriately consider a priori the desired levels of
smartness to be achieved at short, medium and long time scale. This depends of course
to a number of services that a city wants to provide to its citizens and visitors, espe-
cially during large scale events. In such cases, a city should consider the needs, plans
and opinions of all stakeholders involved in its operations, such as (i) citizens,
(ii) service providers, (iii) businesses, (iv) municipal authorities and (v) national
standards. At the same time, all economic, environmental and people oriented view-
points should be considered. This means achieving a balance not just between the
interests of the particular city’s stakeholders, but also taking into account relationships
with neighboring cities affected by the events. The above seem as a complex algo-
rithmic process with multiple variables ([7]).

(2) Technological Considerations

As technology constitutes the primary driver towards the provision of Smart City
Operations during large scale events, technological requirements should be treated as
having high significance. This implies the deployment of solutions of a new generation
of integrated hardware, software, and network technologies that provide IT systems
with real-time awareness of the real world and advanced analytics to help visitors and
citizens (during the events) make more intelligent decisions about alternatives and
actions that will optimize business processes and business balance sheet results [8].

In more detail, certain factors when implementing ICT with regard to resource
availability, capacity, and institutional willingness should be considered [9]. Ebrahim
and Irani [10] have outlined some of the challenges of using technologies in smart
cities, including lack of employees with integration skills and culture, lack of
cross-sectoral cooperation and inter-departmental coordination, politics and others.

More detailed technical challenges are related to specific technologies required for
smart city operations. For instance, UAVs are key technology aspects for smart
transportation systems. Technical considerations in that field include (i) adaptable
middleware to ensure smooth operation, (ii) development of fail-safe systems, to
guarantee high safety confidence levels in the event of aircraft failure, (iii) development
of very efficient, low vibration, engines and a gyro-stabilized platform technology, for
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high resolution imaging and accurate measurements of gravitational field strength,
(iv) development of automated image data compression algorithms, stitching of aerial
imagery and others [11]. Similarly, a number of technology considerations is related
with privacy and data protections issues. Data collection, information sharing, security
risk management, malicious attacks and human errors are only some of the security
aspects to be considered within the framework of a Smart City [12].

(3) Economic Considerations

The contribution of large scale events to the economic growth of a city seem as a
fundamental prerequisite for any kind of smart city operation to be provided. From a
high level, economics viewpoint, a city can be thought of as an entity that enables
internally operating business groups to obtain income from outside its geographical
region, and then enables the obtained revenues to circulate within its region. This of
course can function the other way round (extroversion).

Accordingly, the economic performance of a city during and after the events can be
viewed from two viewpoints: its industrial competitiveness relative to other regions,
and the soundness of the finances within its region.

In this respect, it is essential that when planning and designing the provision of
smart city operations, one must take a holistic, long term approach (i.e. way after the
events). In particular, the assessment of strengths, weaknesses, opportunities and
threats needs to look 10 or even 20 years ahead. Such a process will allow a city to
continue attracting immense attention for businesses, whilst being comfortable and
secure for its citizens [7].

3 Smart Objects in Smart City Operations

A key role in IoT, as well as in smart city scenarios and services, is played by the
concept of smart object, first introduced in [15], which is a physical/digital object
having a unique identifier that is used to digitally manage physical things (e.g., sen-
sors), to track them throughout their lifespan and to annotate them (e.g., with
descriptions, opinions, instructions, warranties, tutorials, photographs, connections to
other objects, and any other kind of contextual information imaginable), and to con-
sciously handle its relationships with other smart objects and with remote systems. In
sum, a smart object is a physical/digital object augmented with sensing/actuating,
processing, and networking capabilities that may embed human behavioral logic [16].

Smart objects are typically part of a Smart Environment, which is “a physical world
that is richly and invisibly interwoven with sensors, actuators, displays, and compu-
tational elements, embedded seamlessly in the everyday objects of our lives, and
connected through a continuous network” [18]. Smart Environments are often based on
a suitable middleware that enables communication and management of smart objects in
distributed applications ([17, 19, 20]). Enabling Smart Objects and realizing Smart
Environments is critical in order to provide efficient SCO. It is important to define
accurate and effective modeling approaches towards enabling Smart Objects – in the
following section, we describe in detail such a capability – driven approach.
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4 A Capability Driven Approach

The notion of ‘capability’ can be found in strategic management where one can dis-
tinguish between two prevailing views namely those of the Resource Based View
(RBV) [21, 22] and the Dynamic Capability View (DCV) [21]. In the field of Infor-
mation Systems modeling enterprise capabilities has been proposed by both academia
[23, 24] and practice [25] as the lynchpin to connecting strategic objectives and high
level organizational requirements to technological artifacts. From a service orientation
perspective a business capability is defined in [26] as: “A particular ability or capacity
that a business may possess or exchange to achieve a specific purpose or outcome.
A capability describes what the business does (outcomes and service levels) that creates
value for customers; for example, pay employee or ship product. A business capability
abstracts and encapsulates the people, process/procedures, technology, and information
into the essential building blocks needed to facilitate performance improvement and
redesign analysis”.

The Framework
We propose the adoption of an Enterprise Modeling approach in order to enable smart
objects in SCO, based on the notion of ‘capability’ within a framework that considers 5
interrelated viewpoints as shown in Fig. 1. This is based on a paradigm [27], which is
partly influenced by previously developed schemes in Enterprise Modeling e.g. [28],
and extended with new features that offers opportunities for a greater level of analysis
[27]. Within this modeling framework, developers can follow a process that is depicted
graphically in Fig. 2.

Fig. 1. The capability-driven framework
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(Step 1) define the enterprise situation in terms of the enterprise goals and the
services that achieve these goals in a specific context; (step 2) identify required
capabilities as a configuration of resources; (step 3) calculate the level of service based
on capabilities; (step 4) reconfigure capabilities and (step 5) revise situation, if
necessary.

For example, a strategic goal is to ‘Smooth traffic in rush hours’, which is achieved
by the ‘Traffic control service’ provided by the ‘Traffic control Smart objects Division’.
The contextual parameters affecting the delivery of this service include the particular
traffic/geographical characteristics, the type and number of expected cars in specific
locations and the expected routes, etc. (Step 1). Provision of the ‘Traffic control ser-
vice’ requires ‘Route screening capability’ which is based in smart objects around the
city and in turn employs a number of screening stations, having certain throughput, i.e.,
number of cars crossing a specific point per time unit (Step 2). Analyzing the ‘Route
screening capability’ in the current context (referred to as scenario modeling) signifies
the level of service that is achieved in terms of delay time per car (Step 3). Depending
on the estimated level of service it might become necessary to reconfigure the ‘Route
screening capability’ (e.g., increase number of screening stations and/or add ‘route
management capability’) (Step 4) or even revise the situation (e.g., allocate/propose
additional routes) (Step 5).

The Ontology
The key concepts that need to be considered in a capability-oriented approach have
been defined in [29] and are summarized in the meta-model of Fig. 3.

A capability enables an enterprise to provide a service in order to achieve a goal in a
specific context. We refer to this triplet (goal, context, service) as situation. In the traffic
management example mentioned above, the ‘Route screening capability’ enables the
provision of the ‘Traffic control service’ in order achieve the goal ‘Smooth traffic in
rush hours in the context of specific traffic/geographical characteristics with 5 screening
points per Km, with specific expected car entrance rate in the monitored area.

Fig. 2. The process of enterprise modeling
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A capability is associated to a certain owner (an entity such as a department, an
organisation division, a person, a system). In the traffic control example, the ‘Traffic
control Smart objects Division’ owns the ‘Route screening’ capability.

A capability denotes the capacity and ability of its owner for realising certain level
of service targeted in a given situation. The level of service targeted in our example
might refer to the average delay time per car with respect to no-traffic route time.

Capacity encapsulates the resources (processes, people, technology, information)
employed by the capability owner for the purpose of possessing this capability, while
ability is a measure of this capacity in terms of quantity or level of quality. For
example, the ‘Route screening capability’ encapsulates the capacity of a number of
screening stations, whose ability can be measured in terms of the number of cars
screened per unit of time (throughput).

Capabilities may be owned by different actors (e.g. the Traffic control Smart objects
Division and the Route Management Division, respectively). A capability owner may
be external to the enterprise (e.g., the Traffic control authority might decide to use the
Route Management Capability of an external company). Thus, there is a need to
distinguish between capabilities owned by the enterprise (internal capability) and
capabilities where the owner is external to the enterprise (external capability).

Capabilities may be related, making a distinction between collaboration, decom-
position and alternative capability relations. The collaboration relation denotes inter or
intra organization integration of capabilities towards the realization of a common end
result. Decomposition expresses the fact that in order to own a composite capability one
needs to acquire all its component capabilities. Finally, the alternative relation is used to
represent the diverse capabilities that can be used to bring about the same end result.

5 Linking Capability Models to Simulation Models

The simulation results comprise quantitative, time-based and cost-related information
about process execution and resource usage, e.g. waiting times, throughput times,
resource utilization. In output analysis, it can be interesting to evaluate the data at a

Fig. 3. A meta-model focusing on capability
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certain point in time, e.g. the number of completed process instances at the end of the
simulation time, or over time, e.g. the development of waiting times after a peak in
demand. The specific type of data to be generated by simulation and how it is analyzed
depends on the analysis goal.

In the capability-driven approach, capabilities need to be expressed in terms of
output analysis goals. As a capability enables an enterprise to provide a service in order
to achieve a goal in a specific context, we need to investigate whether the triplet (goal,
context, service) may be fulfilled. This means that all three attributes need to be
expressed in simulation terms. To ensure validity, the description of both the level or
service and the context needs to be very specific.

For this purpose, the following steps are proposed to ensure mapping of the (goal,
context, service) triplet to the simulation environment.

1. Express context in terms of simulation parameters, decisions variables or other
model aspects, e.g. in a specific Avenue there are 5 smart objects for car screening,
mean car velocity is 15 km/h, distribution is exponential

2. Express level of service requirements in terms of specific simulation output
parameters, e.g. level of service is the percentage of cars finding a route faster than
the average

3. Express goals in terms of output analysis goals, e.g. percentage of cars finding a
route faster than the average = 100%

4. Perform experimentation to determine if output analysis goals may be satisfied at
the required level of service

To provide extensive design support through simulation, we also consider
employing goal driven simulation. In goal driven simulation (GDS), we may automate
many of the output analysis and experimental design tasks of a simulation study. This
may include determining parameters to change, suggesting a rate of change, and testing
these changes against a pre-established set of goals. To accomplish goal driven sim-
ulation, we need to integrate techniques such as object-oriented design, knowledge
based systems and neural nets. In this case, there are still several issues to resolve
including the type of interaction between these techniques and output analysis.

Goal driven simulation may be employed when goals are not met at the required
level of service for a specific context, to indicate alternative contexts where goals may
be met. In this case, we may then examine whether this context may be realistic in
terms of design, cost etc. constraints.

To provide this capability, we add an extra step:

5. Experiment with different model parameters (decision variables) or the model itself
to test various process and environment scenarios, to determine alternative contexts
where goals may be met.

Our overall proposed approach for linking capability models with simulation
modeling and experimentation is presented in Fig. 4.
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6 Conclusions and Future Directions

This paper discussed on a capability – driven modeling approach, towards enabling
Smart Objects and providing SCO, focusing on smart mobility services. As such, it first
provided some basic challenges that cities face when designing SCOs. Then it focused
on the role of Smart Objects for the implementation of such operations, and presented a
detailed analysis of the capability – driven enterprise modeling approach, followed by a
method to link capability models to simulation models.

Overall, smart cities are continuously getting smarter. This naturally requires
capital expenditure and calls for novel solutions in various areas, especially regarding
Smart Objects and similar infrastructure. Transportation is an area where SCO find
prosperous ground since it can increase the quality of living in large cities.

Several exciting areas are yet to be explored in the area of mobility offered in the
context of SCOs. In particular, the further exploitation of intelligent transport systems
principles in SCOs can lead to a 100% real-time assessment of traffic congestions, a
priori identification of forthcoming dangers, as well as to the provision of open APIs
and interfaces for intermodal MaaS inside cities/regions. Moreover, city-wide services
can inform drivers on city-specific events (cultural, etc.), as well as on city-specific
incidents (e.g. protests, works, etc.) and offer also targeted/focused ads and infotain-
ment. Last, the exploitation of modern mobile communication infrastructures (e.g. 5G
D2D) with which cities are more or less equipped, can naturally reduce deployment
costs and provide low-latency emergency management services.
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i-Doha (Proj. No. NPRP 7-662-2-247) project, under the auspices of which the work presented in
this paper has been carried out.

References

1. Dimitrakopoulos, G., Demestichas, P.: Intelligent transportation systems based on cognitive
networking principles. In: IEEE Vehicular Technology Magazine (VTM), March 2010

2. Toppeta, D.: The Smart City Vision: How Innovation and ICT Can Build Smart,“Livable”,
Sustainable Cities, The Innovation Knowledge Foundation (2010). http://www.
thinkinnovation.org/file/research/23/en/Toppeta_Report_005_2010.Pdf

Fig. 4. Steps towards capability fulfillment

350 G. Bravos et al.

http://www.thinkinnovation.org/file/research/23/en/Toppeta_Report_005_2010.Pdf
http://www.thinkinnovation.org/file/research/23/en/Toppeta_Report_005_2010.Pdf


3. http://www.ibm.com/smarterplanet/us/en/smarter_cities/overview/. Accessed 13 June 2016
4. http://www.hitachi.com/products/smartcity/download/pdf/whitepaper.pdf. Accessed 13 June

2016
5. BIS: The smart city market: opportunities for the UK. In: Department of Business,

Innovation and Skills (2013)
6. Naphade, M., Banavar, G., Harrison, C., Paraszczak, J., Morris, R.: Smarter cities and their

innovation challenges. IEEE Comput. 44(6), 32–39 (2011)
7. Hogan, J., Meegan, J., Parmar, R., Narayan, V., Schloss, R.J.: Using standards to enable the

transformation to smarter cities. IBM J. Res. Dev. 55(1.2), 4:1–4:10 (2011)
8. Walravens, N., Ballon, P.: Platform business models for smart cities: from control and value

to governance and public value. IEEE Commun. Mag. 51(6), 72–79 (2013)
9. Odendaal, N.: Information and communication technology and local governance: under-

standing the difference between cities in developed and emerging economies. Comput.
Environ. Urban Syst. 27(6), 585–607 (2003)

10. Ebrahim, Z., Irani, Z.: E-government adoption: architecture and barriers. Bus. Process
Manag. J. 11(5), 589–611 (2005)

11. Mohammed, F., Idries, A., Mohamed, N., Al-Jaroodi, J., Jawhar, I.: UAVs for smart cities:
opportunities and challenges. In: 2014 International Conference on Unmanned Aircraft
Systems (ICUAS), Orlando, FL, pp. 267–273 (2014)

12. Commisioner for Privacy and Data Protection: Smart Cities: Privacy and Security (2015).
https://www.cpdp.vic.gov.au/images/content/pdf/privacy_week/Smart_Cities_Background_
Paper.pdf

13. Schaffers, H., Komninos, N., Pallot, M., Trousse, B., Nilsson, M., Oliveira, A.: Smart cities
and the future internet: towards cooperation frameworks for open innovation. In: Domingue,
J., et al. (eds.) FIA 2011. LNCS, vol. 6656, pp. 431–446. Springer, Heidelberg (2011).
doi:10.1007/978-3-642-20898-0_31

14. Cuff, D., Hansen, M., Kang, J.: Urban sensing: out of the woods. Commun. ACM 51(3),
24–33 (2008)

15. Kallman, M., Thalmann, D.: Modeling objects for interaction tasks. In: Arnaldi, B., Hégron,
G. (eds.) Eurographics, pp. 73–86. Springer, Heidelberg (1998). doi:10.1007/978-3-7091-
6375-7_6

16. Kortuem, G., Kawsar, F., Sundramoorthy, V., Fitton, D.: Smart objects as building blocks
for the Internet of Things. IEEE Internet Comput. 14(1), 44–51 (2010)

17. Fortino, G., Guerrieri, A., Russo, W., Savaglio, C.: Middlewares for smart objects and smart
environments: overview and comparison. In: Fortino, G., Trunfio, P. (eds.) Internet of
Things Based on Smart Objects. IT, pp. 1–27. Springer, Cham (2014). doi:10.1007/978-3-
319-00491-4_1

18. Poslad, S.: Ubiquitous Computing Smart Devices, Smart Environments and Smart
Interaction. Wiley, Hoboken (2009)

19. Fortino, G., Guerrieri, A., Russo, W.: Agent-oriented smart objects development. In:
Proceedings of 2012 16th IEEE International Conference on Computer Supported
Cooperative Work in Design (CSCWD 2012), Wuhan, China, 22–25 May (2012)

20. Fortino, G., Guerrieri, A., Lacopo, M., Lucia, M., Russo, W.: An agent-based middleware
for cooperating smart objects. In: Corchado, J.M., et al. (eds.) PAAMS 2013. CCIS, vol.
365, pp. 387–398. Springer, Heidelberg (2013). doi:10.1007/978-3-642-38061-7_36

21. Barney, J.: Firm resources and sustained competitive advantage. J. Manag. 17, 99–120
(1991)

22. Teece, D.J., Pisano, G., Shuen, A.: Dynamic capability and strategic management. Strateg.
Manag. J. 18, 509–533 (1997)

Enabling Smart Objects in Cities Towards Urban Sustainable Mobility-as-a-Service 351

http://www.ibm.com/smarterplanet/us/en/smarter_cities/overview/
http://www.hitachi.com/products/smartcity/download/pdf/whitepaper.pdf
https://www.cpdp.vic.gov.au/images/content/pdf/privacy_week/Smart_Cities_Background_Paper.pdf
https://www.cpdp.vic.gov.au/images/content/pdf/privacy_week/Smart_Cities_Background_Paper.pdf
http://dx.doi.org/10.1007/978-3-642-20898-0_31
http://dx.doi.org/10.1007/978-3-7091-6375-7_6
http://dx.doi.org/10.1007/978-3-7091-6375-7_6
http://dx.doi.org/10.1007/978-3-319-00491-4_1
http://dx.doi.org/10.1007/978-3-319-00491-4_1
http://dx.doi.org/10.1007/978-3-642-38061-7_36


23. Stirna, J., Grabis, J., Henkel, M., Zdravkovic, J.: Capability driven development – an
approach to support evolving organizations. In: Sandkuhl, K., Seigerroth, U., Stirna, J. (eds.)
PoEM 2012. LNBIP, vol. 134, pp. 117–131. Springer, Heidelberg (2012). doi:10.1007/978-
3-642-34549-4_9

24. Iacob, M.-E., Quartel, D., Jonkers, H.: Capturing business strategy and value in enterprise
architecture to support portfolio valuation. In: 16th International Enterprise Distributed
Object Computing Conference (EDOC 2012), pp. 11–20 (2012)

25 Ulrich, W., Rosen, M.: The business capability map: the “Rosetta Stone” of business/IT
alignment. Enterp. Archit. 14(2) (2014)

26. Homann, U.: A Business-Oriented Foundation for Service Orientation. Microsoft Developer
Network (2006)

27. Bērziša, S., Bravos, G., Gonzalez, T., Czubayko, U., España, S., Grabis, J., Henkel, M.,
Jokste, L., Kampars, J., Koc, H., Kuhr, J.-C., Llorca, C., Loucopoulos, P., Juanes, R., Pastor,
O., Sandkuhl, K., Simic, H., Stirna, J., Zdravkovic, J.: Capability driven development: an
approach to designing digital enterprises. Bus. Inf. Syst. Eng. 57(1), 15–25 (2015)

28. Loucopoulos, P.: Experiences with modelling early requirements. In: Soderstrom, P.J.E.
(ed.) Information Systems Engineering. IGI Publishing, Hershey (2008)

29. Loucopoulos, P., Kavakli, E.: Capability oriented enterprise knowledge modeling: the
CODEK approach. In: Karagiannis, D., Mayr, H.C., Mylopoulos, J. (eds.) Domain-Specific
Conceptual Modeling, pp. 197–215. Springer, Cham (2016). doi:10.1007/978-3-319-
39417-6_9

352 G. Bravos et al.

http://dx.doi.org/10.1007/978-3-642-34549-4_9
http://dx.doi.org/10.1007/978-3-642-34549-4_9
http://dx.doi.org/10.1007/978-3-319-39417-6_9
http://dx.doi.org/10.1007/978-3-319-39417-6_9


Crowd Sensing of Weather Conditions
and Traffic Congestion Based on Data Mining

in Social Networks

Rita Tse1, Lu Fan Zhang1, Philip Lei1,2,3, and Giovanni Pau2,3(&)

1 Computing Program, Macao Polytechnic Institute,
Rua de L. Gonzaga Gomes, Macao, China

{ritatse,philiplei}@ipm.edu.mo,

vivianppmonkey@gmail.com
2 Computer Science Department, University of California, Los Angeles, USA

gpau@cs.ucla.edu
3 Lip6 – University Pierre et Marie Curie, Paris, France

Abstract. In recent years, the growing prevalence of social networks makes it
possible to utilize human users as sensors to inspect city environment and
human activities. Consequently, valuable insights can be gained by applying
data mining techniques to the data generated through social networks. In this
work, a practical approach to combine data mining techniques with statistical
analysis is proposed to implement crowd sensing in a smart city. A case study to
analyze the relationship between weather conditions and traffic congestion in
Beijing based on tweets posted on Sina Weibo platform is presented to
demonstrate the proposed approach. Following the steps of raw dataset
pre-processing, target dataset processing and statistical data analysis, analytic
corpus containing tweets related to different weather conditions, traffic con-
gestion and human outdoor activity is selected to test causal relationships by
Granger Causality Test. The mediation analysis is also implemented to verify
human outdoor activity as a mediator variable significantly carrying the influ-
ence of good weather to traffic congestion. The result demonstrates that outdoor
activity serves as a mediator transmitting the effect of good weather on traffic
congestion.

Keywords: Smart city � Social networks � Data mining � Weather condition �
Traffic congestion � Mediation analysis

1 Introduction

Social networks are becoming increasingly popular in the information era, with the
ability to allow people sharing their perspectives upon different areas of urban life.
People can communicate with each other and express their own voice through those
platforms. Most importantly, the emergence of social networks makes it possible to
study human life in a new way due to the fact that the tweets posted on the social
networks can reflect people’s opinions and emotions [1]. Recently, it has become a new
and effective way to research in data mining field by leveraging social media data
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sources in smart cities. These researches involve tackling the challenge of social sci-
ence, public health, and also weather and traffic conditions at urban management scale
in a view of smart city [2–5]. Wang et al. [6] investigated the value of Chinese social
media for monitoring air quality trends and the related public perceptions and response.
The study verified quantitatively that message volume in Sina Weibo is indicative of
true particle pollution levels. Pan et al. [7] described the detected traffic anomaly by
mining representative terms from the social media that people posted when the traffic
anomaly happened. Also, they demonstrated the effectiveness and efficiency of the
method using a dataset of tweets collected from Sina Weibo, a Twitter-like social site.
Cool et al. [8] established an approach to use the traffic intensity data originated from
minute-by-minute data coming from single inductive loop detectors to analyze the
relationship between weather, road safety, traffic speed, and traffic intensity and then
investigated the impact of various weather conditions on traffic intensity. Zeng et al. [9]
constructed a dynamic evolution network of traffic congestion by the tweets of the
online users of social media. The present work aims to propose a simple solution which
incorporates statistical analysis into data mining processes to crowd sense traffic
conditions in a smart city [10]. The analysis is based on the tweets about weather
conditions, traffic congestion and human outdoor activity posted on Sina Weibo plat-
form. The work proceeds to reveal the relationship between weather conditions and
traffic congestion in Beijing city of China.

2 Methodology

There are three primary stages in this work: data pre-process stage, data process stage
and data analysis stage. Initially, the raw dataset needs to be preliminarily refined in the
data pre-process stage to remove noise and to be reformatted prior to further processes.
Then the refined dataset can carry on some fundamental mining procedures like word
segmentation and frequency analysis to help construct lexicon used in selecting target
dataset (analytic corpus). Next, the target dataset is filtered out based on the lexicon and
a daily based tweets count file associated with weather conditions, outdoor activity and
traffic congestion is generated during the data process stage, which is then served as
source file for data analysis. In the last stage, Granger Causality Tests are performed to
make sure there are causal relationships between weather and traffic variables. To
figure out the indirect relationship between weather conditions and traffic congestion,
outdoor activity is introduced as a mediator, and also mediation analysis is conducted
to model the relationships among weather conditions, outdoor activity and traffic
congestion.

As demonstrated in Fig. 1, data pre-process stage contains two main tasks: data
cleansing and lexicon generation. Next, target dataset (analytic corpus) is selected as
well as daily based tweets count CSV file is generated in the data process stage. Lastly,
Granger Causality Test and mediation analysis are conducted in the data analysis stage.
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2.1 Data Pre-processing

To begin with, the data integrity of the raw dataset needs to be checked before any
further operations. Since the raw dataset was crawled from the Internet through Sina
Weibo API, some redundant tweets may occur during the crawling process. After
removing redundant tweets, we used various regular expressions to detect and remove
different types of noise data that were not useful in current study. These included
picture and video sharing, check-in and empty tweets.

2.1.1 Lexicon Generation
The basis of this work is to develop appropriate lexicon used for filtering out analytic
corpus. Unlike sentimental lexicon, it is difficult to find comprehensive and authori-
tative domain lexicon for weather conditions/outdoor activity/traffic congestion on the
Internet. Consequently, the lexicon used in this work is a joint effort of both the initial
lexicon of weather conditions, outdoor activity and traffic congestion collected from the
Internet and keywords (related to weather conditions, outdoor activity and traffic
congestion) with relatively high occurrences selected from the result of word frequency
analysis.

Initially, lexicons related to weather conditions, outdoor activity and traffic con-
gestion are collected from Internet which serves as the first part of the lexicon used in
this work. Prior to word frequency analysis, content of tweets in the refined dataset are
segmented using Rmmseg-cpp, a powerful Chinese word segmentation tool fully
implemented by C++. Although there are many word segmentation tools based on
different segmentation algorithms available on the Internet, they are mainly designed
for English contents. However, most users of Sina Weibo are Chinese which means
most tweets in Sina Weibo are written in the Chinese language. Therefore, the
Rmmseg-cpp is selected to perform this Chinese word segmentation task in this work
due to less memory consumption and fast segmentation speed. Additionally,
Rmmseg-cpp is a Ruby gem which can be easily incorporated with Ruby environment
and this work is mainly implemented by Ruby. The output of word segments are stored
in one TXT file and then a word frequency analysis program is implemented to count

Fig. 1. Data mining major steps.
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each distinct word occurrence in the file, in which the words are rearranged based on
their frequencies to select words related to weather conditions, outdoor activity and
traffic congestion with high frequency. In the end, the initial lexicons collected from the
Internet are combined with those words selected from word frequency analysis to serve
as the ultimate lexicon used in this work.

In the relationship between weather conditions and traffic congestion, there are
three main categories: weather conditions, outdoor activity and traffic congestion in the
combined dictionary. In order to figure out the direct relationship between weather
conditions and traffic congestion, words reflect different weather conditions and traffic
congestion are selected. For the weather category, two subcategories are preliminarily
divided: good weather and bad weather. Good weather contains words or expressions
with respect to normally good weather, like ‘阳光’ (sunshine), ‘明媚’ (radiant and
enchanting), ‘晴朗’ (serene), ‘天气真好’ (nice day), ‘好天气’ (lovely weather). On the
contrary, bad weather contains words or expressions related to severe weather which
may have influences on human outdoor activities, such like ‘下大雨’ (pour), ‘下大雪’
(snow heavily), ‘寒风’ (cold wind). As to the traffic congestion category, words like
‘堵车’ 堵车(traffic jam), ‘堵塞’ (choked), ‘堵死’ (block off) are selected.

On the other hand, the indirect relationship between weather conditions and traffic
congestion via outdoor activity is studied. As mentioned before, the outdoor activity
serves as the mediated bridge between the weather conditions and traffic congestion
where weather conditions have influence on human outdoor activities, and also human
outdoor activities affect the traffic congestion. Therefore, for the outdoor activity words
which may have impact on the traffic congestion are selected, like ‘逛街’ (hang out),
‘出去吃饭’ (eat out), ‘出发’ (leave for) or words may indicate outdoor activities like
‘购物中心’ (shopping center), ‘饭店’(restaurant) and ‘公园’ (park).

2.2 Data Processing

The first task in this stage is to select the target dataset (analytic corpus). Tweets whose
contents contain the words in the lexicon built in the previous stage are selected
separately into four intermediate tables. Each of them contains tweets related to one
subcategory: good weather, bad weather, outdoor activity, and traffic congestion. Next,
a Ruby program computed the daily tweet counts for the four tables and saved them in
CSV format.

2.3 Data Analysis

The core part of the whole work is data analysis stage. Since the mediation model is a
causal model in nature, the causal relationships between weather conditions and traffic
congestion, weather conditions and outdoor activity and outdoor activity and traffic
congestion are determined first using Granger Causality Test. Afterwards, mediation
analysis is conducted to model the relationships among weather conditions, outdoor
activity and traffic congestion.
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2.3.1 Granger Causality Test
The Granger Causality Test is a statistical hypothesis test for determining whether one
time series is useful in forecasting another [11]. Basically, Granger Causality Test is
used to determine if one time series variable X has causal relationships with another
time series variable Y. In other words, it can be used to test the possibility to make
prediction on one time series Y based on another time series X. Additionally, there is
one basic assumption that must be fulfilled in order to use Granger Causality Test: time
series X and time series Y should be stationary. Stationary time series keeps statistical
properties such as mean, variance, autocorrelation, etc. constant over time. Therefore,
meaningful sample statistics such as means, variances, and correlations with other
variables can be obtained if the time series is stationary.

In this work, all four variables are time series variables since the values of each
variable are collected at constant interval. Each data record is unique from other records
and dependent only on time fields. Therefore, three groups of causal relationships are
checked through this test: different weather conditions and traffic congestion, different
weather conditions and outdoor activities as well as outdoor activities and traffic
congestion.

As Fig. 2 shows, stationarity of the four time series variables are tested prior to the
Granger Causality Test performed and only if the result shows independent variable
and dependent variable are stationary, then the Granger Causality Test can be applied.
Otherwise, the non-stationary variables must be transformed to stationary variables if
either variable of the pair is non-stationary.

2.3.2 Mediation Analysis
As stated before, the mediation model is a causal model in nature. Therefore, the
mediation analysis can be conducted once the causal relationships among weather
conditions, outdoor activity and traffic congestion are determined. From the perspective
of statistics, a mediation model is to identify an observed relationship between an

Fig. 2. Granger Causality Test mechanisms.
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independent variable and a dependent variable via the inclusion of a third variable,
known as mediator. Besides the direct relationship between the dependent variable and
the independent variable, mediation model hypothesizes that the independent variable
influences the mediator which in turn influences the dependent variable [15]. In other
words, the mediator transmits the effect of an independent variable on a dependent
variable. As demonstrated in Fig. 3, the effect of the independent variable on the
dependent variable may be mediated by a mediator while the direct effect still remains.

As against Fig. 3, the corresponding relationship in this work is: weather condition
refers to the independent variable, traffic congestion refers to dependent variable and
outdoor activity refers to the mediator.

To determine if outdoor activity is the mediator in this model, there are three major
steps [16]: Step 1, Regress traffic congestion on the weather condition to ensure that
weather condition is a significant predictor of traffic congestion. Step 2, Regress out-
door activity on the weather condition to confirm that weather condition is a significant
predictor of outdoor activity. Step 3, Regress traffic congestion on both outdoor activity
and weather condition to ensure that outdoor activity is a significant predictor of traffic
congestion while controlling for the weather condition.

Additionally, the Sobel Test [17] is also implemented to determine whether the
reduction in the effect of weather condition (the independent variable) on traffic con-
gestion (the dependent variable), after including outdoor activity (the mediator) in the
model, is a significant reduction and therefore whether the mediation effect is statis-
tically significant.

3 Results and Discussion

The stationarity of these four variables are tested by Augmented Dickey–Fuller test
(ADF) [12] and the results indicate that good weather and bad weather are stationary
time series while outdoor activity as well as traffic congestion are non-stationary time
series where the first difference of them are stationary. Consequently, the modified first
differences of these non-stationary variables are used in the further analysis.

The Pairwise Granger Causality Tests are conducted using EViews, having the
stationarity of both dependent and independent variables fulfilled. The test results
demonstrate that prediction can be made on traffic congestion based on the good
weather time series with the P value (probability) of the null hypothesis at 3.E−06.

Fig. 3. A sample of mediation model
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Likewise, there are causal relationships between good weather and outdoor activity
with P value of the null hypothesis at 8.E−09 as well as outdoor activity and traffic
congestion with P value at 4.E−05. On the contrary, bad weather time series can be
used to predict the traffic congestion (P value 0.0028) while it shows no obvious causal
relationships with outdoor activity according to the test result (P value 0.0659).

Figure 4 illustrates the positive correlation between occurrence of daily tweets
mentioning good weather and traffic congestion and outdoor activities. Each data point
represents a day. On having social media can reflect people’s opinions or thoughts to
some extent, it can be inferred that there are more chances for people talking about
traffic congestion when the weather is good and that people are more likely to do
outdoor activities when the weather is good.

Similarly, the scatter chart in Fig. 5 demonstrates the positive trend between out-
door activity and traffic congestion. In accordance with the common sense, it can be
seen clearly that more outdoor activities will cause more traffic congestions.

Fig. 4. Scatter chart of good weather vs. traffic congestion and outdoor activity

Fig. 5. Scatter chart of outdoor activity vs. traffic congestion
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On having mediation model is a causal model in nature, the mediation model of
good weather, outdoor activity and traffic congestion is then constructed after deter-
mining the causal relationships among these three time series variables. Based on the
method to test whether outdoor activity can act as a mediator between good weather
and traffic congestion, the regression results suggest that the significance of good
weather on predicting traffic congestion decreases greatly when the outdoor activity
intervenes. In addition, the Sobel Test result also indicates the mediation effect of
outdoor activity is statistically significant with respect to the relationship between good
weather and traffic congestion. Therefore, outdoor activity carries the effect of good
weather on traffic congestion, which means it is a mediator in the mediation model
shown in Fig. 6.

4 Final Remarks

A practical approach that combines data mining techniques with statistical analysis is
proposed to study the relationship between weather conditions and traffic congestion
based on social networks. Following the general data mining procedures, statistical
analysis can be incorporated with the final analysis stage. By crowd sensing the
weather conditions and traffic congestion in Beijing using the proposed approach, it has
been proved that good weather leads to traffic congestion and the direct cause is
outdoor activity. This work provides a promising way to discover latent relationships
between various activities in a smart city.
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Abstract. In this study, a video-games based training platform that aims to
provide user-specific physical and cognitive tasks is developed so that children
with Down Syndrome can continue their training autonomously at home. For this
purpose, a set of video games which addresses physical activities (balance and
feet coordination) and cognitive tasks (abstraction, memory and word-forming)
are being designed and implemented. During the gameplays, center of pressure,
brain activity and electrodermal activity measurements are done to identify the
specific needs of the child and to tailor a training programme that addresses these
difficulties.

Keywords: Down Syndrome � Serious games � Video games

1 Introduction

Down Syndrome (DS) is a genetic disorder usually stemming from an extra chromo-
some 21 [1]. Children with DS in general has physical (posture, balance, motor skills)
and cognitive (language, arithmetic, short term memory) impairments and to overcome
these impairments and to make them become autonomous adults, special education and
exercise programmes exist [2–5]. However, these programmes are being held with
therapists during the day and there lacks a training program that is tailored for the
necessities of the kid which he/she can continue to perform at home, autonomously.
The purpose of this study is to provide kids with DS a specialized physical and
cognitive training platform which is composed of video games. This platform is cus-
tomized with sensors and measures the requirements of the child and creates a training
program to handle those requirements. Besides, given that video games create a sen-
sation of flow [6], the training programs aim to motivate the child to follow the training
program for a longer period of time and with enthusiasm. In this ongoing study,
physical and cognitive video games are being developed. The following sections
describe the methodology (game descriptions and instrumentation), data acquisition,
evaluation and future work of the study.
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2 Methodology

In this section, proposed video games for physical training, for cognitive training and
the instrumentation used, are presented in detail. The games are developed with Uni-
ty3D game engine given that it provides multi-platform support and a powerful layer to
handle multiple devices.

2.1 Video Games for Physical Training

Hopscotch Game (Feet Coordination): Hopscotch is a game which is played with
Wii Fit. The user is guided with the numbers in order to understand on which square to
put the foot on. While one foot is put on the correct square, the other foot has to be
removed from the platform, which requires the user to be in balance with only one foot.
The purpose of the game is to enable feet coordination, to pay attention to the correct
foot and to be fast while doing the exercise. As the difficulty of the game increases, the
directions of the movements are not only limited to the right or left side, but to forward
and backward as well. Besides, the frequency of the numbers, the duration of staying
on one foot increases as the difficulty of the game progresses (Fig. 1).

Kite Game (Balance): In this game, the user sees her silhouette as a kite. The purpose
of the game is to stabilize the kite in a given area and stay still during the task. The
game is played with Wii Fit and the direction of the kite changes due to the center of
pressure. When the user is in balance, the kite remains still, but when the center of
pressure is moved to right or left, wind appears on the direction of the center of
pressure and the kite moves to that direction as well. As long as the kite is not met to
the center, the user loses points. To ensure safety, the screen is divided into three
different areas and when the user starts to enter the risky areas, the game stops. When
the difficulty of the game increases, the width of the areas diminishes and extra factors
such as birds and clouds enter the screen and try to distract the user.

2.2 Video Games for Cognitive Training

Word Tetris (Attention): As in the traditional game of Tetris, there are different types
of blocks that move on the screen. The main difference is that, each block has letters on

Fig. 1. Gameplay representation of the Hopscotch game.
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them and the main purpose is to form a meaningful word fitting the blocks to the
correct place. Depending on the level difficulty, the complexity of the words increases
and the blocks move faster. On the right side of the screen, there is a hint of the word to
be formed. The main purpose of this game is to make the child perform attention tasks
and to increase the word memory [7] (Fig. 2).

Lego Game (Attention, Memory and Abstraction): At the beginning of the game, the
user chooses a picture of which a lego-like structure is to be built. The chosen image is
mapped to a 3D empty lego-like structure and the user is expected to put the correct
colored pieces in order to complete the structure. During the game, the picture disap-
pears to challenge the user to remember the colors and the picture reappears randomly
again to remind the user of the chosen image. Depending on the difficulty level, the
complexity of the proposed images changes and the 3D structure is seen from a different
depth. While in the first levels, the camera angle is the same as the picture’s angle, when
the difficulty increases, the camera viewpoint also changes. This challenges the user to
map the 2D image to a 3D structure and to envision the image in 3D. When the colors of
lego blocks do not match the given part of the image, the user loses points [6].

2.3 Instrumentation

• Microsoft Kinect: In the games targeting physical training, Microsoft Kinect is
used. Users interact with the game via their avatar and their movements are reflected
on the game in real-time. The ideal range of motion data is set due to the therapists’
suggestions and when the children are about to overdo that range, the game is
stopped in order to prevent injuries. Feedback regarding the risky movements is
displayed on the screen.

• Wii Fit: For the balance-oriented games, users use Wii Fit and right and left foot
movements are recorded accordingly. The gameplay depends on the correct
selection of the foot for a given amount of time.

• BioSignalsPlux EDA Sensors: During the gameplay of cognitive games, electro-
dermal skin activity (EDA) of the user is recorded so that the tasks which over-
whelm the user most are recognized. These data are used to create a tailored training
program for the specific necessities of the user.

Fig. 2. Gameplay representation of the Word Tetris game.
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• BioSignalsPlux EEG Sensors: During the gameplay of cognitive games, neu-
roactivities of the user are also recorded to understand which brain waves are
activated and which cognitive tasks require more time to be completed. Combined
with the data of EDA sensors, these data provide a clearer picture to design a
specific training program for the user.

3 Data Acquisitions, Evaluation and Future Work

The proposed work is still in progress and the video game set will be enlarged so that
the physical training set will include three games and the cognitive part will include
four games in total. So far, usability tests with healthy users have been started for the
games presented in this work and the same procedure will be applied to the new games
as well. Then, the games will be tested with children with DS and the outcomes of the
training will be monitored using biofeedback sensors and questionnaires. At least 10
autonomous DS children (7–17 ages) will be recruited and the ethical permission
procedure has already been completed.
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