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Preface

This volume contains papers presented at the 5th International Conference on
Computer Science, Applied Mathematics and Applications (ICCSAMA 2017) held
on June 30 and July 1, 2017, in Berlin, Germany. The conference is co-organized
by research group “Computer Science Education/Computer Science and Society” at
Department of Informatics, Humboldt-Universität zu Berlin (Germany), Analysis,
Design and Development of ICT systems (AddICT) Laboratory, Budapest
University of Technology and Economics (Hungary), Division of Knowledge
Management Systems, Wroclaw University of Science and Technology (Poland),
and Theoretical and Applied Computer Science Laboratory, University of Lorraine
(France) in cooperation with IEEE SMC Technical Committee on Computational
Collective Intelligence.

The aim of ICCSAMA 2017 is to bring together leading academic scientists,
researchers, and scholars to discuss and share their newest results in the fields of
computer science, applied mathematics, and their applications. After the peer
review process, 19 papers by authors from Austria, Chile, Ecuador, France,
Germany, Hungary, Italy, India, Japan, Poland, Spain, Thailand, UK, and Vietnam
have been selected for including in this proceedings.

In particular, ICCSAMA 2017 hosts the special session “Human Computer
Communication and Intelligent Applications,” which has been proposed and
organized by Thepchai Supnithi (National Electronics and Computer Technology
Center, Thailand), Thanaruk Theeramunkong (Thammasat University, Thailand),
Tomoko Kojiri (Kansai University, Japan), Mahasak Ketcham (King Mongkut’s
University of Technology North Bangkok, Thailand), and Christoph Benzmüller
(Freie Universität Berlin, Germany). In addition, the conference program is enri-
ched by two keynotes that are given by Prof. Hiroshi Tsuji, President of Osaka
Prefecture University (Japan), and Prof. Tomoko Kojiri, Kansai University (Japan).

The clear message of the proceedings is that the potentials of computational
methods for knowledge engineering and optimization algorithms are to be
exploited, and this is an opportunity and a challenge for researchers. It is observed
that the ICCSAMA 2013–2016 clearly generated a significant amount of interaction
between members of both communities on computer science and applied
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mathematics. The intensive discussions have seeded future exciting development at
the interface between computational methods, optimization, and engineering.

The works included in these proceedings would be useful for researchers, and
Ph.D. and graduate students in optimization theory and knowledge engineering
fields. It is the hope of the editors that readers can find many inspiring ideas and
new research directions for their research. Many such challenges are suggested by
particular approaches and models presented in the proceedings.

We would like to thank all authors, who contributed to the success of the
conference and to this book. Special thanks go to the members of the Steering and
Program Committees for their contributions to keeping the high quality of the
selected papers. Cordial thanks are due to the Organizing Committee members for
their efforts and the organizational work. We acknowledge Humboldt-Universität
zu Berlin for hosting the conference ICCSAMA 2017. Finally, we cordially thank
Springer for supports and publishing this volume.

We hope that ICCSAMA 2017 significantly contributes to the fulfillment of the
academic excellence and leads to greater success of ICCSAMA events in the future.

July 2017 Nguyen-Thinh Le
Tien Van Do

Hoai An Le Thi
Ngoc Thanh Nguyen
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Forty Years Experience on R&D
and Education of Systems Sciences

Hiroshi Tsuji

Osaka Prefecture University, Osaka, Japan

Abstract. In order to appeal the importance of system thinking, I will review
three cases and introduce the education in Osaka Prefecture University. The
system thinking in my context includes long-term view, wide-ranging view,
and upside-down view. Even if the techniques do not seem to be available
for practical use at first, it often becomes available once the TPO (Time,
Place and Occasion) change. If one has only a hammer, he can only look for
nails to solve his problem. However, if he has a variety of tools, he has also
chance to select a right tool to solve his problem. Case 1 relates to the
regression model. When I joined Hitachi, Ltd., I encountered the problem
for resource allocation. Although our approach based on regression model
did not work then, we apply this technique to risk analysis on offshore
outsourcing twenty five years later. Case 2 relates to version space proposed
in the middle of 1980s. When I learned this technique at CMU, I cannot
imagine which domain the technique can be applied to. However, as I
learned it, I could apply this idea to develop an expert system for program
tuning. Case 3 relates to interpretive structural modeling which I learned
while I was a graduate student. Now, we have chance to apply this technique
to a big data on learning log. Finally, I will introduce some photographs
which are metaphor of system thinking.



How We Grasp “Causal Relation”
in Historical Learning?

Tomoko Kojiri

Faculty of Engineering Science, Kansai University, Suita, Japan

Abstract. The concept map is a powerful externalization tool for repre-
senting the relationships between concepts or ideas. This type of map is also
used in many educational settings to make students deeply consider the
target knowledge. One of the effective uses of applying a concept map is to
arrange the historical events with the causal relationship in the historical
learning. The created map makes students aware of the flow of history and
also important factors that cause significant events. However, some students
find difficulty in grasping “causal relation” between historical events and are
not able to create the concept map. Our research group has been pursuing
the effective way of grasping “causal relation” in history and has developed
two support systems for creating valid concept map of historical events. In
this talk, we introduce our two systems and show the effects of these systems
through the trial use by university students and junior high school students.
In addition, we show the result of introducing one of these systems into the
classroom of the junior high school.
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Stochastic DCA for Sparse Multiclass
Logistic Regression

Hoai An Le Thi, Hoai Minh Le(B), Duy Nhat Phan, and Bach Tran

Laboratory of Theoretical and Applied Computer Science - LITA EA 3097,
University of Lorraine, Ile du Saulcy, 57045 Metz, France

{hoai-an.le-thi,minh.le,duy-nhat.phan,bach.tran}@univ-lorraine.fr
http://www.lita.univ-lorraine.fr/~lethi/index.php/en/

Abstract. In this paper, we deal with the multiclass logistic regression
problem, one of the most popular supervised classification method. We
aim at developing an efficient method to solve this problem for large-scale
datasets, i.e. large number of features and large number of instances. To
deal with a large number of features, we consider feature selection method
evolving the l∞,0 regularization. The resulting optimization problem is
non-convex for which we develop a stochastic version of DCA (Difference of
Convex functions Algorithm) to solve. This approach is suitable to handle
datasets with very large number of instances. Numerical experiments on
several benchmark datasets and synthetic datasets illustrate the efficiency
of our algorithm and its superiority over well-known methods, with respect
to classification accuracy, sparsity of solution as well as running time.

Keywords: DC programming · Stochastic DCA · Sparse multiclass
logistic regression

1 Introduction

In machine learning, supervised learning consists in building a predictor function,
based on a labeled training data, which can identify the label of new instances
with highest possible accuracy. Logistic regression, introduced by Cox in 1958 [2],
is undoubtedly one of the most popular supervised learning methods. Logistic
regression can be seen as an extension of linear regression where the dependent
variable is categorical. Instead of estimating the outcome by a continuous value
like linear regression, logistic regression tries to predict the probability that an
instance belongs to a category. Logistic regression has been successfully applied
in various real-life problems such as cancer detection [5], risk analysis [19], social
science [6], etc.

In this paper, we deal with the multiclass logistic regression problem where
the dependent variable has more than two outcome categories. We aim at devel-
oping an efficient method for solving the multiclass logistic regression problem
to deal with data that has not only a large number of features but also large
number of instances.
c© Springer International Publishing AG 2018
N.-T. Le et al. (eds.), Advanced Computational Methods for Knowledge Engineering,
Advances in Intelligent Systems and Computing 629, DOI 10.1007/978-3-319-61911-8 1



2 H.A. Le Thi et al.

The multiclass logistic regression problem can be described as follows. Let
{(x1, y1), . . . , (xn, yn)} be a training set with observation vectors xi ∈ R

d and
labels yi ∈ {1, . . . , Q} where Q is the number of classes. Let W be the d × Q
matrix whose columns are W:,1, . . . ,W:,Q and b = (b1, . . . , bQ) ∈ R

Q. The couple
(W:,i, bi) forms the hyperplane fi := WT

:,ix + bi that separates the class i from
the other classes.

In the multiclass logistic regression problem, the conditional probability
p(Y = y|X = x) that an instance x belongs to a class y is defined as

p(Y = y|X = x) =
exp(by + WT

:,yx)
Q∑

k=1

exp(bk + WT
:,kx)

. (1)

Then, the predicted class y∗ of a new observation x∗ is computed by

y∗ = arg max
k=1..Q

p(Y = k|X = x∗) = arg max
k=1..Q

(bk + WT
:,kx∗). (2)

We aim to find (W, b) for which the total probability of the training obser-
vations xi belonging to its correct classes yi is maximized. A natural way to
estimate (W, b) is to maximize the log-likelihood function which is defined by

L(W, b) := − 1
n

n∑

i=1

�(xi, yi,W, b), (3)

where �(xi, yi,W, b) = log
(

Q∑

k=1

exp(bk + WT
:,kxi)

)

− byi
− WT

:,yi
xi. Hence, the

multiclass logistic regression problem can be written as

max
W,b

L(W, b) ⇔ min
W,b

{
1
n

n∑

i=1

l(xi, yi,W, b)

}

. (4)

Clearly, the above optimization problem is convex and can be solved by a convex
optimization method. However, how to efficiently solve the problem, especially
in real-world applications where the datasets are large-scale, remains an open
question.

On one hand, in many applications such as information retrial, face recogni-
tion, microarray analysis, etc., datasets contain a very large number of features.
In such datasets, we often encounter the problem of redundant features (infor-
mation already presented by other features) and irrelevant features (features
that do not contain useful information). Feature selection methods that try to
select only useful features for the considered task, is a popular and efficient
way to deal with this problem. A natural way to deal with feature selection
problem is to formulate it as a minimization of the �0-norm (or ‖.‖0) where
the �0-norm of x ∈ R

d is defined by the number of non-zero components of x,
namely, ‖x‖0 := |{i = 1, . . . , n : xi �= 0}|. It is well-known that the problem
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of minimizing �0-norm is NP-hard [1] due to the discontinuity of �0-norm. The
minimization of �0-norm has been extensively studied on both theoretical and
practical aspects for individual variable selection in many practical problems.
An extensive overview of existing approaches for the minimization of �0-norm
can be found in [12].

In our problem, as mentioned above, the class i (i = 1, . . . , Q) is separated
from the other classes by the hyperplane fi := WT

:,ix + bi. If the weight Wj,i is
equal to zero then we can say that the feature j (j = 1, . . . , d) is not necessary to
separate class i from the other classes. Hence, the feature j is to be removed if and
only if it is not necessary for any separator fi (i = 1, . . . , Q), i.e. all components
in the row j of W are zero. Recently, the mixed-norm regularizations, e.g. �2,1-
norm [23] (group lasso), �2,0-norm [20,21] (group MCP and group SCAD) or
�∞,1-norm [18], have been developed for this purpose. In this work, we consider
the �∞,0 regularization. This regularization term forces the weights of the same
features across all classes to become zero. Denote by Wj,: the j-th row of the
matrix W . The �∞,0-norm of W , i.e., the number of non-zero rows of W , is
defined by

‖W‖∞,0 = |{j ∈ {1, . . . , d} : ‖Wj,:‖∞ �= 0}|.
Thus, the �∞,0-norm multiclass logistic regression problem is formulated as

follows

min
W,b

{
1
n

n∑

i=1

�(xi, yi,W, b) + λ‖W‖∞,0

}

, (5)

where λ is a regularization parameter or trade-off parameter that makes the
trade-off between classification accuracy term and the sparsity term. Since
�∞,0-norm is non-convex, the above optimization problem is non-convex.

Several works have been developed to solve the problem of mixed-norm reg-
ularization �∞,0. These works have used the convex approxmiation approach
which replaces �∞,0-norm by the �∞,1-norm. This approach was widely used
for selecting groups of variables in linear regression [18], in multi-task learning
[17], multiclass support vector machine [24], etc. The sparse multiclass logistic
regression using �∞,1-norm can be written as follows

min
W,b

{
1
n

n∑

i=1

�(xi, yi,W, b) + λ‖W‖∞,1

}

. (6)

Since the �∞,1-norm is convex, the resulting problem (6) remains convex.

Paper’s Contribution: In our work, we consider a non-convex approximation of
the �∞,0-norm. Non-convex approximations will lead to a non-convex optimiza-
tion problem which is difficult to solve. However, non-convex approximations
have been proved to be more efficient than convex approximation [12]. Among
the well-known non-convex approximations, we adopt the piecewise exponential
approximation function. This approximation has been used in several problems.
In Le Thi et al. (2008) [8], the piecewise exponential function was reformulated as



4 H.A. Le Thi et al.

a DC function and an efficient DCA was developed for solving the problem of fea-
ture selection in SVM. The same DC decomposition was also successful applied
to feature selection in semi-supervised support vector machines [7], sparse mul-
ticlass support vector machines [9], sparse signal recovery [10], sparse scoring
problem [13]. Motivated by the efficiency of the DC decomposition proposed in
[8], we investigate a similar DC decomposition for the sparse multiclass logistic
regression problem (5). By using this DC decomposition, the approximate prob-
lem of (5) is a DC problem. Thus, we will develop efficient algorithm based on
DC programming and DCA to solve it.

On the other hand, when the number of instances n is huge, the problem
(5) becomes more challenging in machine learning due to the per-iteration cost
might be expensive. In the last few years, stochastic optimization techniques
have been proved to be useful in machine learning for solving large-scale prob-
lems. Stochastic programming is suitable for problem (5) since it can exploit the
advantage of the sum structure of (5). However, as mentioned above, the regular-
ization term �∞,0 makes the problem (5) non-smooth non-convex. In this paper,
we propose a stochastic version of DCA which considers only a small subset of
components �(xi, yi,W, b) at each iteration instead of using all n components for
the calculation of W and b. Furthermore, we exploit the special structure of the
problem to propose an efficient DC decomposition for which the corresponding
stochastic DCA scheme is very inexpensive.

We perform an empirical comparison with two standard methods on very-
large synthetic and real-world datasets, and show that our proposed algorithm
is efficient in feature selection and classification as well as running time.

The remainder of the paper is organized as follows. The outline of DC pro-
gramming and DCA as well as Stochastic DCA are presented in Sect. 2.1. Solu-
tion method based on Stochastic DCA is developed in Sect. 2.2. Computational
experiments are reported in Sect. 3 and finally Sect. 4 concludes the paper.

2 Solution Method via Stochastic DCA

2.1 Outline of DC Programming, DCA and Stochastic DCA

DC programming and DCA constitute the backbone of smooth/non-smooth non-
convex programming and global optimization [11,14,15]. They address the prob-
lem of minimizing a DC function on the whole space R

n or on a closed convex
set Ω ⊂ R

n. Generally speaking, a standard DC program takes the form:

α = inf{F (x) := G(x) − H(x) |x ∈ R
n} (Pdc),

where G,H are lower semi-continuous proper convex functions on R
n. Such a

function F is called a DC function, and G−H is a DC decomposition of F while
G and H are the DC components of F . A DC program with convex constraint
x ∈ Ω can be equivalently expressed as an unconstrained DC program by adding
the indicator function χΩ (χΩ(x) = 0 if x ∈ Ω and +∞ otherwise) to the first
DC component G.
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Starting from an initial point x0, the DCA consists in constructing two
sequences {xl} and {yl} such that yl ∈ ∂H(xl) and xl+1 ∈ arg minx∈Rn{G(x) −
〈yl, x〉}.

Consider now a DC program of the form

min

{
1
n

n∑

i=1

fi(x) |x ∈ R
n

}

(7)

where fi = gi − hi is a DC function. When n is large, the problem (7) becomes
more challenging in machine learning. The per-iteration cost of DCA might be
more expensive because it uses all the DC functions fi. A stochastic version of
DCA and its convergence properties for some special cases were developed in
[16]. The stochastic DCA for solving the problem (7) is described as follows.
Starting from an initial point x0, at each iteration l, we randomly choose one
index il ∈ {1, . . . , n}, and compute yl ∈ ∂hil(x

l), and then compute xl+1 by
solving the following convex problem

min

{
1

l + 1

l∑

h=0

[gih(x) − 〈yh, x〉]
}

.

2.2 Stochastic DCA for Solving the Sparse Multiclass Logistic
Regression Problem

By using the piecewise exponential function [8], the corresponding approximate
problem of (5) takes the form:

min
W,b

{
1
n

n∑

i=1

�(xi, yi,W, b) + λP (W )

}

, (8)

where P (W ) =
∑d

j=1 ηα(‖Wj,:‖∞) with ηα(t) = 1 − exp(−α|t|). The problem
(8) can be rewritten as the following problem.

min
W,b

{

f(W, b) :=
1
n

n∑

i=1

fi(W, b)

}

, (9)

where fi(W, b) = �(xi, yi,W, b)+λP (W ). The function ηα(t) can be expressed as
a DC function: ηα(t) = α|t| − h(t), where h(t) = −1 + α|t| + exp(−α|t|). Hence,
the objective function f is a sum of n DC functions. We propose a special DC
decomposition of fi by moving �(xi, yi,W, b) into the second DC component as
follows: fi = gi − hi, where gi and hi are respectively given by

gi(W, b) = ρ
2‖(W, b)‖2 + λα

d∑

j=1

‖W:,j‖∞,

hi(W, b) = ρ
2‖(W, b)‖2 − �(xi, yi,W, b) + λ

d∑

j=1

h(‖Wj,:‖∞),
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are convex functions for some large enough ρ. This decomposition leads to a
simple stochastic DCA scheme in which the convex optimization sub-problem
can be efficiently solved. We note that �(xi, yi,W, b) is differentiable with
L-Lipschitz gradient. Hence, we can choose ρ > L.

According to stochastic DCA scheme, at each iteration l we randomly
choose one index il ∈ {1, . . . , n}, compute V l ∈ ∂hil(W

l, bl) and then compute
(W l+1, bl+1) as the solution to the following convex problem

min

{
1

l + 1

l∑

h=0

[
gih(W, b) − 〈V h, (W, b)〉]

}

. (10)

Let softmax(bl + (W l)T xi), zi ∈ R
Q be vectors respectively defined by

softmax(bl + (W l)T xi)k =
exp(bl

k + (W l
:,k)T xi)

∑Q
h=1 exp(bl

h + (W l
:,h)T xi)

,

zik = 1 if k = yi and 0 otherwise,

for k = 1, . . . , Q. We have V l = ρ(W l, bl) − (∇l
W ,∇l

b) + (Y l, 0), where
{

∇l
W = xil

(
softmax(bl + (W l)T xil) − zil

)T
,

∇l
b = softmax(bl + (W l)T xil) − zil ,

(11)

The computation of Y l is described by

Y l
j,k =

{
0 if k = kj

0

λαηα(‖W l
j,:‖∞)sign(W l

j,k) otherwise
, (12)

where kj
0 = arg maxk |W l

j,k|. The convex problem (10) can be separated into the
following two problems

min

{
1
2
‖b‖22 −

〈
1

l + 1

l∑

h=0

bh + ∇h
b /ρ, b

〉}

, (13)

min

⎧
⎨

⎩

1
2
‖W‖2 +

λα

ρ

d∑

j=1

‖Wj,:‖∞ − 〈Rl,W 〉
⎫
⎬

⎭
, (14)

where Rl = 1
l+1

∑l
h=0[W

h − ∇h
W /ρ + Y h/ρ]. The solution to the problem (13)

is given by

bl+1 = bl − 1
ρ(l + 1)

∇l
b. (15)

We observe that the objective of the problem (14) is separable in rows of W ,
then the solution to this problem can be computed by solving d independent
sub-problems

min
{

1
2
‖Wj,:‖2 +

λα

ρ
‖Wj,:‖∞ − 〈Rl

j,:,Wj,:〉
}

, (16)
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where Rl
j,: = 1

l+1

∑l
h=0[W

h
j,: − ∇h

Wj,:
/ρ + Y h

j,:/ρ]. The solution to this problem is
computed by the following operator proximal

W l+1
j,: = proxλα/ρ‖.‖∞

(
Rl

j,:

)
. (17)

By Morceau decomposition, it follows that

proxγ‖.‖∞ (v) = v − γprojB (v/γ), (18)

where B = {x : ‖x‖1 ≤ 1} is the unit �1 ball and projB is the projection onto
B. We have

projB (v/γ) =

{
v/γ if ‖v‖1 ≤ γ,

sign(v) · (|v/γ| − δ)+ if ‖v‖1 > γ,
(19)

where δ is computed as the solution to
∑Q

k=1 (|vk/γ| − δ)+ = 1. Applying the
above decomposition, the solution to the problem (16) is computed by

W l+1
j,: =

{
0 if ‖Rl

j,:‖1 ≤ λα
ρ

Rl
j,: − sign(Rl

j,:) · (|Rl
j,:| − δ

)

+
if ‖Rl

j,:‖1 > λα
ρ ,

(20)

where δ is computed as the solution to

Q∑

k=1

(|Rl
j,k| − δ

)
+

=
λα

ρ
. (21)

For computing δ in (21), some efficient algorithms are available. Among them,
we use the very inexpensive algorithm developed in [3]. Hence, the stochastic
DCA for solving the problem (9) is described as follows.

SDCA (Stochastic DCA for solving the problem (9))

Initialization: Choose W 0 ∈ R
d×Q, b0 ∈ R

Q and ρ > L.
For l = 0, 1, . . . do

1. Randomly choose an index il ⊂ {1, . . . , n}.
2. Compute ∇l

W ,∇l
b and Y l using (11)-(12).

3. Compute (W l+1, bl+1) via (15) and (20).
End for.

3 Numerical Experiment

3.1 Datasets

To study the performances of algorithms, we performed numerical experiments
on 2 types of data: synthetic datasets (sim 1,sim 2 and sim 3 ) and real-world
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datasets (aloi, covertype and sensorless). aloi [4] is a collection of 1,000 objects
from various imaging circumstances, with a total of 110,250 images where each
object is recorded over 100 images. covertype belongs to the Forest Cover Type
Prediction from strictly cartographic variables. This is a very large dataset con-
taining 581, 012 points described by 54 features. sensorless1 is a large dataset,
which contains 58, 509 data points, described by 48 features and classified into
11 classes.

For synthetic datasets, we generated sim 1, sim 2 and sim 3 as proposed in
[22]. In the first dataset (sim 1 ), features are independent and have different
averages in each class. In dataset sim 2, features also have different averages
in each class, but they are dependent. The last simulated dataset (sim 3 ) has
different one-dimensional averages in each class with independent features. The
procedure for generating simulated datasets is described as follows:

– For sim 1 : we generate a four classes classification problem. Each class is
assumed to have a multivariate normal distribution N (μk, I), k = 1, 2, 3, 4
with dimension of d = 50. The first 10 components of μ1 are 0.5, μ2j = 0.5
if 11 ≤ j ≤ 20, μ3j = 0.5 if 21 ≤ j ≤ 30, μ4j = 0.5 if 31 ≤ j ≤ 40 and 0
otherwise. We generate 100, 000 instances.

– For sim 2 : this simulation includes three classes of multivariate normal dis-
tributions N (μ1, Σ), N (μ2, Σ) and N (μ3, Σ) each of dimension d = 50. The
components of μ1 are assumed to be 0, μ2j = 0.4 and μ3j = 0.8 if j ≤ 40 and
0 otherwise. The covariance matrix Σ is the block diagonal matrix with five
blocks of dimension 10 × 10 whose element (j, j′) is 0.6|j−j′|. For each class,
we generate 50, 000 instances.

– For sim 3 : we generate a four-class classification problem as follows: i ∈ Ck

then Xij ∼ N ((k − 1)/3, 1) if j ≤ 100, k = 1, 2, 3, 4 and Xij ∼ N (0, 1) oth-
erwise, where N (μ, σ2) denotes the Gaussian distribution with mean μ and
variance σ2. A total of 250, 000 instances are generated with equal probabil-
ities for each class.

The information about both real and synthetic datasets are summarized in
the fist column of Table 1.

3.2 Comparative Algorithms

We compare our algorithm with two others. The first one is LibLinear 2, a well-
known package in solving large-scale problems by using the coordinate descent
algorithm. LibLinear contains severals logistic regression classifiers, and we use
LibLinear’s �1-regularized logistic regression solver for this problem. In detail,
it solves the following binary classification problem:

min
w

n∑

i=1

log(1 + e−yiw
T xi) + λ

d∑

j=1

|wj |.

Then, one-vs-the-rest strategy is used for the multiclass problem.
1 https://archive.ics.uci.edu/ml/datasets/Dataset+for+Sensorless+Drive+Diagnosis.
2 https://cran.r-project.org/web/packages/LiblineaR/index.html.

https://archive.ics.uci.edu/ml/datasets/Dataset+for+Sensorless+Drive+Diagnosis
https://cran.r-project.org/web/packages/LiblineaR/index.html
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The second comparative algorithm is GLASSO [5], which is implemented as a
R package3. GLASSO is a method for variable selection which solves the following
�1 constraint generalized LASSO models:

min
W,b

n∑

i=1

l(xi, yi,W, b) s.t
Q∑

i=1

d∑

j=1

|Wj,i| ≤ λ.

3.3 Experiment Setting

To evaluate the performance of algorithms, we consider three criteria: classifica-
tion accuracy, percentage of selected features (sparsity) and CPU time (measured
in seconds). Sparsity is computed as the percentage of selected features, where a
feature j ∈ {1, . . . , d} is considered to be removed if |Wj,i| < 10−8,∀i ∈ 1, . . . , Q.

For cross-validation process, the dataset is randomly split by the ratio of
80%−20% into a training set and a test set. Each algorithm will use the training
set to learn its decision function. Classification accuracy is reported by evaluating
on test set, whereas CPU time and sparsity are both reported based on training
process. This process is repeated 10 times. We report the mean and standard
deviation of each criteria.

Stopping condition of SDCA is determined by using a validation set, which
is split randomly from the training set by the ratio of 80%−20%. After each
epoch, the accuracyvalid is computed as accuracy on the validation set. If the
accuracyvalid does not improve after npatience = 5 epochs then SDCA stops. For
comparative algorithms, their stopping parameters are set as default. We also
stop algorithms if their training process exceed 2 h of CPU time.

For SDCA, we set the trade-off parameter λ ∈ {
10−4, . . . , 1

}
, while for

LibLinear and GLASSO it is chosen in
{
10−3, . . . , 104

}
. The parameter for con-

trolling the tightness of zero-norm approximation α is taken in {0.5, 1, 2, 5}.
For pre-processing data, we use standardization to scale the data. Features

which have standard deviation lower than 10−8 are removed.
All experiments are performed on a PC Intel (R) Xeon (R) E5-2630 v2

@2.60 GHz of 32 GB RAM on Windows 7.

3.4 Experimental Results on Synthetic Datasets

For synthetic datasets (sim 1, sim 2 and sim 3 ), we have known in advance
about informative features that these datasets are generated from. The first
experiment’s purpose is to examine algorithm’s feature selection ability, whether
or not they can select informative features to provide high classification accuracy.

We obtain the comparative results as in Table 1 and we observe that:

– For all three synthetic datasets, SDCA successfully selects the exact informative
features. LibLinear selects the exact features on 2 out of 3 datasets while
GLASSO succeeds on only 1 dataset.

3 https://stat.snu.ac.kr/ydkim/programs/glasso/index.html.

https://stat.snu.ac.kr/ydkim/programs/glasso/index.html
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Table 1. Comparative results on both real and synthetic datasets. Bold values corre-
spond to best results for each dataset. NA means that the algorithm fails to furnish
a result. n, d and Q is the number of instances, the number of dimensions and the
number of classes respectively.

Dataset Algorithm Accuracy (%) Time (sec) Sparsity (%)

Mean STD Mean STD Mean STD

sim 1 SDCA 72.23 0.44 1.08 0.22 80.00 0.00

(n× d) = (100,000 × 50) LibLinear 72.62 0.38 2038.85 5.05 80.00 0.00

Q = 4 GLASSO 72.49 0.15 2047.67 8.04 80.00 0.00

sim 2 SDCA 68.51 0.16 1.37 0.45 80.00 0.00

(n× d) = (150,000 × 50) LibLinear 66.92 0.02 2.04 0.23 80.00 0.00

Q = 3 GLASSO 62.51 0.58 2821.60 724.31 74.67 1.15

sim 3 SDCA 99.93 0.01 34.34 5.00 80.00 0.00

(n× d) = (250,000 × 500) LibLinear 99.03 0.00 50.50 2.96 97.16 0.50

Q = 4 GLASSO NA NA NA NA NA NA

aloi SDCA 85.61 0.35 112.77 22.73 100.00 0.00

(n× d) = (108,000 × 128) LibLinear 81.61 0.20 2732.96 46.38 100.00 0.00

Q = 1,000 GLASSO NA NA NA NA NA NA

covertype SDCA 71.56 0.25 14.83 4.19 87.04 2.62

(n× d) = (581,012 × 54) LibLinear 71.54 0.19 264.88 26.83 100.00 0.00

Q = 7 GLASSO NA NA NA NA NA NA

sensorless SDCA 84.23 0.99 1.87 0.09 100.00 0.00

(n× d) = (58,509 × 48) LibLinear 75.55 0.24 216.48 72.05 100.00 0.00

Q = 11 GLASSO 53.59 0.73 2383.24 18.41 91.67 4.17

– Regarding to classification accuracy, SDCA gives the highest accuracy on both
sim 2 and sim 3 dataset, and only 0.4% lower than the best algorithm
(LibLinear) on sim 1 dataset.

– In terms of CPU time, SDCA is the fastest algorithm in this experiment. SDCA
is up to 1887 times (resp. 2059 times) faster than LibLinear (resp. GLASSO).
GLASSO fails in sim 3 dataset by overrun the 2 h limit.

3.5 Experimental Results on Real Datasets

In this experiment, we perform the comparative study on real datasets, namely
aloi, covertype and sensorless. The comparative results are reported in Table 1.
We observe that:

– For aloi dataset, SDCA is the best algorithm among the three. Although both
SDCA and LibLinear select all features, SDCA achieves the accuracy of 85.61%,
which is 4% higher than LibLinear. Moreover, SDCA is 24.23 times faster than
LibLinear while GLASSO fails to furnish a result after 2 h of CPU time.

– For covertype dataset, SDCA gives a slightly better classification accuracy
(71.56%) comparing to LibLinear (71.54%). Moreover, LibLinear fails to
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suppress features while SDCA selects 87.04% of features. Concerning the CPU
time, SDCA is 17.86 times faster than LibLinear. Hence SDCA is better than
LibLinear in all three aspects. GLASSO fails again to provide a solution within
the limitation of 2 h of CPU time.

– For sensorless dataset, SDCA is better than both LibLinear and GLASSO on
both classification accuracy and running time. In term of accuracy, the gains
versus LibLinear (resp. GLASSO) is high, which is 8.68% (resp. 30.64%).
Regrading to running time, SDCA is 1274 times faster than GLASSO and
115 times faster than LibLinear. Although GLASSO is able to suppress 9.33%
of all features, both classification accuracy and running time of GLASSO are
worse than both SDCA and LibLinear by a big margin.

Overall, on all three real-world datasets, SDCA is the best among three com-
parative algorithms on both classification accuracy and CPU time. In terms of
sparsity, SDCA outperforms the other two algorithms on 2 out of 3 datasets.

4 Conclusion

We have rigorously studied the DC programming and DCA for the sparse mul-
ticlass logistic regression problem. Using the �∞,0 regularization, the resulting
optimization problem is non-convex. The �∞,0-norm is approximated by a con-
tinuous function based on the piecewise exponential function. The latter is then
reformulated as a DC function and we developed a stochastic version of DCA to
solve it. This approach can handle datasets with very large number of instances.
At each iteration, our stochastic algorithm only uses a small subset of data
instances. By exploiting the structure of the problem, we propose an efficient
DC decomposition for which the corresponding stochastic DCA scheme is very
inexpensive.

Numerical experiments were carefully conducted on both synthetic and real-
world datasets. The numerical results show that our algorithm SDCA outperforms
well-known algorithms (Liblinear and GLASSO) in term of classification accu-
racy, sparsity of solution and running time. Especially, the gain on running time
is huge. We are convinced that stochastic DCA is a promising approach for
handling very large-scale datasets in marchine learning.
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Abstract. The general (nonconvex) quadratic multidimensional knap-
sack problem (QMKP) is one of the most important combinatorial opti-
mization problems with many practical applications. The purpose of this
article is to establish equivalent formulations of (QMKP) as so called
copositive programs and completely positive programs. The resulting
programs can then be handled by copositive programming methods,
which are completely different from classical algorithms for directly solv-
ing quadratic knapsack problems.

Keywords: Knapsack problem · Quadratic multidimensional knapsack
problem · Copositive programming · Completely positive program

1 Introduction

Let IRd and IRd
+ be the d dimensional real space and its nonnegative orthant,

respectively, IRd×k the space of d × k matrices, and

Sd := {S ∈ IRd×d | ST = S}

the space of symmetric matrices.
The subject of this article is the general (nonconvex) quadratic multidimen-

sional knapsack problem, which is formally formulated as follows (see [7,16]).

(QMKP )

⎧
⎨

⎩

min xT Q̄x + c̄Tx
s.t. āT

i x ≤ b̄i for all i = 1, . . . ,m
x ∈ {0, 1}d,

where Q̄ ∈ Sd, c̄ ∈ IRd, āi ∈ IRd
+ and b̄i > 0 for all i = 1, . . . ,m.

A well known special case of (QMKP ) is the quadratic knapsack problem,
(QKP ), containing only one capacity constraint, i.e., the case where m = 1.

One of the most important applications of Problem (QKP) is the portfo-
lio management problem, which can be formulated as an optimization problem
with a quadratic objective function under a knapsack constraint (see, e.g., [11]).
c© Springer International Publishing AG 2018
N.-T. Le et al. (eds.), Advanced Computational Methods for Knowledge Engineering,
Advances in Intelligent Systems and Computing 629, DOI 10.1007/978-3-319-61911-8 2
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The quadratic function measures both the expected return and the risk. The
single knapsack constraint represents the budget restriction. By using only one
knapsack constraint, it is not allowed to consider the possibility of investing into
assets of different risk levels. Therefore, several knapsack constraints should be
considered, each of them represents a budget allocated to assets of a given risk
level. More details about this capital budgeting model can be found in Faaland
[9] and Djerdjour et al. [7].

While the Quadratic Knapsack Problem (QKP) is a much-studied combina-
torial optimization problem, (see, e.g. [2,3,13] and a survey of Pisinger in [14]
and references given therein), there are only a few methods for handling some
specific cases of the quadratic multidimensional knapsack problem (QMKP), see
e.g., [7,15,16].

In the last two decades, a relatively young field in mathematical optimiza-
tion called copositive programming has received a great deal of attention from
researchers. This is a class of linear programs with matrix variables and addi-
tional conic constraints defined by the cones of copositive or completely positive
matrices. It has been shown that there is a close relationship between (continu-
ous or binary) quadratic problems and copositive programs, see e.g. [4–6,8,10,12]
and references given therein.

The purpose of this paper is to establish equivalent formulations of (QMKP)
as copositive programs and completely positive programs. The resulting prob-
lems can then be handled by solution methods (see, e.g., [5,8,12] and references
given therein), which are completely different from known algorithms for directly
solving quadratic knapsack problems.

In the next section we give some preliminaries on copositive programs and
completely positive programs. Equivalent Reformulations of (QMKP) as copos-
itive programs and completely positive programs are established thereafter.

2 Preliminaries

2.1 Copositive and Completely Positive Cones

Definition 1. Let A be a d × d real symmetric matrix. One says that A is
copositive if xTAx ≥ 0 for all x ≥ 0. Strict copositivity of A means that xTAx >
0 for all x ≥ 0, x �= 0.

Let COPd be the set of all d×d copositive matrices. Then (see, e.g.,[1,8,10])
COPd is a closed convex pointed cone in the space of symmetric matrices Sd

with int(COPd) �= ∅.

Definition 2. Let A be a d × d real symmetric matrix. One says that A is
completely positive if there exists an integer m and a d × m matrix B with non-
negative entries such that A = BBT . The smallest possible number m is called
the CP−rank of A.

Let CPd be the set of all d × d copositive matrices. Then CPd is a closed
convex pointed cone in Sd with int(CPd) �= ∅ (see, e.g.,[1,8,10]).
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Definition 3. Let C be an arbitrary given cone in Sd, the dual cone C∗ to C is
defined as

C∗ = {A ∈ Sd | 〈A,B〉 ≥ 0 ∀B ∈ C},
where

〈A,B〉 = tr(ATB) =
d∑

i=1

d∑

j=1

aijbij ;

It is well known (see, e.g., [1,8,10], and references given therein) that the
cones COPd and CPd are dual to each other in the sense that

COP∗
d = CPd and CP∗

d = COPd. (1)

2.2 Copositive and Completely Positive Programs and Their Duals

Let Q ∈ Sd, Ai ∈ Sd, bi ∈ IR, i = 1, · · · ,m, and K a convex cone in Sd. Consider
a linear optimization problem in matrix variables with a conic constraint of the
following form:

min 〈Q,X〉
s.t. 〈Ai,X〉 = bi, i = 1, · · · ,m

X ∈ K.
(2)

Definition 4. Problem (2) is called copositive program if K = COPd. It is called
completely positive program if K = CPd.

The corresponding Lagrangian dual of Problem (2) is then

max
m∑

i=1

biyi

s.t. Q −
m∑

i=1

yiAi ∈ K∗

yi ∈ IR, i = 1, · · · ,m.

(3)

Since K and K∗ are convex cones, the strong duality requires some constraint
qualifications such as Problem (2) respectively Problem (3) to be strict feasible,
i.e., there exists a feasible point in int(K) or int(K∗), respectively.

2.3 Quadratic Optimization Problems and Completely Positive
Programs

There exits a close relationship between quadratic optimization problems and
completely positive/copositive programs. We discuss this relationship by the
following two known cases.

First, consider the so-called standard quadratic optimization problem in [4]:

min xTQx
s.t. eTx = 1

x ≥ 0,
(4)
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where Q ∈ Sd and e denotes the all-ones vector. The authors of [4] showed that
Problem 4 is equivalent to the following completely positive program:

min 〈Q,X〉
s.t. 〈eeT ,X〉 = 1

X ∈ CPd.
(5)

The equivalence between Problem 4 and Problem5 is that each extreme optimal
solution of 5 has the form X∗ = x∗(x∗)T , where x∗ is an optimal solution of
Problem 4 and both problems have the same optimal values.

The second problem is the mixed-binary quadratic program considered by
Burer in [6],

min xTQx + 2qTx
s.t. aT

i x = bi, i = 1, · · · ,m
x ≥ 0
xj ∈ {0, 1}, j ∈ J ⊆ {1 · · · , d},

(6)

where Q ∈ Sd, q, ai ∈ IRd, i = 1, · · · ,m.
Under the following two Key Assumptions:

(KA1) It holds: x ∈ L =⇒ 0 ≤ xj ≤ 1, j = 1, · · · , d, where

L = {x ≥ 0 : aT
i x = bi, i = 1, · · · ,m},

(KA2) ∃β ∈ IRm such that
m∑

i=1

βia
T
i ≥ 0,

m∑

i=1

βibi = 1,

Burer [6] showed that under (KA1)–(KA2), by using a vector

α =
m∑

i=1

βiai ≥ 0, (7)

Problem (6) can then be equivalently reformulated as the following completely
positive program:

max 〈Q,X〉 + 2qTXα
s.t. aT

i Xα = bi, i = 1, · · · ,m
aT
i Xai = b2i , i = 1, · · · ,m

(Xα)j = Xjj , j ∈ J

αTXα = 1
X ∈ CPd.

(8)

The equivalence between Problem (6) and Problem (8) is stated as follows
(see [6]):

Proposition 1. Under (KA1)–(KA2), let α be defined as in (7). Then Prob-
lem (6) is equivalent to Problem (8) in the sense that:
(i) The optimal values of both problems are equal;
(ii) If X∗ is an optimal solution of Problem (8), then X∗α lies in the convex

hull of optimal solutions for Problem (6).
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3 Construction of Equivalent Completely Positive
and Copositive Optimization Problems

Based on the reformulation principle developed in [12], we present two copos-
itive/completely positive optimization problem models for Problem (QMKP ).
Moreover, we also show that the resulting primal-dual pairs have strong duality
property.

Model I
The first completely positive optimization problem model is constructed by the
following steps.

Step 1. Add a redundant constraint āTx ≤ 1 with ā > 0 to the system of linear
inequalities. There are two simple ways to construct such a vector ā.

(i) If there exists y ∈ IRm
+ with

∑m
i=1 yiāi > 0. Then set

ā :=
1

b̄T y

m∑

i=1

yiāi > 0,

where b̄T = (b̄1, · · · , b̄m) > 0.
(ii) Set

ā :=
1

n − 1
e,

where e is the vector with all components equal to 1.

As a result, we have a slightly modified problem

(QMKP )

⎧
⎪⎪⎨

⎪⎪⎩

min xT Q̄x + c̄Tx
s.t. āT

i x ≤ b̄i for all i = 1, . . . ,m
āTx ≤ 1
x ∈ {0, 1}d.

Step 2. Add a slack variable s to the constraint āTx ≤ 1, obtaining

(QMKP )

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

min xT Q̄x + c̄Tx
s.t. āT

i x ≤ b̄i for all i = 1, . . . ,m
āTx + s = 1
x ∈ {0, 1}d
s ≥ 0.

Define n := d + 1 and

Q′ :=
(

Q̄ 0
0 0

)

∈ IRn×n, c :=
(

c̄
0

)

, b :=

⎛

⎜
⎝

b̄1
...

b̄m

⎞

⎟
⎠ > 0,

a :=
(

ā
1

)

> 0, A′ :=

⎛

⎜
⎝

(āT
1 , 0)
...

āT
m, 0)

⎞

⎟
⎠ ∈ IRm×n

+ .
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Then we obtain the following equivalent problem in IRn, i.e., the vector of vari-
ables is now x ∈ IRn.

(QMKP )

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

min xTQ′x + cTx
s.t. A′x ≤ b

aTx = 1
xi ∈ {0, 1}, i = 1, · · · , n − 1
xn ≥ 0.

Step 3. (Getting rid of the linear term cTx in the objective function) From the
constraint aTx = 1 we have

cTx = xTacTx =
1
2
xT (acT + caT )x.

Therefore, defining

Q := Q′ +
1
2
(acT + caT ),

we obtain
xTQ′x + cTx = xTQx.

Note that the matrix Q ∈ IRn×n is again symmetric.
Thus, using the trivial constraints

0 ≤ xj ≤ 1 for all j = 1, . . . , n − 1,

we get the following equivalent problem.

(QMKP )

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

min xTQx
s.t. A′x ≤ b

0 ≤ xj ≤ 1 for all j = 1, . . . , n − 1
aTx = 1
xi ∈ {0, 1}, i = 1, · · · , n − 1
xn ≥ 0.

Step 4. Define matrix

A := (b)aT − A′eaT − In−1In ∈ IR(m+n−1+n)×n.

Then the above problem can be written as

(QMKP )

⎧
⎪⎪⎨

⎪⎪⎩

min xTQx
aTx = 1
Ax ≥ 0
xi ∈ {0, 1}, i = 1, · · · , n − 1.

(9)

Note that for the last formulation of (QMKP ) in (9) the following key assump-
tion is fulfilled:

For all i = 1, · · · , n − 1, we have
ai > 0, and 0 ≤ xi ≤ 1 for all x ∈ IRn satisfying Ax ≥ 0, aTx = 1.

(10)
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Step 5. From the reformulation principle (Theorem 3.3 in [12]), the equivalent
completely positive problem is

(CPMKP )

⎧
⎪⎪⎨

⎪⎪⎩

min 〈Q,X〉
〈aaT ,X〉 = 1
AXAT ∈ CPm+2n−1

〈B,X〉 = 0,

where B :=
n−1∑

i=1

ei(a − ei)T with e1, · · · , en−1 being the first n − 1 unit vectors

of IRn.

Step 6. The coposivite program, which is the dual of (CPMKP ) is

(COPMKP )

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

max λ
Q − λaaT + sB + ATUA ∈ COPn

ATUA ∈ COPn

λ, s ∈ IR
U ∈ COPm+2n−1.

The strict feasibility of Problem (COPMKP ) is shown as follows.
Choose Û = eeT , so Û ∈intCOPm+n. Furthermore, choosing ŝ = 0 and λ̂ < 0

small enough, we obtain the matrix Q − λ̂aaT + AT ÛA with all positive entries,
i.e.,

Q − λ̂aaT + AT ÛA ∈ int COPn.

Model II
Consider again the quadratic multidimensional knapsack problem

(QMKP )

⎧
⎨

⎩

min xT Q̄x + c̄Tx
s.t. āT

i x ≤ b̄i for all i = 1, . . . ,m,
x ∈ {0, 1}n−1,

Step 1. Add constraints 0 ≤ xj ≤ 1 for all j = 1, . . . , n − 1 to the problem,
obtaining

(QMKP )

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

min xT Q̄x + c̄Tx
s.t. āT

i x ≤ b̄i ∀i = 1, . . . ,m,
xj ≤ 1 ∀j = 1, · · · , n − 1
x ∈ {0, 1}n−1

x ≥ 0.

Step 2. Add m + n − 1 slack variables to transform the inequality constraints
into equality constraints, obtaining

(QMKP )

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

min xT Q̄x + c̄Tx
s.t. āT

i x + si = b̄i ∀i = 1, . . . ,m,
xj + sm+j = 1 ∀j = 1, . . . , n − 1
xj ∈ {0, 1} ∀j = 1, · · · , n − 1
x, s ≥ 0.
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Step 3. For each i = 1, . . . ,m, set

ai :=
1
b̄i

(
āi

eim+n−1

)

,

where eim+n−1 ∈ IRm+n−1 is the i-th unit vector in IRm+n−1.
For each j = 1, . . . , n − 1, set

am+j :=

(
ejn−1

em+j
m+n−1

)

,

where ejn−1 ∈ IRn−1 is the j-th unit vector of IRn−1 and eim+n−1 ∈ IRm+n−1 is
the i-th unit vector in IRm+n−1.

Define

Q :=
(

Q̄ O
O O

)

∈ IR(m+2n−2)×(m+2n−2) and c :=
(

c̄
0

)

∈ IRm+2n−2.

Then we can rewrite (QMKP) as a problem in IRm+2n−2 with the vector of

variables y =
(

x
s

)

∈ IR(n−1)+(m+n−1), where s is the vector of slack variables:

(QMKP )

⎧
⎪⎪⎨

⎪⎪⎩

min yTQy + cT y
s.t. aT

i y = 1 ∀i = 1, . . . , m + n − 1,
yj ∈ {0, 1} ∀j = 1, . . . , n − 1
y ≥ 0.

Step 4. Adding a redundant equality constraint aT y = 1 with

a :=
1

m + n − 1

m+n−1∑

i=1

āi,

we obtain

(QMKP )

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

min yTQy + cT y
s.t. aT

i y = 1 ∀i = 1, . . . , m + n − 1,
yj ∈ {0, 1} ∀j = 1, . . . , n − 1
aT y = 1
y ≥ 0.

Note that by construction, we have a > 0.

Step 5. Define following matrices:

Ω := Q +
1
2
(caT + acT ) ∈ IR(m+2n−2)×(m+2n−2),

C := (a)T − a1

...aT − am+n−1 ∈ IR(m+n−1)×(m+2n−2)
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and

B :=
n−1∑

i=1

ei(a − ei)T +
n−1∑

i=1

(a − ei)(ei)T ∈ IR(m+2n−2)×(m+2n−2),

where ei is the i-th unit vector in IRm+2n−2. Then Problem (QMKP ) is lifted
into the following completely positive problem:

(CPMKP )

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

min 〈Ω,Y 〉
s.t. 〈CCT , Y 〉 = 0

〈B, Y 〉 = 0
〈aaT , Y 〉 = 1
Y ∈ CPm+2n−2

It is worth noting that, independently from the numbers of constraints and
variables in Problem (QMKP ), Problem (CPMKP ) has only two linear equal-
ity constraints and one completely positive constraint.

Step 6. The dual problem of (CPMKP ) is the following copositive program:

(COPMKP )

⎧
⎨

⎩

max λ
s.t. Ω − λaaT + sCCT + tB ∈ COPm+2n−2

λ, s, t ∈ IR

A strictly feasible point of Problem (COPMKP ) is easily determined as
follows.

As the vector a defined in Step 4 satisfies a > 0, one can choose ŝ = 0 and
λ̂ < 0 small enough, such that the matrix (Ω − λ̂aaT ) has all (strictly) positive
entries, i.e. this matrix is an interior point of the copositive cone.

Remark 1. Using the formulation of Burer in [6] for the last problem (QMKP )
constructed in Step 4, we obtain the following completely positive problem:

(CPMKP )B

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

min 〈Q,Y 〉 + cTY a
s.t. aT

i Y ai = 1 ∀i = 1, . . . , m + n − 1,
aT
i Y a = 1 ∀i = 1, . . . , m + n − 1

aTY a = 1
[Y a]i = Yii ∀i = 1, . . . , n − 1
Y ∈ CPm+2n−2.

Note that this problem has 2(m + n − 1) + n linear equality constraints and one
completely positive constraint. Thus, its dual problem has more variables than
Problem (COPMKP ) has. Moreover, it is also not clear, whether or not its dual
problem is strictly feasible.

Acknowledgment. The author would like to thank two anonymous referees for their
suggestions that help to improve the first version of this article.
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Relay Beamforming Networks Based
on the SNR Approach
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Abstract. Physical layer security is an alternative approach to guaran-
tee secure communication besides the traditional cryptography method.
In the physical layer security literature, most of the studies are centered
around the secrecy capacity, but a new approach based on signal-to-
noise ratios (SNR) was proposed in recent years. In that approach, they
considered the transmission of a confidential message over a wireless
channel with the help of multiple cooperating relays in the Amplify-and-
Forward cooperative scheme based on an SNR approach with the prede-
fined threshold. The optimization problem with the aim of maximizing
the received SNR at a legitimate receiver subjects to the conditions that
the received SNR at each eavesdropper is below the target threshold, and
the condition about relay power are formulated as a nonconvex problem.
This problem was solved by Semi-definite Relaxation method. In this
paper, we propose the well known method based on DC programming
and DCA to solve this hard problem. The numerical results show that
our proposed method give the better results compared with its obtained
by the existing ones.

Keywords: DC programming and DCA · Amplify-and-Forward ·
Physical layer security

1 Introduction

In wireless networks, generally security measures are implemented in the higher
layer of protocol stack using cryptographic methods. i.e., IP layer security
(IPSec) with some common cryptography algorithms as 3DES, AES, GOST, etc.
However, current advances in computation technology pose threats for such sys-
tems, prompting researchers to explore alternatives like physical layer security.

Physical layer security approach was pioneered by Wyner [14] in 1975
and subsequent works [1,6] have created interest in the information-theoretic
aspects of physical layer security. In general, there are three main cooperative
schemes in physical layer security, they are decode-and-forward (DF), amplify-
and-forward (AF), and cooperative jamming (CJ). Most studies in all these
c© Springer International Publishing AG 2018
N.-T. Le et al. (eds.), Advanced Computational Methods for Knowledge Engineering,
Advances in Intelligent Systems and Computing 629, DOI 10.1007/978-3-319-61911-8 3
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schemes focus on the secrecy capacity. The secrecy capacity is the maximum
rate of information transfer from the transmitter to the receiver in the pres-
ence of eavesdropper(s). But, in [12], the authors have considered an SNR based
model for secure communication. The motivation of their approach arises from
the results that the secrecy capacity depends on the source-destination and the
source-eavesdropper channel capacities [6], which in turn are function of the
respective signal-to-noise ratios (SNR). The main principle of SNR approach is
that the correct decoding of the received signals is dependent on the received
SNR. If the received SNR of eavesdropper is below a certain predefined threshold,
then for all practical purposes, we can say that the eavesdropper cannot extract
any information from the received signal [12]. In this paper, we concentrate on
the AF scheme, the other schemes are studied in our future works.

The remaining parts of this paper are arranged as follows. In the rest of this
section (Sect. 1), we first shortly present the state-of-the-art of physical layer
security in AF relay beamforming networks, and then briefly introduce DC pro-
gramming and DCA. In Sect. 2, we describe the system model and formulated
received SNR maximization problem. The existing work is mentioned in Sect. 3.
Section 4 presents how to apply DC programming and DCA for solving the con-
sidered problem. Finally, Sects. 5 and 6 report numerical results and conclusions,
respectively.

Notation: Let (·)T , (·)† and (.)∗ denote transpose, conjugate transpose and con-
jugate, respectively; Im is the identity matrix of size m×m; E{.} denotes expec-
tation; 〈., .〉 denotes the inner product and ‖.‖ denotes the Euclidean norm. Bold
lowercase letters denote column vectors and bold uppercase letters denote matri-
ces. D(a) denotes the diagonal matrix with a on its main diagonal. Re(.) and
Im(.) extract the real part and the imaginary part of its argument, respectively.

1.1 Physical Layer Security in AF Beamforming Protocol

AF cooperative scheme for improving the quality and transmission rate in the
absence of any wire-tapper was studied in many works several years ago, but this
cooperative scheme for improving communication secrecy rate in the present of
an or more eavesdroppers were considered in recent years ([7,12,13,15]). For AF
relay protocol, the secrecy capacity for a single eavesdropper, and the zero-forcing
secrecy rate for multiple eavesdroppers under a total relay power constraint are
evaluated in [2]. The techniques for computing the maximum AF secrecy rate
with single and multiple eavesdroppers under both individual and total relay
power constraints are devised in [7,15]. However, in [12], the authors considered
an SNR based model for secure communication. It arises from that the secrecy
capacity depends on the channel capacities from source to destination, and from
the source to eavesdropper, which in turn are functions of the respective signal-
to-noise ratios.

In practical receiver, the correct decoding of the received is dependent on the
received SNR. If the received SNR is below a certain predefined threshold, then
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for all practical purposes, we can assume that the receiver cannot extract any
information from the received signal. Following this argument, the authors in [12]
considered the model where every eavesdropper has limited decoding capability,
determined by its SNR threshold. Therefore, to ensure secure communication
between the source and the destination, we strive to bring down the received
SNR at each eavesdropper is below its target threshold.

The maximizing received SNR at the destination under received SNR at each
eavesdropper constraints problem is also nonconvex and hard to solve. The parts
below show the existing method ([11,12]) and the proposed method based on
DC programming and DCA for solving that problem.

1.2 DC Programming and DCA

DC (Difference of Convex functions) programming and DCA (DC Algorithm)
were introduced by T. Pham Dinh in 1985 in their preliminary form and have
been extensively developed by H.A. Le Thi and T. Pham Dinh since 1994 to
become now classic and more and more popular. DCA is a continuous primal
dual subgradient approach. It is relied on local optimality and duality in DC
programming to solve standard DC programs which are of the form

α = inf{f(x) := g(x) − h(x) : x ∈ R
n}, (Pdc)

with g, h ∈ Γ0 (Rn), which is a set of lower semi-continuous proper convex func-
tions on R

n. Such a function f(x) is called a DC function, and g(x) − h(x) is
a DC decomposition of f(x), while the convex functions g(x) and h(x) are DC
components of f(x). Any constrained DC program whose feasible set C is convex
could be transformed into an unconstrained DC program by adding the indicator
function of C to the first DC component.

Note that the subgradient of convex function φ at x0 is defined by

∂φ(x0) := {y ∈ R
n : φ(x) ≥ φ(x0) + 〈x − x0, y〉,

∀x ∈ R
n}

The main principle of DCA is quite simple, that is, at each iteration of DCA,
the convex function h is approximated by its affine minorant at yk ∈ ∂h(xk),
and it leads to solving the resulting convex program.

yk ∈ ∂h(xk)
xk+1 ∈ arg min

x∈IRn
{g(x) − h(xk) − 〈x − xk, yk〉}.

The computation of DCA is only dependent on DC components g and h but
not the function f itself. Actually, there exist infinitely many DC decomposi-
tions corresponding to each DC function and they generate various versions of
DCA. Choosing the appropriate DC decomposition plays a key role since it influ-
ences on the properties of DCA such as convergence speed, robustness, efficiency,
globality of computed solutions, . . . DCA is thus a philosophy rather than an
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algorithm. For each problem we can design a family of DCA based algorithms.
To the best of our knowledge, DCA is actually one of the rare algorithms for non-
smooth nonconvex programming which allow to solve large-scale DC programs.
DCA was successfully applied for solving various nonconvex optimization prob-
lems, which quite often gave global solutions and is proved to be more robust and
more efficient than related standard methods [8–10,13] and the list of reference
in [3].

This is a DCA generic scheme:

• Initialization. Choose an initial point x0, 0 ←− k.
• Repeat.
Step 1. For each k, xk is known, computing yk ∈ ∂h(xk).
Step 2. Calculating xk+1 ∈ ∂g∗(yk).
where ∂g∗(yk) = arg minx∈IRn{g(x) − h(xk) − 〈x − xk, yk〉 : x ∈ C}
Step 3. k ← k + 1.

• Until stopping condition is satisfied.

The convergence properties of DCA and its theoretical basis are analyzed
and proved completely in [5,8,9].

The extension of DC programming and DCA was investigated for solving
general DC programs with DC constraints [4] as follows:

min
x

f0(x), (1)

s.t fi(x) ≤ 0,∀i = 1, . . . ,m,

x ∈ C,

where C ∈ R
n is a nonempty closed convex set; fi : Rn → R,∀i = 0, 1, . . . ,m are

DC functions. It is apparent that this class of nonconvex programs is the most
general in DC programming and as consequence it is more challenging to deal
with than standard DC programs. In [4], the authors proposed two approaches
for general DC programs to overcome the difficulty caused by the nonconvexity of
the constraints. Both approaches are built on the main idea of the philosophy of
DC programming and DCA, that is approximating (1) by a sequence of convex
programs. The former was relied on penalty techniques in DC programming
while the latter was based on the convex inner approximation method. In this
paper, we use the idea of the second approach to solve the problem mentioned,
the main scheme of this approach as follow:

Since m + 1 functions fi are DC functions, we can decompose them into
difference of two convex functions.

fi(x) = gi(x) − hi(x), x ∈ R
n, i = 0, . . . , m.

By linearizing the concave parts of DC decompositions of all DC functions
we derive sequential convex subproblems of the following form:

min
x

g0(x) − 〈yk
0 , x〉 (2)

s.t gi(x) − hi(xk) − 〈yk
i , x − xk〉 ≤ 0,∀i = 1, . . . , m

x ∈ C,
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where xk ∈ R
n is a point at the current iteration, yk

i ∈ ∂hi(xk),∀i = 0, . . . , m.
The relaxation technique was proposed for problem (2) as following form

min
x

g0(x) − 〈yk
0 , x〉 + λkt (3)

s.t gi(x) − hi(xk) − 〈yk
i , x − xk〉 ≤ t,∀i = 1, . . . , m

x ∈ C

t ≥ 0,

where λk is a penalty parameter. The DCA scheme of the general DC program
(3) as follows:

• Initialization. Choose an initial point x0;α1, α2 ≥ 0;λ1 ≥ 0 and 0 ←− k.
• Repeat.
Step 1. For each k, xk is known, computing yk ∈ ∂hi(xk), i = 0, . . . ,m.
Step 2. Calculating (xk+1, tk+1) as the solution of (3), and the associated
Lagrange multipliers (βk+1, μk+1).
Step 3. Penalty parameter update.
compute vk = min{‖xk+1 − xk‖−1, ‖βk+1‖1 + α1}
λk+1 =

{
λk if λk ≥ vk

λk + α2 otherwise
Step 4. k ← k + 1.

• Until stopping condition is satisfied.

The global convergence of the general DC program above is shown in [4].

2 System Model and Received SNR Maximization
Problem

2.1 System Model

In this paper, we consider the one-way communication system as in [11,12]. The
system consists of a single source (S), a single destination (D),M relays nodes
(i ∈ M = {1, 2, . . . ,M}) and K eavesdroppers (k ∈ K = {1, 2, . . . ,K}) as shown
in Fig. 1. The channel gain from a node p to a node q is denoted by a complex
constant hp,q, where p ∈ {S} ∪ M and q ∈ {D} ∪ M ∪ K. We assume the
availability of complete channel state information (CSI), i.e., all hp,q are known
throughout the network.

There are two hops in AF scheme. In the first hop, the source S trans-
mit signal xs to its trusted relays using the first transmission slot with power
E(|xs|2) = Ps. The received signal at each relay node due to the source can be
expressed as: yi = hs,ixs + zi, i ∈ M, where zi is the background noise at ith

relay node that has a Gaussian distribution with zero mean and variance of σ2.
In the second hop, each relay node i scales the received signal from the source
by βi ∈ C before transmitting to destination, the ith relay node send the signal
xr,i = βiyi with the condition |βi|2 ≤ β2

max,i = Pi

|hs,i|2Ps+σ2 ,∀i ∈ M.



28 N.N. Tuan and D.V. Son

Fig. 1. The wireless communication system model

The received signal at the destination and the eavesdroppers can be
expressed as:

yd = ΣM
i=1hi,dβiyi + zd = ΣM

i=1hs,iβihi,dxs + ΣM
i=1βihi,dzi + zd, (4)

yl = ΣM
i=1hi,lβiyi+zl = ΣM

i=1hs,iβihi,lxs+ΣM
i=1βihi,lzi+zl, l = 1, 2, . . . ,K, (5)

where zd and zl are the complex white background Gaussain noise.

Then we can write the received SNR at the destination as:

SNRd =

∣∣ΣM
i=1hh,iβihi,d

∣∣2
1 + ΣM

i=1|βihi,d|2
Ps

σ2
(6)

and the eavesdroppers as:

SNRl =

∣∣ΣM
i=1hh,iβihi,l

∣∣2
1 + ΣM

i=1|βihi,l|2
Ps

σ2
, l = 1, 2, . . . ,K. (7)

2.2 Received SNR Maximization Problem

In this section, we consider the problem of maximizing the received SNR
achievable with the AF-relays when the received SNR at the eavesdroppers
is below their respective predefined thresholds. However, given the logarithmic
dependence of the achievable information rate on the received SNR (I(Ps) ∝
log(1 + SNR)) and the monotonically increasing nature of the log(.) function,
we have:
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max
β

|ΣM
i=1hs,iβihi,d|2

1 + ΣM
i=1|βihi,d|2

Ps

σ2
(8)

such that:
|ΣM

i=1hs,iβihi,k|2
1 + ΣM

i=1|βihi,k|2
Ps

σ2
≤ γk; k ∈ K

|βi|2 ≤ β2
max,i, i ∈ M.

Here, γk is a real number and represents the predefined threshold for the
kth eavesdropper. This problem is inherently non-convex and hard to solve. We
consider the following transformation of the variable βi.

wi = βihi,d and ui =
wi√

1 + w†w

If we consider the vector variables u = [u1, u2, · · · , uM ]T and w = [w1,

w2, · · · , wM ]T , then we can write:

u =
w√

1 + w†w
⇔ w =

u√
1 − u†u

Also we define ρk = [ρ1,k, · · · , ρM,k] where ρi,k = |hi,k|
|hi,d| .

In terms of these new variables and parameters, the problem (8) can be
rewritten as:

min
u

−u†hshs
†u (9)

s.t. u†Cku ≤ 1, k ∈ K
u†Diu ≤ 1, i ∈ M,

where hs = [hs,1, · · · , hs,M ]†, Dρ,k = diag(|ρk|2), γ
′
k = γk

σ2

Ps
, ∀k ∈ K;

Ck =
hsρ,kh

†
sρ,k

γ
′
k

+ I − Dρ,k where hsρ,k = [hs,1ρ1,k, hs,2ρ2,k, · · · , hs,MρM,k]†

and (Di)jk =

⎧⎨
⎩

1 + 1
|hi,d|2β2

i,max
, if k = j = i

1, if k = j �= i
0, otherwise.

As the objective function is nonconvex and the constraints could be convex
or not, if ρi,k = |hi,k|

|hi,d| ≤ 1,∀i, k then I − Dρ,k is diagonal matrix with positive
entries, therefore, Ck is a positive definite matrix so all the constraints are
convex. But, in general scenarios, Ck may not be positive-semidefinite then
the first constraint is nonconvex. Therefore, the problem (9) is hard to get the
optimal solution in general.

Remark: The AF secrecy rate of the system would be 1
2 log(1 + SNR), where

SNR is the optimum objective function value of problem (9).

3 Existing work

The problem (9) has form of Quadratically Constrained Quadratic Program
(QCQP) with nonconvex objective function and nonconvex constraint. It is
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difficult to find the optimal solution of that problem by solving directly in gen-
eral. The existing method proposed in [11,12] is to find suboptimal solution by
Semi-definite Relaxation (SDR) method.

By define U = uu†, and considering relaxation on rank one symmetric pos-
itive semi-definite (PSD) constraint (rank(U) = 1), the optimization program
(9) can be written as:

max
U

trace(hsh†
s ∗ U) (10)

subject to: trace(Ck ∗ U) ≤ 1, k ∈ K
trace(Di ∗ U) ≤ 1, i ∈ M.

As the objective and all constraints in (10) are convex, this problem can be
solve by CVX optimization tool. Once the problem (10) is solved, we can find the
corresponding optimal u and thereby w by applying eigenvalue decomposition
on matrix U.

4 DC Programming and DCA for Problem (9)

In this section, we propose a DC decomposition then derive a DCA scheme
for the original received SNR maximization at the destination problem (9). By
define

ρ+k =
{

1 − |ρi,k|2, if |ρi,k| ≤ 1
0, else

ρ−
k =

{ |ρi,k|2 − 1, if |ρi,k| ≥ 1
0, else

The problem (9) can be rewritten as

min
u

0 − u†Hsu (11)

s.t. u†C+
k u − u†C−

k u ≤ 1, ∀k ∈ K
u†Diu ≤ 1, ∀i ∈ M,

where Hs = hsh†
s; C+

k =
hsρ,kh†

sρ,k

γ
′
k

+ diag(ρ+k ) and C−
k = diag(ρ−

k ).

The problem (11) above is actually a general DC program at the objective
function and the first K constraints as the form:

min
u

G1(u) − H1(u) (12)

s.t. Gk
2(u) − Hk

2 (u) ≤ 1, ∀k ∈ K
u†Diu ≤ 1, ∀i ∈ M,

where G1(u) = 0; H1(u) = u†Hsu; Gk
2(u) = u†C+

k u; and Hk
2 (u) = u†C−

k u.
With the K + 1 functions H1(u) and Hk

2 (u) in (12) are convex and smooth,
we apply DCA to solve this problem as the following DCA scheme.



DC Programming and DCA for Enhancing Physical Layer Security 31

DCA Scheme:
Initialization: Choose a random initial point u0, λ > 0, l = 0
Repeat: l = l + 1, Calculating ul by solving this subproblem:

min
u,t

−u†(Hsu
l−1) − (Hsu

l−1)†u+ λt (13)

s.t. u†C+
k u −

[
u†(C−

k ul−1) + (C−
k ul−1)†u

]
≤ 1 + (ul−1)†C−

k ul−1 + t, ∀k ∈ K
u†Diu ≤ 1, ∀i ∈ M

t ≥ 0.

Until: (
‖ul−ul−1‖
1+‖ul−1‖ ≤ ε or

|f(ul)−f(ul−1)|
1+|f(ul−1)| ≤ ε), where f(ul) = (ul)†Hsul.

5 Numerical Results

In this section, we study the performance of the proposed method and compare
with its of the existing SDR scheme which gave a suboptimal solution [11,12].
For simplicity, we take into account a simple one-dimensional communication
system model, as illustrated in Fig. 1, mentioned in Sect. 2. In our experiment,
we test with the number of relays M = 15 with respect to number of eaves-
droppers K = 5. The source power varies from 20 to 100, and three levels of
predefined eavesdropper thresholds are γ = 0.1, 0.5 and 1. We perform exper-
iments consisting of 100 independent trials to obtain the average results. For
each trial, the channel gains are obtained from a complex Gaussian distribution
with zero mean and variance σ2 = 1.

This is apparent from Fig. 2 that, all the secrecy rates are rising when the
source power consumption (Ps) increases. In all three cases of the predefined
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Fig. 2. Secrecy rate vs. Power relay constraint; Number of Relays M = 15, number of
eavesdroppers K = 5
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thresholds, DCA (dash line) always provides the better values of secrecy rate
than SDR (solid line) does. In particular, it shows that the gap of them increases
with the value of eavesdropper thresholds (γ = 0.1, 0.5, 1.0).

6 Conclusion

In this paper, we have investigated physical layer security in the Amplify-and-
Forward relay beamforming networks in the presence of multiple eavesdroppers
based on the SNR approach. After motivating the secure communication scheme,
we formulated the received SNR maximization problem as a DC programming
and applied DCA scheme to solve it. The numerical results show the efficiency
of our approach compared with that of the existing method.

The proposal for applying DC programing and DCA to deal with SNR
based approach on other wireless cooperative networks such as the Decode-and-
Forward scheme or cooperative jamming scheme are being studied in our future
works.

Acknowledgements. We would like to thank Prof. Le Thi Hoai An, and the DCA
research group in LITA, University of Lorraine, France for helping us do research in
this field. We also thank the referees for leading us to improve the manuscript.
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Abstract. Cash management is an essential task to ensure a company’s
ongoing success, and consists in ensuring the company’s solvency, mini-
mizing risks, and maximizing the financial result. In this paper, we pro-
pose a new cash-flow-based model for cash management. This model
considers the risk of customer default, the risk of bank default, and the
foreign exchange risk, and aggregates them into a single overall risk .
Finally, we report the results of numerical experiments, carried out on
a case study, via Monte-Carlo simulation, and by using our bi-objective
optimization model. The results confirms the validity of the introduced
model.

Keywords: Cash management · Risk management · Cash Flow at
Risk · Monte-Carlo simulation

1 Introduction

In financial literature, the term cash management refers to all measures under-
taken for short term financial planning [11]. More precisely, cash management
is defined as managing cash flows in order to ensure solvency, to minimize risk,
and to maximize financial result [11,16].

1.1 Literature Review

Cash management models have already been investigated in the literature. A first
cash management model, the Baumol-Model, in which inventory management
approaches are applied to stocks of cash, was introduced in [2]. It assumes that
all costs, interests, and transactions are constant and known in advance. As an
extension of the Baumol-Model, [13] introduced the Miller-Orr-Model, which
models the cash development of firms. In the Miller-Orr-Model, the in- and out-
flow of cash is modeled as a stationary random walk that, in every time interval,
generates either an in- or an outflow of a fixed size [13]. The Miller-Orr-Model
c© Springer International Publishing AG 2018
N.-T. Le et al. (eds.), Advanced Computational Methods for Knowledge Engineering,
Advances in Intelligent Systems and Computing 629, DOI 10.1007/978-3-319-61911-8 4
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has been extended numerous times (see e.g., [7,10]). As criticized in [8], the
Miller-Orr-Model considers both in- and outflow of cash to be random. How-
ever, in a Business-to-Business context, in- and outflow are usually not random
but result from contracts [16]. As an alternative approach, network flow mod-
els were introduced by Golden et al. [6]. In network flow models, the vertices
represent the bank accounts of a firm and the edges show the cash flows. The
objective is to maximize the flow into the “goal node”, i.e., a vertex with zero
outgoing edges. One major strength of network flow models is that they can be
transformed into linear programs and solved efficiently [6]. A recent extension of
this model is presented in [1], where the authors applied the model from [6] to a
Brazilian company and extend the model to also include tactical cash manage-
ment, namely the planning of loan payments. The network flow models assume
that all cash flows are completely deterministic [6]; however, this does not always
reflect reality as incoming cash flows are in fact not completely deterministic.
Both monetary value and the arrival time carry risk. More precisely, the actual
amount of an incoming cash flow may be less than defined in the contract [9].
Additionally, incoming cash flows may be delayed and arrive after the originally
expected arrival date [12].

Both approaches, the stochastic ones based on the Miller-Orr-Model and the
network flow models, do not differ between inflow and outflow. In stochastic
models, both in- and outflow are random and in network flow models, in- and
outflow are deterministic. However, in reality, outgoing cash flows (i.e., date of
payment and amount of each cash flow) are decision variables of the firm [16].

1.2 Contributions of this Paper

In this paper, we propose a new simulation-based cash management model with
the purpose of removing some of the simplifications implied in the previous
models. Indeed, our model assumes incoming cash flows with expected arrival
date and payout; however, both the arrival date and the payout carry risk, i.e.,
incoming cash flows may arrive too late and the payout may be less. Outgoing
cash flows also have an expected execution date and monetary value, but both the
execution date and the payout are decision variables of the firm. As an extension
of [11], we consider not only the foreign exchange risk but also the customer risk
and the banking risk. Furthermore, for both incoming and outgoing cash flows,
the firm may choose among all of its different bank accounts, that may be located
at different banks and in different countries [16]. This is a fundamental aspect,
since interest rates, transaction costs, and transaction durations may vary from
country to country, from bank to bank, and even from account to account.

The paper is organized as follows: In Sect. 2, we introduce the main notation
and basic concepts that we need in this paper. In Sect. 3, we present the objective
functions and we introduce the different types of risk considered by this model.
In Sect. 4, we explain how our simulation algorithm calculates and quantifies the
risks. Afterwards, in Sect. 5, we examine a short case study using our model. We
finish this paper with concluding remarks in Sect. 6.
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2 Notation and Basic Definitions

Let us introduce the notations that we are going to use throughout this paper.
Let t0 be the first and tn the last period of the planning horizon and assume that
c ∈ C represents a single currency in the set of currencies C. The base currency,
i.e., the main currency of the firm under observation, is denoted by cb. The
fraction (c1/c2)t denotes the exchange rate from c1 to c2 in period t. Further, A
denotes the set of all bank accounts and a ∈ A is a single account. We denote by
ICF ∗

a,t∗ the set of all incoming cash flows that arrive at bank account a and that
are due in period t∗. Furthermore, the set ICFa,t, generated via Monte-Carlo
simulation [14], contains the same cash flows as ICF ∗

a,t∗ but with a less optimistic
estimate for the arrival times of the cash flows (for more details, see also [12]).
The set of all outgoing cash flows that are paid from bank account a in period t
is denoted by OCFa,t. Additionally, let icfa,t ∈ ICFa,t denote a single incoming
and ocfa,t ∈ OCFa,t a single outgoing cash flow. For a given set of all business
partners P , the function r : {ICFa,t|∀a ∈ A, t0 ≤ t ≤ tn} �→ P returns the
origin of icf . The function c : {{ICFa,t ∪OCFa,t|∀a ∈ A, t0 ≤ t ≤ tn}∪A} �→ C
maps cash flows to the currency in which they are paid and bank accounts to the
currency in which they are accounted. The cash balance on bank account a in
the beginning of period t is denoted by La,t (which is equals to the cash balance
in the end of period t − 1). Also, la,t denotes the credit line available for bank
account a in period t. Thus, the available liquidity on a bank account a in period
t is La,t + la,t. The cash balance is computed recursively for each t by

La,t = La,t−1 +
∑

icf∈ICFa,t−1

icf −
∑

ocf∈OCFa,t−1

ocf. (1)

The recursion ends as soon as t reaches t−1 (current period) with known cash
balance.

For the risk simulation, we use α to indicate the confidence level and we
suppose that minicf ,modeicf , and maxicf denote the minimal, the most likely,
and the maximal loss for an incoming cash flow icf at loss. Finally, we define
B as the set containing all relevant banks b ∈ B. More specifically, the function
b : A �→ B maps an account to its governing bank. We define the function
pd : {{ICFa,t ∪ OCFa,t|∀a ∈ A, t0 ≤ t ≤ tn} ∪ B ∪ P} �→ [0, 1[ to return the
probability of default of an incoming cash flow, a customer, or a bank. Finally,
the function g(b) returns the country in which a given bank b is located.

3 The Cash Management Model

3.1 Objective Functions and Constraints

In this section, we describe the objective functions and the constraints of our
mathematical model. First, we note that a vital part of cash managing is ensuring
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solvency, i.e., the firm must always have enough liquidity at hand to execute all
planned outgoing cash flows on time:

∑

ocf∈OCFa,t

ocf ≤ La,t + la,t : ∀a ∈ A, t0 ≤ t ≤ tn. (2)

Constraints (2) enforce that the expected liquidity in each period t is sufficient
to pay for all outgoing cash flows in period t. Since one cannot rely on incoming
cash flows to be always on time [12], the incoming cash flows expected in period
t are not used in these constraints.

Second, the financial result is that part of a firm’s profit that is not induced
by its normal business activity, but comes from activities on the financial market.
It can be increased by increasing the credit interest, decreasing the debit interest,
and/or by reducing transaction costs. Due to the fact that cash managers are
constrained in their actions, maximizing the financial result is equivalent to
maximizing the liquidity at the end of the planning horizon [16]. We first define
the function Γ (CF, c, t) that calculates the sum of all cash flows in a set of cash
flows CF and converts each of them into the currency c, using the exchange rate
from period t:

Γ (CF, c, t) =
∑

cf∈CF

(
c

c(cf)

)

t

· cf. (3)

Let Fcb,t0,tn denote the total expected case cash balance change converted into
the base currency cb at the end of period tn. The first objective function is:

max Fcb,t0,tn =
∑

a∈A

(
tn∑

t=t0

Γ (ICFa,t, cb, t0) − Γ (OCFa,t, cb, t0)

)
. (4)

The result of Γ (ICFa,t, cb, t0) − Γ (OCFa,t, cb, t0) is the total net cash flow for
bank account a in period t converted to the base currency cb. The total net cash
flows from all periods are summed up for each bank account a. Note that there
is no interest calculation or discounting of the in- and outflow in this formula.
In practice, interest is calculated daily, but only paid monthly, quarterly, or
yearly [16]. For simplicity, we assume that the interest payment is not within
the planning horizon and we can thus, in this paper, disregard this topic.

The second objective function is to minimize the difference R between the
risk CFaR (see Sect. 4) and a target risk tr. The target risk is a non-negative
value and represents a risk level that a firm desires to reach (in practice, the
target risk is often considered to be equal to 0).

min R = |CFaR − tr| . (5)

3.2 Types of Risk in Cash Flows

The International Organization for Standardization (ISO) defines the concept of
risk as the effect of uncertainty on objectives. The effect includes positive and
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negative deviations from the plan. Financial risk translates this concept into the
world of finance and focuses on the negative deviation. In [3], financial risk is
defined as a loss that occurs as a result of disadvantageous price or rate changes
or disadvantageous changes on the financial market. We focus this definition of
risk on cash flows and therefore interpret risk as the existence of an unexpected
outflow or the absence of an expected inflow. Hence, the risk can be quantified
as the difference between the planned case and the expected worst case (see also
Sect. 4). In this paper, the focus lies on four types of risk:

• The Risk of Default of Customers: We count a customer as defaulted
when he is either not able or not willing to pay his liabilities (partially or
completely).

• The Risk of Default of Banks: The financial crisis, which started 2007 and
peaked with the bankruptcy of Lehman Brothers in 2008, has moved the risk
associated with banks into the focus of risk managers [4]. If a bank becomes
insolvent, all cash on bank accounts which exceeds the deposit insurance in
that specific country is generally lost [5].

• The Foreign Exchange Risk: When a firm conducts business in more than
one currency, then there is the risk that the exchange rate between these
currencies changes in an unfavorable way. This risk is called foreign exchange
(FX) risk. According to [15], there are generally three components of the
foreign exchange risk: economic risk, translation risk, and the transaction
risk. Economic risk and translation risk describe the influence of exchange
rates on a firm’s balance sheet and business model respectively. In this paper,
we focus on the transaction risk, which stems from accounted but not yet
paid or received invoices. Between the planning and the actual payment, the
exchange rate may fluctuate, leading to a difference between the accounted
amount and the actually paid/received amount [15].

• The Overall Risk: For most firms, the three types of financial risk presented
above do not arise isolated from each other. For example, fluctuations of the
foreign exchange rates have a direct influence on the incoming cash flows from
customers. Hence, an encompassing view on the financial risk, called overall
risk, is in a firm’s interest.

4 Cash Flow at Risk

4.1 Description of the Cash Flow at Risk

The Value at Risk (VaR) is a common financial risk measure in practice [9]. The
VaR-methodology implicitly assumes that the structure of the portfolio does
not change within the holding period. While this assumption is acceptable for
financial assets, it does not hold for cash flows since cash flows are dynamic in
nature. Hence, the VaR concept is not applicable to cash flows. However, there
is another concept called the Cash Flow at Risk (CFaR), presented in [9]. It
embraces the dynamic nature of cash flows and results in a single value that is
interpreted similarly to the VaR. Indeed, under normal market conditions, with
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the given confidence level, at the end of the observation period, the difference
between the planned and the actual inflow will be at most the CFaR.

The CFaR is determined via a Monte-Carlo simulation [9]. Monte-Carlo sim-
ulations are a very general class of procedures which are used in many different
research areas. More precisely, Monte-Carlo simulations try to predict the future
by creating a multitude of random scenarios. Analyzing all generated scenarios
allows good predictions for the future. Monte-Carlo simulations are known to be
powerful and flexible, albeit they may be computationally very expensive [14].

We use Algorithm 1 in Sect. 4.2 to calculate the CFaR (i.e., overall risk).

4.2 Determining the Overall Risk

Before determining the overall risk, we need to define some functions. First, we
present the following function in order to simulate exchange rate changes:

(
cj
ck

)

t

= (1 + rnt−1)
(

cj
ck

)

t−1

, (6)

where, rnt−1 ∈ [−1,+∞[ is drawn at random and represents the relative change
of the exchange rate from t − 1 to t. The probability distribution, from which
rnt−1 is drawn, can be fitted to sample data for the exchange rates or chosen by
an expert.

Further, we need a function to filter sets of cash flows for those in a specific
currency. For this purpose, the following function returns the cash flow cf if and
only if the cash flow’s currency matches the provided currency c.

ω(c, cf) =
{

cf : if c = c(cf),
0 : otherwise. (7)

We use the function (7) to define the following function with the objective of
calculating the sum of all cash flows in a set of cash flows CF in currency c:

φ(CF, c) =
∑

cf∈CF

ω(c, cf). (8)

Last but not least, we define two damage functions, one for incoming cash flows
and the other one for banks. Function (9) defines the damage function for incom-
ing cash flows, where we need to distinguish between two cases: Either the origin
of the cash flow is bankrupt and thus cannot pay at all, or the cash flow is not
paid entirely for other reasons. In the first case, the damage is the complete
cash flow. In the latter case, the damage is drawn randomly from a triangular
distribution � which is parameterized with minicf ,modeicf , and maxicf .

dm(icf) =
{

icf : if r(icf) defaulted,
∼� (minicf ,modeicf ,maxicf ) : otherwise. (9)

Function (10) computes the damage for a single bank b that went bankrupt in
period t.

dm(b, t) =
∑

a∈{A|b(a)=b}

(
cb

c(a)

)

t

· max (La,t, 0) . (10)
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Algorithm 1. An algorithm to calculate the overall risk per period.
1 Inputs: Σ: a set of all Σc

2 DI: set containing the deposit insurance per country

3 C: set of all currencies

4 B: set of all banks

5 A: set of all bank accounts

6 ICF : set of all incoming cash flows

7 OCF : set of all outgoing cash flows

8 Output: OR: set of overall risks per period

9

10 Start (Computing the Overall Risk per Period):

11 OR = {}, BB = {}
12 for t = t0 to tn do:

13 compute (cb/ci)t for all currencies ci via (6)

14 for each p : P do:

15 if pd(p) ≥ random number ∈ [0; 1]:

16 set flag that origin defaulted to true

17 end

18 for each c1 ∈ C do:

19 l = 0

20 for each c2 ∈ C do:

21 e = s = 0

22 for each a ∈ A where c(a) = c1 do:

23 e += φ(ICFa,t, c2) − φ(OCFa,t, c2) via (8)

24 s += φ(ICFa,t, c2) − φ(OCFa,t, c2) via (8)

25 for each icfa,t ∈ ICFa,t do:

26 if(c(icfa,t) == c2):

27 if (origin defaulted | |
27 pd(icfa,t) ≥ random number ∈ [0; 1]):

28 s -= dm(icfa,t) via (9)

29 end

30 end

31 l += (c1/c2)0 · e - (c1/c2)t · s

32 end

33 ORt += (cb/c1)t · l

34 end

35 for each b ∈ B do:

36 if (b /∈ BB && pd(b) ≥ random number ∈ [0; 1]):

37 BBt ∪ = b

38 ORt += (cb/(c(b)))t · max(dm(b, t) - DIg(b),0) via (10)

39 end

40 OR = OR ∪ {ORt}
41 end

42 return OR

43 End
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Algorithm 1 determines the overall risk (i.e., CFaR). In fact, the simulation
starts by iterating over every period. The first step (line 13) consists in simulating
the exchange rates for the current period. Afterwards, we iterate over every
currency c1, where the local variable l represents the loss in c1. The currency c1
is used to iterate over all bank accounts a accounted in c1 and to collect the losses
per currency across all bank accounts, while currency c2 is used to calculate the
losses for each individual bank account in each currency. The variable e stores
the expected net flow in c2 while s stores the simulated net flow in c2 (lines 21
and 23). After adding the expected net flow in c2 to s (line 24), we subtract all
the simulated losses from s (lines 25 to 29). The loss is the difference between e
and s, both converted to c1 using the appropriate exchange rate (line 31). The
expected net flow e is converted with the known exchange rate (c1/c2)t−1 , while
s is converted using the simulated exchange rate (c1/c2)t. In order to calculate
the correct overall risk ORt for period t, we need to convert l from c1 into the
base currency cb and add it to ORt (line 33). The incorporation of the risk of
bank defaults starts in line 35. The algorithm iterates over every period and
checks for every bank b whether it has already defaulted (in a previous period).
If it did, no further action has to be done and we commence with the next
bank. If the bank did not already default, the algorithm determines whether it
defaults in the current period by comparing its probability of default pd(b) with
a random number ∈ [0, 1[. If the random number is smaller than pd(b), b counts
as defaulted. In this case, the damage is the total amount of cash at that bank
subtracted by the corresponding deposit insurance, but at least 0. The damage
is then converted to cb and added to ORt. The resulting series of values must
be summed up in order to form a single value, the scenario loss SLOt0,tn .

SLOt0,tn =
tn∑

t=t0

ORt, (11)

where ORt is the result of the simulation presented in Algorithm 1. The overall
risk (i.e., the CFaR for our problem) is the (1 − α) quantile of all scenarios.

5 Numerical Experiments

In order to validate the model, we conducted a case study on a fictitious company.
For this purpose, we calculated, for this company, the presented four types of
risk. We also checked which bank accounts violated the constraints (2). In period
t0, the risk is always EUR 0 and we observe its development over time. We ran
each simulation for “10000 · (number of risk items)” iterations, where a risk item
is anything that may have some risk associated with it, i.e., a bank, an incoming
cash flow, or a currency. Since the number of risk items is different for different
risk types, the number of iterations varies accordingly.

5.1 Test Data

We assume that the planning horizon starts at t0 = 1 and terminates at tn = 30.
We compute the risks with the confidence level of α = 95%.
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Currencies: We suppose that the company does business in four different
currencies1: Euro (which is the base currency and thus has an exchange rate of
1

(
EUR/EUR

)
), US-Dollar (with an exchange rate of 0.88992

(
EUR/USD

)
), British

Pound (1.18228
(
EUR/GBP

)
), and Swiss Franc (0.91341

(
EUR/CHF

)
).

Banks and Bank Accounts: In our case study, we suppose that the company
uses three different banks in three countries, namely B1, B2, and B3 in Germany,
the United States of America (USA), and the United Kingdom (UK), respec-
tively. The probability of default for each of these banks is, respectively, 2%, 4%,
and 3%. The deposit insurances are EUR 100000 in Germany, USD 250000 in the
USA, and GBP 85000 in the UK. Furthermore, we assume that the company has
six different bank accounts. All bank accounts have a credit line la,t of 0 in the
complete planning horizon. For more details, see Table 1.

Table 1. The bank accounts used in the case study.

Bank B1 B2 B3

Account B1-1 B1-2 B1-3 B1-4 B2-1 B3-1

Initial balance EUR6000 EUR0 EUR17000 EUR30000 USD7000 GBP5000

Without loss of generality, we assumed that there is no transaction cost.
This assumption does not deteriorate the quality of this case study. Since the
transaction costs apply in the planned case in the same way as in the worst
case, the difference between the planned and the expected worst case remains
identical. Thus, the risk is unaffected by transaction costs.

Business Partners: Additional to the banks and bank accounts, we assumed
that the company has 12 business partners. Six of them are customers and the
others are suppliers. We present the details for the customers in Table 2. In this
table, the column Currency gives the currency in which the customer pays his
cash flows and the column Bank Account shows the bank account on which the
customer’s cash flows arrive and the column Probability of Default gives the
probability of default per year for the corresponding customer.

Table 2. The key data of the customers used in the case study.

Customer C1 C2 C3 C4 C5 C6

Currency EUR EUR USD GBP CHF CHF

Bank Account B1-1 B1-2 B1-3 B1-4 B2-1 B1-2

Probability of Default 0.5% 1.3% 1.1% 0.8% 0.9% 5.0%

1 The exchange rates for September 10, 2016 (www.oanda.com/currency/converter).

www.oanda.com/currency/converter
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We suppose that the currency of suppliers S1 and S2 is EUR, the currency
of suppliers S3 and S4 is USD, and the currency used by suppliers S5 and S6 is
GBP. These are the currencies in which the corresponding supplier expects the
cash flows from the company to him. There is no fixed bank account set for each
supplier and the treasurer of the company chooses the actual bank account [16].

Cash Flows: We generated, randomly, the incoming and outgoing cash flows.

Generation of Incoming Cash Flows: We generated 60 incoming cash flows. We
drew the value icf of each cash flow randomly from a normal distribution with
N (2400, 5002). For each incoming cash flow, we drew the origin r(icf) randomly
from all customers given in Table 2. We set the bank account a and the currency
c(icf) as specified in Table 2. We drew a random due period t∗icfa as an integer
between 1 and 29. We set the probability of default pd(icfa,t∗) to a uniformly
distributed random number between 0% and 30%, rounded to two decimals.
Further, we set the most likely delay Micfa,t∗ randomly to either 0 or 1 periods
and we set the maximum delay Uicfa,t∗ to a random integer between 3 and 5
periods. We set the minimal delay Licfa,t∗ , as well as the minimal loss minicfa,t∗ ,
to 0 for all incoming cash flows. Additionally, we set the probable loss modeicfa,t∗
to a random value between 0 and (1/2) · icf . Finally, we set the maximum loss
maxicfa,t∗ with a 99% chance to a random value between (1/2) · icf and icf .
With a 1% chance, we set maxicfa,t∗ to icf .

Generation of Outgoing Cash Flows: We generated 60 outgoing cash flows. The
value ocf was uniformly distributed between 300 and 5000. Both the supplier
and the bank account a were drawn randomly and the currency was set according
to the customer. Finally, we drew a random due period t∗ocfa between 1 and 29.

5.2 Results

Risk Simulation: Figure 1 depicts the planned development of the liquidity
and the expected worst case development of the liquidity under risk over time.
The continuous line at the top shows the planned liquidity development. The
dotted line represents the development under foreign exchange risk, the dashed
line indicates the liquidity development under the risk of customer default, and
the continuous line at the bottom depicts the liquidity development taking the
overall risk into consideration. The risk of bank defaults is omitted from Fig. 1
because in our case study, the risk turned out to be EUR 0. In order to calculate
the risk of customer default, we simulated 10000 · 60 = 600000 Monte-Carlo
scenarios that took 154.6 s. In this example, the risk of customer default is the
highest individual risk with a final value of EUR 14699.91 in the last period. We
simulated 4 · 10000 = 40000 scenarios to determine the foreign exchange risk,
which took 20.5 s. The final value for the foreign exchange risk is EUR 6425.79
in the last period.

The estimation of the overall risk took (60+4+3) ·10000 = 670000 iterations
and 180.3 s. The final value for the overall risk is EUR 17095.95. It is important
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Fig. 1. The expected worst case liquidity induced by all three risk types simultaneously
in comparison to the expected case liquidity.
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Fig. 2. Checking the violation of constraints (2) by bank accounts.

to note that the overall risk is much lower than the sum of the three individ-
ual risks (EUR 14699.91 + EUR 6425.79 + EUR 0 = EUR 21125.70). This dif-
ference is justified by two facts: First, the probability that both the 95%-worst
foreign exchange rates and the 95%-worst customer defaults happen in the same
scenario is smaller than 5% and thus does not happen in the 95%-worst scenario.
Second, there exist interdependencies between the foreign exchange risk and the
other two risks since the foreign exchange rates have a high impact on all cash
flows, both incoming and outgoing, in foreign currencies.

We simulated 3 · 10000 = 30000 scenarios, required 12.4 s, for computing
the risk of bank default. Due to the short planning horizon of 30 days and the
realistic probabilities of default, no bank goes bankrupt within the planning
horizon. Thus, this risk remains EUR 0.

The Constraints: We are interested to know which bank accounts (and in
which periods) violated constraints (2). For this purpose, Fig. 2 shows which
bank account violates the constraints (2) as well as how much cash is missing in
that specific period in order to satisfy constraints (2). As an example, consider
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the bank account B1-2. In period 3, there are EUR 3761.31 missing to satisfy the
constraints (2). In period six, the missing amount decreases to EUR 1829.91. The
missing amount shrinks further to EUR 66.2 in period seven and diminishes com-
pletely in period eight. The bank account B1-4 never violates the constraints (2)
and is therefore omitted from Fig. 2.

6 Conclusion

In this paper, we propose a bi-objective optimization model that considers four
distinct types of financial risk: the risk of default of customers, the risk of default
of banks, the foreign exchange risk, and the overall risk. Furthermore, we propose
a Monte-Carlo-based simulation algorithm to calculate the Cash Flow at Risk
and give an illustrative example.

In order to use the presented model in a real-world context, we will need to
do more experiments. Furthermore, it would be interesting to development an
algorithm that automatically finds ways to improve the distribution of cash and
cash flows among bank accounts.

References

1. Avila-Pacheco, J.V., Morabito, R.: Application of network flow models for the cash
management of an agribusiness company. Compt. Ind. Eng. 6, 848–857 (2011)

2. Baumol, W.J.: The transactions demand for cash: an inventory theoretic approach.
Q. J. Econ. 66, 545–556 (1952)

3. Cooper, R.: Corporate Treasury and Cash Management. Palgrave Macmillan,
Hampshire (2013)

4. Dentz, M., Arons, S.: Die Gunst der Stunde - Die Härte der Krise birgt die Chance
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Abstract. The UK electricity system is undergoing a significant trans-
formation. Increasing penetration of renewable generation and integra-
tion of new consumer technologies (e.g. electric vehicles) challenge the
traditional way of balancing electricity in the grid, whereby supply
matches demand. Demand-side management (DSM) has been shown to
offer a promising solution to the above problem. However, models pro-
posed in literature typically consider an isolated system whereby a single
aggregator coordinates homogeneous consumers. As a result potential
externalities of DSM are overlooked. This work explores the value of
DSM in the context of an interacting electricity system, where utilities
compete for cheap electricity in the wholesale market. A stylized model
of the UK electricity system is proposed, whereby a traditional supplier
competes with a ‘green’ supplier in the wholesale market. The modelling
was able to show that with enough dispatchable capacity the traditional
supplier was able to benefit from instructing his consumers to increase
demand peaks, which had an adverse effect on the system.

Keywords: Demand side management · Competing utilities · UK
electricity system

1 Introduction

Climate policy amongst other triggers such as lowering costs for ICT, storage and
micro generation technology are driving changes within the UK power system.

On the supply side, the UK has seen a significant growth in the deploy-
ment of renewable power generators over the last decade, in particular wind and
solar [12]. On the demand side, a number of technologies have been entering the
market, such as small scale batteries, electric vehicles [4], heat pumps and micro-
generation units (especially rooftop solar PV) [13]. Consumers are also becom-
ing more active due to increasing proliferation of smart power metering and
c© Springer International Publishing AG 2018
N.-T. Le et al. (eds.), Advanced Computational Methods for Knowledge Engineering,
Advances in Intelligent Systems and Computing 629, DOI 10.1007/978-3-319-61911-8 5
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management technology. The government is planning to equip every household
with smart meters for electricity and gas by 2020 [3]. The changes on the supply
and demand sides of the electricity system are causing concern for the grid, as it
becomes more difficult to coordinate variable supply with unpredictable demand.

Demand side management (DSM) can offer a promising solution to balancing
the electricity grid. Certain technologies like electric vehicles or electrical storage
can be scheduled to operate during times of high renewable supply. A number
of coordination methodologies have been proposed in the literature (see Sect. 2).
However, such models typically ignore the interactions between the aggregators
in the wholesale market. In reality, electricity suppliers compete in the wholesale
market for cheap electricity. It is then possible to imagine that electricity compa-
nies may manipulate consumer demand in order to gain a competitive advantage.
Consequently, it becomes uncertain how this will impact the system as a whole.

This project is concerned with investigating how DSM may impact the secu-
rity of the grid. We pose the following question: “Are there conditions under
which DSM can be disruptive to the grid?”. In order to answer it we develop
a stylised model for the UK electricity grid, whereby two types of suppliers (a
traditional and green) compete in the wholesale electricity market.

In the following report Sect. 2 gives an overview of the previous work in
the domain of DSM and provides motivation for the project; Sect. 3 describes
the proposed model; Sect. 4 covers model calibration and initial set-up; Sect. 5
provides result interpretation and analysis; and Sect. 6 gives a summary of the
conclusions and suggestions for areas of improvement.

2 Relevant Work

The idea of using demand side flexibility to compensate for intermittent sup-
ply is not new [14]. However, due to the lack of communication technology the
work remained preliminary and thus untested in simulation settings. Recent
developments in communication and data management tools (smart meters,
mobile internet, cloud computing) alongside rapid integration of renewables have
reignited academic interest in demand-side control as a means to compensate for
variable supply. The new DSM models assume the presence of software agents
which can optimise electricity usage on behalf of the consumer. Compared to
the traditional DSM schemes aimed at human behaviour, software agents are
able to perform complex calculations faster using tools such as machine learning
and optimisation. There is a large body of research focusing on different ways
of performing DSM (see [1,18]). A major shortcoming of these models is that
the system under consideration often represents an idealistic setting where a
set of homogeneous consumers are being coordinated by a single aggregator, e.g.
[7,17]. On the other hand whole system models like in [15] tend to assume perfect
consumer and market behaviour in order to perform global optimisation. Conse-
quently, the dynamic interactions between autonomous consumers and suppliers
are lost.

In reality, electricity suppliers interact in the wholesale market in order to
supply consumers with very different demand profiles and flexibility resources.
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Following these gaps in research, we propose a dynamic model which would
highlight the benefits and potential issues concerning DSM in the context of the
wholesale electricity market.

3 The Model

The following model is motivated by the recent changes in the retail electricity
market. Two types of electricity suppliers compete for cheap electricity: a ver-
tically integrated utility owning dispatchable power generation capacity (TS)1

and a ‘new’ independent supplier owning renewable generation capacity. We will
refer to the later as the ‘green supplier’ (GS)2. At this stage there exist two
agents representing each type: TS and GS. The consumers are modelled to pos-
sess small scale batteries with Tesla Power Wall specifications due to commercial
availability of the technology [16].

Whereas GS can offer greener electricity, it is unable to fulfil its consumer
demand without going to the market (where TS profits from selling electricity).
On the other hand, TS can choose to reserve its capacity for supplying its own con-
sumers instead of selling it in the market (in which it may loose out on profit oppor-
tunity in the market). Finally, both suppliers may utilise smart coordination mech-
anisms in order to influence the flexible demand of their consumers (see Sect. 3.1).
The two suppliers compete on the retail price they can offer to the consumers which
is calculated as the break-even cost of supplying them with electricity3.

3.1 The Agents

The following model runs on 24 h basis with all decisions being made a day
ahead. We define a daily period counter i = 1, . . . , I, where I stands for the
total number of daily periods (here 24 h) and a day counter t = 1, . . . , T , where
T stands for the total number of simulated days (here 365 or one year). The fol-
lowing section describes the intraday calculations where we drop the day counter
t for clarity of notation.

Consumers. Consumer agents represent residential households. We consider a
set of consumers A, where each agent a ∈ A has a daily demand profile, dai (t)

4.
The demand profile can be split into a non-deferrable part (bai ) and a flexible
part (fa

i ), s.t.
dai = bai + fa

i , ∀i ∈ [1, I],

where fa
i represents the battery storage profile and is calculated as the dif-

ference between charging and discharging profiles fa+
i and fa−

i . Conceptually,
1 This type of a suppliers represents one of the ‘Big Six’ energy utilities operating in

the UK market.
2 These companies represent the new entrants in the UK electricity market like Ecotric-

ity and Good Energy.
3 This serves as a step for further development of the model where the consumers are

able to switch suppliers.
4 We use standard residential demand profiles provided by the National Grid [5].
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non-deferrable demand corresponds to those activities where consumption can-
not be shifted in time such as cooking or watching TV. Flexible demand can
be shifted in time subject to consumer storage specifications, which in our case
include battery storage capacity ea (kWh), minimum and maximum charging
power constraints, fa

min and fa
max (kW), and efficiency ηa.

Each day the supplier may deploy a coordination strategy, in which case it
will negotiate the storage profile with the consumer prior to physical electricity
delivery (See Sect. 3.1).

Suppliers. Suppliers are energy companies responsible for providing their con-
sumers with electricity. We use index S ∈ {T ;G} to differentiate between the
traditional (TS) and the green supplier (GS). Hence, we identify two subsets of
consumers: AT ⊆A (those signed up with TS) and AG ⊆ A (those signed up with
GS). We assume that the size of the two consumer sets is the same, i.e. |AT |= |AG|.

Suppliers' objective is to fulfill energy demand of its consumers, BS
i , which

is calculated as the sum of individual consumer demand profiles, i.e.

BS
i =

∑

a∈AS

dai ∀i ∈ [1, I] and S ∈ {T,G}.

The suppliers may do so by generating electricity from their own resources
of capacity, capS , and/or by buying electricity in the market. If the supplier
generates RS

i electricity in a daily period i, the net demand left to be fulfilled
from the market becomes

DS
i = max(0, BS

i − RS
i ) ∀i ∈ [1, I] and S ∈ {T,G}.

Now, an assumption is made that GS does not sell electricity in the market
since it wants to maximise the use of its own renewable resources. Thus, for GS,
RG

i is constrained purely by the installed capacity of the wind generator, capG,
and the weather5. The traditional supplier has an option of selling electricity in
the market in which case it will not use all of self-generated electricity. Hence,
for TS, RT

i is constrained by the self-utilisation parameter, u(t), and installed
generation capacity capT , i.e.

RT
i = min(capT ∗ u(t), BT

i ) ∀i ∈ [1, I],

where we make a rational decision assumption that the TS will not use more
than it needs to fulfill consumer demand.

Consequently, the amount of electricity left for the TS to sell in the market
becomes

QT
i = capT − RT

i .

The traditional supplier sells electricity in the wholesale market at a price z
calculated as

zT = pTSRMC + εT , (1a)
5 In order to model the generation capacity of the GS we take historical electricity

supply profile from a 1.8 MW wind farm in Wales [9,10].
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where εT is referred to as an ‘uplift’ and represents any additional costs incurred
by the supplier excluding the cost of running the generator, e.g. transmission
and distribution costs, and company operation.

The first term in (1a), pTSRMC , is known as the short run marginal cost
(SRMC) of generator type T and is calculated as

pTSRMC = cTvar +
pTfuel
ηT

, (1b)

where,

cTvar = variable operating and maintenance cost for a generator of supplier T ,
pTfuel = price of fuel used by supplier T to generate electricity,
ηT = efficiency of an electricity generator of supplier T .

For the green supplier (1b) is reduced to pGSRMC = cGvar since wind is free.
Finally, at the end of day t, both types of suppliers calculate the break-even

retail price of electricity:

πS(t) =
∑I

i=1((R
S
i (t) + Qsold,S

i (t))pSSRMC(t) − Qsold,S
i (t)zS(t) + DS

i (t)pi(t))
BS

i (t)
,

(2)
where,

RS
i (t) = electricity generated for self-use by supplier S in daily period i of day t,

Qsold,S
i (t) = electricity sold by supplier S in daily period i of day t,

zS(t) = the asking price for a unit of energy by a supplier S in day t,
pi(t) = the market price for a unit of energy in daily period i and day t, and
BS

i (t) = the total power supplied to the consumers by a supplier S in day t.

We can split (2) into three parts: cost of running the generator, profit made
in the market and the cost of purchasing additional electricity6. Calculating the
retail price at break-even cost enables us to compare the competitiveness of the
two utilities. Since we only have one TS in the model, index S is dropped from
zS and uS for the rest of the report.

TS Learning. As will be seen in the next section, it is critical for TS to set the
offer and self-utilisation parameters. Hence, we propose Algorithm1 to allow the
TS to learn the best strategy. The algorithm is based on the method developed
by [2] which uses reinforcement learning to teach the agents the best strategy to
adopt in the market in terms selecting the offer price (z(t)) and the self-utilisation
parameter (u(t)). The idea is that the agent experiments with strategies for the
first ten simulation days, after which the exploration time is reduced to 50%
with the remaining time dedicated to selecting the best available strategy.

Supplier Coordination. We consider two decentralised coordination strate-
gies, whereby the supplier is signaling its consumers on how to schedule stor-
age. The two algorithms are based on the method developed by [7] but have
6 Since the GS does not sell electricity in the market it omits the second term from (2).
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Algorithm 1. TS learning algorithm
Require: Retail price π(t), offer z(t) and self-utilisation parameter u(t) from day t

and the matrix for storing results,

M =

⎡
⎢⎣

π(1) u(1) z(1)
...

...
...

π(10) u(10) z(10)

⎤
⎥⎦.

Ensure: Supplier self-utilisation parameter u(t + 1) and offer z(t + 1).
1: Generate five random values a1, a2, a3, a4, a5, s.t.

a1, a2, a3, a4 ∈ U(0.9, 1.1) and a5 ∈ U(0, 1)
2: if t ≤ 10 then
3: Mt,1 ← π(t), Mt,2 ← u(t), Mt,3 ← z(t)
4: u(t + 1) ← u(t) ∗ a1, z(t + 1) ← z(t) ∗ a2

5: else
6: Sort the strategy matrix M in order of ascending retail prices, s.t.

∀ mk1, m(k+1)1 ∈ M, mk1 ≤ m(k+1)1∀, k ∈ [1, 10]
7: if a5 ≤ 0.5 then
8: u(t + 1) ← M1,2, z(t + 1) ← M1,3

9: else
10: u(t + 1) ← u(t) ∗ a3, z(t + 1) ← z(t) ∗ a4

return u(t + 1), z(t + 1)

Fig. 1. Demonstration of the two decentralised coordination mechanisms deployed in
the model by suppliers.

been adapted to consumers with batteries rather than electric vehicles. The first
coordination algorithm is designed to reduce the variance of the demand profile
and hence we call it ‘demand flattening’ or DF (Fig. 1, left). The second coordi-
nation algorithm is designed to increase the variance of the demand profile and
hence we call it ‘peak increasing’ or PI (Fig. 1, right). The supplier negotiates
the demand profile with the consumers over a number of iterations whilst the
consumers imposes electrical storage constraints.



DSM: The Case of Disruptive Behaviour 53

3.2 The Market

The market represents a pool of electricity generation companies which sell
power. These maybe independent generators or vertically integrated companies
also possessing a retail business (like in the case of TS). The generators bid avail-
able capacity into the market at a set offer per unit of energy. The cheaper units
of electricity get sold first with more expensive units reserved for times of higher
electricity demand. Hence, electricity prices are positively correlated with sys-
tem’s demand for electricity. The market is cleared at the price of the marginal
unit of electricity – the last unit of generation needed to fulfill system demand.

In this model, the market receives the sum of the electricity demand profile
from the two suppliers in each time period i and day t, i.e. Li(t) = Di(t)T +
DG

i (t). The market price, pi(t), is set at a level of the last unit of marginal
generation capacity needed to fulfil the demand, Li(t). For simplicity, we assume
a linear relationship between system demand and prices:

pi(t) = k × Li(t). (3)

The TS is able to sell electricity in the market, however only if the price
offered, z(t), is lower than the clearing price, pi(t) as calculated in (3). If the offer
is too high, the supplier is unable to sell and uses electricity for self-consumption.
On the other hand, if the supplier bids too low, it misses out on a profit oppor-
tunity. In order to decide on the best strategy the TS deploys the learning
Algorithm 1 as described in Sect. 3.1.

4 Experimental Set-Up

The model described in this paper is highly stylised and hence, in order the
capture real-life interactions, it was critical to set the parameters.

Firstly, it was decided that 30,000 consumers (aggregated to 30 modelled
agents) was a sufficient number to capture the needed model interactions without
compromising on the speed of the simulation. Consumers were equally split
between the TS and GS in order to make the retail prices comparable. The
regression coefficient in (3) was adjusted to 4.2 in order to achieve the same
level of market prices compared to the historical value of £40/MWh in the base
case – when no utility coordinated (meaning that storage was not operated) [6].

The SRMC for a traditional supplier was set at £14/MWh (to represent a
coal power plant) and at £1.5/MWh for the green supplier. It was assumed that
50% of consumers signed with each supplier were in possession of a battery with
capacity of 6.4 kWh, charging power of 3 kW and 100% efficiency. It was also
necessary to cap the demand peak value in the PI algorithm to 1.2 of the max
daily residual demand value before coordination, as a value above that led to
the TS loosing out by paying more in the market.

The purpose of this project was two-fold. Firstly, to investigate under which
strategies the suppliers benefited through offering a lower retail price compared
to their opponent. Secondly, whether any of the strategies resulted in a negative
effect to the system through increased demand peaks. Hence, we consider six
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combinations of supplier coordination strategies referred to as ‘cases’ (Table 1).
We adopt the notation whereby the first item in the brackets represents the
strategy adopted by the TS (in capital letters) and the second item represents
GS strategy (in small letters).

Table 1. Matrix representation of the simulation cases.

GS strategy TS strategy

NC DF PI

NC (NC, nc) (DF, nc) (PI, nc)

DF (NC, df) (DF, df) (PI, nc)

During the preliminary run it was found that the model was very sensitive
to the amount of installed generation available to suppliers. Figure 2 demon-
strates how the retail prices for both suppliers change when the TS acquires
more dispatchable capacity. In order to keep the experiment fair we swooped
through a range of parameters for installed capacities for both suppliers during
the experiment – each corresponding to a scenario.

For each run we compare the competitiveness of the two suppliers by tracking
their average retail prices for the year, πT (t) and πG(t). In order to assess the
impact on the system we also monitor the system demand, Li(t) – a proxy for
carbon intensity of the grid and an indicator for the security of the electricity
transmission system. Please refer to Appendix A for the overall model flow7.

Fig. 2. Comparison of retail prices for TS and GS under different scenarios of installed
dispatchable capacity for TS, Case: (PI, nc).

7 The model code is also available on request.
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5 Results and Analysis

Suppliers benefited from having more generation capacity. With 10 MW, TS
achieved a lower retail price compared to GS five cases out of six (Fig. 3, left).
Out of the five cases the highest retail price was obtained under PI coordina-
tion (PI, nc) corresponding to a more profitable strategy. Increasing demand
peaks enabled the TS to sell electricity in the market above SRMC and increase
the overall price level whilst still keeping the retail price competitive. For GS,

Fig. 3. Comparison of average annual retail prices achieved by suppliers.

Fig. 4. Comparison of duration curves for three experimental cases.
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increased renewable capacity meant more independence from the market and
hence lower prices for consumers (Fig. 3, right).

In terms of system performance, suppliers benefited from deploying demand
flattening coordination. This lead to lower system demand and consequently
electricity prices for both supplier (Fig. 4, Case (DF, df)).

In fact peak demand reached 26.7 MW compared to the 34.7 MW for the base
case scenario when no coordination was performed (Fig. 4, Case (NC, nc)). Peak
increasing strategy carried a negative effect of increased system demand leading
to a peak demand of 36.6 MW (Fig. 4, Case (PI, df)).

6 Conclusion and Further Work

In this work we investigated how a traditional supplier (TS) and a green supplier
(GS) can compete for consumers by utilising DSM strategies. We considered a
number of scenarios by varying the parameters of supplier generation capacity.
In each scenario we investigated the outcomes under different combination of
supplier strategies by monitoring retail prices and system demand.

The modelling was able to show that with enough dispatchable capacity, con-
ditions existed when the TS benefited from instructing its consumers to increase
demand peaks by offering a lower retail price as compared to GS. PI coordination
led to a higher retail price and hence more profitable conditions for TS (assum-
ing that operational costs did not change). This suggests a possibility that such
a strategy could be considered by a utility. Nevertheless, PI strategy resulted in
an adverse effect of increased demand peaks in the system. In order to compete,
the green supplier was obliged to perform demand flattening coordination. There
are a number of limitations which we aim to address in the future:

– Increase the number of suppliers bidding in the market
– Equip consumers with the ability to choose supplier
– Introduce better learning algorithm to the suppliers
– Introduce uncertainty to the demand and supply sides
– Introduce heterogeneous consumers
– Equip consumers with the ability to generate electricity

DSM can offer a promising solution in balancing variable supply with flex-
ible demand and help transition the UK electricity system to a cleaner more
sustainable one. However, if not controlled it could lead to negative effects for
the whole system. Thus, in order to extract the maximum amount of benefit out
of DSM a relevant regulatory framework is likely to be required in the future.
For example, electricity supplier pricing strategies could be regularly reviewed
so as to ensure that they are not incentivizing consumer behavior that works
against overall electricity system performance.

Acknowledgments. Part of the research was developed in the Young Scientists Sum-
mer Program at the International Institute for Systems Analysis, Laxenburg (Austria)
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A Model Flow Diagram
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Abstract. Performing control actions to complete the mission depend-
ing on the feedback measurements is a crucial task in case of Autonomous
Underwater Vehicle due to dependency on navigation system. For such
task a Reduced Order Model Predictive Control (ROMPC) has been
implemented using highly nonlinear model of AUV to control motion in
thee dimensional space under the assumption that the feedback mea-
surements at every iteration are clearly available to solve the quadratic
problem. But in real-time scenario, navigation system collects measure-
ments from the sensors installed on the hardware part of the AUV which
may fail due to vulnerability of sensors to onboard equipment noise or
poor signal during diving operation resulting in failure of ROMPC fur-
thermore mission, hence proper state estimator or observer is required for
real time operation to support navigation system. This work proposes a
solution, based on the optimal estimation property of Extended Kalman
Filter in the presence of process and measurement noise or missing mea-
surements to estimate position and orientation of AUV for successful and
enhanced feedback control application.

Keywords: Autonomous Underwater Vehicle · Reduced Order Model
Predictive Control · Extended Kalman Filter · Navigation system · Sen-
sor noise

1 Fixed-Period Problems: The Sublinear Case

Oceans are the central engine of energy and chemical balance that sustains
mankind. They provide warmth and power; they deposit hydrocarbon and min-
eral resources that are important to mankind need; they moderate the weather
so food can be grown on the land to feed the earth’s population; their living
resources also supply food directly [1]. All of these necessitate the mankind to
investigate, analyze and protect the oceans and to develop means to explore the
oceans. For this purpose underwater vehicles are widely used.

Underwater vehicles are categorized in maned or unnamed underwater vehi-
cle. Autonomous underwater vehicles (AUVs) are unmanned type underwater
vehicle which are more mobile, have much wider reachable scope, and can achieve

c© Springer International Publishing AG 2018
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real-time control. While their capacity is limited by onboard power sources, mem-
ory devices, intelligence and lots of relative technologies are still in lab research
stage. Although AUVs have promising applications with the development of sci-
entific and technological means. AUVs are capable of traveling underwater with-
out requiring input from an operator and equipped with energy sources such as
batteries or fuel cells, different navigation sensors like inertial measurement unit
(IMU), sonar and pressure sensor, GPS and so on, and embedded controllers
which are pre-programmed for missions. Hence various sensors developed on
AUV provide the position and velocity measurements of AUV which includes
Doppler based sensor for linear velocity hence position (in surge, sway and Yaw
direction) also IMUs (Internal Measurement Units) used for angular position
and accelaration (in Roll, Pitch and Yaw direction). Although magnetic com-
pass and GPS can be used to provide absolute position but underwater reception
of such signals is weak hence AUV has to surfaced many times to correct the
GPS position during the mission. Alternatively to deal with this problem Long-
Baseline (LBL) Acoustic Positioning System is used to correct GPS position
using calculation of relative position of the two vehicles using but it increases
the complexity of the navigation system. Similarly position of the vehicle can also
be computed using Simultaneous Localization and Mapping (SLAM) techniques
[2] with respect to a map of the environment. Since the direct measurement of
the vehicle’s position is difficult and SLAM methods are not always applicable,
hence underwater navigation depends strongly on method called dead reckon-
ing. Given the AUV’s initial position and orientation, the current positions and
orientation of AUV is estimated by integrating measurements from the IMUs or
similar navigation sensors and the Doppler Velocity Log (DVL) [3].

However, in the case of a sensor failure or sensor measurement corruption
by the noise generated from onboard equipment like rudder or stern motors,
magnetic interference results in 2 effects. First the AUV has no means to nav-
igate further, as a result, the success of the AUV’s mission is compromised,
besides, without accurate navigation or position, it may be impossible to retrieve
the AUV. Second different feedback control algorithms like PID, LQR, MPC
shown in [6–9], Robust H∞ Control as [10], Hybrid Control as [11] - and so
on have been implemented on AUV which are obvious state or measurement
dependent for close loop control, hence noise corrupted or missing measure-
ments may result in close loop control failure, infeasible solution or control action
finally resulting in mission failure or loss of AUV. To deal with such noise or
disturbances Constrained or Tube base MPC control have been implemented
[12–14] but it increases the computation cost and have limitation as distur-
bances bounded. Hence a controller-observer scheme is required to deal with
such noise and bounded control contains with comparatively lower computation
cost.

As a remedy the nonlinear state estimator or a observer can be used to esti-
mate the states in case of corrupted measurements or predict the states in case
of missing measurements [4] which enhances the control algorithm for nonlinear
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model. Hence this paper proposes a Enhancing Model Predictive Control of AUV
using Extended Kalman Filter for 6 DoF (Degree of Freedom) and 12 order non-
linear model.

The paper structured as follow: Sect. 1 states the nonlinear mathematical
model of AUV with a brief introduction with Kinematics and kinetics. Section 2
states and explains the proposed enhancing scheme for ROMPC control of AUV
by defining reduced order model and model predictive control, and application
of EKF in presence of noisy or missing measurements. Section 3 shows justifi-
cation of proposed method with help of simulation of 6 DoF nonlinear AUV
model control enhanced using EKF by estimating feedback states for ROMPC.
Conclusion and future work is presented in Sect. 4.

2 Mathematical Modelling of Autonomous Underwater
Vehicle

A mathematical model of a genric Autonomous Underwater Vehicle (AUV) with
6 Degree of Freedom (6-DoF) via 12 first order equations is referred in this
paper. According to SNAME [5] the notation for marine vessel, where the linear
position and Euler angles (Angular Positions) components as shown in Fig. 1
refereed form [15] where surge, sway, heave, roll, pitch and yaw are [x, y, z, φ, θ, ψ]
and corresponding linear and angular velocity are expressed as [u, v, w, p, q, r]
receptively.

The nonlinear kinematics and kinetics can be derived by defining body fixed
reference frame [XB , YB , ZB ] and the earth fixed reference frame [XE , YE , ZE ]
as shown in [4].

Fig. 1. Motion in 6 DoF considering earth fame and body frame

2.1 Kinematics

Kinematics deals with geometric aspects of motion of body, in our case AUV.
The 6 Dof standard kinematic equations of motion can be written in component
form as [4].



Enhancing ROMPC for AUV 63

ẋ = ucos(ψ)cos(θ) + v[cos(ψ)sin(θ)sin(φ) − sin(ψ)cosφ]
+w[sin(ψ)sin(φ) + cos(ψ)cos(φ)sin(θ)]

ẏ = usin(ψ)cosθ + v[cos(ψ)cos(φ) + sin(φ)sin(θ)sin(ψ)]
+w[sin(θ)sin(ψ)cos(phi) − cos(ψ)sin(φ)]

ż = −usin(θ) + vcos(θ)sin(φ) + wcos(θ)cos(φ)
φ̇ = p + qsin(φ)tan(θ) + rcos(φ)tan(θ)
θ̇ = qcos(φ) − rsin(φ)
ψ̇ = q sin(φ)

cos(θ) + r cos(φ)
cos(θ) , θ �= ±90o

(1)

2.2 Kinetics

The rigid-body kinetics can be derived by applying Newtonian mechanics in as
following, first three equations represent the transnational motion, while the last
three equations represent the rotational motion.
Standard Kinetic equations of motion for submerged vehicle shown below,

Surge, or translation along the x-axis is given by:

m
[
u̇ − vr + wq − xg(q2 + r2) + yg(pq − ṙ) + zg(pr + q̇)

]
=

∑
Xext (2)

Sway, or translation along the y-axis is given by:

m
[
v̇ − wp + ur − yg(r2 + p2) + zg(qr + ṗ) + xg(qp + ṙ)

]
=

∑
Yext (3)

Heave, or translation along the z-axis is given by:

m
[
ẇ − uq + vp − zg(p2 + q2) + xg(rp − q̇) + yg(rq + ṗ)

]
=

∑
Zext (4)

Roll, or rotation about the x-axis is given by:

Ixxṗ + (Izz − Iyy)qr + m [yg (ẇ − uq + vp) − zg (v̇ − wp + ur)] =
∑

Kext (5)

Pitch, or rotation about the y-axis is given by:

Iyy q̇ + (Ixx − Izz)rp + m [zg (u̇ − vr + wq) − xg (ẇ − uq + vp)] =
∑

Mext (6)

Yaw, or rotation about the z-axis is given by:

Izz ṙ + (Iyy − Ixx)pq + m [xg (v̇ − wp + ur) − yg (u̇ − vr + wq)] =
∑

Next (7)

Where
∑

xext,
∑

Yext,
∑

Zext,
∑

Kext,
∑

Mext and
∑

Next are external
forces added in Surge, Yaw, Sway, Roll, Pitch and Yaw directions due to to the
drag, added mass, lift, etc. forces. For the limitation of the space the nomencla-
ture and derivation is not explained in this paper, interested readers can refer
[4] for the same. The entire nonlinear 12 order and 6 DoF equation of motion
combining Eqs. (1)–(7) can be represented in vector as

ηk+1 = f(ηk, δk)
ξk = h(ηk) (8)

where η = [x, y, z, φ, θψ, u, v, w, p, q, r] and δ = [δs, δr].
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3 Proposed Method

The proposed methodology uses two independent reduced order models for hor-
izontal and vertical control derived from nonlinear model in Eq. 8 by neglecting
weakly coupled dynamics as [15] and shown in Sect. 2.1. Then MPC algorithm
is used for designing the controller in horizontal and vertical plane, the con-
trol input generated (δs, δr) i.e. rudder and stern angle respectively are used to
control the nonlinear plant of AUV. The enhancing of the reduced order MPC
control stated above can be explained using block diagram shown in Fig. 2 below,
where the MPC controller gets access to the actual plant states using EKF as
a observer or state estimator by removing process and measurement noise there
by reducing the chances of AUV mission failure due to process and measurement
noise or missing measurements.

3.1 Reduced Order Models

For simplicity we assume constant surge rate, and the complete model from
Eqs. (1)–(7) is reduced into two controllable subsystems as in [15], these non
interacting systems are given below:

Horizontal Control (Surge, Yaw and Yaw Rate). The states considered
to obtain the reduced dynamics in horizontal plane are ηH = [v, r, ψ]T assuming
u = 1.54 m/s and other states as zero and the reduced model thus obtained is
shown in (11).

AH (v, r, ψ) = ∂f
∂δr

∣
∣
∣
u=1.54;w,p,q,ψ,θ=0

=
[ −131 |v| − 131vsign(v) − 58.89 37.51 + 0.6r + 0.6 |r| 0

−3.18 |v| − 3.18vsign(v) + 16.35 −9.4rsign(r) − 9.4 |r| − 6.05 0
0 1 0

]

BH (v, r, ψ) = ∂f
∂δr

∣
∣
∣
u=1.54;w,p,q,ψ,θ=0

=
[
22.86 −14.585 0

]T (9)

Fig. 2. Proposed method
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Vertical Control (Depth, Depth Rate, Pitch and Pitch Rate). The
reduced dynamics in horizontal plane is derived by considering states ηV =
[w, q, θ, z]T and the obtained reduced model is shown in (12).

AV (w, q, θ, z) = ∂f
∂ηV

∣
∣
∣
u=1.54;v,p,r,φ,ψ=0

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

−131wsign(w) 37.51 + 1.2q 0 0
−131 |w| − 58.89 −0.6qsign(q) − 0.6 |q|

−0.6q + +3.18wsign(w) −0.6w − 9.4qsign(q) −5.87cθ + 182.87sθ 0
+3.18 |w| − 16.35 −9.4 |q| − 6.05

0 1 0 0

cθ 0 −1.54cθ − wsθ 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

BV (w, q, θ, z) = ∂f
∂δr

∣
∣
u=1.54;v,p,r,φ,ψ=0

=
[−22.86 −14.585 0 0

]T (10)

The discretized dynamics with sampling time Ts at current states η(k) are given
as,

ηi(k + 1) = Aidηi(k) + Bidδj(k) (11)

where Aid = (I+AidTS)|ηi=ηi(k) and Bid = (BidTS)|ηi=ηi(k), ηi(k) ∈ �n, δj(k) ∈
�m for i ∈ (H,V ) and j ∈ {r, s}.

3.2 MPC for Reduced Order Models

MPC is based on iterative, finite-horizon optimization of a plant model as shown
in Fig. 3 refereed form [15].

We consider the discretized dynamics with sampling time Ts at current state
η(k) as,

ηi(k + 1) = Aidηi(k) + Bidδj(k) (12)

with control input constraint as

δj(min) � δj � δj(max). (13)

Fig. 3. Basic MPC scheme.
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The cost function considered for finite horizon optimal control problem sub-
jected to (12) is given by

min J(ηi0 , u) = (ηiN − ηirefN
)T P̄ (ηiN − ηirefN

)

+
N−1∑

k=0

(ηik − ηirefk
)T Q̄(ηik − ηirefk

) + δT
jkR̄δjk

(14)

where P̄ , R̄ are positive definite matrix and Q̄ is positive semi-definite matrix.ηi

is ith state of state vector η ∈ R
n ans δi is ith state of state vector u ∈ R

m.
Optimal problem stated above is solved using batch approach. According to

this approach the optimal control problem is converted into a multi-parametric
programming problem with vector parameter.

For control horizon N we can write
⎡

⎢
⎢
⎢
⎣

ηi1

ηi2
...

ηiN

⎤

⎥
⎥
⎥
⎦

︸ ︷︷ ︸
η

=

⎡

⎢
⎢
⎢
⎣

Aid

A2
id
...

AN
id

⎤

⎥
⎥
⎥
⎦

︸ ︷︷ ︸
S

xi0 +

⎡

⎢
⎢
⎢
⎣

Bid 0 . . . 0
AidBid Bid . . . 0

...
...

. . .
...

AN−1
id AN−2

id . . . Bid

⎤

⎥
⎥
⎥
⎦

︸ ︷︷ ︸
T

⎡

⎢
⎢
⎢
⎣

uj0

uj1
...

ujN−1

⎤

⎥
⎥
⎥
⎦

︸ ︷︷ ︸
δ

(15)

Equation 15 can be rewritten as

η = Sηi0 + Tδ (16)

Thus the cost function (14) can be written as

J(ηi0 , δ) = (η − ηref )T Q̂(η − ηref ) + δT R̂δ (17)

where
Q̂Nn×Nn = blockdiag[Q̄, Q̄, . . .Q̄],
R̂Nm×Nm = blockdiag[R̄, R̄, . . .R̄] and
ηref is is a vector of reference trajectories over horizon. Here n is number of

states and m is a number of control inputs.
Substituting (16) into (17) we get

J(η0, δ) = δT Hδ + Fδ (18)

where H = ST Q̂S + R̂ and F = 2(ηT
0 TT − ηref )Q̂S.

The cost function (18) becomes the quadratic function of δ (Control input).
This optimization problem is solved using the quadratic programming approach
to find the control input δ.

3.3 Extended Kalman Filter (EKF)

For linear Gaussian systems, it can be shown that the closed-form of the optimal
recursive solution is given by the well known Kalman Filter. It is widely used
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in sensor and navigation systems since it can reconstruct unmeasured states
as well as remove white and colored noise from the state estimates. It is also
possible to include wild-point removal capabilities. In case soft temporarily loss
of measurements, the filter equations behave such as a predictor. As soon as
new measurements are available, the predictor is corrected and updated online
to give the minimum variance estimate. This feature is particularly useful when
satellite signals are lost since the Kalman filter can predict the motion using
only gyros and accelerometers.

For real world applications, which are neither linear nor Gaussian, the
Bayesian approach is intractable. Thus, a sub-optimal approximated solution has
to be found. For instance, in the case of a nonlinear system with non-Gaussian
probability density function (pdf), the Extended Kalman Filter (EKF) algo-
rithm approximates a nonlinear system with its truncated Taylor series expan-
sion around the current estimate. Here, the nonGaussian pdf is approximated
with its first two moments, mean and covariance. The key assumption when
designing a EKF here is that the system model is observable, this is neces-
sary in order to obtain convergence of the estimated states η̂ to η. Moreover, if
the system model is observable, the state vector η ∈ �n can be reconstructed
recursively through the measurement vector ξ∈�m and the control input vector
δ = [δr, δs]T ∈ �c as discussed in [4]. Proposed Enhancing algorithm is shown in
Fig. 2 to incorporate EKF.

The discrete-time Extended Kalman filter (Kalman, 1960) is defined in terms
of the discretized system model for Eq. 8 by considering process noise ωk and
measurement noise εk with convenience Pk and Qk at instant k; and can be
written as:

ηk+1 = f(ηk, δk) + ωk

ξk = h(ηk) + εk (19)

where expected mean values of process and measurement noise are E[ωk] = 0
and E[εk] = 0 receptively.

The model parametric recursive estimation algorithm for EKF is stated
below,

Prediction Step
Sates and convenience matrix are predicted at k + 1th instant by using estimated
vales at kth instant.

η̂k+1 = f(ηk, δk)

P̂k+1 = FkPkFT
k + Qk (20)

Correction Step
Kalman gain is calculated as,

Kk = P̂k+1H
T

[
HP̂k+1H

T + Rk

]−1

(21)
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Estimated states and process noise convenience matrix are corrected as,

ηk+1 = ˆηk+1 + Kk (ξk − Hη̂k+1)

Pk+1 = P̂k+1 − KkHP̂k+1 (22)

where the state transition and observation matrices are defined to be the follow-
ing Jacobians

Fk = ∂f(η,δ)
∂η

∣
∣
∣
η̂k,δk

Hk = ∂h(η)
∂δ

∣
∣
∣
η̂k

(23)

The use of EKF can be seen in variety applications, in [16] it has been shown
that the continuous-time EKF is incremental GES under the assumption that
the Pi matrix of the Riccati equation is uniformly positive definite and upper
bounded, that is

pminI ≤ Pi ≤ pmax (24)

for two strictly positive constants pmin and pmax. This guarantees that the esti-
mates converge exponentially to the actual states.

Assumption -A 1 [Bypass corrector in case of Dead-reckoning]. During sensor
failures, the best thing to do is to trust the model without any updates. Hence,
the corrector is bypassed by setting ηk+1 = ˆηk+1 in Eq. (22) and prediction is
based on the system model only:

ηk+1 = f(ηk, δk) (25)

Remark -A 1. Dead-reckoning refers to the case where there are no updates
(signal loss) for a period of time. In such scenario ξk will be unavailable in
Eq. (22) which will keep increasing the convenience and make prediction go wrong
way. Hence in such case the assumption -A1 removes the kalman gain factor
and make controller relay on the system model’s prediction based on last avail-
able measurement and correcting the estimation as soon as measurements gets
available. This assumption solve the problem arises due to missing or lost of
measurement getting from IMU or GPS and enhance the system performance.

4 Simulation Results

Simulation of the proposed Enhanced Reduced order MPC strategy for the non-
linear AUV model is carried out in MATLAB and analysis along performance
in presence of noise for proposed scheme in discussed in this section. For the
simulation purpose we used the nonlinear AUV model along with system para-
meter are taken from [17]. The underactuated system considered for the AUV
is assumed to have independent surge speed control which maintain the forward
velocity of 1.54 knots/s.
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(a) x Position Estimation with EKF (b) y Position Estimation with EKF

(a) z Position Estimation with EKF (b) Estimation of 3D AUV Trajectory
with MPC

Fig. 4. Estimation of linear position in presence of noise

(a) Roll Angle Estimation with EKF (b) Pitch Angle Estimation with EKF

(c) Yaw Angle Estimation with EKF

Fig. 5. Estimation of angular position in presence of noise

For the two independent control in horizontal and vertical plane we consider
following design parameters: Control Horizon N = 5,R̄ = 0.1, Q̄ = diag[001]′

for horizontal control and Q̄ = diag[0001] for vertical control. Positive de nite
matrix P̄ is obtained by solving discrete algebraic Riccati equation for final
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cost as shown in Eq. (17). The constraints on control input of rudder and stern
angle are assumed as −30 ≤ δr ≤ 30 and −20 ≤ δs ≤ 20, respectively. The
initial covarience matrices for EKF are assumed as P0 = diag[ones(12, 1)] and
Q0 = diag[0.1 ∗ ones(12, 1)]. Depth reference of 20 m and yaw angle reference
of ramp with 1.8 deg/s slope are considered. Also 40 db measurement noise has
been added as shown in Fig. 2 and Eq. (19) to see the performance of EKF. With
the help of designed parameters and simulation references, the proposed scheme
is simulated to control nonlinear model of AUV in three-dimensional space in
presence of noise and outputs of simulations results are illustrated in Figs. 4
and 5.

5 Conclusion

In this paper, enhancing algorithm for reduced order MPC in presence of sensor
noise or missing measurements for underactuated nonlinear model of AUV is
proposed to control AUV in 3 dimensional space. The proposed algorithm used
two reduced order model predictive controller and the feedback states given for
the controller are filtered for additive noise added due to onboard equipment.
The proposed scheme also reduces the chances of AUV mission failure due to lost
measurements due in case of poor signal of GPS during diving action, failure of
IMU or sensor failure to control AUV by trusting system model and successfully
recover the AUV or complete the mission in such scenario.

The hardware in loop simulation and Graphical User Interface (GUI)
designed for same have been developed and not included in this paper due to
page limitation and real time application can be performed for the proposed
scheme which formulates the future work or extension of this paper.
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Abstract. In this paper we investigate whether providing feedback to learners
within an Integrated Development Environment (IDE) helps them write correct
programs. Here, we use two approaches: feedback based on stack trace analysis,
and feedback based on structural comparisons of a learner program and
appropriate sample programs. In order to investigate both approaches, we
developed two prototypical extensions for the Eclipse IDE. In a laboratory
study, we empirically evaluated the impact of the extensions on learners’ per-
formance while they solved programming tasks. The statistical analyses did not
reveal any statistically significant effects of the prototype extensions on the
performance of the learners, however, the results of a qualitative analysis imply
that the provided feedback had at least a marginal impact on the performance of
some learners. Also, feedback from the participants confirmed the benefit of
providing feedback directly within IDEs.

Keywords: Adaptive feedback � Integrated Development Environment � Java
programming

1 Introduction

PROGRAMMING skills are important in both professional and educational contexts.
Computer science education below the university level is encouraged by a number of
governments in Europe [1, 2], as well as in the USA [3]. University level enrolment in
computer science studies is also steadily increasing each year [4]. Learning a program-
ming language can, among other means, be effectively aided by solving smaller pro-
gramming tasks. This learning method can be assisted by teachers (tutors) and/or tools.
Here, the application of computer-supported learning systems can be effective in time and
financially sensitive situations. There are several applications of computer-supported
learning systems. For instance, Intelligent Tutoring Systems (ITSs) simulate the role of
human tutors using models of formalized domain knowledge and student knowledge to
provide feedback to learners when solving a given programming problem [5].

Learners often struggle with identifying and fixing errors in their programs. When a
stack trace is printed in the console, indicating one or more errors, it is often difficult for

© Springer International Publishing AG 2018
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Advances in Intelligent Systems and Computing 629, DOI 10.1007/978-3-319-61911-8_7



novice programmers to understand [6–9]. Integrated Development Environments
(IDEs) are a common approach for support, not only for experienced programmers, but
also for learners to find and fix errors in their programs by implementing a wide range
of features such as syntax highlighting, syntax checks, debugging, and minor semantic
and logical checks. However, even though IDEs provide different features to address
syntactical and semantical issues, not all of them are appropriate for novices. For
instance, debugging a program requires a programmer to have knowledge about the
mistake(s) she made. We therefore propose to extend IDEs by implementing features
which address both logical and semantic mistakes, as well as syntactical errors in
learners’ programs, and thus help them develop correct programs.

The outline of this paper is as follows: In Sect. 2, we review related work in the
domain of learning programming. We introduce our approach and summarize its design
and implementation in Sect. 3. We conducted a lab study where we evaluated the
proposed approach. A description of this study and its results are summarized in
Sect. 4. Section serves as a conclusion and an outlook on future work.

2 Related Work

There are many approaches which aim to support learners of programming in using
computer-supported learning systems. Ample research articles exist which focus on
how to support novice learners in understanding stack traces. HelpMeOut [10] is a
social recommender system for the Java-based IDE called Processing1. This system
offers assistance to learners for one specific stack trace at a time, and recommends a
bug fix based on a database of bug fixes from other peers. DrScheme [7] is an IDE for
the Lisp-based dialect Scheme. Using this system, a learner can select a language level
(e.g., “Beginner Student Language”) and receive support messages for each of these
errors, which serve as reminders for concepts that the learner is expected to know
depending on the selected level. Gauntlet [11], on the other hand, is a pre-processing
program that is only accessible online through a specific website. Learners can enter
their Java programs through a web form after which they can view Gauntlet’s outcome.
In this outcome, possible syntax errors are then explained in pedagogically suitable
phrasing, and some novice level semantic errors are also identified and sufficiently
explained. From the given examples, it seems that Gauntlet simply alters compiler
messages rather than offer additional error description text with examples.

Aside from stack trace based approaches, there are other systems that aim to help
the learner learn programming using AI and adaptive techniques. J-LATTE [12] is an
Intelligent Tutoring System (ITS) that provides two modes for teaching a subset of
Java. The first mode is purely conceptual, involving the abstract algorithmic solving of
problems without writing Java code. The second mode is a coding mode that introduces
the use of Java code for the first time within the program. This mode provides
on-demand feedback for constraint violation in the learner’s program. This feedback is

1 Processing is both a Java based IDE, as well as a kind of simplified Java programming language for
educational purposes. The project website is available at http://www.processing.org/.
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designed as text-based note for each violated constraint. JITS [13] is another ITS where
a learner can extend fragments of a given program for a given exercise on her own.
Here, a learner can request feedback on demand, for which the system provides syn-
tactical help with quick fixes. To some extent, feedback for logical errors based on the
exercise specification is also provided. JO-Tutor [14] is an ITS program which focus on
how to handle Java object by providing digital learning materials, such as quizzes and
sample erroneous programs, as well as a Java editor. The learner then receives feedback
if their solution is correct.

All of these approaches have one crucial drawback: the user learns a programming
language in an environment that is typically different from real world usage scenarios.
When a learner moves to a real IDE, she is required to adapt her techniques accord-
ingly. If the program simply alters errors for a learner, she is then also required to
relearn the exceptions of the programming language in question. If instead a real IDE is
used, with error messages compliant to the programming language standard, no tran-
sition to the real world usage is needed. Therefore, it is worth developing features that
are seamlessly integrated into IDEs in order to provide a variety of types of feedback to
learners. These features would be particularly helpful in providing feedback for solving
semantic and logical errors, as even these basic programming skills are often insuffi-
ciently understood by learners [6–9]. This problem stems from the fact that erroneous
but syntactically correct programs can be compiled and partly executed, but not nec-
essarily produce the desired outcome. Here, feedback on semantic and logical errors
could provide meaningful information to assist the learner in overcoming this initial
hurdle.

3 Approach: Design and Implementation

As stated, our goal is to extend IDEs to provide meaningful feedback to learners in
order to help them develop syntactically and semantically correct programs. We chose
Eclipse IDE as the host system above other alternative IDEs (e.g. NetBeans2, and
IntelliJ IDEA3), because it is more widely used among programmers [15], [16]4, [17,
18], Due to its popularity in professional software development and computer science
education at university level, we focused on supporting Java programmers.

In order to help learners find and fix both syntactical and logical/semantical mis-
takes, we developed two extensions for the Eclipse IDE: (i) in order to complete the
programming cycle, a stack trace analysis provides feedback to a learner, and (ii) based
on comparison of learner’s solution and appropriate sample solutions, we highlight and
contrast both the learner’s solution and (steps of) a sample solution. The proposed
design tries to be integrated seamlessly into the IDE, and guide the learner on demand
through the available feedback.

2 NetBeans is an open source IDE supporting, amongst others, Java (see https://netbeans.org/).
3 IntelliJ IDEA is an Apache 2 licensed IDE for non-commercial use supporting, amongst others, Java
(see https://www.jetbrains.com/idea/).

4 In this survey in 2016, Eclipse is ranked second to IntelliJ for the first time in their survey, however
only by a marginal 5%.
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3.1 Feedback Based on Stack Trace Analysis

The first extension (referred to as EXT_1) is based on analyzing stack trace exceptions
from console output. When an exception occurs while executing a program, the
extension parses the stack trace to retrieve the exception signature and the associated
lines of code. The signature is then matched against the exceptions previously defined in
a database. If the exception has been defined in the database, then the type of exception
is known. In this case, three types of exceptions are possible: a runtime exception, a
syntax exception, or a logic error. Using the information from the database, the
extension then highlights related lines of the code in a window (as illustrated in Fig. 1).
Each type of exception has its own distinctive background color, and unknown
exceptions share one default background color. The code line throwing the exception is
highlighted in a bright color, and subsequent associated code lines in a lighter shade.
Highlighted lines also provide additional tooltips with notes from the database, and a
button to request examples. Clicking on this button produces a pop-up dialog consec-
utively listing all examples defined in the database for this specific exception.

For providing feedback to learners based on stack trace analysis, we composed a
database of typical errors in Java. Since a variety of entries were possible, as Java offers a
vast amount of possible errors and exceptions, we reviewed several papers to identify
those errors which are typicallymade by novice programmers (see [19–25]). Our research
produced five papers (referenced in Table 1) that included enough raw data to compose
the following table, which consolidates each paper’s top 10 most commonlymade errors.
Overall, the literature research revealed 9 errors (see Table 1), which we added to the

Fig. 1. View on stack trace analysis details.
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stack trace database. We also added the additional errors ‘NullPointerException’,
‘ArrayIndexOutOfBoundsException’, ‘cannot cast from … to …’, and ‘cannot make a
static reference to the non-static’.

3.2 Feedback Based on Comparisons to Sample Programs

The second extension (referred to as EXT_2) implements the example-based learning
approach and uses feedback strategies whose benefits were evaluated in previous
studies [26, 27]. Technically, this approach is based on the “TCS” toolbox5 which
analyzes Java programs and calculates a dissimilarity score for two Java programs [28].
The toolbox uses advanced machine learning techniques. Although the toolbox iden-
tifies the most similar sample solution, the extension can opt to choose the next
sequential (more advanced) sample solution step for alignment and eventual presen-
tation. If a more advanced sample solution step exists that is similar to both the
originally identified sample solution step and to the learner solution, but not to the final
sample solution, then this more advanced sample solution is used for alignment. This
procedure is meant facilitate the learner in making further progress.

We implemented a view (illustrated in Fig. 2) which displays an instruction mes-
sage prompting a learner to carefully examine highlighted code areas, and a text area
containing the learner’s current Java editor code (see Fig. 2). Below the text area, there

Table 1. Java errors typically made by learners.

Error message Papers

Cannot resolve symbol [19, 20, 22–24]
; expected [19, 20, 22–24]
Illegal start of expression [19, 20, 22–24]
Bracket-expected (i.e. ‘(‘,’)’, ‘{‘,’}’, ‘[‘or’]’) [19]a, [20, 22–24]
Class or interface expected [19, 20, 22]
<identifier> expected [19, 22, 24]
Incompatible types [19, 20, 22]
Unknown-method [20, 22, 23]
Else without if [22, 24]
Not a statement [19, 24]
Reached EOF while parsing [23, 24]
Unknown-class [20, 23]
.class expected [20]
Missing return statement [22]
Method cannot be applied to parameter types [23]
aThese papers offer more detail, i.e., they list the errors separately,
but are listed here only once for better comparability.

5 For more details, see the homepage of the toolbox, available here: https://openresearch.cit-ec.de/
projects/tcs.
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are the following checkboxes: (1) show insertions, (2) show deletions, (3) show
replacements, and (4) show multiple. These checkboxes resemble the operations from
the toolbox analysis. By selecting a checkbox, the rows in question are highlighted in
different colors (depending on the corresponding operation). ‘Show insertions’ indi-
cates that the highlighted code is missing in the learner solution. ‘Show deletions’
indicates that the highlighted code in the learner solution is possibly redundant (i.e. the
line of learner’s program is missing in the sample solution). ‘Show replacements’
operation indicates that the highlighted code area is marginally different from the
sample solution (i.e. a minor alteration would transfer the learner’s solution to be
exactly the correspondent sample solution code line). ‘Show multiple’ indicates that
two or more operations can be applied to the corresponding code area. Based on the
findings through the toolbox, the extension retrieves lines of code from a sample
program for all insertion operations. These code lines are then inserted into the learner
solution and highlighted when the corresponding checkbox is selected. Additionally,
highlighted code areas contain tooltip notes, which show the corresponding code line
of the sample program.

3.3 Feedback Summary Panel

In addition to the two standalone views on feedback details, we also implemented a
panel (illustrated in Fig. 3) which provides a summary of requested feedbacks and
enables users to recover previous views on feedback details.

Fig. 2. View on feedback based on structural comparisons of learner’s program and an
appropriate sample program.
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4 Evaluation

In September 2016, we conducted a laboratory study to investigate the impact of the
prototypically implemented feedback features (as described in Sect. 3) on users’ per-
formances. Overall, 23 participants took part in the study. All participants were
required to have some prior Java programming knowledge, the extent of which was
assessed by a pretest. The primary focus and consideration of the study was to
determine the effectiveness of the two feedback features in helping the learner develop
syntactically and semantically correct programs.

4.1 Hypotheses

In order to evaluate the research question of whether providing feedback directly in an
IDE helps learners develop correct programs, we stated the following hypotheses:

1. The extensions positively influence users’ performance in comparison to those
settings where users do not have any kind help beyond Eclipse features. We, thus,
expect a statistically significant difference between performances achieved when
feedback features (as described in Sect. 3) are available in comparison to those
performances learners achieved without using the feedback features.

2. The feedback features based on stack traces (as described in Sect. 3.1), and based
on structural comparisons to sample solutions (as described in Sect. 3.2) differ in
their impact on learners’ performance in solving a programming task. We, thus,
expect a statistically significant difference in performance between these learners
who use feedback feature based on stack trace analysis in comparison to those
learners who use feedback feature based on comparisons to sample programs.

Hypotheses 1 directly addresses the research question. Hypothesis 2 assesses
whether EXT_1 or EXT_2 influences the performance of the learners to a similar or
different extent.

4.2 Study Design

In order to measure the impact of the feedback features (as described in Sect. 3)
independently from each other, we randomly assigned participants to two groups. In
both groups, participants were first asked to solve a programming task (referred to as

Fig. 3. Panel for brief summaries of previous feedback requests.

78 J. Coenen et al.



TASK_1) without any kind of assistance from the Eclipse IDE. Then, participants were
asked to solve another programming task (referred to as TASK_2) using the
Eclipse IDE with one of the proposed feedback features. Here, we randomized the
solving order of the programming tasks in order to lessen the impact of possible
inequalities between the tasks. The first group could use feedback features based on
stack traces (EXT_1), and the second group could use feedback features based on
structural comparisons to sample solutions (EXT_2). As programming problems, we
designed two programming tasks (referred to as FibSum80 and MergeSort, respec-
tively). Programming task FibSum80 required participants to calculate the sum of the
first 80 Fibonacci numbers. Programming task MergeSort required them to sort an
integer array using the recursive merge sort algorithm. In advance, we created sample
programs for both programming tasks, collecting sample solutions from multiple
websites and amending them to fit the exact exercise description, splitting each sample
solution into multiple steps. For each programming task, participants had 40 min for
completion.

To set equal grounds among the participants regarding basic Java syntax, all par-
ticipants were provided with a Java cheat sheet consisting of the basic control flow
elements of Java. Participants were also provided with a hard-copy tutorial demon-
strating the feedback feature (depending on the group they belonged to) and how to use
it. Beyond that, they were not allowed to use any kind of help (e.g., web search
engines).

For analysis purposes, we logged selected types of information while a user is using
the extension. This information included the amount of extension accesses, the time
spent in each extension, the source code at the time of accessing the extension, and the
final programs.

4.3 Results

All of the learners’ final programs were rated on a scale from 0 to 100%, considering
three criteria. The results of a Shapiro-Wilk test of normality for each dataset for
hypothesis 1 indicated that the datasets were not normally distributed. We thus used a
nonparametric Wilcoxon Signed Ranks Test. This test did not reveal any statistically
significant difference between the two extensions (p = .549, Z = −.599 based on
positive ranks). Hence, the hypothesis could not be confirmed by this data.

Table 2. Table of ranks used by the Wilcoxon Signed Ranks Test. Of 13 participants, 6
experienced decreased performance while using EXT_2, 4 did not experience alterations in
performance when using EXT_2, 3 experienced increased performance.

N Mean rank Sum of ranks

Performance task 2 with extension –

performance task 1 without extension
Negative ranks 6 4.58 27.50
Positive ranks 3 5.83 17.50
Ties 4
Total 13
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The dataset used for analyzing hypothesis 2 was not normally distributed. There-
fore, we performed a nonparametric Mann-Whitney U Test. The results did not reveal
any statistically significant difference in performance, regardless of whether partici-
pants used the extension or not (p = .330, Z = −1.099 not corrected for ties). Hence,
we could not reject the null hypothesis “both samples are from the same population”.

The mean rank reveals a moderate, but statistically non-significant tendency
towards decreasing performance with the use of the feedback features (see Table 2).

Measured in qualitative terms, the impact of the extension was low, as the par-
ticipants’ solutions mostly disregarded the provided feedback (see Table 3). The
qualitative analysis was based on the following criteria: (1) if there is no indication of
transferred feedback, then result to ‘no help,’ (2) if there is some indication of trans-
ferred feedback, then result to ‘little help.’ Particularly those with a low pre-test score
and very primitive learner solutions at the point of requesting feedback had difficulties
using the provided feedback effectively in their solutions.

5 Conclusion and Future Work

The data collected from the laboratory study was, in the end, not sufficient enough to
confirm the stated hypotheses. This could possibly be attributed to the relatively small
number of participants, the potentially overshadowing influence of the difference
between the two programming tasks, and, in the case of EXT_2, the additional factor of
the choice of sample solution steps. Concerning the choice of sample solution steps, the
qualitative analysis showed that inexperienced participants accessed feedback, but did

Table 3. Qualitative analysis results of the participants that have used the extension at least
once.

Participant Extension Pre-test
score

Task 2 Score
task 1

Score
task 2

Qualitative
analysis results

1 EXT_1 4.3 FibSum80 0% 0% No help
2 EXT_1 6.7 FibSum80 0% 100% Little help
3 EXT_1 5.7 MergeSort 66% 33% Little help
4 EXT_1 5.4 MergeSort 66% 33% Little Help
5 EXT_2 3.2 FibSum80 33% 66% No help
6 EXT_2 3.7 FibSum80 44% 100% No help
7 EXT_2 6.3 MergeSort 100% 33% No help
8 EXT_2 5.8 MergeSort 100% 0% Little help
9 EXT_2 5 MergeSort 66% 0% No help
10 EXT_2 4.2 MergeSort 33% 0% No help
11 EXT_2 3.2 FibSum80 0% 0% Little help
12 EXT_2 2.4 FibSum80 0% 0% No help
13 EXT_2 4.4 MergeSort 0% 0% No help
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not manage to improve their solution with the provided feedback. The analysis
involved the comparison of the learner solution with the presented sample solution
step. In cases where the presented sample solution had a different approach than the
learner’s, no transfer of feedback was noticeable. This implies that the sample solution
steps the feedback was based on missed some approaches and/or may have offered too
little information to be of value to a novice programmer. Here, fine-grained sample
solution steps might be more beneficial for novices.

According to the survey completed by participants at the end of the study, two
participants who used EXT_2 liked the idea/concept of the extension in general. A third
participant reviewing EXT_2 liked its clear structuring and uncomplicated integration
into Eclipse, as well as the fact that his code was directly available in the extension for
analysis. This supports the idea that the participants, in their roles as learners, would
find an IDE extension such as the one created for this project useful for learning
programming. If we consider this feedback in combination with the positive overall
usability rating of the extensions, we can determine the idea behind this research is
valid, and that this paper makes important contributions to a largely unexplored theme.
The main drawback of EXT_2 named by participants was that the feedback was
unspecific and misleading, particularly when the difference between the learner pro-
gram and the sample program was considerable. The claim that the extension is
nonspecific is to some extent true. The extension specifically highlights code areas it
has identified as divergent in some way, but it does not offer a text-based report of the
finding as further feedback. This would require the extension to conduct a far more
comprehensive analysis of each finding, and possibly generate a report for a great
variety of different scenarios.

For future usage, the stack trace database for EXT_1 should be extended in this
way, so that a wider range of exceptions are considered. In order to improve the
usability of both extensions, it may be necessary to examine the color scheme applied,
as one participant found it not intuitive. A possible new feature, which was also
suggested by two participants of the study, would be feedback for the Eclipse
debugger. This feedback could include the automated setting of breakpoints, feedback
on the usage of the Eclipse debugger, and additional feedback on specific variable
contents that could have caused errors.
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Abstract. We present the results from a 90-min session in which 196 fourth
grade students from 13 classes from 11 schools performed a series of engaging,
hands-on activities. These four activities were designed to help students
understand how rockets fly. During the activities, students use skateboards, toy
cars, springs, balls, and water rockets to model the physics behind a rocket
launch and predict the proportion of water that will lead to maximum elevation.
A subset of the classes took a post-test involving 22 basic physics questions,
presented in the form of a 60-min online synchronous interschool tournament.
The other subset of classes also answered the same questions online in sixty
minutes, though in this case they were not presented as a tournament. The
students who participated in the tournament improved significantly more than
the rest. Moreover, students with weak academic performance who participated
in the tournament improved the most, reducing the gap with the academically
stronger students. Lessons involving hands-on experiments using skateboards,
toy cars and water rockets are already highly engaging. However, this experi-
ence shows that using technology to connect schools synchronously through an
online tournament is a powerful mechanism for boosting student engagement
and learning in core science concepts. Furthermore, we compared learning
outcomes with a previous year face-to-face interschool tournament. With the
online synchronous interschool tournament, students learned twice as much as
they did with the face-to-face interschool tournament.

Keywords: Technology-enhanced learning � Affective and motivational
effects � Interschool tournaments � Collaborative learning � STEM teaching
and learning

1 Introduction

Teachers are facing enormous challenges due to several new demands. There are new,
deeper and more cognitively demanding contents and practices to teach [1]. There is
also an emphasis on using and developing crosscutting concepts. In addition to this,
there are new requirements to increase integration among the different science disci-
plines, as well as integration with mathematics and other subjects [2]. Achieving such
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integration is not easy for teachers that have been educated in specific contents and
trained to teach isolated subjects, with no strategies to connect with the content from
other subjects. There is also increasing emphasis on implementing student-centered
teaching strategies [3], teaching kids how to learn by themselves, and a hands-on
approach to learning. Furthermore, there is also a demand to teach so-called 21st

century skills [4]. These radically new skills are now highly valued and needed in order
to create a competitive advantage, while older skills are becoming obsolete due to
increased automation of the economy. This means that teaching teamwork and col-
laboration has become increasingly relevant, as well as developing students’ inter-
personal strategies, such as turn taking, social sensitivity and empathy [5]. On the other
hand, all of these demands must be implemented in a completely new class environ-
ment, where students have ubiquitous access to individual mobile devices. These
devices are loaded with highly attractive and addictive apps, such as messaging apps
and online games. This means that the teacher is in constant competition for the
students’ attention. This competition inside the classroom is entirely new and incred-
ibly powerful. Such competition simply did not exist, even just a couple of years ago.
On the other hand, teachers have to teach to a more diverse population from wider
cultural backgrounds and with increasing demands for social inclusion.

However, teaching practices have proven to be somewhat out of line with recent
changes. Several studies of classroom practice show that almost no change has taken
place over the last century [3, 6]. Teachers are used to teacher-centered strategies, and
some of them can be very effective when using such strategies. For example, on the
Programme for International Student Assessment (PISA), the top-performing Organi-
zation for Economic Co-operation and Development (OECD) countries use more
teacher-centered teaching practices in mathematics than other countries [7]. This is a
good strategy, one that can be considered as being locally optimal. Furthermore, it is a
very well proven and robust solution. Leaving this local maximum requires huge leaps,
and this can be risky.

In order to prepare and adapt to these challenges, teachers constantly receive
methodological and technological suggestions. Recently, [8] suggest 26 effective
teaching strategies. For some of them, there have been extensive empirical studies of
their effect. For example, in a comprehensive study of science teaching, [9] studied 23
programs. Seven inquiry-based teaching programs using science kits did not reveal any
positive outcomes in terms of student achievement in science (effect size of 0.02
standard deviations). Six programs that integrate video and computer resources and are
based on cooperative learning revealed positive outcomes. Although these studies
cover a wide range of strategies, none of them are based on the idea of interschool or
interclass tournaments.

Using tournaments is an effective strategy that was first proposed in the seventies,
albeit as an intergroup tournament within a single class [10]. However, this strategy has
not been widely adopted by schools. Interclass or interschool tournaments are easier to
handle for the teacher, since he/she is the coach of the whole class. Interschool tour-
naments are an effective engagement strategy that activates inter-group social com-
petition and collaboration mechanisms. These social mechanisms are hardwired and
were very powerful during hunter-gather tribal life [11, 12]. The hunter-gatherer brain
is particularly well adapted to collaborating and learning from others in order to
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compete with neighboring groups. Cooperation is a very powerful weapon for com-
petition. With interschool tournaments the strategy is to activate this social mechanism
and the students’ sense of belonging to their class or school [13–15]. Doing so boosts
student engagement, collaboration, teamwork, and learning.

In this paper, we focus on a strategy based on student collaboration and social
mechanisms to increase engagement. The strategy consists of online synchronous
interschool tournaments. Such a strategy depends heavily on communication tech-
nology in order to link different classes and schools synchronously. The goal of this
paper is to research whether existing levels of student engagement and learning with a
tried and tested, hands-on lesson can be further enhanced using an online synchronous
interschool tournament.

2 Methods

Since 2013, thirteen low Socio Economic Status (SES) schools from two districts in
Santiago, Chile, have been developing a hands-on activity in fourth grade. This activity
is carried out in a lesson based on what is known as “modeling instruction” [16], where
students have to learn to use, adapt and build models. In this particular lesson, students
do experiments using different models in order to understand how rockets fly. The
students study a sequence of four experiments during a 90-min lesson. The main goals
of the lesson are to help the students understand basic notions of physics, such as
motion and forces, as well as some basic scientific practices, such as modeling, making
predictions with models, using empirical measurements to validate or reject a model,
explaining the results and carrying out a peer review process with the written expla-
nations. One of the experiments involves jumping from a skateboard (Fig. 1). The
students experiment by jumping under different load conditions, such as having dif-
ferent loads in their backpacks. This experiment is a modeling instruction activity,
where the jumping student models the water, while the skateboard models the rocket.
This experiment is an initial hands-on activity that introduces the students to the
concept of the conservation of momentum. A second experiment involves balls and a
toy car used as a cart, as shown in Fig. 1. This is another way of modelling water
rockets, where the balls model the water, and the cart models the rocket. This exper-
iment provides the students with a second view of the concept of the conservation of
momentum. The third experiment involves a cart with a spring and a ball, as shown in
Fig. 1. Students experiment using different numbers of balls, while reflecting on how
this is similar to the water rocket. In this case, the cart models the rocket, the ball
models the water, and the spring models the air pressure inside the plastic bottle (the
rocket). The fourth experiment consists in throwing the bottle after pumping air to a
certain pressure. This is done in 5 different conditions. Each condition corresponds to a
fraction of water, which goes from without water, a quarter of water, half of water,
three quarters of water, to the bottle filled with water. Each of the first 3 experiments
takes about 15 min, but the last lasts 25 min.

Every year, the students take a pre-test and an identical post-test comprising 15
multiple-choice questions that look to measure conceptual understanding of each of the
four experiments. Most questions have 5 options but some of them have 3, others 4 and
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others 6 or more. Each question is graded on a scale of 1 (minimum) to 7 (maximum).
This is the standard scale used in Chile. For questions 1 to 15, answering at random
produces an average score of 2.1, whereas for questions 16 to 22 random answers lead
to an average score of 2.2. Student performance on the pre-test has been only slightly
above the results obtained by answering at random, although the difference is statis-
tically significant. There are some questions with intuitive answers, where the level of
the students’ responses was well above the random score. However, other questions are
more difficult. Therefore, the students’ performance on these questions has traditionally
been below the random score.

In 2016, there was a change in the activity, with the introduction of an online
synchronous interschool tournament. The tournament was conducted using a STEM
platform in the cloud. This is a platform where the classroom teacher and a remote
teacher track student performance in real time, detect which students are having dif-
ficulty, and provide just-in-time support using a chat function included in the platform.
This platform has the ability to synchronize whole courses from different schools to
perform online and synchronous tournaments between schools.. In this paper, we
analyze the effect of this technological intervention. The activity was held in November
and December of 2016. A total of 367 fourth grade students took the pre-test during a
single session. In the following 90-minute session, the students then went to a science
lab to take part in the experimental lesson. This lesson included four experiments.
During December, 239 students took the post-test. Several schools could not take the
post-test during December due to time constraints that are typical at the end of the
school year. In total, 196 students took both the pre-test and post-test. The statistics
shown in this paper will be restricted to these 196 students. Of the 196 students, 88
were girls and 108 were boys. For the purpose of our analysis, we also classify students
according to their academic performance. In order to do so, we use their Grade Point
Average (GPA) for the year in science and math. Those with a GPA below their class
average are classified as academically weak students, while the rest are considered
academically strong. Therefore, using this classification method there are 96 academ-
ically weak and 100 academically strong students.

Not all schools could participate in the online synchronous interschool tournament.
Given the time and scheduling restrictions, only three classes were able to participate.

Fig. 1. Four types of question on the pre-test and post-test. For the first type of question, the
students have to say in which direction and at what velocity will the skateboard travel. For the
second type of question, they have to say where the cart will go and at what velocity when the
balls are released under different conditions (i.e. number of balls). The third type of question asks
the students where the cart will move when the spring is released under different conditions.
Finally, the fourth question is about water rockets, such as the proportion of water that is needed
in order to reach maximum elevation.
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Therefore, 31 students from these three classes participated in the online synchronous
interschool tournament, while 165 students answered the same questions online using
the same platform, although not in tournament mode.

It is important to note that during the pre-test and the 4 experiments conducted in
the science lab the students knew that there was a tournament. However, they did not
know whether they were going to be able to participate in the online synchronous
interschool tournament. The classroom teachers also did not know whether their stu-
dents would participate in the tournament. Nevertheless, all of them knew that their
average performance was going to be automatically published on the online platform
and listed alongside the average performance of the other classes. Throughout the year,
the class’ average performance in every session is automatically published on the
online platform. Furthermore, it is listed alongside the average performance of the
classes from the other schools.

As mentioned previously, this exact same lesson has been taught in the same
schools since 2013. The only difference in this case was the inclusion of the online
synchronous interschool tournament. In 2013, students did not participate in an online
synchronous interschool tournament. However, they did participate in a face-to-face
tournament that took place in the municipal gym. A total of 204 students participated
that year and took the same pre-test and post-test as the students in 2016. The post-test
was taken a couple of days before the tournament. We will therefore also compare the
effects of both types of tournament.

3 Results

First, we analyze the results from 2016. As shown if Fig. 2, the 165 students that did
not participate in the tournament (no tournament condition) performed only slightly
better on the post-test when compared with the pre-test. In that sense, the learning is
moderate. The effect size is 0.11 standard deviations and is statistically significant. On
the other hand, the 31 students that participated in the online synchronous interschool
tournament (tournament condition) enjoyed a high level of improvement. The effect
size is 1.09 standard deviations, and it is also statistically significant. It is important to

Fig. 2. Performance on the 15 questions on the pre-test and post-test, as well as the 7 extra
questions on the post-test, for both the group of 167 students that did not participate in the
tournament, as well as the 31 students that did participate in the online-synchronous interschool
tournament.
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note that the students who participated in the tournament did much worse on the
pre-test than the other students. However, on the post-test they did much better.
Nevertheless, on the 7 completely new questions (questions 16 to 22), which measure
generalization and a deeper conceptual understanding, both groups performed simi-
larly. Although there is a small difference, it is not statistically significant. Given the
poorer performance on the pre-test by the students who participated in the tournament,
the fact that the students performed similarly on questions 16 to 22 suggests that the
improvement was greater for the online synchronous tournament group.

It is interesting to compare learning according to gender. As shown in Fig. 3, girls
in the no tournament condition did not improve. The effect size is −0.02. However, in
the tournament condition the effect size was 0.65. On the other hand, boys in the no
tournament condition improved and the effect size was 0.25 standard deviations.
However, boys in the tournament condition enjoyed a marked improvement. In this
case, the effect size was 1.48 standard deviations.

Let us consider the learning outcomes of the academically weak and academically
strong students. As shown in Fig. 4, the academically weak students did not improve in
the no tournament condition. However, they improved considerably in the tournament
condition. In this case, the effect size was 1.24 standard deviations. On the other hand,
the academically strong students improved in both conditions. The effect size for the no
tournament students was 0.47 standard deviations, while for the tournament students
the effect size was 1.06 standard deviations. It is also very interesting to note that even
though the academically weak students in the tournament condition performed much
worse on the pre-test than the academically weak students in the no tournament con-
dition, they performed slightly better on the generalization questions (questions 16–22).
Although the difference is not statistically significant, the tournament condition made it
possible to close the gap that was present on the pre-test.

Now, we will compare the results obtained in 2016 with the results obtained in
2013. Although they are different students, all of them were fourth graders from the

Fig. 3. Performance by boys and girls on the 15 questions included on the pre-test and post-test,
as well as on the 7 extra questions on the post-test, for both the group of 167 students that did not
participate in the tournament, as well as the 31 students that did participate in the online
synchronous interschool tournament.
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same schools. As mentioned previously, the lesson involved the same four experi-
ments. This lesson has been taught at the same schools since 2013. However, in 2013 a
face-to-face tournament was organized instead. A couple of days after taking the
post-test, all of the classes met at the municipal gym. These classes participated in a
tournament based on launching water rockets. However, the score for each school
depended heavily on the post-test. All of the students knew this was the case several
days before taking the post-test. This was a highly attractive activity for the students.
However, the logistics of organizing the event were not easy, as 13 classes from 11
schools had to be transported at the same time from their respective schools to the
municipal gym. Moreover, according to the organizers and teachers, the whole activity
was very demanding and exhausting. Therefore, the superintendent decided to cancel
the tournament in 2014 and 2015. However, in 2016 the tournament was replaced by an
online synchronous tournament. The plan was to connect schools using technology and
therefore avoid transporting the classes. It is therefore very important to compare the
effect of the face-to-face tournament in the municipal gym with the online synchronous
tournament. Figure 5 shows the effect size of both tournaments. In 2013, the
face-to-face tournament had an effect size of 0.51 standard deviations, whereas in 2016
the online synchronous tournament had an effect size of 1.10 standard deviations.

Therefore, the effect size of the online synchronous interschool tournament is more
than twice the effect size of the face-to-face tournament. This really is a completely
unexpected finding. It shows that technology cannot only solve a logistical problem of
a very engaging educational activity; it can also produce highly impressive improve-
ments in learning outcomes.

Let us now analyze how the type of tournament impacts the learning outcomes
according to gender and the students’ academic performance.

As shown in Fig. 6, the effect size for girls in the 2013 face-to-face tournament is
0.54 standard deviations, whereas for the 2016 online synchronous interschool tour-
nament it was 0.65 standard deviations. This is an increase of 20% in the effect size. In
the case of boys, the increase in the effect is greater. In the 2013 face-to-face

Fig. 4. Performance by academically weak and academically strong students on the 15
questions on the pre-test and post-test, as well as on the 7 extra questions on the post-test, for
both the group of 167 students that did not participate in the tournament, as well as for the 31
students that did participate in the online synchronous interschool tournament.

90 R. Araya et al.



tournament, the effect size is 0.50 standard deviations, whereas in the 2016 online
synchronous interschool tournament it was 1.48 standard deviations. This is an increase
of 196% in the effect size. This is a huge increase. Given that in the face-to-face
tournaments the learning outcomes are similar among boys and girls and that this is not
the case with online synchronous tournaments, it seems that the networking technology
has a significant effect on boys for tournaments; much higher than the effect on girls.

Figure 7 reveals the performance by academically weak and academically strong
students for both tournaments. The effect size for academically weak students involved
in the 2013 face-to-face tournament is 0.22 standard deviations, whereas in the case of
the 2016 online synchronous interschool tournament it was 1.24 standard deviations.
This is an increase of 464% in the effect size. This is a huge increase in effect size. On
the other hand, for the academically strong students who participated in the 2013
face-to-face tournament the effect size was 1.00 standard deviations, whereas for the
2016 online synchronous interschool tournament it was 1.06 standard deviations. This
means that the effect sizes are similar.

Fig. 5. Performance on the 15 questions on the pre-test and post-test, as well as at the 2013
face-to-face tournament and on the online synchronous tournament held in 2016.

Fig. 6. Performance on the 15 questions on the pre-test and post-test, as well as at the
face-to-face tournament in 2013 and on the online synchronous tournament in 2016.
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4 Conclusions

STEM teaching and learning is a huge challenge. It requires a significant change in
teaching practices in order to teach new crosscutting concepts, increase integration
across subjects; all within the context of a classroom where mobiles devices are
ubiquitously present and constantly competing to attract the students’ attention. Several
powerful teaching strategies have been suggested. For example, [8] propose 26 “sci-
entifically proven approaches”. These include hands-on activities, making or producing
practical knowledge, student participation, asking for self-explanations and undoing
misconceptions. Hands-on experimental work has been studied in particular [17]. This
leads to highly engaging and meaningful activities. Another proposed strategy is to
increase the level of excitement, such as in games [18], particularly social games.
Games activate the mechanism of social facilitation [15], where people and other
animals perform better when other subjects are around [19, 20]. Another important
strategy is to activate the mechanism involved in the sense of belonging. This is the
sense of being accepted, valued, and included. According to [21] “belongingness
appears to have multiple and strong effects on emotional patterns and on cognitive
processes” p. 407. This is a great motivational resource available in every school and
class. Interestingly, the list [8] of 26 strategies does not include the strategy of running
interclass or interschool tournaments. This is a powerful strategy for activating social
mechanisms, such as a sense of belonging, teamwork, engagement, and excitement.
Moreover, technology can make a big different to implementing this strategy.

Data collected from these tournaments show that online and synchronous tourna-
ments between courses have a greater effect on boys than girls. This effect is consistent
with other results from evolutionary psychology. According to Geary [22, 23], boys
tend to form larger groups, which is normal when preparing for inter-tribal conflicts.
Girls instead tend to form much smaller groups, with more intense and lasting relations.
Thus, boys are more easily motivated by large group collaboration in preparation for

Fig. 7. Performance on the 15 questions on the pre-test and post-test, as well as at the
face-to-face tournament in 2013 and the online synchronous tournament in 2016.
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inter-group conflicts. Therefore, a prediction of evolutionary psychology is that the use
of the competition mechanism between courses should motivate more boys than girls to
prepare and pay attention in the tournament.

There is an extensive literature on the importance of play for learning both in
humans and in other animals [24]. In addition, since at least the decade of the 70, there
are studies of the important effects on learning and attitudes of the competitions and
tournaments between teams [25, 26]. However, to the best of our knowledge there are
two questions that have not been addressed before. Firstly, with the use of technology,
do online synchronous interschool tournaments enhance hands-on experimental ses-
sions that are already engaging, such as the ones involving water rockets? The second
question asks whether the learning outcomes obtained with online synchronous
interschool tournaments is similar to or better than those obtained with face-to-face
tournaments, where students from several schools meet at the same physical place in
order to participate in an interschool competition? These tournaments are run using
strategies from TV shows in order to increase engagement. Students wear school
uniforms and display their school flags in order to enhance the sense of belonging.
Music and school songs activate the tribal mechanism of intergroup competition. It is
not clear whether technology-enhanced tournaments can trigger the same emotional
mechanisms and produce the same level of engagement. However, our results from
years of interschool tournaments give some preliminary empirical evidence to suggest
that technology makes possible to implement online synchronous interschool tourna-
ments that can make an important difference to learning STEM in elementary schools.
This finding is very interesting and we do not yet have a definitive explanation. One
possibility is that the online and synchronous tournaments between courses, allow to
individualize and account with much more precision the contribution of each player.
Although the STEM platform periodically announces only the team’s score, it never-
theless constantly appoints the student by name and gives him/her feedback on his
individual performance and congratulates him personally for his/her successes. That’s
impossible to do with hundreds of students playing in a face-to-face tournament in a
gym. This is a facility that provides technology for online and synchronous tourna-
ments, and offers a great advantage over face-to-face tournaments. In the near future we
hope to study this impact in more depth, and also include other STEM contents.
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Abstract. Recent years, the number of multimedia contents is incereas-
ing rapidly. The demand of proposing an effecient method for analyzing
a multimedia content has becoming a hot research topic. Many proposed
methods have introduced including low-level processing, structured ana-
ysis, story-based analysis and so on. However, such methods have some
unsatifactory results because of speed, time processing. In this paper, we
provide a new method in analyzing the story of a multimedia content
by using social network analysis techniques. The experimental results
showed that our method is able to discover storytelling of the given mul-
timedia content with good accuracy performance and processing.

Keywords: Social network analysis · Story-based multimedia analysis ·
Multimedia analysis

1 Introduction

Nowadays, due to the raising of the number of multimedia contents. Proposing
an effective method to analyze and explore the story of a multimedia content has
become a hot research topic in recent researches, in which story-based multime-
dia analysis is a method that takes into account discovering hidden information
from the given multimedia content. Such methods have been focused in internal
or external features to determine and discover objects, text and so on by using
features extraction and detection. While content-based methods are founded on
low-level syntactic characteristics of individual multimedia content objects such
as color, texture, shape, and motion. But these techniques might not work well
for detecting physical commonalities among frames, they have a failure short
in correlating with semantic contents of frames. Story-based are focused on the
hidden information in a multimedia content. These approaches aim to help users
to produce a shortened version by removing unimportant or redundant contents

c© Springer International Publishing AG 2018
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96 Q.H.B. Tran et al.

of the multimedia content. The proposed methods generally used film and drama
theories to analyze plot-lines and index the movie by mainly focusing on char-
acters and relationships among them [3]. In this regards, such methods have
been overcome this issue by using events extraction and objects regconition. For
example, Li et al. [4] provided a concept in analyzing and recogniting events in
the dialogs of characters. In the study of Weng et al. [9], the recgonition tech-
nique had been applied for recgoniting characters in the given movie. In this
regards, these methods have some limitations, including the acurracy rate of
face detection/recognition and audio analysis. However, these studies could not
detect the protagonist or how the event important is. Recent research on movie
understanding has focused on the audience [8], story-based and content-based
analysis [4,9]. These approaches aim to help the user to produce a shortened
version by removing unimportant or redundant content in the movie.

In this paper, we propose a method to represent a multimedia content based
on the occurrences and co-occurrences of the characters using time temporal
characteristics. From these analyzing results, we used social networks technique
to analyze the characters time aspect of the given multimedia content. For the
proposed method, we build a model for the given multimedia content as tempo-
ral characteristics. Then, the social network is used to classify the characters in
certain communities, to discover main character(s) and events in the given mul-
timedia content. The analyzing of character network and events detection then
used to extract index from the given multimedia content. Figure 1 illustrates the
framework of this proposed method.

Video
Annotate

Characters Appearance

- Start/End (time)

Characters Appearance

Number of Co-Occurrences        |          Total time of Co-Occurrences

Analyze

Betweeness   |  Closeness  |   Weighted Degree   | Score

Movie Storytelling Discover

Main Characters  |  Main storytelling  | Events Detection

Movie Playing Time

Analyze

Movie Index

Event 1 Event 2 Event n

Fig. 1. Multimedia content indexing framework

The rest of this paper is organized as the following. In Sect. 2, we propose a
new method for presenting the occurrences and co-ocurrences of the characters
in a multimedia content. The analyzing of story-based is presented in Sect. 3.
The evaluation results is examinated in Sect. 4. The conclusion and future works
is presented in Sect. 5.
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2 The Occurrences of Characters

2.1 Character’s Occurrences Model

2.2 Representation of Characters’ Appearance Aspects

A character in a multimedia content has a time distribution. We can represent
the character’s playing time distribution by means of a sequence of time intervals
as the following.

Let C = {c1, c2, . . . , ck} be the set of characters in a multimedia content.
MTL is the total length of the multimedia content that is calculated by a
timestamps value. Time intervals is represented by [t1, t2] where t1 and t2 are
timestamps, and t2 > t1.

Definition 1 (Character’s Appearance Distribution). Let ci ∈ C be a
character in a multimedia content. Character’s appearance distribution of a char-
acter ci in the given multimedia content is represented as

T (ci) = 〈ti1, ti2, .., tin〉
= 〈[ti−1 , ti+1 ], .., [ti−n , ti+n ]〉 (1)

where ci ∈ C; ti+j > ti−j for i = 1, .., k; j = 1, .., n; tij ∈ [0..MTL]; in a time
point not belonging to intervals ti1, . . . , t

i
n character ci does not appear.

Definition 2 (Character’s Disappearance Distribution). Character’s dis-
appearance distribution is the time that the character does not appear in the
multimedia content. Let ci ∈ C be a character in the multimedia content, this
distribution is represented as

T ′(ci) = 〈t′i
1 , t

′i
2 , .., t

′i
n〉

= 〈{ti−2 − ti+1 }, .., {ti−n − ti+n−1}〉
(2)

where ti−j − ti+j−1 > 0 for i = 1, .., k; j = 1, .., n; tij ∈ [0..MTL].

Definition 3 (Total of Time Intervals). Let T = {t1, t2, . . . , tm} be a char-
acter’s appearance distribution, denote |T | is total of time intervals of T . |T | can
determine as

|T | =
m⋃

1

(ti) : i = 1..m (3)

Suppose that we have two character’s appearance distributions T (ci) and
T (cj). We can determine the time intervals in which they appear together and
owing to this we can determine total time and number of their co-occurrence.

Definition 4 (Co-occurrence Time Distribution). Suppose that ci, cj ∈ C
are two characters in a multimedia content and T (ci) = 〈ti1, ti2, .., tin〉, T (cj) =
〈tj1, tj2, .., tjm〉, are two character’s appearance distributions. Co-appearance Time
Distribution of two characters ci and cj is defined as

T (ci ∧ cj) = 〈tip ∩ tjq : tip ∈ T (ci), tjq ∈ T (cj)〉 (4)
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Definition 5 (Total Co-occurrence Time of Characters). Total time of
characters co-occurrence αij is the total of intervals in T (ci∧cj), where T (ci∧cj)
is character’s co-occurrence time distribution of characters ci and cj.

αij = |T (ci ∧ cj)| (5)

where T (ci ∧ cj) is character’s co-occurrence time distribution characters of ci
and cj .

We also represent the number of co-occurrence between characters as follows.

Definition 6 (Number of Co-occurrences Time of Characters). Num-
ber of characters co-occurrences βij is the number of intervals in T (ci ∧ cj),
where T (ci ∧ cj) is character’s co-occurrence time distribution of the characters
ci and cj.

We can note that αij=0 iff βij = 0.

3 Story-Based Multimedia Analysis

To analyze relationships among characters in a multimedia content, we define a
graph as the following.

Definition 7 (Character Network). The character network using characters
time aspect is a undirected-weight graph describes as

G = 〈C,R〉

where C = {c1, c2, . . . , ck} is the set of characters in a multimedia content;
R = {(ci, cj , (αij , βij)) : ci, cj ∈ C,αij > 0 or βij > 0}

We can note that if (ci, cj , (αij , βij) ∈ R iff (cj , ci, (αji, βji) ∈ R.
The most important task of multimedia content analysis is to determine

main character(s) and explore multimedia content storytellings. In this work,
we apply Betweenness Centrality, Closeness Centrality and Weighted Degree
to analysis character network and define a social score of characters based on
integrated Betweenness Centrality, Closeness Centrality and Weighted Degree
measurement values as the following.

Definition 8 (Score of Character). The social score of a character in the
multimedia content is defined as

Sci =
BC(ci) + CC(ci) + WD(ci)

3
(6)

where ci is ith character, S(ci) is the score of appearance value, BC(ci) is the
Betweenness Centrality value, CC(ci) is the Closeness Centrality value, WD(ci)
is the Weighed Degree value in the multimedia content.
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Definition 9 (Main Character). A character ci is the protagonist of a mul-
timedia content if Sci is the largest.

Definition 10 (Significant Class - Ma). Significant class of a multimedia
content is a class, in which, contains the characters, while it tell the main story of
the multimedia content. Significant class of the multimedia content is defined as:

Ma = {ci : Sci ≥ 1
k

∑
(S(cp)} (7)

where ci ∈ C is a character in a multimedia content; Sci is the social score of ci;
p = [1..k].

Definition 11 (Minor Class - Mi). Minor class of a multimedia content is
the class, in which, contains the characters, while it not belong to significant
class. Minor class of the multimedia content is defined as

Mi = {ci : Sci <
1
k

∑
(S(cp)} (8)

where ci ∈ C is a character in the multimedia content; Sci is the social score of
ci; p = [1..k].

Algorithm 1 illustrates the algorithm for building character network. We cal-
culate and build it based on the total time of characters co-occurrence and the
number of characters co-occurrences, then its nodes will be measured by using
social network centralities to extract main characters, protagonist and classify
them into certain groups.

Definition 12 (Events in a Multimedia Content). Let C = {c1, c2, ..., ck}
be the set of characters a multimedia content and MTL is the length of a the mul-
timedia content. T = T (c1), T (c2), .., T (ck) be the set of character’s occurrences
distribution of characters in the multimedia content. Events E is a sequence that
is defined as

E = 〈Cu[t−, t+] : 0 < t− < t+ < MTL, Cu ⊆ C)〉. (9)

We note that ci[ti−p , ti+p ] ∈ E iif ci ∈ Cu : [ti−p , ti+p ] ⊆ [t−, t+]; 0 ≤ p � MTL.
Suppose that cu[tu−

p , tu+p ] and cv[tv−
r , tv+r ] are two time intervals of cu and cv

of a multimedia content. ev ∈ E can be calculate as

ev = cu[tu−
p , tu+p ] ∪ cv[tv−

r , tv+r ] (10)

where 0 < tv−
r < tu+p ; [tu−

p , tu+p ] ∩ [tv−
r , tv+r ] > 0.

In a multimedia content, an event contain in itself many useful information.
For our proposed method, we classify events into three groups: main event -
including the event, in which, contains main character(s); sub event - in which
contain minor characters and hybrid event - in which include both of main and
minor characters. By using Eqs. 9 and 10, we need to evaluate each ev ∈ E and
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Algorithm 1. Character Network Algorithm
Let C = {c1, c2, .., ck} be the set of characters in a multimedia content.
Let T (ci ∧ cj) is Co-Occurrence Time Distribution of a multimedia content.
procedure Character-Network

while t ∈ T (ci ∧ cj) do
Calculate αij

Calculate βij

end while
end procedure
procedure Centrality-Node

for each node ci ∈ C do
Calculate BC(ci)
Calculate CC(ci)
Calculate WD(ci)
Calculate S(ci) = 1

3
(BC(ci) + CC(ci) + WD(ci))

end for
end procedure
procedure Character-Classification

for each node ci ∈ C do
classify ci into Ma or Mi

end for
return ci : S(ci) = max(S(c))

end procedure

classify it in to certain group of events. These group then use for multimedia
content indexing.

Let E be the set of events in a multimedia content. We classify E by three
classes of event as the following.

Definition 13 (Main Events). Main events class of a multimedia content is
a class, in which, each event contains the appearance of main characters. Main
events of the multimedia content is defined as

Emain = {ev : (cv ∈ ev) ∈ Ma} (11)

Definition 14 (Sub Events). Sub events class of a multimedia content is a
class, in which, each event contains the appearance of minor characters. Sub
events class of the multimedia content is defined as

Esub = {ev : (cv ∈ ev) ∈ Mi} (12)

Definition 15 (Hybrid Events). Hybrid events class of a multimedia content
is a class, in which, each event contains the appearance of main and minor
characters. Hybrid events class of the multimedia content is defined as

Ehyb = {ev : (cv ∈ ev) ∈ Mi or (cv ∈ ev) ∈ Ma} (13)

The algorithm for events detection and multimedia content indexing is illus-
trated as the Algorithm 2. The goals of this algorithm is classify event in the
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Algorithm 2. Movie Indexing Algorithm
Let ε be the average of the characters’ time silent
Let cu[tu−p , tu+p ], cv[t

v−
r , tv+r ] ∈ C be two characters appearance distribution of cu and

cv of a multimedia content.
Let E be the set of events in a multimedia content.
procedure Event Detection

for cu[tu−p , tu+p ], cv[t
v−
r , tv+r ] ∈ T (c) do

ev = cu[tu−p , tu+p ] ∪ cv[t
v−
r , tv+r ] : tv−r − tu+p < ε

E = E + {ev}
end for

end procedure
procedure Movie Indexing

for each node cv ∈ C do
Emain = {ev : (cv ∈ ev) ∈ Ma}
Esub = {ev : (cv ∈ ev) ∈ Mi}
Ehyb = {ev : (cv ∈ ev) ∈ Ma or ev : (cv ∈ ev) ∈ Mi}

end for
end procedure

multimedia content as the indexing. Figure 5 gives an example of indexed multi-
media content. As shown, the multimedia content “Empire Strikes Back” is first
decomposed into a series of events, where each event has certain properties such
as the duration, type of events, the present casts, distance to the next events.

4 Experimental Results and Discussion

4.1 Parameter Setting

For experiments, we used 17 multimedia contents including the Star Wars series:
6 episodes, the Lord of Rings series: 3 episodes, and the Harry Porter series:
8 episodes in order to extract character network and analysis. Characters in
these multimedia content were annotated according to time they appeared and
disappeared during multimedia content playing time. The multimedia content
had been indexed by analyzing character network using social network analysis
technique with co-occurrence and total time that these appeared together during
the multimedia content playing time and these were analyzed using character
classification and social network evaluation strategies through the use of the score
measurement. The system was implemented in Java using Vlcj API1; Gephi API2

and Prefuse API3.

4.2 System Proposed and Evaluation Results

By applying the character’s occurrences model, we implemented a system
for annotating the appearance of characters during playback, in which we
1 Caprica. http://www.capricasoftware.co.uk/projects/vlcj/index.html.
2 Gephi API. https://gephi.org/docs/api/.
3 Prefuse API. http://prefuse.org/.

http://www.capricasoftware.co.uk/projects/vlcj/index.html
https://gephi.org/docs/api/
http://prefuse.org/
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assumed that the appearance of the characters in a multimedia content as the
“onscreen”visually appearing. In this regards, each character’s appearance dis-
tribution will be calcualted by the time which character appears (start time) and
disappears (end time). Besides, we calculate the co-occurence time distribution
and total co-occurence time of characters by using Definitions 4 and 5. Based
on these results, we extracted a character network from the given multimedia
content and applying measurement techniques to determine the protagonist and
classifying characters into such class (by applying Definitions 9, 10, and 11).
Results of these steps are described as the following (Fig. 2).

Fig. 2. The centrality of the characters in the multimedia content The Empire Strikes
Back. (a) Total co-occurrence time; (b) Number of co-occurrence time

In order to index a multimedia content, we segment the sub-plots, extract
character network using the annotations of characters in the multimedia content.
This network were then analyzed by using Definitions 8, 10, and 11 to discover
main character(s) and multimedia content’s main storytelling. Finally, indexing
strategy were used for protagonist according to the character centrality measure-
ment in order to detect sub-plots and main story line of the multimedia content
that will then be used to produce the indexing version by using Definitions 13,
14, and 15.

Table 1 illustrates centralities of the characters in Star Wars Episode VI:
Return of the Jedi. The results show that the main characters in the multimedia
content have high degree of centrality and hold important roles in the multime-
dia content. The centralities of these results are combined by using Definition 9
to find that Luke Skywalker had the highest values. In the IMDB database rank-
ing list about cast and crew of this episode, Luke Skywalker is main character
who plays an important role to tell main story of this multimedia content. The
centralities measurements are used to identify the main characters of the multi-
media content in a list form, as be shown in Table 1. These characters are known
as protagonists in the multimedia content. These results matched with those
found in the IMDB’s database casts and crews ranking list.

Figure 3 illustrate the results of characters classification, which are segmented
characters into significant class and minor class. These results shown that our
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Table 1. The centrality measure from the Star Wars Episode V. The Empire Strikes
Back

Total co-occurrences time of characters

ID Character name Closeness Betweeness Weighted Score

1 Luke Skywalker 1.0000 1.0000 0.5153 0.8384

2 Han Solo 0.9000 0.3754 0.9243 0.7332

3 R2-D2 0.9000 0.6880 0.2673 0.6184

4 Princess Leia 0.8182 0.0311 1.0000 0.6164

5 Landro Clrissian 0.8182 0.0311 0.3459 0.3984

6 C-3PO 0.8182 0.0311 0.6510 0.5001

7 Chewbacca 0.8182 0.0311 0.7494 0.5329

8 Darth Vader 0.7500 0.0000 0.1442 0.2981

9 Ben Kenobi 0.6429 0.0628 0.0156 0.2404

10 Yoda 0.6000 0.0000 0.1860 0.2620

Number of co-occurrences time of characters

ID Character name Closeness Betweeness Weighted Score

1 Luke Skywalker 1.0000 1.0000 0.5281 0.8427

2 Han Solo 0.9000 0.3754 0.8663 0.7139

3 R2-D2 0.9000 0.8663 0.3742 0.6541

4 Princess Leia 0.8182 0.0311 1.0000 0.6164

5 Landro Clrissian 0.8182 0.0311 0.4247 0.4247

6 C-3PO 0.8182 0.0311 0.7337 0.5277

7 Chewbacca 0.8182 0.0311 0.8966 0.5820

8 Darth Vader 0.7500 0.0000 0.1685 0.3062

9 Ben Kenobi 0.6429 0.0628 0.1022 0.2693

10 Yoda 0.6000 0.0000 0.2180 0.2727

Fig. 3. Precision and recall of character classification. (a) Total time appearing
together; (b) Number of co-occurrence
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Fig. 4. Indexing module

30 mins20 mins10 mins 70 mins60 mins50 mins40 mins

Movie Playing Time (from Star War Movie: Empire Strick Back)

Characters: Luke, Han, C3-PO, R2-D2

Start~End:  10m1s ~ 11m28s

Length: 1m27s

Distance: 4.1s

Type: Main event

Characters: Han, Leia, C3-PO, Chewbacca

Start~End: 39m18s ~  42m49s

Length: 3m31s

Distance: 6.1s

Type: Main event

Event i Event j

Fig. 5. An example of indexed multimedia content

proposed approach that using score of characters have a performance analysis.
The main character class exhibited a precision of 83% and a recall of 89% on
average. The minor character class exhibited a precision of 85% and a recall of
87%, on average for the total time co-occurrence analysis. In other analysis, the
number of character co-occurrences are counted, and the main character class
accomplished a precision of 82% and a recall of 88%, on average. The minor
character class achieves a precision of 85% and a recall of 87%, on average.
Compare to the proposed method in [9], our results showed the higher accuracy
rate and perfromance. Besides, this method could not identified the protagonist
of the given multimedia content.

Figure 4 illustrates multimedia content indexing system. Based on the char-
acter network, we could explore main storytelling and discover main character(s)
of the multimedia content based on characters appearance characteristics. Using
analyzing data from CoCharNet (as the characters appearance, relationships
among characters and social network analyzing method) [6] and Definitions 13
and 14, we vents of the multimedia content into certain groups: Main events
contain which belong to main story of the multimedia content, in which, include
main character(s), sub events, in which, including minor characters and hybrid
events, in which, contain both of main and minor characters. Compare to con-
tents based method [4], this proposed approach is used audio and visual sources
to extract high-level semantic cues as a set of events type (2-speaker dialogs,
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multiple-speaker dialogs, and hybrid events). This proposed approach is based
on speaker identification which had average of 88% classification accuracy only
and it can not detect main characters and can not classification events based on
the importance of them.

5 Conclusion

Story-based storytellings are central concerns of multimedia content theories. A
storytellings are provided the imagination of the story while encouraging the
audience. Current approaches are focused on discovering characters, their rela-
tionships based on content-based techniques, in which, using features object
recognition and dialogs analysis. However, current approaches have some limi-
tations in accuracy rate such as the performance and correction rate of features
recognition and lacking of dialogs. In this paper, we proposed a new approach to
index which are based on time intervals of characters, a new model for extract-
ing temporal characteristics, in addition, we proposed a method to extract main
storytellings which are based on character network and time temporal of char-
acters. Results of analysis stages are used for indexing. Our experiments with
17 multimedia content and more than 2000 min have shown that this method
can lead a better level of understanding and indexing extractions. However, this
work has some limiation in the considering of characters’ occurrence “onscreen”
visually. Next period can be achieved by developing analysis performances based
on applying other techniques in story-based.
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Abstract. When writing a novel, authors often create a framework called a plot.
However, since a plot’s format is not defined, they must create it by their own
styles. If sufficient information for completing a novel is not included in the plot,
especially by beginning authors, they might be unable to complete their novels.
This study supports beginning authors who are creating plots for their novels. We
analyze the items that must be considered in the process of writing a novel and
propose a plot-construction model. In addition, we develop a system that support
creating plots by introducing a story in the plot-construction model. A story
corresponds to the events ordered along a time sequence of the narrative world.

Keywords: Novel writing � Plot � Creativity support � Plot-creation model

1 Introduction

Creativity is the ability to make new things and has recently received attention as one
of the 21st century skills [1]. Writing novels is one activity that needs creativity.
Authors need to construct a novel’s framework and represent it by language in sen-
tences. By writing novels, not only generating ideas but also writing ability is culti-
vated. However, some author especially beginners, cannot finish their novels, often
because the contents to be written are not sufficiently organized in advance.

In writing novels, before writing sentences, some authors consider what contents to
write about in what order and summarize them as a plot. A plot is a novel’s framework
that describes the contents that must be told, such as the novel’s settings and the
important events that occur in it. Since a plot’s description format is not uniquely
defined, therefore, how to describe the details depends on individual authors. Some
authors fail to derive sufficient information for writing a novel, and so sometimes the
plot’s contents are not connected naturally or might even be contradictory. As a result,
authors often abandon their novels. To cope with such problems, this study aims at
supporting creating plots for writing novels. First, we define the necessary contents to
consider for creating plots. Based on the results, we develop a system that supports
plot-creation, especially for beginning authors.

This paper is submitted to the special session: 2.
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Several researches have focused on generating sentences. Liu, et al. developed a
system which generates sentences automatically by combining information from
existing texts using a corpus and ontology [2]. Some studies focused on generating
novels automatically by preparing knowledge for creating sentences [3, 4]. Automatic
plots generation has also been studied [5]. These studies made computers that produce
novels instead of helping human authors create novels. We think that the difficulty of
writing novels is creating an original story and combining the information of existing
novels does not lead to an original story. In order to write novels with original stories, we
think that it is important to develop the ability of authors to create an original story. As
idea-inducement support for novel writing, Kainuma, et al. developed a virtual space in
which users can murmur ideas and allows others to view such comments [6]. This
approach requires the cooperation of others and also fails to support the organization of
ideas conceived by authors to form a plot. Watanabe, et al. analyzed the components of
novels and developed a novel-writing support system by making authors describe them
[7]. However, the components of novels do not equal what authors are considering while
they are writing novels. For example, a novel’s message, which is what an author wants
to convey through her novel, sometimes does not appear explicitly in it. To support the
creation of novels, we must address their contents and their items that are considered
during the creation process and do not appear in the final, written version.

In this study, we propose a plot-construction model as a thinking scheme to write
novels. Our plot-construction model expresses what authors are thinking about in
creating a plot and its relationships. As a plot-creation support, we also develop a
system in which authors can express a plot and a story in plot-construction model.
Story represents the events that are ordered along the time sequences of the narrative
world. By considering story in plot-creation, plot contradictions can be easily detected.
Since the order of events in the plot are not always identical as those in the story and
intriguing plots are sometimes created by changing the order of events from the nar-
rative world, our system provides an environment that allows authors to think about the
sequence of events in their plots while observing the story’s events.

2 Process of Writing Novels

Figure 1 shows the novel-writing process. The first phase is getting an idea. When
writing novels, authors generate key ideas, for example, specific phrases, characters, or
themes. The second phase is planning, where authors construct a novel’s structure so its
key ideas coalesce into a novel. After such planning, a plot is created. The last phase is
writing, where authors transform the plot’s contents into language and sentences.

In the writing phase, if the plot’s contents are insufficiently described, authors
provide additional sentences to complete them. However, authors sometimes have
difficulty writing because their sentences are inconsistent with the existing contents,
and so they are not able to complete their novels. Therefore, for writing a novel, it is
important to sufficiently prepare a plot in the planning phase. Since authors create plots
by their own formats, they have difficulty noticing the lack of content.
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3 Plot-Construction Model

To support plot-creation, we must clarify what authors should consider in the process
of creating plots. We define the contents considered in the plot-creation process and
their relationship as a plot-construction model (Fig. 2). In addition to the plot’s
structure itself, the model consists of a message, a story, a strategy, and a reader model.

Authors sometimes have a central question that they address and answer throughout
their novel. Like this central question, authors sometimes have messages that they are
interested in promulgating in their novels. Messages are sometimes derived from
themes or keywords. Therefore, a message in the plot-construction model is composed
of questions and answers; themes and keywords are triggers for deriving them.

Novels have target readers. A novel’s contents might change according to its
readers. For instance, the using words or sentence structure undoubtedly differs for
primary school students with low-reading ability and adults with high-reading ability.
In our plot-construction model, target readers are expressed by a reader model.

Plot represents a novel’s framework, and creating a plot is the final goal of the
plot-construction model. The plot holds scenes and their settings, which describe

Getting
ideas Planning Writing

Fig. 1. Writing process of novels

Theme, keyword

Introduction Development Turn Conclusion

Question Answer

Scene Scene Scene Scene ……

Reader model

Scene

Sequence in novel

Effect

Effect

Time sequence

Plot Story

Scene Scene ……

Action

Strategy

Camera 
setting

……Action Action ……

Message

Setting

……

Fig. 2. Plot-construction model
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characters and the places where scenes occur. The plot holds scenes as a hierarchical
structure. Based on this hierarchy, the contents become more specific. Since lower
scenes show the details of upper scenes, the settings of upper scenes are inherited to
lower scenes. In lower scenes, a setting unique to them is described. In the same
hierarchy, the most left scene comes the first in the novel and the most right scene is the
last one. The most detailed scenes are called actions. In the writing phase, actions are
converted into sentences. In our plot-construction model, as a basic structure of novels,
the following steps are adopted: introduction, development, turn, and conclusion. The
scenes in the first layer correspond to introduction, development, turn, and conclusion
scenes.

The order of the actions in a novel and in its narrative world is not necessarily
identical. The differences in this order may be one interesting aspect of a novel. To
show a novel’s actions in an interesting order, authors need to grasp the actions in
novels and their narrative worlds. In our plot-construction model, the actions that occur
along a time sequence of the narrative world are called a story. Similar to plot, a story
consists of actions and scenes that summarize such actions. Also, every actions and
scenes have settings. However, no element expresses the basic structure of novels:
introduction, development, turn, and conclusion. There is a correspondence between
the actions in a plot and those in a story, but not all of the actions in a story need to
exist in a plot.

When constructing a plot based on a story, actions, which are selected from the
story and their orders, are decided by a strategy, which is the author’s intention for how
much information to give to readers. Camera setting is one element in a strategy that
corresponds to the viewpoint from which a novel is written.

An example that represents a plot-construction model is shown using the Little Red
Riding Hood, whose reader model is preschool children. One of its more obvious
messages is that evil people are ultimately punished. In this message, the question
might be, “What happens when someone does bad things to good children?” and an
answer might be: “they lose.” Figures 3 and 4 show the plot and the story of the tale’s
first part; the girl is sent by her mother to visit her grandmother. Since Little Red Riding
Hood is described from a third-person perspective, the camera setting is a third-
person’s perspective. Depending on the strategy, the plot sequence is not as same as the

Introduction

Mother asks girl to visit 
grandmother.

Girl accepts request
because she loves 

grandmother.  

Request to visit grandmother

Fig. 3. Example of plot in Little Red Riding Hood
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story sequence. In Fig. 3, there is the action of “Girl accepts request because she loves
grandmother.” There might be the scene in the story that represents why girl loves
grandmother show in node A in Fig. 4. By adding node A to the story, a scene of girl’s
recollection that grandmother gave hood to girl can be added to the plot. The setting
describes the two main characters: a young girl and her mother. The grandmother’s
house is far from the girl’s house.

4 Plot-Creation Support

We propose a support method for plot-creation based on a plot-construction model,
which has four elements in addition to plot. Among them, the message, the reader
model, and the strategy are generally considered in the first stage, and the story is
addressed while creating the plot details. This study’s target is authors who are able to
start thinking plots but cannot complete their novels. Such targets may face difficulties
creating plot details. Therefore, this study supports plot-creation by convincing authors
to consider story and to represent plot which based on plot format.

Some authors create plots with insufficient contents and without awareness of the
story’s existence. Defining the plot and story format and providing an environment for
representing them might support such authors by trial and error. For authors to be aware
of insufficient contents or identify conflicting contents, not only writing down a plot and
a story but also connecting their actions might be effective. Therefore, we developed a
system for representing plot and story while associating their actions with each other.

Figure 5 shows the overall framework of our system, which consists of an interface
in which the author can input a plot and a story and associate them. It also stores the
plot and the story created by the author.

The interface provides an environment in which authors can input plot and story
contents. It also visualizes the input contents so that authors can easily organize them.
Since plot is represented as a hierarchical structure, it must also be expressed with a
hierarchical structure in the interface. Plot consists of two types of nodes: actions and
scenes. Both nodes have their respective settings. On the other hand, in the story, actions
should be arranged along a time sequence. To create plot, authors must understand the
actions in the story, not the scenes. Therefore, the interface provides an environment to
input actions into the story and allows authors to relate actions in the plot and corre-
sponding actions in the story. By organizing the information with such an interface,
authors can create a plot by considering actions that occurred in the narrative world.

Request to visit grandmother

Mother asks girl to visit 
grandmother.

Girl

accepts request.
Grandmother gave hood 

to girl.

A

Fig. 4. Example of story in Little Red Riding Hood
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5 Prototype System

We have developed a prototype system to support plot-creation. Representations of the
story’s time sequence and the plot’s hierarchical structure are implemented in vis.js,
and the other functions are implemented in JavaScript and jQuery. The system operates
as a single page web application. The system process only works on the client side, not
on the server side.

Figure 6 shows the system’s interface, which consists of the following parts: plot,
story, node editing, and a plot/story linking. The plot part creates the plot’s hierarchical
structure. The story part is used for arranging the time sequence of the actions in the
narrative world. In the node editing part, the contents of each plot and story node can be
input and edited. In addition, file operations as saving and reading, FAQ functions, and
tutorials are prepared for each tab.

When the system is started, a root node and its child nodes, which corresponds to
the novel’s basic structure, including introduction, development, turn, and conclusion,
are shown in the plot part. Authors can add a new node by clicking on the existing node
to which the new node will be attached. The nodes of the basic structure of the novel,
scenes, and actions are discriminated by colors. By dragging the nodes and moving
them to the horizontal direction, their positions are changed within the same hierarchy.
By dragging the background of the plot part, the focus of the plot tree in the interface
can be changed. In addition, the plot tree can be zoomed out or in by a mouse-wheeling
operation.

The contents of each node are input and edited on the “plot edit” tab of the node
editing part. When a node is selected in the plot part, the details of the scene or the
action and its setting are displayed on the plot edit tab. The setting of the parent node is
inherited to the child node; when creating a new node, the setting of its parent node is
set as its initial state. The selected plot nodes can also be removed with the “delete
node” button in this tab. Authors cannot create, delete, move, or change the nodes of
the novel’s basic structure, such as introduction, development, turn, and conclusion.

In the story part, the actions in the story are expressed on a timeline that corre-
sponds to the horizontal axis. The timeline represents the time flow from the left to the

Author

Plot
Story

Relation between 
plot and story Plot

data

Story
data

Interface

Fig. 5. Overall framework of plot-creation support system
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right based on the numbers on the axis. Since grasping order of actions is important
rather than occurrences time of every actions, the values on the time axis do not
represent concrete year, day or time. They are just numbers and authors can use them
with free interpretation. When the timeline is clicked, a new node is added to the
clicked position. By clicking on the created story node, the author can input and edit its
contents. Contents are displayed in the “story edit” tab of the node editing part. Authors
can also delete the story node by clicking on the x button next to the node.

In the plot/story linking part, authors can correlate the nodes of the plot with the
story of the same actions, insert the actions of the story into the plot, and insert the
actions of the plot into the story. Since the story’s actions may appear more than once
in the plot, the actions of the plot and those of the story have a many-to-one rela-
tionship. To make it easier for authors to grasp the relationship between the actions in

Plot part

Node editing part

Plot / story linking part

Story part
Timeline bar

Plot edit tab Story edit tabNode name

Node category

Node content

Node setting

Delete node

Fig. 6. System interface
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plots and stories, the corresponding actions of the plot or story are highlighted by
selecting the action of the plot or the story and clicking on the button in the plot/story
linking part.

6 Evaluation

6.1 Experimental Setting

We experimentally evaluated the effectiveness of our developed system for
plot-creation. The objective of this experiment was to evaluate whether beginning
authors could successfully create the complete plot using our system. Therefore, the
usability of the system was mainly focused and the quality of the created plot was not
evaluated. In addition, this experiment had not evaluated the effectiveness of our
system for writing novels sentences.

In the experiment, we have asked nine undergraduate/graduate students who were
interest in writing short story to create plots using our system. We first explained plot
and story and how to use our system. Next, we asked participants to create plots. They
were given one hour time limit to create a plot, but we allowed them additional time if
they wanted.

After creating a plot, participants filled out questionnaires whose items are shown
in Table 1. Items A and B asked the experience of participants regarding to the reading
or writing novels. Items C and D asked the effectiveness of our system for creating a
plot and item E is for the usability of the system.

Table 1. Questionnaire items

Items Contents Choices

A Have you ever written a short story? 1. Yes, I have
2. I tried to write one, but I couldn’t
finish it
3. I thought about writing a short
story
4. No

B Describe your habits of reading books 1. I read daily
2. I read if I have time
3. I do not read much
4. I do not read at all

C Were you able to smoothly create a plot?
If not, explain why

1. Yes
2. No

D Which part of the system was useful for
plot-creation?
(Multiple answers are allowed.)

1. Story part
2. Plot part
3. Plot/story linking part
4. Node editing part (setting)

E Was the system easy to use? 1. Yes
2. No
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6.2 Result

Table 2 shows the questionnaire results. The numbers are the amount of participants
who selected each choice.

From item A, six participants had never written short stories and three had not
completely a short story. From item B’s results, many participants read books daily.
These results suggest that our participants are beginners to writing novels, but they do
read them.

Item C shows that six participants smoothly created plots using the system. Two of
them who failed to create a plot answered that “The system did not give me new ideas.”
Another participant answered that “I got some ideas for writing a novel, but I could not
connect them well.” Our system does not support the creation of new ideas. Therefore,
these three participants were not the target users that our system expects. However,
based on these opinions, we need a method for supporting such participants to derive
new ideas in the future.

From item D, seven participants replied that the plot part was helpful for creating
plots. During the experiment, five participants did not use the story part, or even if they
did use it, the orders of the actions of the plot and the story were the same. One
participant said that “I understood the actions in the narrative world while making a
plot without describing the story,” and another said that “I did not have to use the story
part because the sequence of the plot’s actions is the same as those in the narrative
world.” On the other hand, four participants used the story part and changed the orders
of the plot and story actions. All of the plots created by these participants were
mysteries. We believe that the relationship between the story and plot actions is dif-
ferent based on the genres. For example, in a mystery, facts without their causes are
presented to readers in the beginning, and causal actions that occurred before are
revealed at later parts. Therefore, the effectiveness of the story part is changed based on
genre.

From item E, seven participants gave good evaluations of the system’s usability.
Two participants complained that “Understanding how to use the system was difficult
because it had too many buttons” and “Using the system was too complicated.” We
must improve the interface not to disturb authors of creating a plot. For instance,
buttons should be rearranged more intuitively and with fewer eye movements.

Table 2. Questionnaire results

Items Choices
1 2 3 4

A 0 3 2 4
B 4 3 1 1
C 6 3
D 1 7 2 1
E 7 2
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7 Conclusion

This paper proposed a plot-construction model that represents the necessary factors to
consider for creating the plot of the novel. We also developed a plot-creation support
system in which a plot can be created by using format of the plot and the story in the
plot-construction model. The experimental results clarified the effectiveness of the plot
part for creating the plot. Moreover, the effectiveness of organizing actions in the
narrative world was observed for specific genres, such as mysteries. Currently, we have
only evaluated whether beginning authors could successfully create the plot using our
system. The quality of the created plots needs to be evaluated. In addition, the effec-
tiveness of the system for writing novel sentences should also be evaluated.

In the current system, plots are created by assigning subordinate nodes under
superordinate nodes. This process corresponds to a top-down thinking process. How-
ever, some authors might create a plot from actions. Our system does not support such
a bottom-up thinking process. To support this thinking process, our system must be
improved to create a plot from action nodes as well.

The current system only introduced a plot and a story in the plot-construction
model. We do not support the entire plot-creation process including messages, reader
models, and strategies in plot-construction model. Messages and reader models are
often considered in the early stage of creating plot. Therefore, we should introduce
these parts into the system to encourage authors to derive ideas for their novels. In
addition, we must verify a validity of plot-construction model.
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Abstract. This paper proposes an improved algorithm of TopKRules algorithm
which was proposed by Philippe et al. in 2012 to mine top-k association rules
(ARs). To impove the perfomance of TopKRules, we develop two propositions
to reduce search space and runtime in the mining process. Experimental results
on standard databases show that our algorithm need less time than TopKRules
algorithm to generate usefull rules.

Keywords: Data mining � Association rule mining � Top-k association rules �
Rule expansion

1 Introduction

Previous methods for mining ARs such as mining traditional ARs [1, 18], mining
non-redundant ARs [23], mining most generalization ARs [17], mining ARs with
interestingness measures [19] are based on minimum support (e) and minimum con-
fidence (c) thresholds. These approaches generate a huge of ARs when user specifies
much small values of e. Othewise, they generate less ARs if the input value is large.
Moreover, it is difficult to determine a suitable e value in order to have enough ARs that
users expect [6]. In 2012, Fournier-Viger et al. proposed an algorithm for mining top-k
ARs is called TopKRules, and the users enter the number of ARs (k) they expects. The
result of this algorithm helps to solve the calculation of finding useful ARs. The process
of finding rules is including left expansion and right expansion of antecedent and
consequent of original candidates. However, this algorithm needs much runtime
because of considering many redundant rules.

In this paper, we improvTopKRules algorithm based on the property of confidence
formula and conditions for rule expansion to eliminate unnecessary rules.
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2 Basic Concepts

Definition 1: Transaction Database [2]
Given a finite set of items I = {i1,i2,…,in}. A transaction database D is a set of trans-
actions T = {T1, T2,…,Tm} where each transaction Td (1 � d � m) has an unique
identifier, called Tid. Each transaction Td is subsets of items in I. Table 1 demonstrates
a transction database with T = {1, 2, 3, 4, 5, 6} and I = {1, 2, 3, 4, 5}.

Definition 2: Association Rule [1]
Let X; Y � I and X \ Y ¼ ;, an association rule X ! Y indicates that the survival of
itemset X leads to the survival of itemset Y in these transactions.

Definition 3: Support [6]
The support of an itemset X, denoted as sup(X), is the number of transactions that
contain X.

The support of a rule X ! Y , denoted as sup(X !Y), is the ratio of the number of
transactions contains {X, Y} and the number of transactions in the database.

sup X ! Yð Þ ¼ sup X [Yð Þ
Tj j ð1Þ

Definition 4: Confidence [6]
Confidence of an association rule X ! Y , denoted as conf X ! Yð Þ, is the ratio of the
number of transactions contains {X, Y} and the number of transactions contains X.

conf X ! Yð Þ ¼ sup X [ Yð Þ
sup Xð Þ ð2Þ

Sample ARs from database in Table 1 are listed in Table 2.

Table 1. Transaction database

Transactions Items

1 {1, 2, 4, 5}
2 {2, 3, 5}
3 {1, 2, 4, 5}
4 {1, 2, 3, 5}
5 {1, 2, 3, 4, 5}
6 {2, 3, 4}
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Definition 5: Size of a Rule [6]
The size of a rule X ! Y is p � q if Xj j ¼ p and Yj j ¼ q. A rule of size p � q is called
larger than a rule of size r � s if p[ r and q� s, or p� r and q[ s.

Definition 6: Frequent Association Rule [6]
Let r : X ! Y be an association rule, r is considered to be frequent if its support is
larger than or equal to e.

Definition 7: Valid Association Rule [6]
Let r : X ! Y be an association rule, r is valid of it’s frequent and its confidence is
larger than or equal to c.

Definition 8: Tidset of an Itemset [6]
The tidset of an itemset X is denoted as tidsðXÞ.

tids Xð Þ ¼ tjt 2 T ^ X�tf g:

For example, tids 1; 2f gð Þ in database given in Table 1 is t1; t3; t4; t5f g.
Definition 9: Tidset of a Rule [6]
The tidset of a rule X ! Y is denoted as tidsðX ! YÞ and is defined as tids X [ Yð Þ. The
support and confidence value of X ! Y can be defined by presence tids as follows:

sup X ! Yð Þ ¼ tids X [ Yð Þj j
Tj j ð3Þ

conf ðX ! YÞ ¼ tids ðX [ YÞj j
tids ðXÞj j ð4Þ

Definition 10: Left Expansion of a Rule [6]
Rule expansion on the left is a process of adding an item i 2 I into the antecedent of the
rule X ! Y in order to form new rule X [ if g ! Y which has greater size.

Definition 11: Right Expansion of a Rule [6]
Rule expansion on the right is a process of adding an item i 2 I into the consequence of
the rule X ! Y in order to form new rule X ! Y [ if g which has greater size.

Table 2. Extracted ARs from database in Table 1

Rule Support Confidence

1f g ! 2f g 0.67 1
2f g ! 5f g 0.83 0.83
1; 2f g ! 5f g 0.67 1
5f g ! 1; 2f g 0.67 0.8
3f g ! 4f g 0.33 0.5
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Definition 12: Top-k Association Rules [6]
Mining top-k ARs from transaction database [6] is a task of finding a set L including
k ARs such that their confidences satisfy c and their supports are highest, i.e.,
L ¼ r 2 Djconf rð Þ� c ^ :9s 62 Ljconf sð Þ� c ^ sup sð Þ[ sup rð Þf g.
Property 1 [6]:
Let i 2 I. For rule r : X ! Y and r0 : X [ if g ! Y , sup rð Þ� sup r0ð Þ.
Property 2 [6]:
Let i 2 I. For rule r : X ! Y and r0 : X ! Y [ if g, sup rð Þ� sup r0ð Þ.

From Property 1 and Property 2, the support of an expanded rule is not greater than
that of original rule. This also means the expanding an infrequent rule will always
produce an infrequent rule (Definition 6) because all the frequent rules can be found by
recursively performing expansions on frequent rules of size 1*1.

Property 3 [6]:
Let i 2 I, for rule r : X ! Y and r0 : X ! Y [ if g, conf rð Þ� conf r0ð Þ.

3 Related Works

3.1 Mining Frequent Itemsets

Agrawal et al. proposed Apriori algorithm [2], which minesrut imsets by using itemsets
with k-items to discover itemsets with (k + 1)-items. Firstly, it scans the database to find
frequent single items (L1). Secondly, L1 is used to find L2, which includes frequent
itemsets having 2-items. Then, L2 is used to find L3. Doing similar steps until no more
frequent itemsets are found. In 2004, Han et al. proposed FP-Growth algorithm [7] to
mine frequent itemsets based on FP-Tree structure without candidates generation.
FP-Tree is an extended of prefix tree stcte that represents the transaction database in a
compact and complete way. The tree nodes include only frequent length-1 items, and are
ordered in such a way that more frequently occurring nodes, more excellently oppor-
tunity of sharing nodes. Each transaction in the database is mapped to one path in the
FP-Tree. In FP-Tree structure, it is required to scan database twice. The first time, it
calculates supports of each single items and discards infrequent items. Then this algo-
rithm sorts frequent items in decreasing order based on their support. The second time, it
processes one transaction at a time to create the FP-tree. FP-Growth partitions FP-tree
based on the prefix. It scans the path of FP-Tree recursively to find the frequent itemsets.

3.2 Mining Top-K/Top-Rank-k Frequent Itemsets

Many approaches for mining frequent (closed) itemsets have been proposed [1, 2, 7, 9,
11, 16]. However, e value affects to the result of frequent itemsets. If users specify a
small value of e, there are possible performance issues in mining a huge number of
frequent itemsets. Otherwise, there is less number of frequent itemsets with large value
of e. There are some studies on top-k frequent itemset mining. Pietracaprina and
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Vandin proposed TopKMiner algorithm [12] to mine top-k frequent closed itemsets.
This algorithm uses a priority queue structure Q for speed up process of mining.
Tzvetkov et al. proposed TSP algorithm [15] to mine top-k frequent closed sequential
patterns with length greater than or equal to min_l.

Besides, some studies for mining top-rank-k frequent (closed) itemsets have been
carried out. Mining top-rank-k frequent itemsets is a task for finding first k groups with
highest supports, itemsets, which have same support, have same rank (or group). FAE
(Filtering and Extending) algorithm [3] is the early approach of mining top-rank-k fre-
quent itemsets. This algorithm ignores unexpected itemsets and selects valid itemsets to
extend frequent itemsets. Fang and Deng also proposed VTK (Vertical mining of
top-rank-k frequent patterns) algorithm [5]. This algorithm is more efficient than FAE
algorithm since it calculates support for frequent itemsets without scanning database. In
2014, Deng proposed NTK algorithm [4] for mining top-rank-k frequent itemsets using
Node-Lists data structure. This algorithm is more efficient than both FAE and VTK.
Huynh-Thi-Le et al. proposed iNTK algorithm [8] in order to improve performance of
mining frequent itemsets. Saif-Ur-Rehman et al. proposed Top-K Miner algorithm [14]
for mining top-rank-k frequent itemsets using CIS-tree (candidate-itemsets-search tree).
Nguyen et al. proposed an efficient strategy formining top-rank-k frequent closed itemsets
[10] by modifying DCI-plus algorithm [13] and dynamic bit vectors technique [16].

3.3 Mining Top-k Association Rules

There are some studies related to top-k association rule mining, such as k-optimal rules
discovery by Webb and Zhang [20], filtered top-k ARs discovery by Webb [21], Mining
top-k fault tolerant ARs in data streams [22]. Recently, Fournier-Viger et al. proposed an
approach of mining top-k ARs based on TopKRules algorithm [6] which extracting
confidence ARs having highest support. TopKRules algorithm helps to resolve the
problem of e value determination in order to mine top-k rules which have highest
support and satifisfy user’s specified c value. However, this algorithm still has issue of
runtime performance because of many candidates generation during rules expansion.

4 Proposed Algorithm

Proposition 1: If a rule has lexically greatest item in the antecedent equal to lexically
greatest item in itemset, it cannot be expanded its antecedent. It is also true with right
expansion. This is obvious to the candidate search method for expansion.

Proposition 2: If a rule has confidence less than c, it cannot be expanded its conse-
quence. Let r0 is expanded from r and confidence of the rule r is smaller than minimum
confidence. We can easily prove the confidence of the rule r0 is less than the minimum
confidence.

The proposed algorithm is presented in Fig. 1. Initially, e value is assigned to 0
(line 1). Then, the algorithm scans database T and saves tidset of each items, set of
these single items are sorted in a semantic meaning, such as order by alphabet (line 2).
This algorithm has two main steps:
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Step 1: Generate rules with size 1*1 by considering each pair of items i; j 2 I (the set of
distinct items form transactions) which satisfy e. For each pairs (i, j), it
contructs two rules if g ! jf g. and jf g ! if g and adds the valid rule into a list
L which contains current top-k rules (lines 4–6). For each pair rule if g ! jf g
and jf g ! if g, if the antecedent contains greatest item (in semantic meaning),
this rule can be only expanded on the consequence (cf. Proposition 1).
Otherwise, it can be expanded on both antecedent and consequence, two rules
are added into R (set of candidates which has capable of expansion) (lines 7, 8).

Step 2: Afer generating rules having size 1*1, it continues to expand to generate new
rules from set of candidates R. Expansion process will be ended when there
are no remaining candidates in R (line 9). It selects the rule has highest
support and satifies e in R then expand on the antecedent or consequence by
calling procedure EXPANDL a EXPANDR (lines 12, 13). Then, it removes
the considered rule out of set of candidates R (line 14) and removes rules
having support less than e (line 15).

iiTopKRules (γ, k, T) 
1. ε :=0; = ∅:R ; = ∅:L
2. Scan database T and store tidset of each single items 
3. For each pair of items ∈,i j I  frequent, construct 2 

rules: { } { }→1 :r i j  and { } { }→2 :r j i

4.  If sup( 1r ) >= ε then 
5.   If conf( 1r )>= γ then AddTopK( 1r , L, k, ε) 
6.   If conf( 2r )>= γ then AddTopK( 2r , L, k, ε) 
7.   For each pair rules 1r  and 2r , if the lexically of 

the largest item in the antecedent is equal to 
lexically greatest item in itemset I, the expan-
sion flag is turned off (only to be right expan-
sion). Otherwise, expansion flag is turned on 
(can expand on both sides) 

8.    { }= ∪ 1 2: ,R R r r

9. While ≠ ∅R  do 
10.  Choose the rule ∈r R  which has highest support. 
11.  If sup(r)  >= ε then 
12.   If =.r ExLR true  then EXPANDLR(r, L, R, k, ε, γ) 
13.   Else EXPANDR(r, L, R, k, ε, γ) 
14.  R:=R\{r}
15.  R:=R\{∀s ∈R sup(s)<ε}|

Fig. 1. iTopKRules algorithm
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The AddTopK Procedure (Fig. 2): Initially, add valid rule r into L. If the number of
rules in L is greater than k, the algorithm removes the rules having least support until
L has k rules and updates e value as the minimum support of rules in L.

EXPANDL and EXPANDR Procedures: Input parameters for these procedures are
rule having capable of expansion r, L, R, k, e and c. The expansion step of r is per-
formed by adding single item p sequentially into the expanded side. Candidate items
can be added to expand rule r is the itemsets which appear in same transactions with
items in rule r, have lexically greater than that of all items in the expanded side and not
appear in the remaining side.

The left expansion procedure EXPANDL is presented in Fig. 3. Sequentially, this
algorithm adds item from candidate items into antecedent of rule r to form new rule r0

which has greater size than that of r. If r0 has support greater than or equal to e and its
confidence satisfies c then adds r0 into L. If r0 has lexically greatest item in the

AAddTopK(rule, L, k, ε) 
1. { }= ∪:L L rule

2. If >L k  then 

3.  While >L k  do 

4.   Remove the rules having least support. 
5.  Update ε as the minimum support of rules in L. 

Fig. 2. AddTopK procedure

EEXPANDL(r, L, R, k, ε, γ) 
1. Find all possible items to add into the antecedent. 

These items are the ones appear in same transactions 
with items in r, have lexically greater than all items 
in the antecedent, and do not present in the conse-
quence. 

2. With each item p from candidate items, try to add it 
into the antecedent of r to form new rule ′r . 

3.  If sup( ′r )>= ε then 
4.   If conf( ′r )>= γ then AddTopK( ′r , L, k, ε) 
5.   If the lexically greatest item in the antecedent 

is the greatest item in itemset I then 
6.    ′ =.r ExLR false
7.   Else ′ =.r ExLR true

8.   { }′= ∪:R R r

Fig. 3. EXPANDL procedure
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antecedent which is greatest item in itemset, the rule only has capable of right
expansion (cf. Proposition 1). Otherwise, this rule has capable of both sides expansion.
Add this rule r0 into R.

The procedure for expanding the consequence of a rule, EXPANDR (Fig. 4), scans
and adds each item from candidate items sequentially into the consequence of rule r to
form a new rule r0. The set of items to be considered contains all the items which appear
in the same transactions with all items in rule r, have lexically greater than the greatest in
the consequence of rule, do not present in the antecedent. If this new rule r0 satisfies e
and c, it is added into L. If the lexically greatest item in rule r0 is the greatest item in
itemset I, this new rule does not have capability of right expansion (cf. Proposition 1).
Otherwise, it has capability of right expansion. If r0 only satisfies e and does not satisfy c,
this rule does not have any capability of expansion (cf. Proposition 2). Thus, it is not
added into R.

Proposed algorithm applied two proposition to eliminate unnecessary rules.
Besides, the set R and L are sorted by support. Thus, runtime of iTopKRules is less than
original algorithm. This is evident in the results of experiments on standard databases.

5 Experimental Results

5.1 Experimental Databases and Environments

The experiments were implemented and tested on a system with the following con-
figuration: Intel Core I5-6200U 2.3 GHz (4 CPUs), 8 GB of RAM, and running
Windows 10, 64 bit version. Our source code was implemented in Java with above

EEXPANDR (r, L, R, k, ε, γ) 
1. Find all possible items to add into consequence. The-

se items are the ones appear in same transactions 
with items in r, have lexically greater than all 
items in the consequence, and do not appear in the 
antecedent. 

2. With each item p from candidate items, try to add it 
into the consequence of r to form new rule ′r . 

3.  If sup( ′r )>= ε then 
4.   If conf( ′r )>= γ then 
5.    AddTopK ( ′r , L, k, ε) 
6.    If the lexically greatest item in the conse-

quence is not the greatest item in itemset then 
7.     ′ =.r ExLR false

8.     { }′= ∪:R R r

Fig. 4. EXPANDR procedure.
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configuration. The standard databases used for testing were downloaded from http://
www.philippe-fournier-viger.com/spmf/. The features of these databases are presented
in Table 3.

5.2 Experimental Results

We executed our proposed algorithm with 4 standard databases presented in Table 3.
We compared on time execution between TopKRules algorithm [6] and the proposed
algorithm. The results are presented in Figs. 5, 6, 7 and 8. In the experiments, we
executed both algorithm with fixed c = 0.8 and various value of k from 1,000 to
13,000.

Figures 5, 6, 7 and 8 indicate that iTopKRules is more efficient on runtime than that
of TopKRules. The differences on runtime were not much when using small value of k,
otherwise, when we mined top-k rules using large value of k, there were much dif-
ferences on runtime between TopKRules and iTopKRules algorithms.

It can be observed that the larger value of k we used, the faster iTopKRules had. In
Fig. 5, with k = 1,000, both algorithms had nearly same execution time. However, with
k = 4,000, 7,000, 10,000, iTopKRules needed less runtime than TopKRules needed.

Table 3. Testing databases

Name No. of transactions No. of items

Chess 3,196 75
Connect 67,557 129
Mushroom 8,416 128
Pumsb 49,046 7,116
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Fig. 5. Runtime comparison between TopKRules and iTopKRules on Chess database.
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Especially, with k = 13,000, iTopKRules only took one half of runtime versus that of
TopKRules. In Fig. 7, with k = 13,000, mining time on Mushroom database of
iTopKRules was less five times than that of TopKRules.

6 Conclusions and Future Works

In this paper, we have proposed an efficient algorithm to extract top-k ARs. This
algorithm solved the problem of difficulty to select suitable e in order to have enough
useful ARs. By applying property that only expand rules for rules having high con-
fidence, our proposed algorithm improved runtime, especially with large expected
number of ARs.

Currently, our work still needs c value for mining. In the future work, we are going
to investigate on mining top-k ARs without using c, the rules in result will have highest
confidence. Moreover, we will also investigate to mine top-k non-redundant ARs.

Acknowledgments. Thisworkwas carried out during the tenure of anERCIM ‘AlainBensoussan’
Fellowship Programme.
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Abstract. In this paper, we present a deep architecture to perform aspect-level
sentiment analysis for news articles. We combine some neural networks models
proposed in various deep learning approaches, aiming at tackling specific issues
commonly occurring for news articles. In this paper, we explain why our
architecture can handle typically-long and content-specific news articles, which
often cause overfitting when trained with neural networks. Moreover, the pro-
posed architecture can also effectively process the case when the subject to be
analyzed sentimentally is not the main topic of the concerned article, which is
also a common issue when performing aspect-level sentiment processing.
Experimental results with real dataset demonstrated advantages of our approach
as compared to the existing approaches.

Keywords: Aspect-level sentiment analysis � News sentiment analysis � Deep
learning � Convolution neural network � LSTM network � Word embedding
network

1 Introduction

Sentiment analysis [1] or opinion mining [2] is the task that aims to infer the sentiment
orientation in a document [3]. There are three levels of sentiment: (i) document-based
level; (ii) sentence-based level; and (iii) aspect-based level. In document-based and
sentence-based sentiment analysis, it is implicitly assumed that the analyzed document
or sentence only discusses a single object. Recently, Hu and Liu (2004) proposed to
perform sentiment analysis at aspect-level [4]. In this direction, apart from rating
positive/negative sense of a text, the objects targeted by the mention (it may be a brand,
a product or a feature) must also be identified.

Various works have been reported to handle this problem. Topic modeling was
commonly applied in this case [5]. Mei et al. [6] proposed using Probabilistic Latent
Semantic Analysis (PLSA), while most recent works were based on Latent Dirichlet
Allocation (LDA) [7–10]. Insight analysis [12] improves the performance by inferring
features of the analyzed aspect.
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Recently, with the emerging of Treebank, especially the famous Stanford Sentiment
Treebank [12], sentiment analysis techniques using deep learning are increasingly
adopted. Back to 1989, LeCun did propose an architecture of shared weights in neural
networks [13]. Subsequently, suggested by Hinton [14], the idea of feeding a neural
network with inputs through multiple-way interactions, parameterized by a tensor have
been proposed for relation classification [15]. In the famous Stanford NLP tool [16],
which was used commonly in the NLP research community, RTNN techniques have
been applied on Stanford Sentiment Treebank and obtained remarkable performance
[17]. Convolution-based techniques continue to be developed for sentiment analysis at
sentence level [18]. To capture the relationship made by the appearance order of
features, the Recurrent Neural Network (RNN) system such as Long Short-Term
Memory (LSTM) has been used in combination with convolution processing to sen-
timent analysis for short text [19].

In this article, we concern sentiment analysis for the news articles at aspect level.
That is, we want to determine the sentiment orientation for a specific object in the
article, even though this object is not the main topic of the article, but only partially
mentioned. The challenges of this task are as follows.

– The length of a news article is generally long. Thus, when trained by neural net-
works, it causes long execution process and extensive resource consuming.

– When information is published as a news article, it is quite specific to a certain
topic, which would be discussed several times throughout the whole article. Thus,
when trained by neural network, it is likely to cause the over-fitting phenomenon.
For example, in Fig. 1 is an article about the optical fiber problem in Vietnam. This
problem can negatively affect services provided by Mobifone, which is the subject
supposed to be performed sentiment analysis. However, since this article mainly
discusses about fiber problem, the trained neural network likely tends to “conclude”
that all of issues related to fiber optic cable will cause a negative impact to Mob-
ifone, which is not always the case.

Nhà mạng Mobifone khắc phục sóng yếu theo kiểu 
nửa vời? Ðứt cáp quang AAG: Mạng internet còn 
chập chờn đến ngày 21/8

Sau gần 2 tháng kể từ khi Báo  Người t iêu  dùng  phản 
ánh về tình trạng sóng điện thoại yếu tại các khu chung 
cư cao tầng  như HH1,2,3,4ABC, VP5,6  Tây  Nam 
Linh  Ðàm   (Hoàng   Liệt,   Hoàng   Mai),   CT12ABC 
KVKL  (Ðại Kim).
...
Người dân hết kiên nhẫn muốn chuyển mạng khác!
Ngay sau  khi  nhà  mạng  Mobifonecó  thông  tin  phản 
hồi về tình trạng sóng kém chất lượng ở KÐT Linh Ðàm 
và KÐT KVKL, phóng  viên  Báo  Người  tiêu  dùng  đã 
liên hệ để kiểm tra lại thông tin tại những nơi  được  cho 
là sóng Mobifone đều khỏe,  thì thật bất ngờ người  dân 
lại phản hồi ngược lại.
...

Mobifone operators overcome weak signal problem in 
half-hearted style? AAG fiber disrupted: The Internet 
was intermittent until 21/8

After nearly two months since the Consumer Report 
reflects on the state of weak electromagnetic waves in the 
area such as HH1,2,3,4ABC condominiums, Southwest 
VP5,6 Linh Dam (Hoang Liet, Hoang Mai) , CT12ABC 
KVKL (Dai Kim
...
Impatient people want to move another network!
Immediately after Mobifone networks have feedback 
about the status of poor quality waves at KDT Linh Dam 
urban area and KVKL, reporters contacted consumers to 
check the information in places where supposedly 
Mobifone waves are well, then surprisingly people again 
reported the opposite opinion.
...

Fig. 1. An article about optical fiber and Mobifone.
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– In some other cases, the subject to be analyzed is not necessarily the main subject of
the article. For example, in Fig. 2 is an article about the singer Noo Phuoc Thinh
with various negative terms (in red color). However, this article has a positive
impact on Mobifone when this singer suggested users to use this service. If trained
in a typical way, a neural network may tend to rate neutral or negative for all
subjects mentioned in the article.

To tackle these problems, we propose an architecture performing deep sentiment
analysis for news articles. In this architect, we combine various methods which have
been proposed in the relevant research, to address the above issues as follows.

– We use the Word Embedding model to reduce the word dimensionality before
proceeding to the subsequent neural networks. This is to reduce resource consumed
by the learning system.

– We use the LSTM approach to handle the order relationships between the sentences
in articles. In particular, this model will “forget” the current temporary learning
results if finding that this current result is deemed irrelevant to the analyzed object.
Thus, for the article in Fig. 2, the negative information about Noo Phuoc Thinh will
be “forgot” when the system starts processing to the discussion of Mobifone.

Noo Phước Thịnh livestream tâm sự về‘The Voice’

Ngày  11/2, t rước khi   “The Voice 2017”  lên  sóng,  Noo 
Phước Thịnh đã livestream tâm sự vềchương trình và team 
Noo cũng như một sốthông tin hữu ích cho người hâm mộ. 
...
Trước  khi  lên  sóng,  có  nhiều  ý  kiến trái  chiều cho rằng 
ngoài Thu Minh, 3 nghệsĩ còn lại có  tuổi đời, tuổi nghềquá 
trẻ, chưa xứng đángđểngồi “ghếnóng” của một chương trình 
lớn như The Voice 2017.

Dù đã khẳng định khảnăng  làm  HLV  của  mình  tại  The 
Voice Kids 2016, Noo Phước Thịnh vẫn  không tránh khỏi 
những lời nhận xét khó nghe từdư luận. Tuy nhiên, nam ca 
sĩ tỏra rất tựtin và hào hứng với vịtrí mới của mình tại The
Voice 2017.
...
Bên cạnh đó, trong sựnghiệp của mình, Noo Phước Thịnh đã 
nhiều lần vấp ngã, nên nam ca sĩ mong The Voice sẽlà  nơi 
đểtruyền tải và giúp đỡcác bạn thí  sinh bằng  chính  những 
vấp ngã mà anh đã trải qua.
...

Cẩn thận hơn, Noo Phước Thịnh còn hướng dẫn fan cách 
đăng ký sử dụng gói  3G giá  rẻ  của  MobiFone,  cụthể: 
soạn DK FB1 gửi 999 (3.000 đồng/ngày) đểlướt 
Facebook, miễn phí data; soạn YT1gửi 999 (10.000 
đồng/ngày) đểtruy cập Youtube và FPT Play không giới 
hạn 3G.

...

Noo Phuoc Thinh livestream talk about 'The 
Voice'

11/2 days, before "The Voice 2017", Noo Phuoc 
Thinh has a livestream talk about the program and 
Noo team as well as some useful information for fans.
...
Before airing, there are mixed opinions that outside 
Thu Minh, 3 remaining artists is too young, in 
experienced, not worthy to sit "hot seat" of a big show 
like The Voice in 2017.

Despite confirming his ability to coach at The Voice 
Kids 2016, Noo Phuoc Thinh still inevitable suffered 
from harsh comments from the public. However, the 
singer was very confident and excited about his new 
position at The Voice in 2017.
...
Besides, during his career, Noo Phuoc Thinh has 
repeatedly stumbled, so the singer wishes The Voice 
will be a place for the transmission and help the 
contestants with the same situations.
...

More carefully, Noo Phuoc Thinh longer guided 
subscribing fans use cheap 3G package
MobiFone, namely: preparation FB1 send DK 
999 (3,000 VND / day) to surf Facebook, free 
data; YT1 compose posts 999 (10,000 VND / day) 
to access Youtube and FPT Play unlimited 3G.

...

Fig. 2. - An article mentions Mobifone with positive sentiment, but this service is not the main
subject of the article.
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– Finally, we use multiple layers of drop-outs in the whole architecture. This is based
on a proposal from [20], where drop-out factors can be used to prevent over-fitting
on any back propagation learning system.

The rest of this paper is organized as follows. In Sect. 2 we present the background
of CNN, Word Embedding, and LSTM. Section 3 presents our proposed deep archi-
tecture. Section 4 discusses experimental results. Finally, Sect. 5 concludes the paper.

2 Background

2.1 Convolution Neural Networks (CNN)

Convolution Neural Network (CNN) is one of the most popular deep learning models.
This model was the firstly used of digital signal processing. A standard CNN model as
shown in Fig. 3, including convolution, pooling, fully connected, and dropout layer [18].

Convolution Layer: this layer uses convolution operations to process information by
surfing a fixed-size filter, or kernel, on the input data to obtain more refined data.

Pooling Layer: the main purpose of this layer is to perform pooling on the vectors
outputted from the convolution layer, to allow only the most important vectors to be
retained.

Fully Connected Layer: in CNN there always has one or several fully connected layer
after convolution layer. This is just a typical perceptron-based technique to produce the
final output, which is used to re-train again for the whole system in a back propagation
manner.

Dropout: This is a technique used to prevent overfitting. During the training process,
we use a probability p to randomly prevent some certain weights to be updated.

2.2 Word Embedding

Word Embedding Basic Model: this model is often used to perform weighting vector.
Basically, this is a weight vector, for example, 1-of-N (one-hot vector), used to encode

Fig. 3. A standard CNN model [18].
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the word in a dictionary of M words into a vector of length M. As presented in Fig. 4 is
a one-hot vector representing the word Mobifone (supposed that our dictionary has
only 5 words: “Viettel”, “Mobifone”, “Vinaphone”, “Sphone”, and “Beeline”).

With such a simple representation, we cannot evaluate the similarity between words
since the distance between two vectors always the same (e.g

ffiffiffi

2
p

if we use Euclidean
distance). Moreover, the dimensionality of the vector space is huge when applied with
the real dictionary.

Word Embedding Model using Word2vec Technique: Word2vec represents the
form of a distribution relationship of a word in a dictionary with the rest (known as
Distributed Representation). As presented in Fig. 5, each word now is represented as a
3-dimentional vector, instead of 5, and each element of the vector is represented by
new learning value. In the next section, we will discuss on how to learn those values
using neural network on our system.

2.3 Long Short-Term Memory (LSTM)

Long Short-Term Memory (LSTM) model introduced by Hochreiter and Schimidhuber
[21], then improved by Gers et al. [22]. This model is a modification of the model
Recurrent Neural Network (RNN) [23]. As depicted in Fig. 6, a RNN is arranged in a
linear pattern, called state, corresponding to a data entry of input data. For example, to
handle a text document, a state corresponds to a word in the text. Each state received
input including the corresponding data entry and the output of the previous state. The
output of each state is a weight matrix W.

In the 1990s, RNNs faced two major challenges of Vanishing and Exploding
Gradients. If the weight W of each state is too small, the information learned will
almost be eliminated when the number of states becomes too large (which is our case of

Fig. 4. Representing the “Mobifone” word by one-hot vector.

Fig. 5. Vectors representing relationships between words.
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processing news articles). Conversely, if the weight of W is large, this will lead to the
case known as the Exploding Gradients when gradient signal increasingly distracted
during training, causing the process not converged.

LSTM has similar structure to RNN. However, instead of only one layer neural
network, a state in a LSTM has 4 layers, as illustrated in Fig. 7. The idea of LSTM is
that in each layer there will be a forget fate, as illustrated in Fig. 8 to decide whether to
allow the previously learned information to be used for the current layer or not. More
details on this architecture, interested readers can refer to [22, 24].

3 The Proposed Deep Architecture

Figure 9 presents an overview of our proposed deep architecture for aspect-level
sentiment analysis on news articles. The system includes the following modules.

Word Embedding Module. This is a three-layer neural network WE. The first layer
consists of M input neurals iwhere M is the number of words in the dictionary. The
hidden layer consists of K nodes, where K << M. The last layer also has M nodes, and
is back propagated to the first layer.

This network will be trained by words in the dictionary. Each word w will be
transmitted to the input layer of W as an one-hot vector. The network will be trained by
a sample of the word w′ similar to w. Those w′ words can be determined from a
predefined domain ontology, or learning from the word co-occurrence from a large
corpus of the analyzed domain.

Fig. 6. The standard model with a single roller RNNs layer [23].

Fig. 7. A LSTM model with 4 layers. Fig. 8. LSTM forget gate layer.
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After WE is trained, the weights wij on the connections from the ith node of input
layer to jth node of hidden layer will form a WM�K matrix for further usage.

Training Dataset. This is a set of collected news articles, each of which was previ-
ously labeled as {positive, neutral, negative} over an object obj. Originally, a docu-
ment of N words will be represented as a matrix DN�M, in which the ith row is the
one-hot vector of the ith word of the document. When performing matrix multiplication
D � W, we get an embedded matrix EN�K of the document. Matrix E will be then used
as input for the next Convolution Neural Network module.

Convolution Neural Network. At this stage, the convolution will be performed
between matrix E with a kernel as a Fd�K matrix. The meaning of matrix F is to extract
an abstract feature based on a hidden analysis of a d-gram from the original text. There
are f matrices of Fd�K used to learn f abstract features. As the convolution of two
matrices E and F will result in a column matrix of N � 1, we will eventually obtain the
convoluted matrix CN�f by combining f column matrices together.

In the next step, matrix C will be pooled by a pooling window of p � f. The
significance of this process is to retain the most important d-gram from p consecutive
d-gram. Finally, we obtained matrix Qq�f where q = N/p.

At this point, instead of implementing a fully connected layer from the matrix Q as
the CNN-based traditional method, matrix Q continues to be used as input for the next
LSTM Module.

LSTM Module. This layer consists of p contiguous states. State i will receive input as
the ith row on the matrix Q and weight vector Vi−1 is the output of the state i−1.

Fig. 9. The overall deep architecture.
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Thus, each state in the LSTM network is corresponding to a d-gram. Due to the
characteristics of the LSTM network, if after a number of states, the learning results
show that the current data are not very relevant to the learning purpose, the output of
the current state will not be passed to the next state. That is, LSTM will start learning
again from the next state. As previously discussed, this model is very effective with a
kind of article shown in Fig. 2. After handling a number of d-gram in paragraphs about
the life background of Noo Phuoc Thinh, LSTM network may realize that those
contents are not relevant to the previously trained knowledge of the Mobifone topic.
Thus, the LSTM network may have a chance to restart the learning process with the
remaining data.

Vector Vq will be taken through a final fully connected layer to output the final
result of classification (positive, neutral, negative). Error from the final result will be
propagated back to the beginning layer of the Convolutional Neural Network to con-
tinue the training process.

The Dropout Factors. As discussed, in order to avoid the overfiting when training data
from news articles, we use the dropout factors. As discussed [20], the application of the
drop-out can be used for all systems with back propagation learning. As shown in
Fig. 9, we used three dropout factors p1, p2, p3, respectively for the input layer of the
network Convolutional Neural Network, the state transitions on LSTM and the final
fully connected layer.

4 Experimental Results

4.1 Implementation Details

We have implemented a learning system based on the proposed deep architecture
and conducted experiments to perform sentiment analysis on the news articles men-
tioning Mobifone subject. In the Word Embedding layer, we have used both Telco
Ontology and Telco Corpus for training. Our Telco Ontology, manually constructed,
includes the concepts and relationships in the Internet-Telecom domain, as illustrated
in Table 1. For the terms that are not captured in our Ontology, we use statistics
information from a Telco Corpus covering of 12 million articles from electronic news
articles, forums, and Facebook social networks. The Telco Ontology and Telco Corpus
are provided by YouNet Media, a company specializing in online data analysis. The
original dimension of our one-hot vector is 65000, reduced to 320 after performing
Word Embedding.

In Convolution Neural Network layer, we use 64 kernel windows, corresponding to
64 abstract features. The pooling factor is set as 2. All three dropout factors are set at 0.5.

We tested the system with a dataset of 5.000 real articles collected by YouNet
Media in the domain of Internet-Telecom. These articles include 401, 743 and 3856
negative, positive and neural articles respectively. The subject to be rated sentiment is
Mobifone. We applied k-fold cross validation strategy with k = 5.
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4.2 Experimental Results

We applied the deep architecture model to conduct sentiment analysis on the gathered
dataset. The original dataset was cloned with variety of variants generation strategies
for training. Due to the fact that training data are imbalanced between negative, positive
and neutral samples, we use the sampling strategy Smote [25] to re-sample and balance
data. Eventually, we obtained two deep learning models, known as Deep-Unbalanced
and Deep-Balanced, corresponding to two cases of applying and not applying the
sampling method of Smote.

Results of our models are listed against other methods in Table 2. We divided the
data set into the collective experiments Pos-Dataset (containing only positive men-
tions), Neg-Dataset (containing only negative mentions), Neu-Dataset (containing only
neutrals mentions) and Total-Dataset. We compare our approach with the traditional
SVM classification method using bag-of-word approach, along with the two traditional
deep learning methods of LSTM and CNN (using Balanced training data).

The results showed that most of the deep learning method have better performance
than the traditional SVM method. CNN has achieved also very good performance, but
often misclassifies when processing positive articles that the main topic is not

Table 1. Concepts and relations in Internet-Telecom domain.

No Attribute Alias keywords Positive term Negative term

1 Internet
quality

[“chất lượng mạng”/
“network quality”,
“chất lượng đường
truyền”/“line quality”,
“nghẽn”/
“congestion”, “ngắt
kết nối”/“disconnect”
…]

[“nhanh”/“fast”,
“mạnh”/“strong”,
“khỏe”/“healthy”,
“tốt”/“good”, “ổn
định”/“stable”…]

[“lag”/“lag”, “chậm”/
“slow”, “kém”/
“poor”, “yếu”/
“weak”, “đơ”/
“pence”, “nhiễu”/
“noise”, “chập
chờn”/“flutter”,
“nghẽn”/“
congestion” …]

2 Speed [“tốc độ”/“speed”,
“tải lên”/“upload”,
“tải xuống”/
“download”,
“transmission”, “ngu
xuẩn”/
“madness”,“như rùa”/
“rushing”,“like a
turtle” …]

[“ngon”/“good”, “ầm
ầm”/“roaring”, “tốc
độ ánh sáng”/“speed
of light”, “rầm rầm”/
“rumbled”, “ào ào”/
“rushing”, “nhanh”/
“fast” …]

[“tệ”/“bad”, “kém”/
“poor”, “cùi”/“pulp”,
“chậm”/“slow”,
“chán”/“boring”,
“phàn nàn”/
“complaining”,
“quay vòng”/
“turnaround” …]

3 Security [“bảo mật”/“security”,
“đánh cắp dữ liệu”/
“data theft”, “rò rỉ
thông tin”/“leaking
information”, “đánh
cắp thông tin”/“stolen
information” …]

[“<bảo
mật><cao|tuyệt
đối>”/“<security>
<high | absolute>”,
“an toàn”/“safe”, “bảo
mật hơn”/“more
security” …]

[“bị hack”/“Hacked”,
“dỡ”/“unloading” …]

…
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Mobifone. In particular, the original LSTM suffers from poor performance when
applied independently, because news articles often result in very large number of states,
heavily affecting the training performance. However, when combining LSTM and
CNN as our proposed model, we enjoy very good accuracy, and Deep-Balanced model
achieved the best accuracy. This demonstrates the advantage of our architecture.

5 Conclusion

This paper proposed an architecture to perform deep analysis on news articles senti-
ment. The neural network models used as sub-modules in this architecture have been
previously proposed, including word embedding, CNN and LSTM. Our architecture
makes a combination of these models, with careful analysis and explanation of ratio-
nales when solving the issues of news articles. We have tested our model with an actual
data collection and obtained promising results.
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Abstract. Asthma disease is a serious health problem that affects all age groups.
Asthma-related hospitalizations and deaths have declined in some countries.
However, the number of patients with symptoms has increased in the last years.
Even though asthma patients have contact with health professionals, they must be
an active part in treatment team. On the other hand, there has been an exponential
growth of information about healthcare and diseases management on social
networks such as Twitter. Aiming to benefit from this information, in this work
we propose a method for detecting the emotional reaction of patients about
asthma domain concepts such as physical activities, drugs, among others. The
findings obtained from the analysis of such information can help to other patients
to avoid habits that could harm their health. Our proposal was evaluated with a
corpus of Twitter messages obtaining a precision of 82.95%, a recall of 82.27%,
and F-measure of 82.36% in sentiment polarity identification.

Keywords: Ontology � Asthma � Twitter � Sentiment polarity

1 Introduction

Asthma disease is a global health problem that affects all age groups, ranging from 1%
to 21% in adults [1] and with up to 20% of children [2]. This disease impacts not only
patients, but also their families, as well as healthcare systems and society [3]. Although
asthma-related hospitalizations and deaths have declined in some countries [4], the
number of patients with day-to-day symptoms has increased by almost 30% in the past
20 years [5]. Despite the fact that asthma patients have periodic contact with health
professionals, in asthma disease management the patients should not be seen as objects
for treatment but rather as active participants in a treatment team [6].
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There has been an exponential growth of information about healthcare and diseases
management on social media such as forums, blogs, microblogs, and social networks.
One of the most used social networks is Twitter, which has become a powerful tool for
disseminating experiences and fostering diseases self-management conversations.
Aiming to benefit from this information, several organizations apply sentiment analysis
techniques to determine the attitude or emotional reaction of patients to topics such as
drugs, guidelines, healthcare services, among others. Sentiment analysis and opinion
mining is the field of study that analyzes people’s opinions, sentiments, evaluations,
attitudes, and emotions from written language [7].

In this work, we propose a method for detecting the emotional reaction of asthma
disease patients about risk factors, physical activities, among other concepts. In this
way, the findings obtained can help to other patients to avoid habits that could harm
their health. Furthermore, our approach can help to raise awareness about asthma, thus
motivating additional help-seeking behavior. The approach here presented relies in two
main technologies. On the one hand, it takes advantage of Semantic Web technologies,
more specifically from ontologies for representing the asthma’s domain. An ontology is
a formal and explicit specification of a shared conceptualization [8]. This technology
has been applied in different domain such as natural language interfaces [9], cloud
computing [10], recommender systems [11], and finances [12], among others. On the
other hand, it uses SentiWordNet [13] to determine the polarity of asthma domain
concepts contained within Twitter messages based on the words close to them.

The remainder of this paper is structured as follows. Next section describes the
most relevant works about opinion mining in medical domain. Section 3 describes the
way our approach is decomposed into four constituent modules and the ways these
elements interact with each other. Section 4 presents a discussion about the evaluation
results obtained by our approach. Finally, our conclusions and future work are
summarized.

2 State of the Art

Sentiment polarity identification in social media have attracted increasing attention in
medical and healthcare domains. For instance, in [14] the authors present their effort to
examine Twitter conversations to know how breast cancer screening guidelines
changes are accepted and implemented into practice by patients and providers. The
authors employed standard descriptive statistics to summarize the results. The findings
obtained suggest that it is necessary to disseminate accurate information regarding
breast cancer prevention modalities. In [15] the authors present a method for polarity
classification of patient’s experiences about drugs. The method proposed consists of
two steps. Firstly, a knowledge base of polar facts is generated from Linked Data
sources. Secondly, the method exploits the knowledge base for polarity classification of
a dataset collected from websites for reviewing drugs. In [16] the authors presented an
approach to identify influential online health community (OHC) users that through their
online activities are able to affect the emotion of other community members. Fur-
thermore, the authors proposed a novel metric that directly measures a user’s ability to
affect the sentiment of others. For this purpose, text mining and sentiment analysis

142 H. Luna-Aveiga et al.



technologies were used. Finally, the authors collected a corpus of 468000 posts, which
were manually labeled to carry out their validation experiments. On the other hand,
Segura et al. [17] developed a Spanish corpus of users comments about drugs. Also,
they proposed a system for detecting drug adversities from Spanish health social media.
Subsequently, this system was validated by using the corpus collected obtaining good
results. In [18], the authors proposed a sentiment analysis approach to determine the
positive or negative aspects of health care domain. For instance, to determine whether
the hospital facilities were clean. This approach consists of two main components: a
pre-processing module, and a sentiment classification module. The first module splits
patients’ comments into manageable units aiming to build a formal representation of
the data. The second module performs the training of different machine learning
algorithm namely, Naive Bayes, Decision trees, and Support Vector Machine, in order
to allow determining the sentiment polarity of new comments. Finally, Arco et al. [19]
presented a data resource for opinion mining known as COPOS (Corpus Of Patient
Opinions in Spanish). To validate the corpus, the authors performed some experiments
based on the semantic orientation and machine learning approaches. More specifically,
the SVM algorithm and the TF-IDF feature extraction methods were used for super-
vised machine learning. Meanwhile, the iSOL lexicon was used for the semantic ori-
entation approach.

Based on the study presented above, our approach has some relevant and unique
aspects: (1) it is focused on the asthma disease domain, which has not yet been
explored, (2) one of its main goals is to facilitate the self-management of health through
the analysis of opinions in social networks, and (3) it performs the semantic annotation
of Twitter messages by using an ontology for asthma disease management, which has
been also proposed in this work.

3 Sentiment Polarity Identification

Figure 1 provides a graphical representation of our approach. As can be seen, it is
decomposed into four constituent elements: (1) normalization module, (2) semantic
annotation module, (3) the ontology for the asthma self-management, and (4) the
sentiment polarity identification module.

In a nutshell, our approach works as follows. The first module normalizes the
tweets collected, i.e., it removes special characters, expands abbreviations and correct
spelling errors contained in them. The second module processes the tweets to obtain all
occurrences of concepts that are of special interest in asthma disease self-management.
To this end, this second module uses the ontology for the asthma self-management
called OASM (Ontology for Asthma Self-Management), which describes concepts
such symptoms, risk factors, drugs and physical activities, among others. Finally, the
fourth module determines the sentiment polarity of each concept by summing the
negative, positive and neutral polarity of each word close to the concept. This polarity
is given by SentiWordNet [13] a lexical resource for opinion mining. Next sections
provide a wider description of each component mentioned above.
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3.1 Normalization Module

Twitter messages vary in content and composition, often containing non-standard
words, ungrammatical sentence structures and domain-specific terms, also known as
jargon. This phenomenon reduces the accuracy in many natural language processing
tasks [20]. Aiming to address this issue, the present module focuses on normalize
Twitter messages, i.e., normalize non-standard words to their canonical form. Fur-
thermore, it removes characters that do not contribute to the meaning of the tweet.
More specifically, this module performs next tasks:

1. Removing special characters. Most tweets contain special characters that do not
contribute to the goal of this work. Hence, this module removes all @ that are part
of mentions and replies to other tweets, # corresponding to hashtags, and URLs.

2. Hashtag normalization. Often, hashtags are written in CamelCase, i.e., they are
composed of words of phrases such that each word in the middle of the hashtag
begin with a capital letter, with no intervening punctuation or spaces.

3. Expand abbreviations. Because of Twitter limits Tweet length to 140 characters,
users must use informal abbreviations (e.g., bc for because and tmrw for tomorrow)
as well as phonetic substitutions (e.g., b4 for before and 4eva for forever). The use
of this kind of terms makes difficult the understanding of the Tweets by means of
the natural language processing techniques implemented in this work. To deal with
this problem, this module employs an SMS (Short Message Service) dictionary to
expand the abbreviations frequently used by social networks’ users.

4. Correction of spelling errors. This task aims to correct orthographical errors. To this
end, this module uses Hunspell [21] a spell checker and morphological analyzer.

3.2 Semantic Annotation Module

Our approach needs to know all those concepts that are of special interest in asthma’s
self-management. Hence, in this work we design an ontology called OASM that
describes concepts such as risk factors, drugs, symptoms, and other concepts con-
cerning asthma care. This ontology is based on already available ontologies for disease

Fig. 1. Architecture
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management. More specifically, it includes concepts from the Asthma Ontology (AO),
a biomedical ontology used for modelling asthma related data in routine clinical
databases. AO was developed as part of the MOCHA (Model for Child Health
Appraised) project [22]. The AO ontology describes concepts related to diagnosis,
symptoms, therapy and process of care. The Fig. 2 shows an extract of the ontology.

The classes contained in the basic hierarchy of OASM are:

• Symptom. This class contains a taxonomy of asthma’s symptoms. A symptom is a
phenome accompanying something, in this case asthma disease, and is regarded as
evidence of its existence [23]. Among the symptoms described by this OASM are
chest tightness, airway inflammation, shortness of breath, cough, wheeze, dyspnea,
among others.

• Risk factors. According to the WHO (World Health Organization) a risk factor is
any attribute, characteristic or exposure of an individual that increases the likelihood
of developing a disease or injury [24]. Some of the risk factors described by this
ontology are allergens such as dust mite, mold, house dust; environmental condi-
tions such as cold air, passive smoking exposure, indoor air quality; to mention but
a few.

• Drug. This class represents asthma medication including those drugs that prevent
asthma attacks as well as quick-relief medications, also known as rescue medica-
tions. Furthermore, it represents all drugs to which many people with asthma have
sensitivities. For instance, some common medications known to trigger symptoms
of asthma are aspirins and NSAIDS (non-steroidal anti-inflammatory drugs) such as
ibuprofen and naproxen.

• Physical activities. This class describes exercises and sports that can have a positive
effect on asthma symptoms. Also, it describes sports that can affect the asthma
symptoms because they require continuous exertion or because the cold, dry air
present in the places where they are practiced. Examples of this kind of sports are
running, soccer, basketball, among others.

Fig. 2. Excerpt from OASM ontology
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Based on the ontology described above, this module process all tweets to recog-
nized all domain’s concepts. This process is carried out using the GATE framework
[25], a natural language processing tool for developing software components that
process human language.

3.3 Sentiment Polarity Identification Module

This module identifies the sentiment polarity of the concepts recognized by the pre-
vious module considering the words close to them. To this end, this module imple-
ments the n-gram method, which has been applied in research works such as [12, 26,
27]. In the computational linguistic domain, an n-gram is defined as a contiguous
sequence of n items from a given sequence of text, where items can be phoneme,
words, or other elements according to the application. Specifically, our approach
considers the words (from 2 to 6) after, before, and around the concept using the n-
gram after, n-gram before, and n-gram around methods, respectively.

The sentiment polarity of a concept is determined by the sum of the polarity of all
words close to it, which were obtained by the n-gram method. The polarity of each
word is given by SentiWordNet (hereafter referred as SWN), a lexical resource
explicitly devised for supporting sentiment classification and opinion mining applica-
tions. SWNis the result of automatically annotating all WordNet [28] synsets according
to their degrees of positivity, negativity, and neutrality. A WordNet synset is a set of
cognitive synonyms consisting of nouns, verbs, adjectives and adverbs, each
expressing a distinct concept. The positive, negative and neutral polarity degree of each
synset corresponds to a numeric value between 0 and 1, being the sum of all them equal
to 1. In this way, the positive, neutral and negative polarity of each concept is cal-
culated through next equations:

PosPol aið Þ ¼
X

w2wai PosPolSWNw ð1Þ

NegPol aið Þ ¼
X

w2wai NegPolSWNw ð2Þ

NeuPol aið Þ ¼
X

w2wai NeuPolSWNw ð3Þ

Where a represents the concept identified; wai is the set of words close to the
concept, which were obtained by the n-gram method; and PosPolSWN, NegPolSWN
and NeuPolSWN represent the polarity (positive, negative and neutral, respectively)
given by SWN to each word (w). Once these polarities are computed, the polarity with
the highest score determines the attitude of asthma disease patients with respect to the
specific concept or the contextual polarity or emotional reaction to the concept.

As was previously mentioned, each WordNet synset can consist of nouns, verbs,
adjectives or adverbs. In other words, a synset contains one or more words, which
means that multiple words can represent the same sense, or meaning. Furthermore, a
word can appear in multiple synsets. For instance, it can belong to 8 synsets, 3 noun
senses, 3 verb senses, and 2 adjective senses. Based on this understanding, it is
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necessary to disambiguate all words selected by the n-gram method, i.e., it is necessary
to interpret the author’s intended use of a word within the Twitter message. With this
purpose, the present module implements Babelfy [29], a unified, multilingual,
graph-based approach to Word Sense Disambiguation.

4 Evaluation

4.1 Procedure

The main objective of this evaluation was to know how successful our approach was to
identify the sentiment polarity of an asthma self-management concept contained within
Twitter messages. For this purpose, we performed a prospective analysis of 600 tweets
containing one or more of the concepts described in the OASM ontology. The tweets
were obtained using the Twitter API [30]. To ensure the quality of the corpus, a group
of healthcare experts analyzed and tagged all tweets collected. More specifically, the
experts detected the asthma self-management concepts contained in the tweet and
classified each one as positive, negative, or neutral. Since our method is based on
semantic orientation approach, the main objective of tagging these concepts is to obtain
the baseline results to evaluate our proposed method.

Once corpus was collected and tagged, we evaluated the effectiveness of our
approach by using three metrics namely, precision, recall [31], and F-measure [32].
These metrics are defined by the following equations:

Precision ¼ True positives
True positivesþFalse positives

ð4Þ

Recall ¼ True positives
True positivesþFalse negatives

ð5Þ

F � measure ¼ 2 � Precision � Recall
PrecisionþRecall

ð6Þ

In this evaluation, we used three classes corresponding the sentiment polarity of
concepts, i.e., the positive, negative and neutral classes. In this way, the precision,
recall and F-measure scores of the positive class are computed as follows. True pos-
itives are the concepts correctly classified as positive, False negatives are the positive
concepts that were classified as negative or neutral, and False positives are the negative
or neutral concepts that were classified as positives.

In a multiclass classification, such as the performed in this work, the precision,
recall, and F-measure scores are computed for each class. Hence, to obtain a complete
evaluation of the system, the evaluation results of each class must be combined. For
this purpose, the macro-average measure is used [33]. This metric is the arithmetic
mean of precision, recall and F-measure, where the quotient is the number of classes
(C) with which the problem counts. The Macro-Precision and Macro-Recall equations
are presented below:
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Macro� Precision ¼
PjCj

i¼1 Precision
jCj ð7Þ

Macro� Recall ¼
PjCj

i¼1 Recall
jCj ð8Þ

Regarding the macro of the F-measure, it is the harmonic mean of macro-Precision
and macro-Recall.

4.2 Results

Table 1 presents the macro-average results (Precision (P), Recall (R), and F-measure
(F1)) obtained for the different n-gram methods. As can be seen, the first column
represents the number of words considered by the n-gram method, in this case 2 to 6.
The other columns present the P, R, and F1 values for each n-gram method.

Furthermore, Table 1 shows that the three n-gram methods obtained the best results
when three words close to the concept are considered. N-gram after obtained a pre-
cision of 79.23%, a recall of 78.87%, and an F-measure of 78.96%. Then-gram before
method obtained a precision of 70.47%, a recall of 70.07%, and an F-measure of
70.15%. Finally, then-gram around method obtained a precision of 82.95%, a recall of
82.27% an F-measure of 82.36%. Meanwhile, the worst results for the three methods
were obtained when only two words close to the concept were considered. The n-gram
after method obtained a precision of 74.19%, a recall of 73.60%, and an F-measure of
73.74%. Then-gram before method obtained a precision of 64.29%, a recall of 62.80%,
and an F-measure of 63.01%. The n-gram around method obtained a precision of
78.09%, a recall of 77.27%, and an F-measure of 77.39%.

Figure 1 shows a graphical representation of evaluation results. In such figure, we
can perceive that the n-gram around method obtained better results than the n-gram
after and n-gram before methods. Specifically, the best result (an F-measure of 82.36%)
was obtained with an n-gram value of 3. Based on these results, we can conclude that
the three words preceding and following the concept allow identifying better its sen-
timent polarity (Fig. 3).

Table 1. Evaluation results

n-gram n-gram before n-gram after n-gram around
P R F1 P R F1 P R F1

2 74.19 73.60 73.74 64.29 62.80 63.01 78.09 77.27 77.39
3 79.23 78.87 78.96 70.47 70.07 70.15 82.95 82.27 82.36
4 77.12 76.60 76.72 68.11 67.47 67.53 78.99 78.00 78.13
5 75.34 74.73 74.88 68.62 67.93 68.00 80.01 79.21 79.34
6 76.06 75.53 75.66 66.06 65.13 65.21 79.00 78.60 78.64
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General results are promising and confirm the effectiveness of our method for
identifying the sentiment polarity of asthma self-management concepts contained
within Twitter messages. However, we considered that our approach can be improved
in two main ways. First, our approach depends on a sentiment lexicon, in this case the
SentiWordNet lexicon. Although this lexicon has been successfully used in sentiment
classification tasks, we are considering the use of a health domain lexicon that allow us
to determine in a better way the polarity of words occurring in the context considered in
this paper. Second, the normalization process of Twitter messages represents a difficult
task due to the use of ungrammatical sentences structures as well as the use of
non-standard words. Therefore, we would like to explore more methods that help to
normalize the Twitter messages prior to the application of the n-gram methods.

5 Conclusions and Future Work

Twitter is an essential part of the dissemination of diseases self-management, but little
work has been done examining this topic in the asthma disease management. Conse-
quently, we propose an approach based on sentiment analysis for determining the
attitude of asthma disease patients with respect to several domain concepts. Further-
more, this approach takes advantages of Semantic Web technologies, more specifically
ontologies to model the domain under consideration. Our approach obtained encour-
aging results with a precision of 82.95%, a recall of 82.27%, and F-measure of 82.36%.
Furthermore, the evaluation results show the effectiveness of the n-gramaround method
for sentiment polarity identification on the health domain.

Fig. 3. Sentiment polarity identification by means of n-gram methods.
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We think that our approach could be coupled with methods for detecting the
figurative language such as sarcasm and irony. Sarcastic and ironic comments are
commonly written on the social networks. This phenomenon requires being considered
to determine the correct polarity of the domain concepts due to it can plays the role of
polarity reverse. Also, we think that our approach can be adapted to other languages.
However, this adaptation process requires resources and NLP tools that are difficult to
find, or that are not yet mature. Therefore, we will attempt to apply our approach to
languages such as Spanish, French, Arabic, to verify the effectiveness of our method.
On the other hand, we plan to use the corpus collected in this work to develop a
supervised machine learning system for the automatic detection of emotional reaction
of patients about asthma domain, and then comparing the results with those obtained in
this work. Finally, despite our approach deals with textual error phenomena by means
of a normalization process based on techniques such as hashtag normalization,
expanding abbreviations and correction of spelling errors, we plan to extend this
method to deal with problems such as foreign terms, free inflections and character
repetition.
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Abstract. In recent years there has been a dramatic increase in the size of
information collections of importance. At the same time, there has been a
growing interest in extracting as much useful information as possible from such
collections. These trends place significant demands on modern information
retrieval systems. In particular there is a great need for tools that can support
discovery of new and useful information. The technique of latent semantic
indexing (LSI) has a number of attributes that make it particularly well-adapted
to information discovery applications. This paper provides an overview of
LSI-based techniques that have been successfully employed in facilitating dis-
covery in practical applications. The techniques range from user aids to
state-of-the-art discovery methods.

Keywords: Information discovery � Latent semantic indexing � LSI � Latent
semantic analysis � LSA � Query reformulation � Novelty detection

1 Introduction

One of the most significant trends in commercial and government information systems
in recent years has been the desire to extract actionable information from increasingly
large data collections.

As collections become larger, however, the problem of efficiently extracting useful
information from them becomes more complex. Some of the more vexing issues that
arise are:

• In many collections, the proportion of information that is relevant to a given
problem or to a given user’s interests may be very low.

• For text, as the size of collections grows, the rapid increase in the number of terms
makes mismatch between user terminology in queries and author terminology in
documents increasingly likely.

• The larger the collection, the more variants of important object descriptors, such as
people’s names, are likely to occur.

• In many large collections there are great amounts of redundant data, which hinders
finding new information of interest.

• In large collections it is difficult to decide which of the enormous number of
relationships among items are worthy of investigation.
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In recent years there has been a growing awareness that, in dealing with big data
issues, information retrieval tools alone are inadequate [1]. Both analytic software and
human users must be provided with tools that aid in the discovery of key information,
including relevant entities, new relationships, and unexpected contexts. Fortunately,
there are emerging tools that can significantly improve the efficiency of carrying out
such discovery activities. Some of the greatest successes in this area have come from
exploiting the technique of latent semantic indexing (LSI).

This paper presents examples of how LSI can be used to provide discovery
functionality in modern information systems. In order to bound the discussion, this
paper deals with applications involving human users and textual data. However, the
techniques described are equally applicable for situations involving automated agents
and for other types of data [2].

2 Latent Semantic Indexing

LSI is an information organization and analysis tool that has wide applicability. LSI (as
applied to text) accepts as input a collection of documents and produces as output a
high-dimensional vector space.

As applied to a collection of documents, the algorithm consists of the following
primary steps [3]:

1. A matrix A is formed, wherein each row corresponds to a term that appears in the
documents, and each column corresponds to a document. Each element am,n in the
matrix corresponds to the number of times that the term m occurs in document n.

2. Local and global term weighting is applied to the entries in the term-document
matrix. This weighting improves the ability to distinguish among items in the space
produced. Some very common words such as and, the, etc. typically are deleted
entirely (i.e., treated as stop words).

3. Singular value decomposition (SVD) is used to reduce this matrix to a product of
three matrices:

A = URVT

R is a diagonal matrix whose elements are the singular values of A (the
non-negative square roots of the eigenvalues of AAT).

4. Dimensionality is reduced by deleting all but the k largest values of R, together with
the corresponding columns in U and V, yielding an approximation of A:

Ak = UkRkVT
k

which is the best rank-k approximation to A in a least-squares sense.
5. This truncation process provides the basis for generating a k-dimensional vector

space. Both terms and documents are represented by k-dimensional vectors in this
vector space.

6. New documents (e.g., queries) and new terms can be represented in the space by a
process known as folding-in, which extrapolates from known vectors [4].
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7. The similarity of any two objects represented in the space is reflected by the
proximity of their representation vectors, generally using a cosine measure.

Extensive experimentation has shown that proximity of objects in such a space is an
effective surrogate for conceptual similarity in many applications [5].

3 Relevant Work

Legal discovery is the largest commercial application of LSI [6]. In the U.S., the term
discovery has a specific meaning in the legal domain: the pre-trial phase in a lawsuit in
which each party can obtain evidence from the opposing party. Historically, identifi-
cation of relevant documents during legal discovery was an intensely manual process
based on Boolean retrieval. In recent years, the rapid growth in the size of
litigation-related document collections has led to application of more capable tech-
niques [7]. LSI has become by far the dominant technical approach used in this area.

LSI also has been used to:

• Discover implicit relationships among individuals in e-mail collections [8].
• Detect anomalies in graphs of relationships [9].
• Automatically populate ontologies used in discovery efforts [10].
• Extract implicit geographic information from textual data [11].
• Automatically discover semantic links among geospatial data resources [12].
• Discover structural relationships among patents for cross-domain design [13].
• Leverage user discovery experiences in geographic information portals [14].
• Discover architectural information in software product audits [15].
• Identify relationships across media types [16].
• Automatically identify regions of interest in images [17].
• Uncover computer network attacks [18].
• Discover insider threats [19].
• Uncover scenarios in large collections of unstructured data [20].
• Discover similarities over large scale heterogeneous data [21].
• Discover web services of interest [22].
• Uncover software vulnerabilities [23].
• Discover relationships between databases [24].
• Detect implicit information in social media [25].
• Support discovery processes incorporating common sense information [26].
• Facilitate discovery in adversarial situations (e.g., where aliases are used) [27].

The most rapidly growing application area for LSI is in the biomedical field.1 In
that discipline, LSI has been applied to discovery of: relationships between gene

1 A review of major online sources (Science Direct, Springer Link, Google Scholar, and the digital
libraries of the IEEE and ACM) indicates that publications regarding biomedical applications of LSI
were negligible prior to 2000, grew linearly between then and 2007, surged in 2008, and have been
growing at a rate of 10–15% per year since then.
.
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sequences and amino acids [28], functional relationships between genes [29], relations
between genes and diseases [30], gene-gene interactions [31], gene co-expression
linkages [32], linkages between medical publications and annotations in the Gene
Ontology data collection [33], transcription factors for genes [34], functional cohesion
of gene sets [35], regulatory factors [36], protein-protein interactions [37], and potential
drug targets [38], as well as other items.

4 Example Applications

The complete range of techniques through which LSI is applied in information dis-
covery is much too large to cover in this paper. The intent here is to provide an
overview of key relevant aspects of information discovery tradecraft. Several examples
are described in order to provide insight into methods and best practices. As a unifying
measure, the discussion focuses on a single application area - analysis by users of
unstructured data. The defining element of each example is the identification of new,
relevant information in either of the following cases:

• When the user does not have sufficient information to formulate an effective query.
• When identification of the information of interest using conventional tools (e.g.,

Boolean retrieval systems) would be extremely laborious.

The discussion generally moves in a direction of increasing complexity, from
simple user aids through examples of the current state of the art in LSI-based discovery
applications.

4.1 Query Expansion

One problem immediately encountered when attempting to extract information from
large text collections is the huge number of terms encountered. Figure 1 shows the
number of unique terms indexed in 64 LSI spaces used in two dozen typical modern
English-language LSI applications.2 The numbers are much larger than the number of
unique English words present in the collections because of the occurrence of technical
terms, acronyms, proper names, equipment designators, etc.

With that broad a range of terminology, requiring a user to think of all the ways in
which a concept of interest might have been expressed is unreasonable. Tools must be
provided to aid users in formulating queries. This is an application where the con-
ceptual mapping capability of LSI (described in Sect. 2) has been applied with great
success. Two methods of expanding queries using LSI are described below as
examples.

2 These figures are from commercial and government applications worked on by the author between
2005 and 2013. These applications primarily involved conceptual retrieval, text clustering, and/or
document categorization tasks. Most had at least some focus on new information discovery.
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Discovering Relevant Terms and Documents for Query Expansion. A standard
operation in an LSI space is to list terms that are semantically most closely associated
with a query, in order of the strength of the association. This capability can be of great
use in expanding queries. For example, in one LSI index of nine million documents, the
terms most closely associated with a query on social unrest were:

• discontent
• protest
• demonstrated
• riot
• barricades
• stand-off.

A user might readily have thought of the first four of these as query terms but might
well not have thought immediately of the last two. Identifying useful additional query
terms in this manner is a feature of many modern LSI applications.

Using LSI, this type of query expansion also can be carried out at the document
level, iteratively concatenating retrieved documents with a user’s original query. In
large collections, such query concatenation can more than double recall while main-
taining good precision [39].

Discovering Name Variants for Query Expansion. In many applications, names of
persons are particularly important query terms. In large collections, there may be from
tens to over 100 variants of a given name due to contractions, nicknames, varying
completeness, name order, misspellings, typographical errors, phonetic renderings,
transliteration differences and varying associated titles. Within an LSI space, variants of
names are automatically closely associated, due to their similar contexts. This fact has
been applied with great success in identifying name variants in large document col-
lections [40]. The approach is to generate large numbers of candidate name variants

Fig. 1. Terms vs. documents in representative LSI applications
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based on standard techniques (Levenshtein Metric, Dice Coefficient, etc.) and then
select the most likely correct ones based on similarity of their LSI contexts. For
example, in a collection of less than one million news articles, this approach identified
19 variants of the name and associated titles of former Columbian president Alvaro
Uribe Velez, as shown in Table 1.

This is a good example of the second type of data exploration described above – the
user would expect that variants of the name exist; however, it would require consid-
erable thought and significant trial and error to find those variants using conventional
tools, such as Boolean queries. This type of query expansion also is applied for other
types of entities, such as organizations.

4.2 Topic Discovery via Clustering

Document clustering is a powerful approach for providing a user with a quick overview
of the contents of a collection of documents. For example, Fig. 2 shows the results of
automated clustering and labeling of 5,000 survey forms collected by a large hotel chain.

Similarity comparisons in an LSI space can be employed to produce topic clusters
such as these, using a wide variety of clustering techniques. Retrieving the closest

Table 1. Variants of Alvaro Uribe Velez in less than one million documents

President Alvaro Uribe Velez Leader Alvaro Uribe Velez Doctor Alvaro Uribe
President Elect Alvaro Uribe Velez President Elect Alvaro Uribe Presidents Alvaro Uribe
Alvaro Uribe Velez President Alvaro Uribe Uribe Velez
Doctor Alvaro Uribe Velez President Uribe Velez Velez Uribe
Governor Alvaro Uribe Velez Governor Alvaro Uribe Mr. Uribe Velez
Mr. Alvaro Uribe Velez Alvaro Uribe President Uribe
Senator Alvaro Uribe Velez

Fig. 2. Example of LSI cluster generation and labeling
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terms to the cluster centroids provides meaningful labels for the clusters, as shown in
the figure. This technique primarily is used to provide a quick overview of data.
However, there is opportunity for discovery when an unexpected cluster occurs.

4.3 Novelty Detection

One difficulty in working with unstructured information is that in many cases there is a
great deal of redundancy within a given collection or stream of data. For example, a
major event, such as a natural disaster, may lead to hundreds or even thousands of
highly redundant related news articles being written.

LSI provides a simple mechanism for dealing with such a situation. The basic
concept is shown in Fig. 3.

In this application, some retrieval mechanism is used to initially identify relevant
documents. LSI vectors for those documents are compared to LSI vectors representing
the user’s existing knowledge. An estimate of this knowledge can be derived from
artifacts such as previously reviewed documents, notes the user has taken, etc. The
relevant documents are then re-ranked so that the ones containing the most novel
information (i.e., having the lowest cosine scores with respect to the current user
knowledge representation) are placed at the top of the data presented to the user.

4.4 Item-Item Relationship Discovery

Comparisons of lists of entities or concepts can be of particular value in scenario
discovery. In one example, an LSI space was created from 158,492 English-language
news articles [41]. The text was processed using an entity extractor to identify PEO-
PLE, ORGANIZATIONs, and LOCATIONs (including facilities). The use case was to
identify associations between terrorist groups and things that they might attack. The
entity extractor identified 170,479 named entities of type ORGANIZATION in the

Fig. 3. Technique for detecting novel information
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collection. The LSI representation vectors for these ORGANIZATIONs were com-
pared to a vector representing the concept of terrorism. The top 350 items from that
comparison all corresponded to names of terrorist groups. This set was used as the list
of terrorist groups for the analysis. All 37,706 of the identified LOCATIONs were
considered as potential targets.

A 350 by 37,706 matrix of terrorist groups vs. potential targets was formed, with
each entry being the cosine between the LSI representation vectors for the respective
terrorist group and potential target. Table 2 shows some selected rows and columns
from this matrix.

The great majority of the entries in the matrix showed a very low degree of relat-
edness, with typical cosine values in the range of –.1 to +.1. The cosine value of .5087
between the vector corresponding to the GSPC3and that for Strasbourg Cathedral was
larger than that of any of the other 13 million matrix entries. This turned out to be a
correct association. In the time frame of these articles, the Frankfurt cell of the GSPC
indeed had planned an attack on the cathedral in Strasbourg. Of particular importance, in
this document collection, no articles contained both the term GSPC and the term
Strasbourg Cathedral (or any synonyms for these entities). Two articles did associate
the names of specific individuals with Strasbourg Cathedral. Relationships among
names in other articles, in aggregate, associated those individuals with the GSPC. The
high cosine value here thus is based completely on LSI holistic analysis of nth-order
associations. This was a completely unexpected result. It is a good example of the first
type of discovery cited in Sect. 4 – where the user initially does not have the necessary
information to create an effective query for conventional tools such as Boolean search.

This is a fully general technique. It could be applied to compare any two lists of
terms, entities, or even concepts. It could be implemented in a manner similar to that
discussed in the following section in order to generate alerts of developing situations of
potential interest.

Table 2. Matrix of terrorist groups vs. potential targets

Athens
Airport

NATO HQ Strasbourg
Cathedral

Trafalgar
Square

The
Vatican

Abu
Sayyaf

−.0254 −.0235 −.1235 −.0862 .0805

al Aqsa −.0152 −.0572 −.0710 −.0120 −.0222
GSPC −.1556 −.0043 .5087 .1677 −.1343
Hamas .0071 .0462 −.0019 .0152 .0065
Hizballah −.0513 .0028 −.0508 −.1056 .0458
Islamic
jihad

.0138 .0300 −.0439 .0086 −.0133

PFLP .0580 −.0190 .0101 .0931 .0365

3 Subsequent to the timeframe covered by the news articles used in the experiment, the Salafist Group
for Preaching and Combat (GSPC), changed its’ name to Al Qaida in the Islamic Maghreb (AQIM).
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4.5 Term-Concept Relationship Discovery

LSI demonstrably is capable of modeling relations through fifth order4 [42]. Integration
of such relations across a large document collection provides an ability to identify even
quite subtle relationships between objects. This capability can be used effectively in
automatically identifying entities of interest for a user. The workflow for an application
of this type is shown in Fig. 4.

The objective in this example is to identify individuals who may have an associ-
ation with fraud. The LSI space is continuously being updated with data from newly
arriving documents. The system cycles through all named entities identified as PER-
SONs and compares the names to a semantic representation of the concept of fraud
within the LSI space. Those names having an association with fraud that is above a
threshold are identified. Identified names that are not already known are then presented
to the user in the form of an alert. The key aspect of this workflow is that it examines
all of the names in the collection. It thus can identify individuals of interest for whom
the user had no previous reason to be suspicious (and thus would not have known to
incorporate their name in a query).

4.6 Discovery Incorporating Spatiotemporal Data

Recently, work has been done on incorporating geospatial and temporal information
into LSI-based analysis systems. Figure 5 shows the results of a query against a
state-of-the-art LSI-based analysis system that integrates spatial, temporal, and con-
ceptual data. The LSI space used to produce this display was based on a corpus of
approximately 300,000 documents. The query dealt with social unrest.

Fig. 4. Automatic identification of entities of interest

4 For example, Person A – Person B – Organization C - Telephone Number D – Person E – fraud.
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What is unique about this application is that the displayed points are determined
conceptually. A city may be highlighted even though it is not mentioned in any docu-
ment that directly discusses the concept of interest (similar to the situation discussed in
Sect. 4.4). Through exploitation of the conceptual generalization and nth-order analysis
capabilities of LSI, this application can cause a location to be highlighted based on quite
subtle information. This can constitute a powerful discovery capability.

5 Conclusion

As shown in the examples presented here, LSI is capable of providing a wide range of
support to users in carrying out discovery activities. Overall, use of LSI in discovery
applications is increasing in scale and sophistication.

There are a number of promising areas for future work. One interesting question is
to compare how well LSI performs in discovery applications in comparison to other
techniques. This is a gap in the existing literature.

Investigation of LSI-based discovery involving other data types also appears to be
quite promising. Most of the LSI-based discovery applications to date have involved
text in a single language. Application of the cross-lingual capabilities of LSI should
enable exploitation of information resources in one language in order to facilitate
discovery in text collections in other languages. More generally, as noted in Sect. 2,

Fig. 5. Integration of spatial, temporal, and conceptual information
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LSI can be used for analysis of other types of data, including audio, images, signals,
and video. Investigation of the use of LSI for discovery within collections of those
types of data is likely to be particularly rewarding.
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Abstract. This article is aimed at presenting a method for the assessment of the
similarity between two data strings representing the musical text analyzed on a
symbolic level (music notes), in order to cluster and classify musical pieces with
particular reference to the files stored according to the MIDI standards. This
method is based on the quantification of each string by calculating its entropy. It
is an empirical methodology that provides results expressed in numbers that may
be analyzed. This enables a comparison between two strings of different length
highlighting their potential identity (sameness), similarity and homology. The
representation by means of an isometric diagram accommodates a better inter-
pretation of the results. The effectiveness of the proposed melodic representa-
tions and algorithms is tested against a series of melodic examples.

Keywords: Entropy � Homology � Information retrieval � Similarity

1 Introduction

One of the main purposes in the Artificial Intelligence field is to support the individ-
uals’ decision-making process. To that end, the ability to obtain information relevant to
the task at hand is of utmost importance.

The ever growing number of digital information present on the web made the
search engine an indispensable tool on which all the users depend when it comes to
identifying the desired piece of information. One of the issues is that the search engine
must tackle in order to meet the requirements of the users is to assess whether a textual
piece of information is relevant in relation to the information provided by the user.

This issue of the research drew the attention of many scholars and is still far from
being completely solved. In effect, the web is a constantly evolving tool that keeps
offering new opportunities in various fields and among them, the music field. The
connection between music and the digital field has occurred (and is developing) both
on the audio level, with the possibility to share a music file to listen to, and on the
textual level, with the possibility to share a music score considered on a symbolic level,
i.e. the notes. In the latter case methods have been developed to retrieve the infor-
mation, all based on the concept of similarity between the character string indicated by
the user and the string taken into consideration by the search engine (within the various
music scores existing in a database).

The problem of Symbolic Melodic Similarity, where a retrieval system is expected
to get back a list of musical pieces considered similar to another one, has been studied
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from different standpoints. Some techniques are based on geometric representations of
music [1–4], others depend on classic grammar rules representations to determine
similarities [5, 6], and others use editing distances and alignment algorithms [7–9].

Cambouropoulos has a different approach that focuses on similarity. He has proposed
[10, 11] a computational model where the notions of categorization, similarity, and the
representation of entities/properties are strongly connected. It is not simply the case that
one starts with a precise description of entities and properties, then finds similarities
between them and, finally, gathers the most similar ones together into categories.

Cambouropoulos [12] also shows the necessity for researchers to state clearly what
view and what definitions of similarity/categorization they support in order to avoid
superfluous conflict and disorientation. The distinction between similarity and identity
(identicalness) of two strings is very rigorous: “Similarity is very often defined as
partial identity, that is, two entities are similar if they share some properties, but not
necessarily all”.

This article presents a method for the analysis of the similarity that takes in con-
siderations the analyzed strings as separate entities which, however, belong to the same
musical text. This enables a comparison based on the concept of ‘‘entropy’’, by means
of a quantification of the information carried along by every single sound: the single
sound is the smallest information unit. The comparison of the information values of
every single sound enables us to identify which parts of the strings are identical or
similar and, finally, their potential homology.

This paper is organized as follows.
Section 2 describes the concepts of identity, similarity and homology. Section 3

describes the information theory. Section 4 describes the analysis of the musical
message. Section 5 shows some experimental tests that illustrate the effectiveness of
the proposed method. Finally, conclusions are drawn in Sect. 6.

2 Identity, Similarity and Melodic Analogy

A musical fragment is represented by a succession of sounds (melody) of different
pitches and duration. Melody and rhythm are two fundamental elements for musical
architecture (structuring), two almost inseparable elements: a melody develops on the
rhythm and without it does not exist [13].

Information Retrieval is based on the comparison between two musical fragments:

1. Amodel fragment, which is represented by the notes intentionally inserted by the user;
2. A sample fragment, which is represented by the notes extrapolated from a digital

score by the search engine.

On the basis of these assumptions, by comparing two musical fragments the fol-
lowing possibilities may be identified:

1. Identity (Fig. 1a): the distance expressed in semitones (interval) that separates each
sound of the model fragment (Fig. 1 the first stave) is the same as the distance
separating each sound of the sample fragment (Fig. 1 second stave); the number will
be positive in case of an ascending interval and negative in case of a descending
interval;
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2. Similarity (Fig. 1b): the pace (a = ascending or d = descending) separating each
sound of the model fragment is equal to the pace separating each sound of the
sample fragment, regardless of the values of their intervals;

3. Homology (Fig. 1c): the two musical fragments have similar traits but morpho-
logically they may be different because they are modified so as to be functional.

When comparing two musical fragments it is, therefore, not important whether the
sound sequences are different: the sound is the fundamental element to start the analysis
with, considering its (ascending or descending) movement and the function it performs.
Thus it is possible to consider the set of sounds of two fragments as a single unit of
analysis, i.e. a score, and to analyze the various internal functions of the latter by
quantifying its information.

3 Information Theory

The analysis based on information theory sees music as a linear process supported by a
syntax of its own [14]. However we are approaching to a syntax formulated not on the
basis of musical grammar rules, but on the basis of the probabilities of occurrence of
every single element of the musical message in relation their preceding element [15].
From the definition of “message” being a chain of discontinuous “units of meaning”
follows that the musical “units of meaning” correspond to the minimal events of a
composition: usually isolated notes, chords…

Any event of such a chain requests a prevision about the event that will follow:
there is information transmission when the prevision is unexpected; there is no
information transmission when it is confirmed. Moreover, the fact that the events of a
composition are organized modularly brings forward the possibility to calculate using a
formula, or to express with an “index” the total amount of information transmitted by a
certain musical segment [16]. In a communication that occurs by means of a given
alphabet of symbols, information is associated to every single transmitted symbol.
Hence, the information may be defined as the reduction of uncertainty that might a
priori have existed in the transmitted symbol [15, 17].

2   2   1 -3  2  -4                                            a   a  a   d  a  d

2   2   1 -3  2  -4                                            a   a  a   d  a  d  

a)                                            b)                                c) 

Fig. 1. Comparison of two: identical melodies (a), similar melodies (b) and homologous
melodies (c)
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The wider the message range that the source can transmit is (and the greater the
uncertainty of the receiver with respect to the possible message), the larger the quantity
of transmitted information and along with it its measure: the entropy.

In the information theory, entropy is a positive value as opposed to its original
negative counterpart in physics. Mathematically, the measure of the content of a piece
of information (I) is obtained with Shannon’s formula:

I ¼ log2
p0

p
ð1Þ

where p is the probability of the message to be transmitted, p0 corresponds to the
probability for the content of the information expected by the latter to be satisfied after
the transmission of the message. For every symbol (of a message) that we transmit we
have a certain quantity of information associated to that symbol.

In most practical applications of information theory a choice must be made among
the messages of a set, every single one having its own probability of being transmitted.

Shannon gave a definition of the entropy of such a set, identifying it with the
information content that the choice of one of the messages will transmit. If every single
message has the probability pi of being transmitted, the entropy is obtained as the sum
of all the set of functions pi log2 pi, every single one related to a message, that is:

HðXÞ ¼ E IðxiÞ½ � ¼
Xn

i¼1
IðxiÞ � PðxiÞ ¼

Xn

i¼1
PðxiÞ � log2

1
PðxiÞ ð2Þ

The term entropy, borrowed from thermodynamics, designates therefore the average
information content of a message. In the light of what has been said so far, the musical
message may be defined as a sequence of signals organized according to a code.

4 Analysis of the Musical Message

To compare various segments among them, in order to determine which is more
important, each entropy is calculated: the less the entropy value, the greater the
information carried by the sound [18].

In order to calculate the entropy it is necessary to take into consideration a specific
alphabet: the alphabet is language – specific [19–21] and, as it may be immediately
deduced from the formula (based on the probability of certain symbols rather than other
symbols to be transmitted) it demonstrates to be associated to language.

For the melodic analysis the various melodic intervals were classified as symbols
of the alphabet [18].

The classification of an interval consists in the denomination (generic indication)
and in the qualification (specific indication).

The denomination corresponds to the number of degrees that the interval includes,
calculated from the lowest one to the highest one; it may be of a 2nd, a 3rd, 4th, 5th, and
so on.; the qualification is deduced from the number of tones and semi-tones that the
interval contains; it may be: perfect, major, minor, augmented, diminished, more than
augmented, more than diminished, exceeding, deficient.
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For every single musical piece a table, which represents its own alphabet, is filled
in: in the melodic analysis every interval has been considered for its ascending or
descending trend (Table 1).

The definition of the alphabet is not enough in order to calculate the entropy of a
musical segment: it is necessary to consider the manner in which the sound succeeds
one another inside the musical piece.

In order to do this, the Markov process (or Markov’s stochastic process) is used: we
chose to deduce the transition probability that determines the passage from a state of
the system to the next uniquely from the immediately preceding state [14, 18].

On the base of the above considerations, the transition matrix is created. It consists
of the transition probabilities between the states of the system (conditional probability).
In our case, the matrix represents the probabilities for a sound to resolve to another
sound (Table 2).

Table 1. Example of alphabet.

Sound Number
Fa 1
Mi 1
Re 1
Do 4
Si
La 3
Sol
Fa 2

Table 2. Transitions matrix drawn about the melodic segment of Table 1.

Fa La Do Re Mi Fa
a d a d a d a d a d a d

Fa a 1
d 1

La a 2
d 1

Do a 2
d 1

Re a
d 1

Mi a
d 1

Fa a 1
d
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5 Obtained Results

The model of analysis described in this article was verified by realizing an algorithm
the structure of which takes into consideration each and every single aspect described
above. The results of the analysis are indicated by means of isometric graphics that
allow an immediate visualization for interpretative purposes. The algorithm does not
provide any limitation with respect to the dimensions of the table representing the
alphabet and the matrix of transitions that will be automatically dimensioned in every
single analysis on the basis of the characteristics of the analyzed musical segment. This
allows conferring generality to the algorithm and specificity to every single analysis
(Strength).

The initial tests were carried out on a set of musical segments of various lengths,
specifically selected, in order to verify the ‘‘validity’’ of the analysis. Subsequently,
entire scores were taken into consideration and subjected to segmentation by the
algorithm in order to identify and classify the musical segments, by comparison with a
model segment entered by the user.

The algorithm carries out the analysis steps considering two segments, a model and
a sample, as if they were one single score: the various sounds are considered one after
another (Fig. 2c) in order to determine the alphabet, the transition table and therefore
quantify the information value of each sound by calculating the entropy. The objectives
are:

1. To determine the distinct brackets of distinctive values of the information content,
by determining a minimum and a maximum value, which may be deduced from the
information values of every single sound;

2. Verify, for each sound of the two segments being compared, the bracket within
which they identify themselves: the value of the first sound of the model segment
will be compared to the value of the first sound of the sample segment, and so on. If
the information value of the two sounds falls within the same bracket, they share
equivalence/similarity.

This procedure is due to the fact that, according to the information theory exposed
above, the information value depends on the alphabet of the score which determines the
transition probabilities among the states of the system (conditional probability): the
probability, in our case, for a sound to resolve to another sound (giving birth to an
interval). The distance between various sounds and their ascending or descending
movement somehow represents the DNA of the composition.

Some illustrative results are presented below in relation to the comparison between
two different segments so as to explain, by means of graphic representation, how the
data is interpreted.

Two musical segments are represented in Fig. 2c: a model segment (the first stave)
and a sample segment (the second stave). In case the two segments (model and sample)
are in different tonalities, the algorithm first operates a transposition of the sounds of
the sample segment (Fig. 2b) taking them to the same pitch as the ones of the model
segment.
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Once the various tables (alphabet and transitions) have been defined, the infor-
mation value of every single sound is calculated (Table 3) and then the information
brackets are identified, each of them representing a certain range of values.

Figure 3 shows two segments compared and the related diagram. The upper part of
the diagram represents through colors the various brackets of information of the indi-
vidual sounds of the model segment, while the lower part of the diagram shows the
various brackets if information of the individual sounds of the sample segment. The color
representing a certain bracket will have a darker or clearer tone based on whether the
information value is higher or lower within the same identification range of the same
bracket. If two sounds have the same information value the diagram will contain a
column having only the color of the corresponding information bracket. If, instead, the
two values are different, the color within the column changes by fading out, passing from
the color of the preceding value to the color of the current value. The bigger the color
difference, the smaller the equivalence or the similarity between the segments (Fig. 4).

Transposition

Final Score

a) b)

c)

Fig. 2. Score representation

Table 3. Information value of every single sound

Model segment Sample segment
0.530737271 0.530737271
0.464385619 0.528320834

0.389975 0.442179356
0.442179356 0.523882466
0.523882466 0.464385619

0 0.389975
0.401050703 0.442179356

0.523882466
0
0
0

0.401050703
Bracket 1 Bracket 2 Bracket 3

0 – 0,2 0.2 – 0,4 0.4 – 0,6
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Figure 5 represents two musical segments where the first one is different from the
second both in terms of rhythm and because of the presence of melodic figurations.
However, the two segments draw attention to a clear similarity between them.

Model

Sample

Fig. 3. Isometric diagram

Model segment Sample segment
0.52388247 0.52388247

0.389975 0.389975
0 0
0 0.52832083

0.43082708 0.43082708
0 0

0.52832083 0.52832083
Bracket 1 Bracket 2 Bracket 3

0 – 0,2 0.2 – 0,4 0.4 – 0,6

Fig. 4. Determination of the dissimilarity of the two segments.

Fig. 5. Determination of the dissimilarity of the two segments.
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The color column of every single sound belong to the same range even if with different
values (see the undertones of green), except for the highlighted point where the sounds
of the second segment are equal to the ones of the first but out of phase in time
(delayed): the color though fades towards the color of the sound of the first segment.

6 Discussion and Conclusions

In recent years there has been a continuous growth of the number of databases used for
storage and sharing of musical information (in a digital format), be them on-line or not:
information that is not only textual, but also symbolic, such as for instance the scores
and their representation through the MIDI protocol recently reinstated by the web.
Simultaneously to the development of the databases there has been a development of
algorithms for Information Retrieval, which, however, gave the right answer to the
retrieval of musical information. In general this retrieval operation is based on the
similarity concept.

This study took into consideration the possibility to compare two musical segments,
analyzed on a symbolic level, by measuring the information content of each sound. The
proposed approach had the objective of representing the relationships among the
individual musical segments by means of an isometric diagram, built on the basis of the
entropy concept. This allowed the determination of the potential equivalence, similarity
and homology of the analyzed segments.

The approach has been tested with a collection of musical segments. Besides,
qualitative analysis has been realized relative to the relationships between the graph
structure and the melodic content of the musical segment. Results are interesting in terms
of average precision of the retrieval results and in terms of musicological significance.

This method of analysis might be extended to the process of segmentation of a
musical composition and, therefore, represent an important means of support for the
teacher and for the student of compositive disciplines. Finally, it could be extended to
the studies related to Automated Speech Recognition (ASR), in particular, for the
dictation, not of words, but of musical phrases.
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Abstract. Biologisation of technology has already become an innovation driver
for new materials and implants in medical applications. However, the potential
of biologisation of technology is much greater when taking all the current
research fields into consideration: e.g. the process industries using microor-
ganisms for production of new substances or pharmaceuticals, the IT developing
evolutionary algorithms for autonomous systems supporting decision making of
human being, or various engineering disciplines adapting principles from nature
to optimize both resource consumption and performance.
How can technical and scientific disciplines systematically learn from nature

and capture value from biologisation in future? In this paper an early-
biologisation approach will be introduced. When combining with the biomi-
metic engineering process according to ISO 18458:2015 the two approaches
would improve the acceptance of biomimetics in organizations.

1 Introduction

Nature has always been a main source of inspiration for mankind. Through the study of
animals or plants important inventions like aircraft1, reinforced concrete2 were born.
The term “biomimetics” stands for the creative transfer of knowledge and ideas from
biology to technology [1]. Nature still represents an inexhaustible source of ideas for
dealing with various daily issues such as biocompatible implants, energy and resource
saving in transportation, or object recognition algorithms. Current approaches of
learning from nature often follow two typical patterns [2, 3]:

1. Biology-push approach: The biology-push approach starts with a discovery in
biology, which is analyzed and technically implemented.

2. Technology-pull approach: The starting point of the technology pull approach is a
problem to be solved from the side of technology for which solutions from nature
are looked for.

1 Leonardo da Vinci (1452–1519) studied the anatomy and flight of birds when developing concepts
for flying machines.

2 Joseph Monier (1823–1906) was a gardener who found in the rigid network structure of the cactus
plant Opuntia the inspiration for combining steel mesh with cement material to create reinforced
concrete.

© Springer International Publishing AG 2018
N.-T. Le et al. (eds.), Advanced Computational Methods for Knowledge Engineering,
Advances in Intelligent Systems and Computing 629, DOI 10.1007/978-3-319-61911-8_16



ISO 18458:2015 suggests an ideal process for biomimetic engineering with nine
steps. However in reality each step in the process could be very complex when
knowledge is created and shared among biologists, engineers, and other disciplines.
Several questions remained unanswered. E.g. in the real world it is still unclear how
communication and knowledge barriers between different disciplines can be overcome.
Another problem is the lack of acceptance within an organization for biomimetics.
Technical staff members suggesting biomimetics in R&D projects could be regarded as
exotic thinkers within their organization. Furthermore searching for biological
problem-solving strategies is still an obstacle to engineers who are not trained in
searching and reading biology literature. Last but not least, the lack of a systematic
method to convert an identified biological role model into a technical solution is
another challenge. In most cases, this step is done more intuitively and without
methodological support. Biomimetics has already become a well-accepted scientific
discipline. However in order to become an industry-accepted method the above
mentioned obstacles need to be removed (Fig. 1).

Fig. 1. The biomimetic engineering process ISO 18458:2015 [4]
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In this paper the biomimetic engineering process according to ISO 18458:2015 will
therefore be extended by implementing knowledge sharing mechanisms between
people inside and outside of an organization. Two suggestions for improvement will be
done:

• An early-biologisation approach to build-up a clear understanding why biomimetics
needs to be employed by an organization to solve problems

• A knowledge sharing database for different disciplines when practicing learning
from nature

The final aim is to enhance a shared understanding between stakeholders within an
organization which really wants to build up a biologisation competency.

2 Biomimetic Engineering Process Should Start
with an Early-Biologisation Process

Early-biologisation is the building-up process of the competence “learning from nat-
ure” for an organisation prior to the biomimetic engineering process. The basic idea
behind this is to create a shared understanding of problems to be solved by learning
from nature. Otherwise the sophisticated process of biomimetic engineering process
cannot gain support within an organization. Einstein has been often quoted “If I had an
hour to solve a problem I’d spend 55 min thinking about the problem and 5 min
thinking about solutions.” In this step an organization needs to invest time to check for
the right problems to be solved. Secondly, within the process of biomimetic engi-
neering team members need to enhance the radius of further supporters and co-creators
inside and outside the organization. Thirdly, the value-added of biologisation of
technology needs to be validated to gain insights into market potential. By the end of
this early biologisation process an organization would be able to answer the question
“why should we learn from nature to solve our problem”. The early-biologisation
process would deliver facts and insights before substantial investment decisions of
R&D would be made (Fig. 2).

Problem Understanding: This step is about to understand the problem as much as
possible. Information about: what exactly is given (dates, conditions, terms, etc.), what
is searched, etc. is needed.

Sharing Understanding with Internal and External Supporters: It has been shown
that project champions are essential for the success of innovation projects. Project
champions could also be from outside an organization.

Validation of Key Problems to be Solved: Often, it turns out that the alleged problem
and the real problem are quite different. Therefore, the reach of a clear and unam-
biguous understanding of the problem is essential because it could help to prevent
wasting time, e.g. due to frequent changes to the project goals. Different methods e.g.
value proposition design can be used for validation of problems.
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Searching Solution Strategies from Nature: Once the problem is understood solu-
tion idea will be looked for. Usually having a flash of thought or an “enlightenment”
requires an intensive study of the problem. Here, the use of creative methods could
facilitate and accelerate the search for solutions.

Converting of Natural Strategies into Scientific Principles: This step is crucial in
order to bridge the communication gap between disciplines. By converting natural
phenomena e.g. the adhesion of gecko feet into scientific principle like the Van der
Waals forces a common understanding can be achieved by project team members.

Searching for Technical Concepts in Patent Literature: Scientific working princi-
ples e.g. the Van der Waals forces are mostly too abstract for communication among
project team members and stakeholders. It is therefore beneficial to link those scientific
principles to existing working examples in the technical domain. Patent literature
would be a good choice due to the huge information base and the easy-to-search
structure of bibliographic data.

Fig. 2. Proposal of an early-biologisation process prior to ISO 18458:2015.
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Lean Prototyping: To support the communication with internal and external stake-
holders preliminary prototypes based on the idea of “lean start-up method” are of great
use [5]. The idea is to make use of simple means to build up an understanding about the
solution idea. This can be realised as a mock-up, as a design study or as a design
sketch.

Market Offer Validation: A brilliant idea is not useful if only some people believe in
it. In this phase the prototypes will be presented to internal and external parties. The
solution ideas need to collect evidences that they would address an urgent need [6].

After this final step the decision should be made whether a biomimetic project
should be initiated employing the biomimetic engineering process according to ISO
18458:2015. At this point a clear understanding among stakeholders has been created.

3 Supporting the Search for Nature’s Solution Strategies
with a Technology-Biology-Dictionary

3.1 The Basic Concept of a Technology-Biology Dictionary

Several organizations have started to set-up databases about biological phenomena that
might be of interest to engineers. Due to the huge effort to manually build up such
databases both in time and human resources, those working groups are facing great
difficulty in continuing with their project. Because of limitation on scope and depth of
information, such databases have not the potential to cover every field of technology.

In order to support scientists and engineers having access to nature’s huge potential
of problem solving strategies, the tool BIOPS® (BIOlogy inspired Problem Solving)
has been developed at Fraunhofer IAO. Figure 3 illustrates the key elements of
BIOPS®. The dictionary combines a manually compiled dictionary of more than 2000
solution strategies from nature with an automatically generated technology thesaurus of
more than 9 million entries relating to technical problems. This combination enables
users to find appropriate solution strategies for various technical fields.

The German demo version of BIOPS® is available online at www.nature4innovation.
com. By using BIOPS® users can easily identify nature’s solution strategies, e.g. the tool
is capable of matching a technical term like “icing” to related biological terms like
“Siberian salamander”, “snow algae” or “Alaska beetle” [7].

3.2 Automatic Generation of a Technology Thesaurus

A set of 2000 solution strategies from nature can be used for a much greater number of
technical problems. E.g. a hydrophobic structure from nature can be used for an
easy-to-clean surface or to solve an anti-icing problem. It is therefore beneficial to link
similar technical terms by using a thesaurus. The manual creation process of a tech-
nology thesaurus would be of high effort. Therefore the automatic approach using the
method co-occurence analysis was chosen [8]. Following steps of data analysis were
undertaken as shown in Fig. 4:
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Data Acquisition: In the first step the data was acquired from more than 1 million
patent documents. The greatest benefit of patent literature is that the verbs are mostly
written in present tense. Therefore the algorithm for text analysis can be kept simple.
Every single word of each sentence in the text corpus was reduced to its basic form.

[The] [lotus] [effect] [refer] [to] [self-cleaning] [property]
[Barthlott] [and] [Ehler] [study] [the] [self-cleaning] [property]
[The] [lotus] [effect] [discovery] [open] [up] [new] [application]

Linguistic Preparation: In the next step irrelevant words will be removed. Three
methods has been employed to enhance the data quality:

• Creation of a black list with words that should be dropped
• Ignoring words of high term frequency (e.g. the, this, at, on etc.)
• Ignoring words of low term frequency

Fig. 3. Data structure of Technology-Biology-Dictionary BIOPS®.

Fig. 4. The automatic technology thesaurus generation process.
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Co-occurence Analysis: This method is used to analyse semantic proximity of words.
In this work this method has been very useful to link similar technological terms with
each other. In the example above the co-occurrences of the term [self-cleaning] are:

[lotus], [effect], [refer], [property], [Barthlott], [Ehler]

N-gram Analysis: The analysis of semantic relationship between words could be
improved by using bi- or tri-grams instead of monograms. In this work the bigrams
have been chosen. For the example “self-cleaning property” following bigrams has
been extracted:

[Lotus effect], [Barthlott Ehler], [new application]

4 Evaluation

Since 2009 both the tool BIOPS and the early-biologisation approach have been used
for 10 R&D projects at Fraunhofer IAO in cooperation with industrial partners.
A project is regarded as successful when at least three from four criteria is fulfilled:

• A relevant problem of economic impact has been identified
• The solution is superior to existing solutions in terms of customer benefits (cost,

quality, time)
• At least a solution has been identified which can be realised within short-term
• At least a solution has been identified which can be realised within long-term

Based on the experiences collected and summarized in Table 1 the early-
biologisation approach has promising potential. In the one project considered as fail-
ure appropriate solutions could not be found by using the Technology-Biology dic-
tionary. Therefore no solution could be realised within short-term and long-term.

In the project with the sport equipment manufacturer Fischer Sports GmbH a new
generation of ski skin was developed based on biological role models e.g. snakeskin,
sandfish and the mountain goat’s feet. Figure 5 provides a picture of the product
PROFOIL as an outcome of the project with Fischer Sports GmbH. This project can be
considered as a successful project due to three criteria:

Table 1. Success rate of past projects using the early-biologisation approach.

Industry No. of successful projects No. of failure

Mechanical engineering 3 projects 0
ICT 1 project 0
Sport equipment 1 project 0
Automobile 1 project 0
White goods 1 project 0
Chemical & food industry 2 projects 1
Success rate 90% 10%
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• Relevant problem: cross-country ski skins in the past requires intensive care due to
snow adherence and icing

• Superior solution: the new solution approach is water repellent and easy-to-handle
for users

• Solution is realised within short-term: the product can be now purchased

5 Implications

5.1 Implications for Further Research

The early-biologisation process represents a useful supplement to existing biomimetic
engineering process. However there are still several research activities with regard to
the search tool BIOPS® to be done in future:

• The BIOPS® tool is still a scientific search tool with simple user-interface. In future
solution strategies from nature should be visualized using images or videos.

• The matching of relevant terms should be improved by using machine-learning
techniques with information delivered by users.

• Last but not least latest advances in service-robotics should be explored to develop a
brainstorming robot using the huge knowledge of BIOPS® that can be involved in
creativity workshop with human beings. This would unleash new innovation
potentials in future.

Fig. 5. An output from a successful project using the early-biologisation approach. (Image
provided by Fischer Sports GmbH to Fraunhofer IAO)
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5.2 Implications for Practionners

Better methods and tools to support the innovation process are only of high value when
managers and engineers have sufficient knowledge about the pros and cons of using
biomimetics in the industrial context. Not for every problem, biomimetics will give the
appropriate answer. It is necessary to carry out an assessment for each company,
whether biomimetics has any answer to the problems to be solved in their industrial
context. In the next step, a pilot project related on a real problem to be solved should be
organized. Based on the experiences collected in the pilot project further steps can be
carried out to integrate biomimetics into the innovation process.
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Abstract. Word segmentation and POS tagging are crucial steps for
natural language processing. Though deep learning facilitates learning a
joint model without feature engineering, it still suffers from unreliable
word embedding when words are rare or unknown. We introduce two-
level backoff models to which morphological information and character-
level contexts are integrated. Experimental results on Thai and Chinese
show that our backoff models improve the accuracy of both tasks and
excels in OOV recovery.

Keywords: Word segmentation · Part-of-speech tagging · Joint tasks ·
Deep learning · Structured perceptron

1 Introduction

Word segmentation and POS tagging are indispensable tasks in natural language
processing. In the past two decades, both tasks are taken into account as separate
steps, and they have to be learned separately. This practice discards crucial
information in the POS level that helps constrain word segmentation, letting it
succumb to error propagation from the previous step to the next. Recent studies
[13,22,24,25] show that joint models of both tasks improve the overall accuracy
but they involve delicate feature engineering, in which a large number of complex
features are cherry-picked.

Deep learning [1,7] minimizes the need of feature engineering by automat-
ically learning features with multiple layer perceptrons and recurrent neural
networks. A joint model can now be learned as a pipelined process while retain-
ing all crucial information that helps reduce its search space. Deep learning has
been used for learning a wide array of joint task typologies, e.g. word segmenta-
tion (WS)+POS tagging [26], WS+POS tagging+lexical normalization [10,19],
WS+NER [17], WS+POS tagging+phrase chunking [14], and WS+POS tag-
ging+dependency parsing [20]. These models are built on top of word embedding
(vector representation) learned from a large amount of data.

c© Springer International Publishing AG 2018
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However, word embedding becomes unreliable when the word is rare or
unknown. This issue is prevalent in practical use when (1) the language is mor-
phologically rich, (2) proper names and new words constantly emerge from lin-
guistic and cultural contact, and (3) typos and slangs become popular. We will
address this issue by incorporating the notion of context representations to the
word embedding.

In this paper, we propose context-based backoff models to which morpho-
logical information and character-level contexts are integrated (Sect. 2). The
intuition of our backoff models is simple: although the feature vector for a rare
word is unreliable, its prefix, suffix, and surrounding context are informative
and can still be used for predicting the word boundaries and POS tags. We effi-
ciently train our model via the structured perceptron algorithm (Sect. 3). We
assessed our backoff models (Sect. 4) with two challenging languages: Chinese
and Thai, and we found that our models improve the accuracy of both tasks and
particularly excels in OOV recovery.

2 Dynamic Neural Architecture

We formulate the joint word segmentation and POS tagging tasks as pipeline tag-
ging, in which word boundaries produced by the first task becomes an input for
POS tagging, resulting in nonlinear prediction. This requires the use of dynamic
neural architecture because the network of the next task depends on the output of
the previous one. Our model offers joint training of two strongly dependent tasks
which once had to be trained separately in the traditional tagging approaches.
By incorporating multiple layers of perceptrons and nonlinear functions (such as
sigmoid, tanh, and ReLU), we can automatically extract useful linguistic features
that contribute to the prediction.

We propose the dynamic network architecture in Fig. 1. The first layer
extracts character-level n-gram features from the text. The next layer incor-
porate the n-gram features with their surrounding contexts using bidirectional
recurrent neural networks (RNNs). The output of this step is the prediction of
word boundaries. Next, we assign a feature vector (embedding) for each predicted
word [1,15]. We also propose two-level backoff models for word embedding to
cope with rare words and the OOV issue. The final output of our joint models
is a tag sequence inferred from the graph.

2.1 Character-Level n-Gram Embedding

The first step is to extract a sequence of n-gram tuples out of a given character
sequence. For each n-gram, we assign an index for table lookup and a feature
vector. We believe that n-gram embedding would provide far more useful infor-
mation than character embedding as they also represent character-level contexts.
The n-gram lookup table is a matrix Mngram ∈ R

dngram×Dngram , where there are
Dngram tuples of n-grams and dngram dimensions for each n-gram embedding.
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Fig. 1. The dynamic deep network for joint word segmentation and POS tagging tasks

Given an input sequence of characters c1...n, we first extract an n-gram tuple
gi from each character ci, where gi = cmax(i−n+1,1)...i. We retrieve the n-gram
embedding of each gi by the table lookup layer G(gi) = Mngramei, where ei is
a binary vector whose i-th element is 1 and others are 0.

2.2 Word Boundary Inference

The next step is to infer word boundaries from the contexts. To avoid feature
co-adaptation that causes the over-fitting issue [23], we randomly drop out the
output of some neural units at the drop-out rate rdropout while training:

gi = dropout(G(gi), rdropout) (1)

We then compute each LHS context embedding
−→
h g,i (and RHS context

embedding
←−
h g,i) by gradually feeding n-gram embeddings from left to right

(and from right to left) into an RNN and retrieving its internal state. Since the
RNN computes the output from an input and the previous internal state, it
remembers the previous inputs. Therefore, by probing the internal state of the
RNN at each step, we are compressing the previously recognized context into a
representation vector, which can be used for further prediction.

For each character index i, we predict the word boundary bi by concatenating
the contexts from both sides and computing the distribution of segmentation
bi by:
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ctxg,i = dropout(
−→
h g,i ⊕ ←−

h g,i, rdropout) (2)
bi = softmax(Wgf(ctxg,i))

where ⊕ is the vector concatenation operator, f is a nonlinear function, dcontext is
the dimensions of the context embeddings

−→
h g,i and

←−
h g,i, and Wg ∈ R

2×2dcontext

is a weight matrix projecting to two actions {segment, append}. The vector bi

for each index i will be used later in training and inference.

2.3 Word Embedding and Two-Level Backoff Models

For POS tagging, we will first assign to each input word a feature vector
retrieved by table lookup. Suppose the word lookup table is a matrix Mword ∈
R

dword×Dword , where there are Dword known words, and each feature vector has
dword dimensions. Given an input sentence w1...m, we retrieve the feature vector
for wi by wi = Mwordei, where ei is a binary vector whose i-th element is 1 and
others are 0. The matrix Mword can be initialized randomly and automatically
trained by any variation of backpropagation, or can be replaced by precomputed
word embeddings such as GloVe [18].

We propose the context-based backoff models for word embedding to which
morphological information and character-level contexts are integrated. Suppose
we encounter an unseen word in Fig. 2(a), we decompose it into characters and
n-gram tuples. In Fig. 2(b), we then learn its prefix and suffix by gradually feed-
ing each character into a bidirectional RNN from both directions to obtain the
internal states

−→
h c,i and

←−
h c,i at the other ends. To incorporate contextual infor-

mation from surrounding words, we also learn the prefix and suffix from the
n-gram tuples with another bidirectional RNN and obtain the internal states−→
h q,i and

←−
h q,i. We assume that all of these internal states have the same dimen-

sions dhidden.
Finally, we define the feature vector for wi interpolated with our backoff

models. If word wi is rare, i.e. #(wi) < θ where θ is the frequency threshold for
backoff, the word embedding for wi is

ŵi = wi ⊕ Wb1(
−→
h c,i ⊕ ←−

h c,i) ⊕ Wb2(
−→
h q,i ⊕ ←−

h q,i) (3)

Fig. 2. Context-based backoff models for word embedding
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where wi is the word embedding, and Wb1,Wb2 ∈ R
dbackoff×2dhidden are weight

matrices projecting to a backoff vector of dbackoff dimensions. Otherwise
(#(wi) ≥ θ), the word embedding for wi is simply zero-padded on RHS, i.e.
ŵi = wi ⊕ 0. The resultant word embedding ŵi always has dword + 2dbackoff

dimensions.

2.4 Tag Inference

Once we achieve the word embedding with backoffs in Eq. (3), we can now infer a
tag sequence from an input sequence of characters. Similar to word segmentation,
there are strong dependencies between each word-tag pair and between each
consecutive tag pair. This suggests that local and global prediction works side
by side. By letting there are Ntags known tags in the tagset T , we separate the
prediction task into two levels:

Local Prediction: For each word-tag pair, we make prediction from the word
embedding, its morphological information, and its context by using a multilayer
perceptron and a nonlinear function. The prediction score is given below:

ht,i = f(Wh × dropout(ŵi, rdropout)) (4)
pi = softmax(Woht,i)

where ht,i is a hidden layer with dhidden dimensions, f is a nonlinear function,
pi ∈ R

Ntags is the output vector whose each element pi,ti is the probability of wi

being tagged as ti ∈ T , and Wh ∈ R
dhidden×dwordrep and Wo ∈ R

Ntags×dhidden are
weight matrices that project to hidden units and tag prediction, respectively.
We again drop out some input units to avoid feature co-adaptation.

Global Prediction: We take into account the tag transition as a function that
takes two consecutive tags ti−1 and ti. For the sake of simplicity, we let this score
be a matrix A ∈ R

Ntags×Ntags , whose element αji is a score for transitioning from
tag tj to tag ti.

Let us define two quantities: emission score se(i, k) = pi,k and transition
score st(j, i) = αji. We finally define the score for a possible tag sequence t1...m

given an input sentence c1...n as follows:

s(t1...m|c1...n) =
∑

i

[se(i, ti) + st(ti−1, ti)] (5)

where pi,ti is a prediction score of the current tag ti given word embedding ŵi,
and αti−1,ti is the transition score from the previous tag ti−1 to ti. We can find
the best tag sequence t∗1...m by: t∗1...m = arg maxt1...m s(t1...m|c1...n).

3 Structured Perceptron Algorithm

3.1 Parameter Estimation

In training, we estimate all embedding and weight matrices Θ=(Mngram,Mword,
Wg,Wb1,Wb2,Wh,Wo) with respect to some objective function over the train-
ing dataset. Since our joint tasks are pipeline prediction, we choose to estimate
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Fig. 3. The search space of our structured perceptron training. Each column corre-
sponds to a character index, while each of its nodes corresponds to a POS tag’s index.
Above, there are three choices of forming a word as an adjective (Adj) at index i given
the previously explored paths (dashed arrows).

them with the structured perceptron method [6]. In essence, we compute the best
path for each input sequence with current parameters, and dynamically create
a network along the pipeline. Once we reach the end of the sequence, we update
the parameters with backpropagation on the resultant network. By doing so, we
are closing the gap between the hypothesis and the training data.

For each entry of the training data, we define the perceptron loss function
for an input sequence of characters x = c1...n, an observed sequence of word
boundaries B = b1...n, and an observed sequence of POS tags t = t1...m:

L(x,B, t) = BLL(B, B̂) + max(s(t̂|x) − s(t|x), 0) (6)

where the current parameters predict a hypothetical word boundary sequence
B̂ and a hypothetical tag sequence t̂. The binary log loss of word segmentation
between the training B and the hypothetical B̂ can be computed by

BLL(B, B̂) = −
n∑

j=1

∑

i

[
b̂ji log bji − (1 − b̂ji) log (1 − bji)

]
(7)

Finding the globally best hypothesis B̂ and t̂ can be done via the Viterbi
algorithm. Our search space is illustrated in Fig. 3. Each word-tag pair (cj...i, tk)
is formed by drawing an arrow from the start index j − 1 to the end index i at
tag k. Since we want to find the maximum difference between the hypothetical
tag sequence and the observed one, we assume that this can be approximated
by a greedy algorithm:

s(t̂|x) ≈
∑

(i,k)∈π̂

σ(i, k) (8)

where π̂ is the greedy path of the tag sequence t̂. For index i ≥ 1, the path score
σ(i, k) for index i and tag k is the maximum score of the incoming paths:

σ(i, k) = se(i, k) + max
j,k′

[σ(j, k′) + st(k′, k)] (9)

where 0 < j < i, se(i, k) is the emission score computed by Eq. (4), and st(k′, k)
is the transition score from tag k′ to tag k. Otherwise, we define the initial path
score as
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σ(0, k) =

{
0 if tk is the start symbol
−∞ otherwise

(10)

Finally, note that L(x,B, t) is not differentiable due to the hinge loss. We
minimize the perceptron loss of the training set D with a generalization of gra-
dient descent algorithms called subgradient method [21].

∂

∂Θ

|D|∑

i=1

L(xi,Bi, ti) =
∂

∂Θ

|D|∑

i=1

[
BLL(Bi, B̂i) + s(t̂i|xi) − s(ti|xi)

]
(11)

3.2 Joint Inference of Word Segmentation and POS Tagging

Given an input sequence of characters x, we infer word boundaries and a tag
sequence from the estimated model parameters. We slightly modify the path
score to normalize the lengths of words by simply ignoring mid-word character
appending. For index i ≥ 1, the path score for decoding becomes:

σdecode(i, k) = se(i, k)+max
j,k′

[
σ(j, k′)+st(k′, k) + b̂j,segment + b̂i,segment

]
(12)

where b̂j,segment and b̂i,segment are the probabilities of segmenting action at indices
j and i, respectively, computed by Eq. (2). Otherwise, the initial path score is
σdecode(0, k) = σ(0, k) as described in Eq. (10).

Postprocessing: We find that some rare or unknown words are written in
a foreign script. This makes character embedding and n-gram embedding also
unreliable due to data sparseness. After decoding, we find that each foreign-
language character is segmented as a singleton. We can easily overcome this
issue by combining consecutive singletons written in a foreign script, including
mid-word spaces, as one unit and assign a POS tag. By our intuition, we assign
all discovered foreign words to a noun.

4 Experiments

4.1 Settings

Datasets: We choose two datasets: Thai Orchid-2 and Penn Chinese Treebank
(PCTB) [4], to represent Thai and Chinese. For Thai, Orchid-2 consists of texts
from Thai newspaper and magazines, and all sentences are manually sentence-
segmented, word-segmented and POS-tagged. We randomly select 10% of all
sentences as the testing set, leaving the remaining 90% as the training set. For
Chinese, PCTB consists of texts from Chinese newspaper and broadcast news,
which are manually word-segmented, POS-tagged, and annotated with syntactic
structures. We remove the syntactic structures from all trees to obtain their
preterminal nodes. Both datasets have different guidelines: Thai Orchid-2 prefers



Bidirectional Deep Learning of Context Representation 191

Table 1. Statistics of the datasets

Numbers Lengths Numbers Lengths

Min Max Avg Min Max Avg

(a) Thai Orchid-2 (b) Penn Chinese Treebank (PCTB)

Training sents 8,535 1 95 13.3 Training sents 56,957 1 50 6.2

Testing sents 949 1 57 13.0 Testing sents 867 1 29 6.0

Known words 11,215 1 71 27.4 Known words 37,768 1 22 2.4

Unknown words 613 1 33 15.7 Unknown words 327 1 10 2.7

Tagset 50 — Tagset 203 —

small morphemes while Chinese PCTB prefers large compound words. Both of
them contain a foreign script, i.e. Roman Alphabet and Arabic numerals. The
statistics for both datasets are shown in Table 1.

Baselines: We compare our model with the following baselines. The baselines
for Chinese are the state-of-the-art joint models [13,14,19,24–26]. For Thai, we
compare our model with existing word segmentation techniques [11,12] and POS
tagging methods [2,16] trained on BEST Corpus [3]. We also compare our model
with CRF-based joint pointwise models of word segmentation and POS tagging.
Avoiding extreme feature engineering, we choose to assess the performance of
this baseline with the rather simple features as follows: surrounding character
trigrams and POS tag bigrams. We train it with the L-BFGS Algorithm for 20
epochs.

Our model: For the sake of experimental simplicity, we reduce the number of
variables. Excluding the word embedding whose dimension is dword, we equate
the dimensions of all embedding, hidden layers and internal states of RNNs in
our model to the dimensions of backoff (dbackoff). We use GRUs [5] as our RNNs
throughtout the model as they perform almost as well as LSTMs [9] with less
computational complexity. We set the frequency threshold for backoff θ = 5.
All dropout units share the same dropout rates rdropout = 0.5. We initialize the
model parameters with Glorot’s [8] method. We train our model with the vanilla
Stochastic Gradient Descent algorithm with learning rate η = 0.1. In training,
we separate the training set into mini-batches of various sizes to boost the speed
of convergence. We also disable and enable the postprocessing in decoding to
observe its before-and-after effects.

Performance Measurement: We measure and compare the performance of
our joint model with the baselines via the balanced F1 score: F1 = 2PR

P+R , where P
is the precision and R is the recall. We also employ the OOV recall for comparing
the performance of unknown word recovery. The performance of each task will
be denoted by the following abbreviations: WS for word segmentation F1, Tag
for POS tagging F1, and OOV for unknown word recall. If the postprocessing is
enabled, we also add the suffix ‘+Post’ to these abbreviations, such as WS + Post.



192 P. Boonkwan and T. Supnithi

Evaluation Scheme: We will compare the best performances of our model
and the baselines. We are fully aware that some of our baselines were evaluated
on smaller datasets such as Chinese Treebanks 4, 5, and 7 (CTB-4, -5, and -7).
However, since we do not possess any of them, we will instead present our model’s
performance on PCTB for an analogy. Next, we will evaluate our model’s behav-
iors in depth on Thai Orchid-2, because it is meticulous to observe the predic-
tion’s accuracy on longer word lengths.

4.2 Multilingual Results

We present the performance of our models and the baselines in Table 2. To the
best of our knowledge, we are the first who report the results of the joint tasks
for word segmentation and POS tagging for Thai. Since these models are trained
on different datasets, we cannot directly compare them head to head. However,
our model still yields relatively accurate results (above 90%) on word segmenta-
tion F1 (WS), POS tagging F1 (Tag), and unknown word recall (OOV) on our
Chinese and Thai datasets. When evaluated on our datasets, our model signifi-
cantly outperforms our CRF-based pointwise baseline. This is because structured
perceptron helps reduce the search space with its Viterbi-styled training.

Table 2. Best multilingual results on the joint tasks of word segmentation and POS
tagging. WS stands for word segmentation F1, Tag for POS tagging F1, and OOV for
unknown-word recall. The settings of our best model for Chinese are: n = 2, dword =
300, dbackoff = 500, θ = 5, rdropout = 0.5, and the mini-batch size = 5. The settings
for Thai are: n = 3, dword = 100, dbackoff = 300, θ = 5, rdropout = 0.5, and the mini-
batch size = 5. Note that Murata et al. [16] reported only the precision on their small
handcrafted dataset.

Models Chinese Thai

Datasets WS Tag OOV Datasets WS Tag OOV

Kruengkrai et al. [13] CTB-5 97.87 93.67 —

Zhang and Clark [25] CTB-5 95.84 91.37 —

Zeng et al. [24] CTB-7 96.85 92.89 68.09

Zheng et al. [26] CTB-4 95.23 72.38 91.82

Qian et al. [19] CTB-7 91.62 84.01 —

Lyu et al. [14] CTB-4 90.67 82.45 —

Kruengkrai et al. [12] BEST 97.84 — —

Kongyoung et al. [11] BEST 97.64 — —

Murata et al. [16] ? 93.90*

Boonkwan et al. [2] BEST — 97.62 —

Our pointwise CRF PCTB 78.13 56.59 63.99 Orchid-2 74.86 67.58 46.58

Ours PCTB 94.02 91.97 99.53 Orchid-2 90.81 88.66 96.31

Ours + Post PCTB 94.13 92.11 99.23 Orchid-2 94.18 92.78 95.23
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Fig. 4. Effects of n-grams and backoff models (dword = dbackoff = 100, θ = 5, batch
size = 5)

4.3 Effects of n-Grams and Backoff Models

Henceforth, we will investigate the behaviors of our model in details on Thai
Orchid-2. We examine the effects of n-grams and the efficiency of our back-
off models for the word embedding. We fix the dimensions of word embedding
(dword) and context embedding (dbackoff) to 100, the mini-batch size to 5, and the
backoff threshold to 5. In Fig. 4, we vary the number of n-grams from 0-grams
(using only word embedding; WEmb) and unigrams (using word and character
embeddings; WEmb + CEmb) up to 5-grams, and observe the F1 scores and the
OOV recalls.

The results reveal that the use of n-grams slightly improves the word seg-
mentation F1 (+1.5%) and significantly leverages the POS tagging F1 (+4%),
while not affecting the OOV recall. We understand that this increase is due
to the inclusion of context characters in the n-gram backoff level. But as we
increase the grams, both F1 scores start to drop. We imply that this is due to
data sparseness as larger n-grams are more sensitive to noise. When switching
on the postprocessing, both F1 scores increase by 2% each but the OOV recall
drops by 1%. We suspect that our intuition of combining consecutive character
singletons may be an over-generalization, and it should be replaced by more
accurate classifiers.

4.4 Effects of Word Embedding and Context Embedding

Next, we investigate the effects of the layer dimensions of word embedding
(dword) and context embedding (dbackoff). We use trigrams and set the mini-batch
size to 5 and the backoff threshold to 5. We then vary the layer dimensions of
the word embedding and the context embedding.

To observe the effects of the word embedding, we vary the layer dimensions of
the word embedding between 25, 50, 100, 300, 500, and 1,000. In this experiment,
we shrink the context embedding to 10 dimensions to minimize its effects on the
prediction. The results in Fig. 5(a) show that the F1 scores increase and saturate
very quickly at 50 dimensions. Turning on the postprocessing significantly boosts
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Fig. 5. Effects of layer dimensions (θ = 5, batch size = 5)

the F1 scores for both word segmentation (+4%) and POS tagging (+6.25%).
However, we also found that setting the context embedding to higher dimen-
sions (e.g. 100) diminishes this performance increase. It suggests that moderate
dimensions of word embedding (dword) would suffice to represent known words.

We further vary the layer dimensions of the context embedding between
25, 50, 100, 300, and 500. In this experiment, we set the dimensions for word
embedding to 100. Significantly, in Fig. 5(b), we found that higher dimensions
gradually increase the F1 scores for word segmentation (+4%) and POS tagging
(+4.25%). Switching on the postprocessing boosts both F1 scores by 4 more
percents. We imply that we can expand the context embedding to cope with
unknown words accurately.

4.5 Effects of Mini-Batch Sizes

Finally, we observe the effects of the mini-batch sizes. We use trigrams, set the
backoff threshold to 5, and set the dimensions of word embedding and context
embedding to 100 and 300, respectively. We vary the size of mini-batches between
1, 2, 5, 10, 20, 50, and 100. The results are shown in Fig. 6.

Fig. 6. Effects of mini-batch sizes (dword = 100, dbackoff = 300, θ = 5)
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We found that by increasing the mini-batch size, both F1 scores slightly
improve and start to plunge—word segmentation by −2% and POS tagging
by −4%. We imply that the convergence of our model depends on the number
of parameter updates rather than the number of epochs. For large mini-batch
sizes, parameters updates are less frequent than those of smaller mini-batch
ones. Both F1 scores slightly drop at small mini-batch sizes (1 and 2) because
parameter updates take place slightly too often, causing the model to overfit.
Adding a parameter-regularizing criterion such as L1 and L2 would solve this
issue. Switching on the postprocessing increases both F1 scores by +2%.

5 Conclusion

We have presented a dynamic neural network architecture for the joint tasks of
word segmentation and POS tagging, and introduced two-level backoff models
based on context representations to cope with rare words and the OOV issue.
Our model is learned via the structured perceptron algorithm that retains cru-
cial information in both tasks and reduces the search space. The results reveal
that our backoff models significantly improve the overall accuracy of word seg-
mentation, POS tagging, and OOV recovery. The more dimensions the context
embedding has, the more accuracy we will achieve.

Our future work is as follows. First, we will investigate why the dimensions of
word embedding has much less effects on the overall accuracy than the context
embedding. Second, we will replace the postprocessing step with more accuracy
classifiers. Third and finally, we will extend our network architecture to the task
of sentence segmentation, because this step is indispensable for Thai NLP.
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Abstract. Queues with vacations can be used to model computing sys-
tems where mechanisms are applied to save the energy consumption of
servers in computing clusters. This paper provides the analysis of a clus-
ter with two asynchronous server with the use of the M/M/2 queue with
working vacations.

1 Introduction

Queues with vacations can be used to model computing systems where mecha-
nisms are applied to save the energy consumption of servers in computing clus-
ters. In the term of queueing theory, server vacations represents an event that
physical servers go into a sleeping state if no processing needs can be found in
the system.

Servi and Finn [6] introduced a variation of the vacation queues called the
working vacations. In this case when the traffic is low the server can enter a
working vacation state in which it is still available but operates with a lower
performance. Their study was later extended by Baba [2] who worked on the
GI/M/1 with multiple working vacations. Chae et al. [3] compared the GI/M/1
to the GI/Geo/1 both with single working vacations. Zhang and Tian [8,9]
studied the M/M/c queue with synchronous vacations. Altman and Yechiali [1]
compared the M/M/c with single vacation to its multiple variant. Lin and Ke [4]
considered the M/M/c with single working vacations. Recently, Wang et al. [7]
studied multi-server systems with working vacations, impatient customers and
they considered synchronous state changes. To extend their works, we consider
a computing cluster where the operation of two servers is asynchronous.

The rest of this paper is organized as follows. In Sect. 2 we prent an analytical
model and analysis for a two-server configuration with Pacemaker. In Sect. 3 we
conduct a numerical analysis and compute the average power and the average
waiting time of different scenarios for comparison.
c© Springer International Publishing AG 2018
N.-T. Le et al. (eds.), Advanced Computational Methods for Knowledge Engineering,
Advances in Intelligent Systems and Computing 629, DOI 10.1007/978-3-319-61911-8 18
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2 Asynchronous Working Vacations

When a physical computer suffers a breakdown all the service hosted by it halts
until the computer is restarted. Such failures can cause longer outages that are
not affordable in modern ICT systems. As a remedy it is recommended to run
services on multiple computers connected into a High Availability (HA) cluster.

We consider a computing cluster the two servers change states independently
(see Fig. 1). Such a cluster configuration is commonly established in enterprise
environment and small companies. To enhance the reliability two servers are
configured with a resource manager (e.g., Pacemaker1) that allows the config-
uration and the operation of the cluster. It supports both active-passive and
active-active configurations. In an active-passive setup services run on only one
computer and upon failure another computer takes over. In case of an active-
active scenario services run on all computer nodes and the incoming requests are
distributed through load balancing.

In Fig. 1, we can see an active-active configuration with two nodes. Here the
two computers are under the same IP alias which is made possible through the
IPAddr2 resource agent. The agent runs with a clone on both nodes and every
time a request arrives on the IP alias the load balancer sends it to one of the
machines. Since the two computers look identical from the outside they also need
to have the same resources installed on them. In case one of the nodes fail all
requests are directed towards the other one until Pacemaker detects and restores
the failed node.

Load Balancer

Server 1
IP - 192.168.100.101

IP Alias - 192.168.100.150

Server 2
IP - 192.168.100.102

IP Alias - 192.168.100.150

Queue of requests

Fig. 1. An active-active setup

After the server finishes its job if it cannot find a customer waiting for service
it goes into a vacation period regardless of whether the other server is still serving
1 http://clusterlabs.org/.

http://clusterlabs.org/
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a request or not. The duration of the vacation, the rate of arrival and the service
rate in the normal states and the vacation states are exponentially distributed
with ϑ, λ, μb and μv, respectively.

Let I(t) ∈ {0, 1, 2} be the number of servers in vacation and let J(t) =
{0, 1, 2, . . . .} be the number of customers in the system at time 0 < t ∈ R.
The system can be described by Markov chain {I(t), J(t)} over the state space
S = {0, 1, 2} × {0, 1, 2, . . .}.

2.1 The Steady State Probabilities

We can write the balance equations as

Q0vj−1 + Q1vj + Q2vj+1 = 0, j ≥ 3, (1)

where

Q0 =

⎡
⎣

λ 0 0
0 λ 0
0 0 λ

⎤
⎦ ,

Q1 =

⎡
⎣

−(λ + 2μb) ϑ 0
0 −(ϑ + λ + μv + μb) 2ϑ
0 0 −(2ϑ + λ + 2μv)

⎤
⎦ ,

Q2 =

⎡
⎣

2μb 0 0
0 μb + μv 0
0 0 2μv

⎤
⎦ .

For the case of j < 3 we can write

λp(0, 0) = ϑp(1, 0), (2)
(ϑ + λ)p(1, 0) = 2ϑp(2, 0) + μbp(0, 1), (3)

(2ϑ + λ)p(2, 0) = μbp(1, 1) + μvp(2, 1), (4)
(μb + λ)p(0, 1) = λp(0, 0) + ϑp(1, 1), (5)

(ϑ + μb + λ)p(1, 1) = λp(1, 0) + 2ϑp(2, 1)
+ 2μbp(0, 2) + μvp(1, 2), (6)

(μv + 2ϑ + λ)p(2, 1) = λp(2, 0) + μbp(1, 2)
+ 2μvp(2, 2), (7)

(2μb + λ)p(0, 2) = λp(0, 1) + ϑp(1, 2) + 2μbp(0, 3). (8)

We look for the solutions vj of (1) in the form of

vj = x1λ
j
1ψ1 + x2λ

j
2ψ2 + x3λ

j
3ψ3. (9)

with λi being the eigenvalues and ψi being the eigenvectors of the system
(see [5]).
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Theorem 1. The eigenvalues of the system inside the unit circle are

λ1 =
λ

2μb
,

λ2 =
2ϑ + λ + 2μv − √

(2ϑ + λ + 2μv)2 − 8λμv

4μv
,

λ3 =
ϑ + λ + μb + μv − √

(ϑ + λ + μb + μv)2 − 4λ(μb + μv)
2(μb + μv)

.

Proof. To get the eigenvalues of the system we have to solve the equation
det(Q(x)) = 0 and should only consider the solutions inside the unit circle.
Notice that

Q(x) = Q0 + Q1x + Q2x
2 =

⎡
⎣

q11 q12 0
0 q22 q23
0 0 q33

⎤
⎦ ,

where

q11 = 2μbx
2 − (λ + 2μb)x + λ,

q12 = ϑx,

q22 = (μb + μv)x2 − (ϑ + λ + μv + μb)x + λ,

q23 = 2ϑx,

q33 = 2μvx2 − (2ϑ + λ + 2μv)x + λ,

which means that Q(x) is an upper triangular matrix and that the determinant
is a product of three quadratic polynomials:

det(Q(x)) = q11q22q33.

The solutions will be the roots of the polynomials. The root of q11 are

η1 = 1,

η2 =
λ

2μb
,

the roots of q22 are

η3 =
2ϑ + λ + 2μv − √

(2ϑ + λ + 2μv)2 − 8λμv

4μv
,

η4 =
2ϑ + λ + 2μv +

√
(2ϑ + λ + 2μv)2 − 8λμv

4μv
,
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and the roots of q33 are

η5 =
ϑ + λ + μb + μv − √

(ϑ + λ + μb + μv)2 − 4λ(μb + μv)
2(μb + μv)

,

η6 =
ϑ + λ + μb + μv +

√
(ϑ + λ + μb + μv)2 − 4λ(μb + μv)
2(μb + μv)

.

Obviously η1 cannot be inside the unit circle. We can also prove that η4 > 1
and η6 > 1. Suppose indirectly that η4 < 1. We get that

2ϑ + λ + 2μv +
√

(2ϑ + λ + 2μv)2 − 8λμv < 4μv,

(2ϑ + λ + 2μv)2 − 8λμv < (2μv − 2ϑ − λ)2,
μvϑ < 0,

which is a contradiction as both μv and ϑ are positive numbers. Using similar
steps we can prove that η6 > 1, η3 < 1 and η5 < 1. For η2 < 1 to hold true we
need λ < 2μb.

The eigenvectors corresponding to the eigenvalues λ1, λ2 and λ3 are

ψ1 =
[
1 0 0

]T
,

ψ2 =
[
1 − 1

ϑλ2
(λ − (λ + 2μb)λ2 + 2μbλ

2
2)

1
2(ϑλ2)2

(λ − (λ + 2μb)λ2+
2μbλ

2
2)(λ − (ϑ + λ + μb + μv)λ2 + (μb + μv)λ2

2)

]T

,

ψ3 =
[
1 − 1

ϑλ3
(λ − (λ + 2μb)λ3 + 2μbλ

2
3) 0

]T
.

2.2 Performance Measures

Average Queue Length. The average queue length can be calculated using
the formula

AvgQ =
∞∑

i=0

∞∑
j=0

j · p(i, j).

We can use (9) to obtain

AvgQasync =
2∑

i=0

p(i, 1) +
2∑

i=0

3∑
k=1

xk
(2 − λk)λ2

k

(1 − λk)2
ψk,i. (10)

Average Power. Let P0 be the server’s power during normal period and P1

be the power during a vacation. The average power in the synchronous case
therefore is

AvgPsync = P0

∞∑
j=0

p(0, j) + P1

∞∑
j=0

p(1, j)

=
1∑

l=0

Pl

(
p(l, 0) +

2∑
k=1

xk
λk

1 − λk
ψk,l

)
.

(11)
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The average power is

AvgPasync = 2P0

∞∑
j=0

p(0, j) + (P0 + P1)
∞∑

j=0

p(1, j) + 2P1

∞∑
j=0

p(2, j)

= 2P0

(
p(0, 0) + p(0, 1) +

3∑
k=1

xk
λ2

k

1 − λk
ψk,0

)

+ (P0 + P1)

(
p(1, 0) + p(1, 1) +

3∑
k=1

xk
λ2

k

1 − λk
ψk,1

)

+ 2P1

(
p(2, 0) + p(2, 1) +

3∑
k=1

xk
λ2

k

1 − λk
ψk,2

)
.

(12)

3 Numeric Results

For our numeric analysis we examined the average queue length and the average
power for various parameter values. When calculating the average power we set
P0 = 24.5W and P1 = 6W. The service rate is μb = 5 in the normal state and
μv = 1.25 in the working vacation state.

Figures 2, 3, 8 and 9 show the queue length and Figs. 5, 6, 11 and 12 show the
average power against ϑ for λ ∈ {0.5, 1.5, 3.5, 5, 7, 9} in the synchronous and the
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asynchronous case. Obviously higher arrival rates (λ) result in higher average
queue lengths. We can also see a steep rise for very low values of ϑ due to longer
vacations.

Figures 4 and 10 depict the queue length and Figs. 7 and 13 show the average
power against the arrival rate λ for ϑ ∈ {0.005, 0.02, 0.1} also in the synchronous
and the asynchronous cases.

In Figs. 14 and 16 we compared the synchronous, the asynchronous and the
simple M/M/2 queue without vacation for λ = 0.5. We did the same in Figs. 15
and 17 but with λ = 9. We can see that for lower λ the asynchronous work-
ing vacations produce lower average queue lengths at the cost of higher aver-
age power consumption. However at higher λ values the difference is negligible
because the high traffic results in fewer vacations in both cases. We should also
note that for high traffic the values converge to the case of the simple M/M/2.

References

1. Altman, E., Yechiali, U.: Analysis of customers’ impatience in queues with server
vacations. Queueing Syst. 52(4), 261–279 (2006)

2. Baba, Y.: Analysis of a GI/M/1 queue with multiple working vacations. Oper. Res.
Lett. 33(2), 201–209 (2005)

3. Chae, K.C., Lim, D.E., Yang, W.S.: The GI/M/1 queue and the GI/Geo/1 queue
both with single working vacation. Perform. Eval. 66(7), 356–367 (2009)



A Model for a Computing Cluster with Two Asynchronous Servers 211

4. Lin, C.-H., Ke, J.-C.: Multi-server system with single working vacation. Appl. Math.
Model. 33(7), 2967–2977 (2009)

5. Mitrani, I., Chakka, R.: Spectral expansion solution for a class of Markov mod-
els: application and comparison with the matrix-geometric method. Perform. Eval.
23(3), 241–260 (1995)

6. Servi, L.D., Finn, S.G.: M/M/1 queues with working vacations (M/M/1/WV). Per-
form. Eval. 50(1), 41–52 (2002)

7. Wang, J., Gao, S., Do, T.V.: Performance analysis of a two-node computing cluster.
Comput. Ind. Eng. 93, 227–235 (2016)

8. Zhang, Z.G., Tian, N.: Analysis of queueing systems with synchronous single vaca-
tion for some servers. Queueing Syst. 45(2), 161–175 (2003)

9. Zhang, Z.G., Tian, N.: Analysis on queueing systems with synchronous vacations of
partial servers. Perform. Eval. 52(4), 269–282 (2003)



A Review of Technologies for Conversational
Systems

Julia Masche(&) and Nguyen-Thinh Le

Department of Informatics, Humboldt-Universität zu Berlin, Berlin, Germany
julia.masche@hotmail.com,

nguyen-thinh.le@hu-berlin.de

Abstract. During the last 50 years, since the development of ELIZA by
Weizenbaum, technologies for developing conversational systems have made a
great stride. The number of conversational systems is increasing. Conversational
systems emerge almost in every digital device in many application areas. In this
paper, we present the review of the development of conversational systems
regarding technologies and their special features including language tricks.

1 Introduction

Fifty years ago, the chatbot ELIZA was created and considered the first piece of
conversational software. The chatbot ELIZA was intended to emulate a psycho-
therapist. At that time, it did not pass the Turing test (Turing 1950). Today, conver-
sational computer systems are emerging in many domains, ranging from hotline sup-
port over game environments to educational contexts. Some of them can pass the
Turing test (e.g., Eugene Goostman (Eugene 2014)). Not only we can find conversa-
tional computer systems in many application domains, but smartphones that almost
everyone uses daily are integrated with a natural language speech assistant (e.g., “Siri”
for iPads, “S-Voice” for Samsung tablets/smartphones, “Google Now”), which allows
the user to give commands or to ask for information. Recently, “Alexa” speaker of
Amazon has been developed and is available for English and German speakers. We are
facing a change in human-computer interaction: the interaction between humans and
computer systems is shifting towards natural language-based interfaces. This paper
aims at reviewing the technologies that have been being developed to build conver-
sational systems. Concretely, we investigate the following research questions: Which
technologies have been deployed for developing conversational systems? Which lan-
guage tricks have been commonly exploited? How are typical evaluation methods for
conversational systems?

2 Methodology

In order to answer the above questions, we searched on the Internet using search
machines. Documents that matched the keywords “chatbot”, “conversational agent”,
“pedagogical agent”, or “conversational system” were collected. The number of
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resulting papers was enormous. Since we intended to investigate technologies for
developing conversational systems, we constrained our search based on the following
criteria:

1. The conversational system was developed for scientific purposes;
2. The conversational system must have been scientifically evaluated or participated in

a competition;
3. Information about the technologies deployed in that system was available.

At the end, we reviewed 59 conversational systems that are summarized in
Appendix “Table of reviewed conversational systems”. We categorized the collected
systems into “chatbots” and “dialog systems” (Klüwer 2011; Dingli and Scerri 2013;
van Woudenberg 2014). The terminology “chatbot” originated from the system
CHATTERBOT, which was invented as a game character for the 1989 multiuser
dungeon game “TinyMUD” (Mauldin 1994). From the technical point of view, Klüwer
(2011) summarized the following typical processing steps of a chatbot: (1) input
cleaning (removal and substitution of characters and words like smileys and contrac-
tions), (2) using a pattern-matching algorithm to match input templates against the
cleaned input, (3) determining the response templates, and (4) generating a response.
The second category of conversational systems is “dialog system”. This term denotes a
system, which is able to hold a conversation with another agent or with a human.
McTear notes the following differences between dialog systems and chatbots: “Dialog
systems make use of more theoretically motivated techniques” and “dialog systems
often are developed for a specific domain, whereas simulated conversational systems
[chatbots] are aimed at open domain conversation.” (McTear 2004). While a typical
chatbot is built based on a knowledge base, which comprises a fixed set of
input-response templates and a pattern-matching algorithm, a dialogue system typically
requires four components: a preprocessing component, a natural language under-
standing component, a dialog manager, and a response generation component (Lester
et al. 2004). The main differences in the architecture between dialog systems and
chatbots are the natural language understanding component and the dialog manager.

These two categories of conversational systems are not clearly defined. Rather,
these categories describe typical components of each type of conversational systems.
A chatbot may also have been implemented using natural language understanding
technologies, e.g., LSABot (Agostaro et al. 2005) or overlaps with other components of
a typical dialog system. Despite of the overlapping between the two categories, our
review is based on them to classify collected conversational systems and their
technologies.

3 Results

3.1 Chatbots

Pattern Matching. Pattern matching techniques were used by many chatbots
including ELIZA (Weizenbaum 1966), SHRDLU (Winograd 1972; Hutchens 1997),
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Speech Chatbot (Senef et al. 1991), PARRY (Colby 1981; Hutchens 1997), PC
Therapist III (Weintraub 1986; Hutchens 1997), Chatterbot in “TinyMUD” (Mauldin
1994), TIPS (Whalen 1996; Hutchens 1997), FRED (Garner 1996; Hutchens 1997),
CONVERSE (Batacharia et al. 1997; Bradeško and Mladenić 2012), HEX (Hutchens
1997), Albert One (Garner, 2005; Bradeško and Mladenić, 2012), Jabberwock (Pirner
2005; Bradeško and Mladenić 2012). ELIZA, the first chatbot developed by Weizen-
baum (1966), deployed pattern matching in order to generate an appropriate response to
the user’s utterance. For example, ELIZA would analyze the user’s input “He says I’m
depressed much of the time” by matching it to the keywords in a pre-specified dic-
tionary. Then, for a found keyword, ELIZA applies an associated input-response rule.
Based on this principle, ELIZA transforms the phrase “I am” into the phrase “You are”.
The response generation algorithm adds a phrase “I am sorry to hear” prior to “you are”
and a response is generated “I am sorry to hear you are depressed.”

Cleverscript. Rollo Carpenter invented the core concepts and developed an algorithm
for a chatbot in 1982 (https://www.existor.com/products/cleverbot-data-for-machine-
learning). In 1996, this algorithm and the chatbot went online under the name “Jab-
berwacke”. Since 2006, this chatbot was rebranded as Cleverbot and the authoring lan-
guage Cleverscript for developing chatbots was announced (Cleverscript 2016). The
main concept of Cleverscript is based on spreadsheets. Words and phrases that can be
recognized (input) or generated (output) by Cleverscript are written on separate lines of
the spreadsheet (Jackermeier 2015). Cleverscript and the concept of this chatbot
authoring language make the development of chatbots relatively easy. In 2007, Eviebot
(https://www.eviebot.com/en/), a female embodied chatbot with realistic facial expres-
sions, went online. Additionally, Boibot, a male counterpart for Eviebot, was introduced
in 2015 (https://www.boibot.com/en/). Both share the same technology with Cleverbot
and are able to speak several languages.

Chatscript. Chatscript is another authoring language, which serves to facilitate the
development of chatbots. Similar to Cleverscript, Chatscript is based on pattern
matching (Jackermeier 2015). Another special feature of Chatscript is the so-called
Concept Set, which covers semantic-related concepts of a constituent in user input.
Chatbots that have been developed using Chatscripts include Suzette (Wilcox and
Wilcox 2010), Rosette (Abdul-Kader and Woods 2015), Albert (Latorre-Navarro and
Harris 2015), and a conversational agent of Bogatu and colleagues (2015).

AIML. In 2001, an XML based language for developing chatbots called AIML was
released. The “A.L.I.C.E.” chatbot (Wallace 2003) was the first one developed using
this technology. In the past few years, AIML has established itself as one of the most
used technologies in today’s chatbots. AIML is based on pattern matching (das Graças
Bruno Marietto et al. 2013). An AIML script consists of several “categories”, which are
defined by the tag <category>. Each category consists of only one <pattern> tag, which
defines a possible user input, and at least one <template> tag, which specifies the
chatbot’s response for the user’s input. Like Cleverscript, AIML makes use of wild-
cards in order to cover a large possibility of user’s inputs. In order to interpret these
AIML tags, a chatbot needs an AIML interpreter, which is implemented according to
the corresponding AIML specification (either 1.0 or 2.0). Various AIML interpreters
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using different programming languages such as Java or Python are available (http://
www.alicebot.org). Since developing AIML chatbots does not require skills in a
specific programming language, this technology facilitates the development of chat-
bots. Thus, a huge body of chatbots has been developed using AIML technology such
as Freudbot (Freudbot 2009), Max (Kopp et al. 2005), the chatbots in (Pilato et al.
2005), Penelope and Alex (Doering et al. 2008), HmoristBot (Augello et al. 2008),
chatbot of Alencar et al. (Alencar and Netto 2011), the system of van Rosmalen et al.
(2012), Ella (Bradeško and Mladenić 2012), MathGame (Silvervarg et al. 2013),
Chappie (Behera 2016), and Mitsuku (Abdul-Kader et al. 2015).

Language Tricks. In addition to the technologies for chatbots above, we also notice
that many chatbots used language tricks in order to fool users and to pass the evalu-
ation. Abdul-Kader (2015) and Bradeško and Mladenić (2012) summarized four lan-
guage tricks that are usually used by chatbots including: canned responses, model of
personal history, no logical conclusion, typing errors and simulating key strokes.
Canned responses are used by chatbots in order to cover questions/answers of the user
that are not anticipated in the knowledge based of the chatbot. A model of personal
history (e.g., history about the past, childhood stories, social environments, and
political and religious attitudes, etc.) enriches the “social background” of a chatbot and
pretends the user to a real “person”. Statements with no logical conclusion like “today
is today” are embedded in chatbots in order to enrich smalltalks. Typing errors and
simulating key strokes are usually used to simulate a “human being” who is typing and
making typo errors. HeX (Hutchens 1997), CONVERSE (Batacharia et al. 1997;
Bradeško and Mladenić 2012), PC Therapist III (Bradeško and Mladenić, 2012), and
TIPS (Bradeško and Mladenić 2012) are conversational systems that make use of one
or more language tricks.

3.2 Dialog Systems

Based on typical components of a dialog system (Lester et al. 2004), we reviewed the
technologies of these components.

Preprocessing. Most dialog systems process the user’s input before it is forwarded to
the Natural Language Understanding component. The tasks of pre-process are divers.
Berger (2014) summarized the following preprocessing tasks of dialog systems: sen-
tence detection, co-resolution, tokenization, lemmatization, POS-tagging, dependency
parsing, named entity recognition, semantic role labeling. We found that the dialog
systems mostly deployed the following natural language preprocessing tasks: Tok-
enization (Veselov 2010; Wilks et al. 2010; Eugene 2014; Bogatu et al. 2015; Amilon
2015), POS-Tagging (Lasguido et al. 2013; Dingli et al. 2013; Higashinaka et al. 2014;
Ravichandran et al. 2015), sentence detection or chunking (Latorre-Navarro et al.
2015), Named Entity Recognition (Wilks et al. 2010; Lasguido et al. 2013).

Natural Language Understanding. The result of preprocessing tasks is ready for the
natural language understanding component. For this step, the following approaches are
used in dialog systems: Latent Semantic Analysis based on the Vector Space Model
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(VSM), e.g. in LSAbot (Agostaro et al. 2005), IRIS (Branchs et al. 2012), AutoTutor
(Graesser et al. 1999), Operation ARIES! (Forsyth et al. 2013), dialog system of Pilato
et al. (2005); TF-IDF techniques, e.g., Discussion-Bot (Feng et al. 2007).

Dialog Manager. The dialogue manager is responsible for coordinating the flow of the
conversation in a dialogue system. Approaches to developing dialogue manager are
categorized in (1) finite state-based systems, (2) frame-based systems, and
(3) agent-based systems Klüwer (2011) and Berger (2014). In finite state-based dialog
systems, the flow of the dialogue is specified through a set of dialogue states with
transitions denoting various alternative paths through a dialogue graph. At each state, the
system produces prompts, recognizes (or rejects) specific words and phrases in response
to the prompt, and produces actions based on the recognized response. The dialogue
states and their transitions must be designed in advance. Many dialogue systems have
been developed applying this approach, e.g. the Nuance automatic banking system (van
Woudenberg 2014). Frame-based systems ask the user questions that enable the system to
fill slots in a template in order to perform a task such as providing train timetable
information. In this type of systems, the dialog flow is not fixed. The dialog flow depends
upon the content of the user input, and the information that is elicited by the system. This
approach has been used in systems that provide information about movies, train sched-
ules, and the weather. The advantage of the simplicity of these domains is that it is
possible to build very robust dialogue systems. One does not need to obtain full linguistic
analyses of the user input. The approach underlying agent-based dialog systems is
detecting the plans, beliefs and desires of the users and modeling this information in a
Belief-Desire-Intention (BDI) agent. Due to the multiple reasoning steps for constructing
plans, beliefs and desires of the users, this approach is challenging.

Response Generation. The technologies deployed for generating responses are
various in different dialog systems. CONVERSE has a generation module, which adds
different types of the same expression to an utterance and generates a smooth response
(Batacharia et al. 1997). RITEL has a natural language generation module, which is
based upon a set of template sentences (Galibert et al. 2005). The proposed conver-
sational system of Higashinaka et al. (2014) combines different modules for utterance
generation: the versatile, question answering, personal question answering,
topic-inducing, related-word, Twitter, predicate-argument structure, pattern and user
predicate-argument structure modules. The generation of utterances applying these
modules is based on the last estimated dialogue-act. The conversational agent Albert
(Latorre-Navarro et al. 2015) has a language generation module, which consists of
templates containing text, pointers, variables and other control functions.

Special Features. In addition to technologies for typical dialog systems, we also have
learned that conversational systems have been implemented with special features in
order to make them more likely “humans”. For instance, some systems are able to learn
from conversations and can apply this knowledge later. The chatbot MegaHal
(Hutchens 1997; Hutchens et al. 1998) talks a lot of gibberish in order to fool its user,
whereas the system Ella (Bradeško and Mladenić 2012) is able to spot gibberish
initiated by the user and react in an appropriate way. Moreover, there are many mul-
timodal systems (Ferguson et al. 1996; Bickmore et al. 2000; Bohus et al. 2004;
Pradhan et al. 2016), which can communicate with the user through both text and
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speech channels. With the development of embodied conversational agents, features
like gestures, facial expressions or eye gazes become increasingly important
(Alexander et al. 2006; Ayedoun et al. 2015). Developers of pedagogical agents also
often include graphics, videos, animations and interactive simulations into their system
to increase the student’s motivation (Kim et al. 2007; Forsyth et al. 2013; Pradhan et al.
2016).

3.3 Evaluation Methods

Since we only collected conversational systems that have been evaluated or partici-
pated in a competition contest, we categorized the evaluation methods that have been
used into four classes: (1) qualitative analysis, (2) quantitative analysis, (3) pre-/
posttest, and (4) chatbot competitions. Note, that many systems may have been eval-
uated using more than just one evaluation method.

The first most applied evaluation method was the quantitative method, which used
interviews or questionnaires. Examples of conversational systems that have been
evaluated using this method include, e.g., Speech Chatbot (Senef et al. 1991),
TRAINS-95 (Ferguson et al. 1996; Sikorski and Allen 1996), Herman the Bug in
Design-A-Plant (Lester et al. 1997), REA (Bickmore et al., Bickmore and Cassell
2000), LARRI (Bohus et al. 2004), FAQchat (Shawar et al. 2005), Discussion-Bot
(Feng et al. 2007), Freudbot (Freudbot 2009), Justin and Justina (Kenny et al. 2011),
the dialogue system of Shibata et al. (2014), or Pharmabot (Comendador et al. 2015).

The second widely used evaluation method is quantitative. The quantitative method
makes use of dialog protocols generated by conversations between the user and the
system. Examples of conversational systems that have been evaluated using this method
includeRAILTEL (Bennacef et al. 1996),Max (Kopp et al. 2005), HumoristBot (Augello
et al. 2008), Senior Companion (Wilks et al. 2010, 2008), SimStudent (MacLellan et al.
2014), Betty’s Brain (Leelawong et al. 2008; Biswas et al. 2005), CALMsystem (Kerly
et al. 2007), Discussion-Bot (Feng et al. 2007), the dialogue system of Planells et al.
(2013), or Albert (Latorre-Navarro et al. 2015).

The third evaluation method deploys pre- and post-tests. The method has been used
usually for evaluating pedagogical agents to measure the learning effect. This method
was applied for the evaluation of MathGirls (Kim et al. 2007), My Science Tutor
(Pradhan et al. 2016), Herman the Bug (Lester et al. 1997) or MetaTutor (Bouchet et al.
2013; Harley et al. 2014).

The fourth evaluation method is the participation of a conversational system in a
competition contest, for example, the Loener prize, which is based on the Turing Test
(Abdul-Kader et al. 2015). Loebner Prize winners were, for instance, PARRY (Colby
1981; Hutchens 1977), CONVERSE (Batacharia et al. 1997; Bradevsko et al. 2012), A.
L.I.C.E (Wallace 2003), Albert One (Garner 2005; Bradeško and Mladenić 2012),
Elbot (Abdul-Kader et al. 2015), and Mitsuku (Abdul-Kader et al. 2015).
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4 Discussion and Conclusions

In this paper, we have reviewed the technologies, language tricks, special features, and
evaluation methods of conversational systems. While chatbots deploy dominantly
pattern matching techniques and language tricks, most dialog systems exploit natural
language technologies. We also have learned that most chatbots participated in the
Turing test contests (e.g., Loebner prize), while dialog systems were mostly evaluated
by the pre-/post-test, quantitative, or qualitative methods. This can be explained by the
fact that dialog systems are more goal-oriented (e.g., to improve learning gains of
students) and chatbots rather serve smalltalks in different domains. Based on the
summary table in Appendix, we can notice the tendency of applied technologies for
conversational systems: they are becoming more AI-oriented and deploying more
natural language processing technologies.

In this paper, due to the page limit, we summarized the technologies for developing
conversational systems. We plan to elaborate on these technologies in more details in a
journal article.

Appendix: Table of Reviewed Conversational Systems

Year Category (Name) Technology

1966 Chatbot (ELIZA) (Weizenbaum
1966)

Pattern matching; keyword searching

1971 Chatbot (PARRY) (Colby 1981;
Hutchens 1997)

Parsing, interpretation-action-module

1972 Chatbot (SHRDLU) (Winograd
1972; Hutchens 1997)

Parsing, grammatical detection, semantic
analysis

1991 Chatbot (PC Therapist III)
(Bradeško and Mladenić 2012)

Parsing, pattern matching, knowledge
database (quotes & phrases)

1991 Speech Chatbot (Senef et al. 1991) Parsing, Response Generator, Semantic
Frame Representation, Pattern Matching

1994 Chatbot (TIPS) (Bradeško and
Mladenić 2012)

Pattern matching, system similar to a
database

1994 Chatbot (Chatterbot in TinyMud)
(Mauldin 1994)

Pattern matching, Markov chain models

1996 Chatbot (HeX) (Hutchens 1997) Pattern matching, Markov chain models
1996 Chatbot (Jabberwacky/Cleverbot)

(Cleverbot 2016)
Cleverscript

1996 Speech Dialog System
(TRAINS-95) (Ferguson et al.
1996)

Bottom-up chart parser; Discourse
manager; Text generator; Language
understanding; Verbal reasoner

1996 Speech Dialog System (RAILTEL)
(Bennacef et al. 1996)

Speech recognition; Literal and contextual
understanding; Parser, Dialog manager

(continued)
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(continued)

Year Category (Name) Technology

1997 Chatbot (CONVERSE) (Batacharia
et al. 1997; Bradeško and
Mladenić, 2012)

Input module; Pre-processing; Parser;
Pattern matching; WordNet synonyms;
ontology; fact & person database; Action
module; Topic change module; Utterance
generator

1997 Speech Dialog System (Herman the
Bug) (Lester et al. 1997)

Coherence-Structured Behavior Space
Framework, Behaviour Control

1998 Chatbot (MegaHal) (Hutchens
1998)

Markov chain models; Keyword matching

1999 Dialog system (AutoTutor)
(Graesser et al. 1999)

NLP (POS tags); Dialog move generator;
Latent semantic analysis; Regular
expression matching; Speech act
classifiers

1998–
99

Chatbot (Albert One) (Garner 2005;
Bradeško and Mladenić 2012)

Pattern matching

2000 Speech Dialog System
(REA) (Bickmore et al. 2000)

Discourse planner; Natural language
generation engine

2000/01 Chatbot (A.L.I.C.E) (Wallace
2003)

AIML

2001 Chatbot (Eugene Goostman)
(Eugene 2014; Veselov 2010)

Advanced Pattern Matching;
Tokenization (dynamic)

2002 Chatbot (Ella) (Bradeško and
Mladenić 2012)

Pattern matching, AIML, WorldNet

2003 Chatbot (Jabberwock) (Pirner 2005;
Bradeško and Mladenić, 2012)

Parsing (Context Free Grammar); Pattern
Matching; Markov Chains Models

2004 Speech Dialog System (LARRI)
(Bohus et al. 2004)

Speech recognition; Dialog manager;
Response generator; Parsing with
semantic Grammar; Task Markup
Language

2005 Dialog System (Freudbot)
(Freudbot 2009)

AIML

2005 Dialog System (LSAbot) (Agostaro
et al. 2005)

LSA, AIML (same knowledge database as
ALICE)

2005 Dialog System (FAQchat) (Shawar
et al. 2005)

Advanced Pattern Matching

2005 Embodied Dialog System
(Max) (Kopp et al. 2005)

NLP, Dialog Manager; Interpreter; AIML

2005 Speech Dialog System (RITEL)
(Galibert et al. 2005; Toney et al.
2008)

Speech Recognition; Parsing; Input
Analysis, Named Entity Analysis; Lexical
Analysis; Dialog Manager; Response
Generator

2005 Chatbot (Pilato et al. 2005) AIML, Latent Semantic Analysis

(continued)
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(continued)

Year Category (Name) Technology

2006 Speech Dialog System
(Eve) (Alexander et al. 2006;
Sarrafzadeh et al. 2014)

Facial expression analysis; Case-Based
Methods; Dialog Manager

2007 Dialog System (CALMsystem)
(Kerly et al. 2007)

NLP techniques; Pattern Matching

2007 Chatbot (Discussion-Bot) (Feng
et al. 2007)

Information-Retrieval and NLP
techniques

2007 Speech Dialog System (MathGirls)
(Kim et al. 2007)

Relational database where actions are
stored

2008 Dialogue System (Penelope and
Alex) (Doering et al. 2008)

AIML

2008 Dialogue System (Betty’s Brain)
(Leelawong et al. 2008; Biswas
et al. 2005)

Qualitative Reasoning Methods;
Perception System; Knowledge Database

2008 Dialog System (HumoristBot)
(Augello et al. 2008)

AIML

2010 Chatbot (Suzette) (Wilcox and
Wilcox 2010)

ChatSript

2010 Dialog System (Senior Companion)
(Wilks et al. 2010; Wilks et al.
2008)

Tokenization; POS tagging; Parsing;
Information Extraction techniques
(Named Entity Recognition); Reasoner;
Dialog Manager

2011 Chatbot (Rosette) (Abdul-Kader
et al. 2015)

ChatScript

2011 Speech Embodied Dialog System
(JUSTIN und JUSTINA) (Kenny
et al. 2011)

Speech Recognition; Parsing,
Question-Answering; Pattern Matching;
Dialog Manager; Response Generator

2011 Chatbot (Alencar et al. 2011) AIML
2011 Dialog System (Operation ARIES!)

(Forsyth et al. 2013)
Training Module; LSA; Regular
Expressions; Pattern Matching

2012 Chatbot (IRIS) (Branchs et al.
2012)

Vector Space Model

2012 Chatbot (van Rosmalen et al. 2012) Lexical analysis, AIML, semantic
structure

2013 Chatbot (Mitsuku) (Abdul-Kader
et al. 2015)

AIML

2013 Dialog System (Lasguido et al.
2013)

Dialog Manager; POS-Tagging, NER,
Similarity Search

2013 Dialog System (Math Game)
(Silvervarg et al. 2013)

AIML; Dialog Manager

2013 Dialog System (MetaTutor)
(Bouchet et al. 2013; Harley et al.
2014)

NLP, Dialog Manager, Parsing, XML,
Facial Expression Analysis

(continued)
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