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As this volume attests, the study of morality is a difficult task. Philosophers, research 
scientists and scholars across the academy have been wrestling with how to define, 
measure, and think about morality for thousands of years. Yet, despite this effort, 
answers to fundamental questions have been devilishly elusive, with researchers 
still debating what morality even is. Why is it that the study of morality is such a 
difficult task? Perhaps the answer is less a result of the subject material than of the 
minds of those studying it. While the human mind is not usually considered an 
impediment to scientific progress, it may present particular barriers to accurate 
models of the nature of morality and moral psychology.

This is not the first research question that has been hampered by the fact that sci-
ence is done by humans. Often, the problem is that we have a powerful intuition or 
perception of how the world seems or ought to be that gets in the way of scientifi-
cally understanding how the world really is. For instance, unassisted by technology, 
our eyes look to the horizon and see the Earth stretching out as if in a plane. And 
indeed, flat Earth theory was held in many cultures around the world for hundreds 
of years. Scientists had been studying gravity for centuries before Einstein’s formu-
lation of gravity as a distortion of space-time geometry gave us a more accurate, 
though far less intuitive, theory: general relativity. Here and elsewhere, the fact that 
human intuition or perception does not well map the real world has made humans 
worse at science. But the psychological barriers to understanding morality may not 
merely be a problem of this kind.

Whatever the specific design of our psychology turns out to be, results have been 
collected that make it very hard to believe that this design is simply a machine for 
uncovering the objective truth of the world. Whether it is the emotional dog wag-
ging the rational tail (Haidt 2001), our heuristics and biases (Gilovich et al. 2002), 
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or our susceptibility to visual illusions (Gregory 1997) and illusory correlations 
(Whitson and Galinsky 2008), it very often seems to be that the inferences the brain 
reliably makes are not always targeted at the objective truth. But, should we expect 
the mind to be designed for discovering objective truths? The human brain is a prod-
uct of natural selection just like any other organ of the body, and just like every other 
organ of the body, the design features it has are there because they solved adaptive 
problems in the past (Tooby and Cosmides 1992). The brain, like any other feature 
of an organism, is the result of generations of successive filters on potential designs, 
filters that preferentially maintained those designs that optimized reproduction 
against the backdrop of environments experienced by the organism’s ancestors. We 
should only expect design for uncovering objective truth to be a reliable feature of 
the human brain if doing so was a reliable solution to one of these filters by contrib-
uting to reproduction or by hitchhiking along as the by-product of another design 
that did. For many of the designs that make up human psychology, neither of these 
options is very likely.

In contrast, it is eminently more plausible that in many cases designs that vied 
away from objective truth seeking in the direction of inferences and behaviors that 
reliably contributed to reproductive fitness were the ones that better survived the 
various filters. We should expect this for three distinct but convergent reasons. First, 
there are likely many inferences for which knowing the true state of the world caries 
absolutely no fitness gain. For example, for a terrestrial primate, perceiving gravity 
as a distortion of space-time and not merely a force that pulls objects down toward 
the Earth cannot plausibly have influenced anyone’s fitness over ancestral condi-
tions; this information is irrelevant in the extreme. If there is no selection pressure 
that would maintain the focus of an inference system on reliably picking out the true 
state of the world, then randomizing forces like mutation should degrade its preci-
sion and allow drift over time. Or, if information necessary to make a certain infer-
ence was not reliably available ancestrally, then there would not have been any filter 
on designs that picked up on this information and used it in the right way. For 
example, it is inarguable that humans have a richly articulated mating psychology 
that uses information about prospective mates (cues of age, health, status, trustwor-
thiness, fertility, etc.) to make mating decisions (Buss and Schmitt 1993). For men 
at least, a lot of this design is aimed at picking fertile targets of mating effort out of 
the sea of nontargets. But, there was no selective filter on mechanisms that meta- 
represented that this was their function; designs could increase reproduction by 
assigning high mate value in decision-making to bearers of particular cues like 
youthful appearance, low fluctuating asymmetry, etc., but there was no gain from 
representing that these inferences were about reproduction per se. So, while male 
mating psychology has design for inferring fertility and using it to inform mating 
decisions, it does not meta-represent what it is about and so does not accurately 
assess relevant fertility across all situations. That is why plastic surgery can main-
tain youthful attractiveness divorced from objective age, why men don’t line up at 
sperm banks competing to fertilize as many eggs as possible, and why men continue 
to find their female partners attractive even when they are contracepting. Many 
mechanisms are likely to be under a similar filter, where solving a problem can be 
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done without the solution necessarily explicitly considering what the problem is and 
how the solution solves it. For at least these mechanisms, objective truth seeking per 
se is simply not the problem to be solved.

Second, there are likely many inferences for which the costs of getting the infer-
ence wrong are asymmetrical—that is, the false positives are more or less costly 
than the misses (Delton et al. 2011; Haselton and Buss 2000; Johnson et al. 2013). 
Taking again the example of a terrestrial primate, mistaking a bit of ground-level 
motion at your peripheral vision for a snake and deploying an evasive response is 
minimally costly—regardless of whether you are actually avoiding a snake or a 
harmless breeze, the energy expended is relatively minimal. Alternately, failing to 
detect a poisonous snake if it actually is there and thus getting bitten is a very costly 
error. Many ancestral problems are likely to have this asymmetric costs profile, and 
so mechanisms designed to infer the state of the world relevant for these problems 
are likely to incorporate design that makes the expensive error relatively less likely 
than the cheap error. For a snake-avoidance mechanism, the goal isn’t to be as accu-
rate as possible but to be as unbitten as is reasonable.

Third, the social world is not a solitary game: my behavior can influence others’ 
behavior which can then impact my fitness. The beliefs I hold, my motivations for 
action, the things I value, and how I act can all have consequences, and can be rel-
evant to others and how they treat me. For example, both game theoretic modeling 
and simple intuition predict that we will like others who have a history of good 
deeds, preferring them as social partners and treating them better than we would 
otherwise (Axelrod and Hamilton 1981; Barclay 2013; Trivers 1971). As such, 
design to be seen to do good deeds (but probably not to be seen being seen) has very 
likely been under selection. Behaviors, attitudes, ideas, and opinions that signal this 
kind of disposition (or other dispositions of similar relevance) are all potential tar-
gets of selection for expressing them, especially when others can see. To the extent 
that these targets (particular kinds of beliefs, opinions, etc.) are different than the 
objective state of the world, we should for this reason not expect the respective psy-
chologies to be designed to be aligned to the objective truth. Who among us hasn’t 
genuinely felt and then told a romantic partner that they are the most beautiful man 
or woman in the world? We can’t all be right, but it sure feels nice to have a partner 
say so. In the moral domain, the selection pressures responsible for our moral senti-
ments—our concern for the sick, our outrage at the oppressor, etc.—may be more 
about what these sentiments signal to others than anything to do with objective truth 
seeking.

Taking these points together—that the objective truth is often fitness irrelevant, 
that the right kind of error is often ecologically rational, and that the adaptive prob-
lem is at least sometimes about changing someone else’s behavior—helps suggest a 
program for an evolutionarily informed study of human moral psychology. The first 
task is to identify the major filters—that is, the adaptive problems—that compo-
nents of moral psychology have been designed to solve. Considering the ecology of 
ancestral hominins, more than a few adaptive problems stand out as both presenting 
substantial selection pressure and potentially producing morality-relevant psycho-
logical design, including but by no means limited to optimally allocating resources 
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between the self and others (Delton and Robertson 2016), attracting and keeping 
cooperative partners (Delton and Robertson 2012; Krasnow et al. 2012), marshal-
ling allies and maintaining one’s group membership (Pietraszewski 2016; Tooby 
et  al. 2006), and preventing yourself and those you value from being exploited 
(Krasnow et al. 2016; Sell et al. 2009). The task is to get specific about the recurring 
features of the ancestral environment that a design solution could use to solve the 
problem, including what kinds of information a behaving organism would have 
access to and how the organism’s behavior could affect its outcome. Importantly, 
the points above suggest that our moral intuitions and reasoning about moral prob-
lems are likely the result of mechanisms shaped by one or more of the above selec-
tion pressures and therefore that they may be systematically biased in directions 
away from what might otherwise be considered the objective truth or normative 
moral correctness and toward what were ancestrally fitness maximizing 
conclusions.

There is a large and growing literature that can be analyzed (or reanalyzed) using 
the evolutionary framework suggested here. Rather than attempting an exhaustive 
review, below I sketch what I see as a major dividing line in the space of adaptive 
problems involved in morality and discuss research that exemplifies the distinction 
in ways I hope will be helpful to researchers going forward.

 Inward- vs. Outward-Facing Mechanisms

Regardless of the other features of an adaptive problem, the solution is either to 
regulate my behavior (solved by what I will call here an inward-facing mechanism) 
or to influence the behavior of others (solved by what I will call here an outward- 
facing mechanism) or both. Typically, the former category has been the main focus 
of work in moral psychology. For example, a lot of work looks at what it means to 
do good or to be altruistic. Philosophers ask on what theory “good” is measured, be 
it a utilitarian calculus or some other set of ideals. Economists propose elements of 
subjective utility (e.g., the “warm glow”) that could compensate for otherwise costly 
behavior (Andreoni 1990; Fehr and Schmidt 1999). Cognitive psychologists and 
neuroscientists ask what are the proximate mechanisms of this decision and ask 
whether it is reflexive or deliberative (Rand et al. 2012) and if neural reward centers 
are involved (Decety et al. 2004). But, misconstruing the target of the mechanism 
across the distinction of inward-vs.-outward facing can have major consequences 
for our understanding of the psychology. If doing good has been selected because 
being seen by others to be doing good resulted in being chosen for more or better 
cooperative relationships—that is, results from an outward-facing mechanism—
then researchers have been looking for the benefits to balance the equation in the 
wrong place. You would never intuit your way to this answer by introspecting on the 
experience of doing good; you would just conclude that you do good because it is 
the right thing to do, because it feels good, because it triggers a dopamine pulse, etc. 
Problematically, when the target of a moral adaptive problem is to influence 
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another’s behavior, one’s own representation of one’s motives is likely to be espe-
cially suspect. As discussed below, mistaking the target as inward rather than out-
ward facing may be an especially likely mistake for humans to make.

I should note this inward- vs. outward-facing dimension is very similar to the 
distinction DeScioli and Kurzban (2009) made between what they term “condemna-
tion” (moral adaptations for judging others’ bad behavior) and “conscience” (moral 
adaptations for governing one’s own behavior in order to preempt others’ condemna-
tion). DeScioli and Kurzban construe the ecology of moral problems as involving 
perpetrators, victims, and observers, with condemnation resulting from the interest 
of observers and conscience resulting from the preemptive response of potential per-
petrators. Yet, for conscience to preempt condemnation, it can use outward- facing 
expressions (contrast the mere private experience of guilt with a guilty expression). 
Condemnation can result from inward-facing design (contrast outwardly concerned 
rehabilitative punishment with the private orientation of ostracism). Dissecting the 
problem space as inward vs. outward facing, I believe, more cleanly aligns the adap-
tive problems with the mechanistic design features that solve them. Below I review a 
selection of morally relevant psychological mechanisms to hopefully illustrate the 
utility of this alternative inward- vs. outward-facing distinction.

 Moral Sentiments Regarding When to Be Nice

 Inward-Facing Mechanisms

Codes of morality around the world are filled with proscriptions concerning when 
and how to be nice to others, when and with whom to share, and who is entitled to 
being helped. But how to optimally share resources is not just an abstract moral 
question; who gets what is inherently fitness relevant. In a world where others in 
your environment may share genes in common with you by virtue of recent com-
mon descent (i.e., kin), traits that allocate resources in ways that maximize the 
likelihood of your genes reproducing will be favored by natural selection; this is 
Hamilton’s theory of cooperation via kin selection (Hamilton 1964). In a world 
where there are gains in trade to be had by pooling or exchanging your resources 
with others, then traits that maximize these gains will be favored by natural selec-
tion; this is Trivers’ theory of reciprocal altruism (Trivers 1971). In a world where 
others represent unique value to you—such as unique constellations of mutual inter-
est—then traits that tend to keep them around and in good shape would be favored 
by natural selection; this is Tooby and Cosmides’ theory of deep engagement (Tooby 
and Cosmides 1996). On these and other theories, the mind should embody design 
that, at least in some circumstances, favors giving resources away to others and 
being perfectly happy to do so.

Recent work has asked, “What kind of psychology could embody strategies that 
produce these other-favoring effects?” In answering this question, researchers have 
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considered features of the ancestral ecology that simple heuristics could exploit to 
produce, on average, a good approximation of a solution. While a great deal about 
the ancestral world cannot be known, certain features can be safely assumed. For 
example, the ancestral social world was filled with different kinds of relationships; 
some people were strangers to you, and others were your family, friends, or coop-
erative partners. While there were doubtlessly many features that discriminated 
these categories from each other, it can be safely assumed that our ancestors could 
not predict the future with perfect certainty. At least sometimes, someone who at 
first blush appeared to be an irrelevant stranger never to be seen again actually 
became a relevant social partner (Krasnow et al. 2013). Moreover, for a hunting and 
gathering hominid with a specialized division of labor, long periods of childcare, 
and the ability to both accumulate and transmit cultural knowledge, there were 
likely many gains in trade possible between our ancestors where the gains were 
potentially lucrative. A tendency to trust others on the chance that a mutually benefi-
cial relationship could develop—that is, a psychology of default trust—would be 
optimal social foraging in such an environment. While default trust is risky, as some 
investments would not pay off, the long-term rewards should be higher than those of 
a safer, asocial strategy (Delton et al. 2011; Delton and Robertson 2012; Rand et al. 
2014). There are many ways such a design could be implemented. Just as our mech-
anisms of animacy and agency detection seem to be hypersensitive, attributing these 
features even when the evidence is scanty or absent, our mechanisms of social for-
aging could be designed to err on the side of treating even strangers as if they could 
be long-term cooperative partners. And just as our mechanisms of animacy detec-
tion help coordinate our behavior without going through explicit cognition—jump-
ing away from a rustle you thought hid a snake did not require you to explicitly 
represent the propositions “this is a snake,” “snakes are dangerous,” and “snake 
danger can be mitigated by avoiding proximity”—our mechanisms of social forag-
ing could plausibly be designed to effect behavior in the absence of explicit repre-
sentations like “I might see this person again,” “this person may be able to help me 
out later,” and “if I don’t see them again, at least I’m not risking much.”

Relatedly, it is safe to assume that not all social partners were created equal; some 
were more trustworthy than others. When presented with attractive outside options (a 
more profitable partner to trade with, a tempting reason to cheat, etc.), some partners 
would have been more likely to take the option than others. A partner who simply 
doesn’t consider these outside options should be more trustworthy than one who 
does, and to the extent that we can perceive cues to this disposition—such as a friend 
immediately agreeing when asked for help—a psychology that was sensitive to these 
cues and found them appealing in others would be favored by selection (Hoffman 
et al. 2015). Just as mating mechanisms are built to accept cues of fertility—available 
information like low waist-to-hip ratio (Lassek and Gaulin 2008) that partially 
indexes information that is otherwise inaccessible—social mechanisms should use 
observable cues in a partner’s behavior like loyalty or  blindness to outside options to 
index the otherwise inaccessible information of a partner’s association value.

This work informs the kind of mechanisms we should expect to underlie our 
moral intuitions of when to be nice. Humans and our recent ancestors have been 

M.M. Krasnow



35

intensely social for millions of years, so these adaptive problems have been long-
standing. Solving a problem like social foraging with a robust intuition may be a 
timeworn solution, one that doesn’t suffer from failures of explicit reasoning to 
anticipate future benefits. But while fitness maximization may be the ultimate 
explanation for our moral intuitions, it does not minimize their sincerity or authen-
ticity. Just as a mother’s love and concern for her child, a genuine and passioned 
response if there ever was one, is the result of mechanisms designed to maximize 
reproductive fitness, there is every reason to expect that our affiliation to our friends, 
our feelings of genuine concern for others, our intuitions about who deserves help 
and when similarly result from mechanisms designed to maximize reproductive fit-
ness via social behavior. Some moral phenomena may be by-products of these 
inward-facing mechanisms, like our mechanisms of parental care can spill over onto 
our pets. But what about the expression of these emotions, motivations, and deci-
sions? What problems do they solve?

 Outward-Facing Mechanisms

Taking the above mechanisms as a given immediately suggests a reciprocal set of 
adaptive problems to be solved: how do you best position yourself to be preferred or 
chosen by others? When others in your environment are distributing resources, allo-
cating aid, and forming relationships nonrandomly with respect to the characteris-
tics of the recipients, selection should act to increase the prevalence of designs that 
preferentially capture these benefits. Just as preferences in peahens select for plum-
age in peacocks, selection pressures for social foraging result in selection pressures 
on social display. The instantiation of the mechanisms that embody these solutions 
can take many forms. As above, there is little reason to predict a priori that the solu-
tions should necessarily route through explicit reasoning. Just as babies don’t smile 
at their parents because they consciously consider the benefits of smiling, the mech-
anisms that instantiate our outward-facing responses to social selection need not be 
proximately Machiavellian. In fact, we should expect them to not have this design. 
To the extent that a benefit was provided by someone who explicitly saw something 
in it for themselves, the beneficiary should not attribute the gift to an underlying 
disposition on the part of the actor to value the recipient (Tooby and Cosmides 
1996; Tsang 2006). A “friend” who only helps you out when it is in their own best 
interest is not much of a friend. In contrast, it is precisely those who are (or appear) 
insensitive to their own proximate payoffs that should be the most trustworthy and 
dependable cooperative partners. Imagine asking your friend a favor only to find 
them ponder at length all of the possible consequences they would face. What would 
you think of them? A heuristic solution to this pressure of impression management 
is to simply cooperate yourself without considering alternative—potentially more 
appealing—options (Hoffman et al. 2015).

A growing body of work suggests that this dynamic is likely to extend beyond 
the case of cues indicating whether a partner considered outside options before 
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cooperating to the more general set of cues indicating how much a partner values 
you at all (Delton 2010; Krasnow et al. 2016; Petersen et al. 2012; Sell et al. 2009). 
One interesting place this design is turning up is in the psychology of charitable 
giving. Charity is widely viewed as morally good and intuitively about increasing 
the well-being of the recipient. But, if that were the concern of the mechanism gen-
erating our charitable impulses, we would probably do charity a lot differently than 
we actually do. Many have begun to point out that most of our charity is incredibly 
ineffective: We don’t pick causes that present the biggest problems, we don’t fund 
solutions that provide the biggest benefits, and in large part we don’t seem to care 
(Money for good: Revealing the voice of the donor in philanthropic giving 2015). 
Why is this? An intriguing possibility is that our minds are actually designed to 
prefer giving to less efficient charities because of what they can signal about how 
much we value others. I needn’t value a child very highly to spend a dime to feed 
her for a year; even if I cared for her very little, I would still prefer to give up the 
dime. But I must value her highly to spend a dime to give her just a grain of rice; for 
how little she benefited, I must value her highly to justify giving up the money. If 
our psychology of charitable giving is the product of mechanisms designed for this 
outward-facing target of value signaling, then we should in fact predict different 
designs than were the targets merely inward-facing: rather than giving benefits effi-
ciently at low personal cost to provide large charitable benefits, a psychology 
designed to signal how much it values others should look for (but not be seen look-
ing for) opportunities to pay large costs to provide comparably inefficient charitable 
benefits and have a chance to be seen doing so.

 Moral Sentiments Regarding When to Be Mean

 Inward-Facing Mechanisms

Often our moral concerns fuel anger, outrage, or indignation toward those who vio-
late our moral code. Sometimes these emotions result in behaviors that harm these 
individuals, ostracizing them from benefits they would otherwise have access to or 
inflicting costs on them through punishment or more violent aggression. Many theo-
ries have been proposed to account for the evolution or expression of these kinds of 
motivations and behaviors. But, as above, I argue here that theories have a better 
chance of being right when we properly construe the target of the adaptation as 
either inward or outward facing. Some adaptive problems can be solved by reaching 
out and changing another individual’s behavior; these adaptive problems select for 
outward-facing solutions. It is likely that our punitive responses often result from 
such an outward-facing mechanism. But, does it always? If an adaptive problem 
does not have this form, researchers looking for outward-facing solutions would be 
looking in the wrong place.

One adaptive problem that punishment can solve is the mere prevention of future 
bad actions. By ostracizing, incapacitating, or killing a bad actor, the punisher and 
those she cares about are no longer susceptible to the bad action (Duntley and Buss 
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2011). Especially in the case of killing, these responses don’t require the targeted 
individual to change their mind about anything for their bad behavior to be pre-
vented; the decision is unilaterally made by the punisher. But, taking this option also 
precludes enjoying any of the benefits that would have otherwise obtained if the 
punished person was still around. Optimally negotiating this trade-off involves 
design for reducing the motivation for harsh, incapacitating, or corporal punishment 
given cues that these forgone benefits would be substantial—that is, that the perpe-
trator has high association value. And the mind indeed shows this design, favoring 
rehabilitative sanctions more for high association value perpetrators and punitive 
sanctions more for low association value perpetrators when deciding on criminal 
sentencing (Petersen et  al. 2012; Wilson and Rule 2015). This function can be 
accomplished merely by moderating the sanction a person metes out, though. The 
outward expressions of offense—including facial, postural, and vocal expressions—
are big noisy signals that are superfluous to this function. If these are adaptations, 
their adaptive target is likely of the outward-facing variety.

 Outward-Facing Mechanisms

The evolutionary function of punishment on most theories is to change another 
organism’s behavior (Clutton-Brock and Parker 1995). For example, conflicts of 
interests abound in life and can sometimes be adjudicated by force. This situation 
can be modeled as an asymmetric war of attrition, where (1) two parties make costly 
bids for a contested resource, (2) both parties pay the cost of the lower bid (i.e., fight 
until one gives up), and (3) the higher bidder wins the resource (Hammerstein and 
Parker 1982). In this scenario, each party is incentivized to bid just up to their pri-
vate valuation of the resource; any more would be entailing sure losses and any less 
would potentially leave value on the table. Imagine fighting with your sister over 
what to watch on television. You each have your own preferred show, but only one 
can be watched, and you can annoy each other into giving in. If you don’t care very 
much about your show, it would be silly to put up too much of a fight as you would 
waste more in fighting than you cared about the show in the first place. And, if you 
don’t put up enough of a fight, you might end up missing your show when you 
didn’t have to. A costly strategy would be to actually keep fighting with your sister 
until it’s not worth it anymore, just in case she backs down first. But, if you can 
predict being outbid and losing the fight, you can save your effort and avoid fights 
you would otherwise lose. You are likely to be outbid to the extent that she either (a) 
values the resource more than you do, or (b) faces lower costs of aggression than 
you do, or both. As such, mechanisms that outwardly express our valuation and 
formidability would be selected to cost-effectively deter aggressive conflicts with 
others.

Many aspects of the anger response in humans and other animals can be under-
stood as components of this signaling architecture (Sell et al. 2010, 2012, 2014). 
Humans and other animals posture before fights to size up the competition to predict 
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if fighting would be worthwhile. During these prefight rituals, the potential 
combatants don’t merely stand passively; they modify their visual and auditory 
appearance to seem bigger, stronger, and meaner than they usually do. By engaging 
in this signaling, individuals can reach into the minds of observers and manipulate 
their mental contents in ways that advantage the signaling individual, potentially 
earning the contested resource and more deferential treatment in the future.

This kind of outward-facing mechanism can be used in larger social contexts as 
well. Just as signaling to someone who offended against you can deter them from 
doing so in the future, signaling to someone who offended against others in your 
presence can signal that you would not tolerate such treatment yourself. The third- 
party punishment paradigm—where one participant can punish another for acting 
poorly toward someone else—has been widely used to model moral condemnation. 
Recent work has revealed that at least some of the third-party punishment we observe 
in experiments results from this kind of deterrence mechanism (Krasnow et al. 2016). 
Moreover, punishing on behalf of others has been found to signal cooperative value 
more broadly, such as that the punisher herself could be trusted to not act badly 
(Jordan et al. 2016). Third-party moral condemnation seems at least in part to result 
from two outward-facing mechanisms for regulating the behavior of others.

As these examples illustrate, the components of our anger, punitive, or condem-
nation psychologies that are geared toward outward-facing targets—like signaling 
to others—were under reliably different selective filters than those components that 
are merely inward facing. Outward-facing mechanisms of signaling, for example, 
are expected to be under arms-race dynamics (Dawkins and Krebs 1979). The value 
of a signal depends on the population of signals it competes with. If everyone but 
you exaggerates their formidability, by neglecting to exaggerate, you appear weaker 
by comparison. The same process should apply to our expressions of outrage or 
condemnation; if everyone but you exaggerates their outrage to some moral viola-
tion, by neglecting to exaggerate, you appear relatively less trustworthy, more 
exploitable, etc., than you otherwise could. In contrast to behaviors that result from 
merely inward-facing mechanisms, those with outward-facing components are 
expected to be prone to these dynamics.

 An Evolutionarily Informed Study of Moral Psychology

Applying the lens of evolutionary psychology to the study of morality offers several 
unique insights. Most basically, analyzing the ancestral human ecology for morality- 
relevant selection pressures can help generate hypotheses of adaptations in moral 
psychology—design features in the mechanistic basis of our moral intuitions, moti-
vations, and decision-making. Here I have argued that it is profitable to distinguish 
those selection pressures that can be solved by merely inward-facing mechanisms 
targeted at directing the organism’s own behavior from outward-facing mechanisms 
targeted at changing the behavior of others. One reason this distinction may prove 
important is that outward-facing mechanisms (e.g., broadcasting cooperative 
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disposition by charitable giving or public moral outrage) are expected to be under 
selection to obscure their ecological rationality (e.g., obscuring “ulterior” motives) 
even from those attempting to study them from an objective perspective. Using our 
intuition as a scientific instrument and source of hypotheses is therefore likely to 
systematically mischaracterize the adaptive design of our moral psychology and 
especially those involving outward-facing mechanisms. An evolutionary perspec-
tive helps clarify why studying morality is such a difficult task and also helps guide 
our efforts so that we are at least looking in the right place for the answers.
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