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Toward a Multidisciplinary Moral Psychology

Benjamin G. Voyer and Tor Tarantola

Humans idolize, condemn, suffer, rejoice, kill, and die in the name of morality. We 
are a hypersocial species—nearly everything we do involves other people. So it’s 
not surprising that the rules governing our interactions—what we owe to one another 
and how we ought to treat transgressors—occupy a prime spot in the human psyche. 
Moral psychology tries to understand how these rules come about, how we perceive 
and act on them, and how we respond when people violate them.

Despite its name, moral psychology spans every discipline concerned with 
human interaction—from philosophy and sociology to evolutionary biology and 
neuroscience. The applications of this research have been significant, helping us 
better understand the biases of juries, the culpability of minors and the mentally ill, 
and the public’s views on the purposes of criminal and civil sanctions. It also has the 
potential to guide how governments implement justice policies and to allow us to 
better negotiate competing norms across cultures.

As the varied disciplines comprising moral psychology have developed, their 
methods have become increasingly specialized and complex. For example, cogni-
tive scientists have used computational modeling to break new ground in under-
standing human interaction, but these methods often elude researchers in less 
mathematical fields. Similarly, academic philosophy often uses frameworks and 
vocabularies in which scientists are not conversant. As a result, the academy has 
become increasingly siloed, meaning that significant advances in one discipline can 
go largely unnoticed in others.

B.G. Voyer (*) 
Department of Marketing, ESCP Europe, London, UK
e-mail: bvoyer@escpeurope.eu 
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Our aim in this volume is to help break through the siloes by offering a pan-
oramic view of the trends, methods, and questions that dominate moral psychol-
ogy research in different disciplines. The breadth and complexity of these 
questions—within each discipline, let alone across several—preclude us from 
being comprehensive. Rather, we hope to offer researchers of different back-
grounds a taste of the diverse perspectives from which these questions are 
approached and to show how greater collaboration across disciplines can help 
advance the field. We also hope this volume will be useful to practitioners—law-
yers, clinicians, policymakers, and others—whose work centers on the intersec-
tion of moral codes and human behavior.

Philosopher Hanno Sauer begins the volume by tracing the history of moral psy-
chology from David Hume to modern empirical philosophy. For Sauer, the progres-
sion of philosophical thinking about morality and the tensions between empirical 
and normative questions—asking “what is” versus asking “what ought to be”—pro-
vide important context for current research. He focuses on what he calls the “gap” 
between facts and norms and outlines how key debates in philosophy—about moral 
relativism, free will, leading a virtuous life, and others—can be informed by empiri-
cal work.

In the second chapter, evolutionary psychologist Max Krasnow outlines a theory 
for how the fundamentals of moral behavior—altruism and punishment—evolved 
as biologically beneficial predispositions. He draws a useful distinction between 
mechanisms directed at regulating one’s own behavior (what he calls “inward-fac-
ing mechanisms”) and those directed at changing others’ behavior (“outward-facing 
mechanisms”). Consideration of each of these types of mechanisms is necessary, he 
argues, in order to fully appreciate the evolutionary dynamics that shaped the core 
of human morality. His theory shows why the empirical and theoretical study of 
morality can be so difficult—because the ultimate reasons behind a moral decision 
might often be unknown even to the person who makes it.

In the third chapter, social anthropologist Paolo Heywood offers a critical per-
spective on the traditional approaches to studying ethics and morality in his disci-
pline. He surveys recent theoretical and ethnographic work, presents the framework 
for a modern “anthropology of ethics,” and tackles a central question facing anthro-
pologists who study moral psychology: how can moral behavior be both universal 
and culturally specific?

In the fourth chapter, cognitive scientist Tor Tarantola surveys the varied research 
that has contributed to an emerging cognitive science of morality. He outlines the 
major advances at three levels of what he calls the “moral system”—the group level, 
which studies how norms emerge and evolve; the interactive level, which studies the 
dynamics of interpersonal interactions; and the individual level, which studies the 
individual cognitive and neural processes that underlie perceptions and behavior. This 
chapter draws on work from varied fields—from sociology, which has generated 
important theories about the emergence of norms; to experimental psychology and 
behavioral economics, which have begun to quantify the factors important to moral 
judgments; to cognitive neuroscience, which investigates how the brain implements 
the perceptual and cognitive tasks that underlie moral behaviors and experiences. 

B.G. Voyer and T. Tarantola
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Tarantola argues for a more unified cognitive science of morality that uses a mathe-
matical systems approach to integrate insights from each of these three levels.

In the fifth chapter, political scientists Nicholas Nicoletti and William Delehanty 
connect moral psychology to contemporary politics. In discussing the role of moral 
judgment in public opinion and political attitude formation, they advance the claim 
that strong moral commitments can lead to polarization and ultimately hurt political 
discourse.

In the sixth chapter, philosophers Edouard Machery and John Doris offer some 
recommendations and guiding principles for conducting interdisciplinary moral 
psychology research, which will be useful to students and experienced scholars 
alike. This chapter will be especially helpful to scholars in the humanities looking 
to apply scientific methods to their work. Drawing from their experience at the 
intersection of philosophy and the cognitive and neural sciences, Machery and 
Doris offer valuable advice for how to critically evaluate scientific literature and 
avoid common pitfalls.

In the final chapter, a number of our contributors and other scholars offer their 
thoughts on the future of moral psychology. We ask them to comment on the role of 
empiricism in philosophy, whether moral psychology can help answer moral ques-
tions, and the importance and difficulties of being interdisciplinary when doing 
moral psychology research. They also discuss the implications of this research for 
public policy and the law.

Our goal in preparing this volume is to begin to synthesize a more multidisci-
plinary moral psychology. The ideas presented here, while not comprehensive, 
begin to weave together threads of research that too often progress in isolation. We 
hope this collection will help catalyze new and creative ways of approaching these 
fascinating, important, and ancient questions.

Toward a Multidisciplinary Moral Psychology
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Between Facts and Norms: Ethics 
and Empirical Moral Psychology

Hanno Sauer

 A Cold, Hard Look

For most of its history, philosophical moral psychology has been in bad shape. 
People were asking the right questions, but their methods were questionable: ram-
pant speculation was revised in light of pure guesswork; guesswork had to be 
amended on the account of arbitrary superstition; superstition was corrected by 
flimsy moralizing, and the whole thing was rounded off by a healthy dose of wishful 
thinking. Philosophical theories of human nature had to state how human beings 
ought to be, rather than how they actually are.

It is not a good idea, generally speaking, to speculate about the nature of the 
moral mind without systematically investigating how the mind works. Why philoso-
phers failed to appreciate this rather obvious truth is something I can only speculate 
about myself. The—arguably false—idea that the mind is transparent to itself, and 
can thus be studied without external aid, may have played a role. We now know 
that this type of self-transparency is an illusion and that expecting the mind to give 
honest answers when examined by introspection alone is hopelessly naive.

Perhaps I exaggerate, and it wasn’t quite as bad. To find out how moral agents 
think and act, some philosophers like Aristotle, Hume, or Kant did consult the best 
science of their time. Then again, this did not necessarily amount to much. Others—
Nietzsche comes to mind (Knobe and Leiter 2007)—were in fact pioneers and gave 
the field of empirically informed moral psychology, most of which was yet to emerge 
at the time, new directions to pursue, and new questions to address. Yet all too often, 
philosophers “have been content to invent their psychology […] from scratch” 
(Darwall et al. 1992, 189). A “cold, hard look at what is known about human nature” 
(Flanagan 1991, 15) seems to me to be the best cure for this affliction.

H. Sauer (*) 
Department of Philosophy and Religious Studies, Utrecht University,  
Utrecht, The Netherlands
e-mail: h.c.sauer@uu.nl
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The main tension between philosophical and empirical accounts of human moral 
judgment and agency comes down to the fact that, at the end of the day, philoso-
phers are interested in moral psychology for one thing, and one thing only (I exag-
gerate again). They want to know what facts about the psychological foundations of 
morality can teach us about the foundations of morality, period: how facts about 
human nature bear on right and wrong, good and bad, and just and unjust. This ten-
sion is further aggravated by the fact that many philosophers deem this to be a hope-
less endeavor that is doomed to fail from the outset. The problem, these philosophers 
argue, is that there is no way (no legitimate and informative one, at any rate) to get 
from an is to an ought. Rumor has it that facts are different from values. Descriptive 
statements, it is said, do not entail prescriptive propositions. Empirical information, 
the story goes, has no normative significance. Nature allegedly has no moral import.

In what follows, I will refer to this problem as the gap. In the first section of 
this chapter, I will briefly explain what the gap is, why it is said to exist, and to 
what extent it is supposed to pose an obstacle to empirically informed theorizing 
about ethics.

In the second section, I will take a look at some of the most interesting recent 
developments in empirical moral psychology and explain what their normative 
implications are supposed to be. My selection of topics will be somewhat arbitrary, 
and the discussion I provide by no means is comprehensive. I am not attempting to 
give an overview of the whole field of contemporary moral psychology. This has 
already been done elsewhere, by people more qualified to do this than myself (see 
Doris and Stich 2005; Rini 2015; Kumar forthcoming; Alfano and Loeb 2014; 
Alfano 2016; Appiah 2008; Tiberius 2014, and the remainder of this book). Instead, 
I choose a more focused approach and look at the whole field from the perspective 
of what I take to be the main issue of philosophical interest: my aim is to illustrate 
how empirical moral psychology might be brought to bear on issues of normative 
significance—what the virtues are, what makes for a good life, whether free will 
exists, what role luck plays in morality, what constitutes an action, what it means to 
be a person, how people arrive at moral judgments, whether these judgments are 
relative, and whether we are at all competent to make them. My discussion will be 
arranged around four clusters: normative theory, moral agency, moral and nonmoral 
judgment, and moral intuition.

In the final section, I will extract some lessons from this discussion. Are the 
skeptics right? When it comes to figuring out what demands morality makes on us, 
does empirical information remain thoroughly irrelevant? Or are there grounds for 
optimism? Do empirically informed ethics have a future after all? I will argue  
that the normative significance of empirical studies of human moral cognition and 
behavior, though always indirect, comes in essentially three forms: by debunking 
the processes on the basis of which we make moral judgments and develop moral 
concepts; by undermining the empirical presuppositions of some normative theo-
ries, vindicating those of others; and by providing tools for the reflective  improvement 
of moral judgment and agency by bringing to light the sometimes egregious mis-
takes that escape our powers of introspection and the empirically unaided mind.

H. Sauer
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 The Gap

In philosophy, skepticism about the relevance of empirical facts for so-called 
normative questions—questions about right and wrong, permissible and forbidden, 
and virtue and vice—can draw on two loci classici. One can be found in the third 
part of David Hume’s Treatise of Human Nature, where he complains that

“[i]n every system of morality, which I have hitherto met with, I have always remarked, 
that the author proceeds for some time in the ordinary way of reasoning, and establishes 
the being of a God, or makes observations concerning human affairs; when of a sudden I 
am surpriz’d to find, that instead of the usual copulations of propositions, is, and is not, I 
meet with no proposition that is not connected with an ought, or an ought not” (Hume 
1739/2000, III.I.I)

Hume argued that this transition was as widespread as it was illegitimate; for 
in his view, and the view of many others, there is no logically valid way to derive 
a proposition with normative content (it is not ok to lie; drone surveillance is 
reprehensible; chastity is a virtue; we have a duty to help others, and when doing 
so, it involves little cost to ourselves) from a set of premises with purely descrip-
tive, factual content (people lie all the time; drones are really useful; your father 
wants you to be chaste; helping others will make people like you). An inference 
is logically valid just in case the truth of its premises guarantees the truth of its 
conclusion. No such inference, Hume thought, could ever take you from an is to 
an ought.

The second go-to place for friends and foes of the gap is G. E. Moore’s (1903) 
Principia Ethica. Here, Moore coined the term “naturalistic fallacy” (Moore 1903) 
to refer to attempts to identify the property of being good with any natural property, 
such as being useful, or maximizing pleasure, or being economically efficient, or 
being sanctioned by the state. Moore’s point was that good and bad cannot be 
defined in natural terms, because if they could, then whenever we had found some 
action or event instantiating the natural property picked out by our definition (given 
that said definition is correct), the question whether the action or event is also good 
would necessarily be closed to anyone but the conceptually confused. Centaurs, and 
only centaurs, are creatures with an anthropic upper and hippic lower half; if I man-
age to show you such a thing, the question whether it is also a centaur is closed. 
Now Moore argued that for every proposed natural definition of the good—say “the 
good which maximizes pleasure”—it always remains possible to ask whether some-
thing instantiating the natural property specified in the definiendum is also good. “It 
maximizes pleasure, but is it also good,” or “it is loved by the Gods, but is it also 
good,” or “it is useful for society, but is it also good,” and so on. These questions all 
make sense, and the property of being good cannot be conceptually reduced to 
other natural properties. This is Moore’s famous “open question argument.”

The naturalistic fallacy is not strictly speaking a fallacy, and as we have seen, the 
term was originally supposed to refer not to the gap, but an entirely different, 
semantic point. Then again, people love to accuse one another of fallacious reason-
ing, and the term is catchy, so “naturalistic fallacy” stuck around and is now widely 

Between Facts and Norms: Ethics and Empirical Moral Psychology
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used for illicit attempts to bridge the gap. Examples for naturalistic fallacies are 
ridiculously easy to find and are especially common in debates on evolutionary 
psychology, sexual morality, and most other topics in applied ethics. I will not cite 
any sources here, as the research would have been too depressing. But I can give a 
few examples of the kind of reasoning I have in mind and which we are all too well 
acquainted with: evolution favors the selfish and competitive, so that is how we, too, 
ought to act; homosexuality is unnatural and should thus be banned; humans are the 
only animals with the power to reason, so the rational life is best for humans; people 
have always killed animals for food, and women were always discriminated against, 
so clearly there is nothing wrong with those things. Never mind whether these infer-
ences get the facts right or not—because even if they did, they would fail to estab-
lish their conclusion on account of the gap.

On the other hand, it seems hard to see how empirical facts could always remain 
thoroughly irrelevant to normative inquiry. Whether or not abortion is permissible, 
and under what conditions, it will surely depend on what kind of being a fetus is 
and whether it can feel pain or has interests and conscious experiences. Likewise, 
my indignation toward the man I believe my wife cheated on me with, and which I 
am about to punch in the face, will readily switch its target once I have found out 
that this man isn’t the culprit, but the pathetic scoundrel standing next to him. What 
should be done about climate change, or whether anything should be done at all, 
cannot be assessed without factual knowledge. And whether or not you should 
perform that tracheotomy to save your suffocating friend will depend on how likely 
it is that you will succeed. In all these cases, empirical facts have bearing on issues 
of normative significance, if only via the nonmoral facts upon which moral facts 
are grounded.

Moreover, many normative moral theories seem to make rather straightforward 
assumptions about what kinds of agents we are, assumptions which are far from 
empirically innocent. For instance, some Kantians argue that moral norms are pre-
scriptive rules whose authority does not depend on whether or not one is already 
motivated to conform to them: these rules are supposed to be motivating indepen-
dently of an agent’s desires and goals, simply by virtue of the fact that they specify 
what it means to be an agent (Korsgaard 1996; Velleman 2011). But what if this 
paints an unrealistic picture of how motivation works and of what constitutes an 
agent? Virtue ethicists often claim that a good person is a person with a coherent set 
of laudable character traits (Hursthouse 1999; Foot 2001). Does this account rely on 
an erroneous idea of how people function and how well their personalities are inte-
grated? Some consequentialists hold that the right action—the one we ought to 
choose—is the unique action that has the best consequences. But what if figuring 
out which action is beyond human deliberative powers (Mason 2013)? In all these 
cases, normative theories make empirical presuppositions.

The question, then, is this: despite the fact that no ought ever follows from an is 
and despite the fact that the concept of the good cannot be identified with any empir-
ical property, how should we understand the normative relevance of empirical facts 
in light of the empirical presuppositions of normative theories?

H. Sauer
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 Normative Theory

(i) Consequentialism and Deontology. Contemporary normative ethics is organized 
around a distinction that manages at the same time to be one of the least well liked 
and yet one of the most popular in all of philosophy: the distinction between conse-
quentialism and deontology. Consequentialist moral theories hold that the rightness 
or wrongness of an action is determined only by its (actual or expected) conse-
quences. Deontological moral theories deny this. Some deontologists hold that 
intentions matter for the moral evaluation of an action as well, others argue that 
there are certain side constraints (such as individual rights) on the maximization of 
the good, and that it can make a moral difference whether one actively does some-
thing or merely allows it to happen or whether someone uses someone else as a 
mere means to an end rather than an end in his/herself. There is plenty of evidence 
that on an intuitive level, people take deontological considerations to be morally 
relevant (Young et al. 2007). Often, their judgments conform to deontological rules 
such as the doctrine of double effect (according to which harming someone can be 
permissible when it is an unintended but foreseen side effect, rather than when the 
harm is directly intended, Mikhail 2007, Kamm 2007), even though such slightly 
more sophisticated principles may remain ineffable.

What about the gap? Can empirical data shed light on which theory is correct? 
One way to model the difference between consequentialism and deontology is to 
look at sacrificial dilemmas involving urgent trade-offs between harming an indi-
vidual person and promoting the greater good and to see which conflicting actions 
consequentialism and deontology classify as right and wrong, respectively, when 
doing what’s best overall clashes with certain intuitively plausible moral rules. 
Moral emergencies (Appiah 2008, 96ff.) of this sort form the basis of what is per-
haps the single most thriving and controversial research program in normatively 
oriented empirical moral psychology: Joshua Greene’s dual process model of 
moral cognition (Greene 2014). According to this model, cognitive science can 
show that one of the two normative theories is superior to the other. Consequentialism, 
the evidence is purported to show, engages more rational parts of the brain and 
more sophisticated types of processing than deontology, which is associated with 
more emotional parts of the brain and more crude forms of cognition (Greene 
2001, 2004). When people judge it impermissible, for instance, to kill one person 
to save five others (thereby endorsing the deontological option), they arrive at this 
judgment via a more emotional and less calculating route. Deontological moral 
theory, then, amounts to little more than post hoc rationalizations of those brute, 
alarm-like responses (Greene 2008; see chapter “Cognitive and Neural Sciences: 
Investigating the Moral System” for a more thorough discussion of the neurosci-
ence of moral judgment).

The dual process model’s main normative upshot is supposed to be a vindication 
of consequentialist and a debunking of deontological intuitions on the basis of 
empirical evidence regarding the cognitive processes that produce these two types 
of moral intuitions. But it remains unclear whether the way people arrive at their 

Between Facts and Norms: Ethics and Empirical Moral Psychology
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consequentialist responses deserves to be described as consequentialist reasoning at 
all, rather than an ordinary weighing of competing considerations for and against a 
proposed action (Kahane 2012). Even worse, the consequentialist judgments that 
some people end up endorsing do not seem to be based on an impartial concern for 
the greater good, but on much more sinister dispositions (Kahane et  al. 2015). 
Perhaps most importantly, the connection between consequentialist judgments and 
controlled, System II processing on the one hand, and deontological judgments and 
automatic, System I processing on the other hand (Evans 2008; Stanovich 2011; 
Kahneman 2011), seems to be due to the fact that in Greene’s original studies, the 
consequentialist option always happened to be the counterintuitive one. When this 
confound is removed and counterintuitive deontological options are included, the 
pattern is reversed (Kahane et al. 2012; cf. Greene et al. 2014).

Dual process theory continues to be haunted by the gap. Empirical data on which 
type of process, or which brain region, is involved in the production of a moral judg-
ment tells us very little about whether or not this judgment is justified or not—
unless we already know which processes are unreliable and which aren’t, which we 
arguably do not. Now the dual process model’s two best shots are an argument from 
morally irrelevant factors and an argument from obsoleteness. Firstly, it could be 
shown that regardless of whether people arrive at them through emotion or reason-
ing, deontological intuitions pick up on morally irrelevant factors, such as whether 
an act of harming someone has been brought about in a distal or proximal way. Such 
sensitivity to morally extraneous features is often sufficient to indict a particular 
type of judgment as unreliable. Secondly, one could argue that some moral intu-
itions are generated on the basis of processes which are unlikely to deliver correct 
results under conditions they have neither evolved nor have been culturally shaped 
in (Singer 2005). For instance, moral cognition may be good at dealing with how 
to secure cooperation in stable small-scale communities. Dynamic, large-scale 
societies comprised of strangers and organized on the basis of complex economic 
and political institutions may constitute a hostile environment for the cognitive 
processes our ancestors bequeathed to us. Since a similar story may be true of the 
processes responsible for deontological intuitions and the conditions we currently 
inhabit, this, too, could help undermine the credibility of those intuitions via those 
processes (Nichols 2014).

The problem with these arguments, however, is that it is far from clear which 
role empirical evidence has to play in them at all, and whether most or all of the 
normative heavy lifting isn’t done by armchair theorizing about what does and 
what doesn’t count as morally relevant—which is to say, by moral philosophy 
(Berker 2009; Sauer 2012b). As for the second point, it has to be emphasized  
that the primitive cognitive processes of modern social conditions with their 
dynamic, large, anonymous societies and complex technological challenges do 
not exclusively deliver deontological intuitions. Conversely, the cognitive processes 
that are required to successfully navigate such conditions are not exclusively con-
sequentialist in nature. As far as the consequentialism/deontology distinction is 
concerned, dual process theory is thus neither here nor there. What remains of  
its steep ambitions may simply be that some moral judgments are produced by 

H. Sauer
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automatic and some by controlled cognitive processes, together with the claim that 
under certain conditions, the former are less likely to produce correct responses 
than the latter.

(ii) Moral Relativism. But why speculate about the correct normative theory, 
when it is far from clear whether moral problems have correct solutions at all? Isn’t 
it clear that people have widely diverging and irreconcilable views about what 
morality requires? One does not need empirical research to confirm that people 
disagree about morality. The so-called argument from disagreement (Brink 1984; 
Mackie 1977) is supposed to use this fact of life to make the case for moral relativ-
ism, the view that there is no single true morality and that moral norms and values 
are only ever valid relative to some individual, social, or cultural context.

The problem with this argument is that there is a rather obvious objection to it. 
Disagreement does not entail relativity (Enoch 2009): people disagree about all 
kinds of things, but this doesn’t mean that there are no facts of the matter about 
which one side is right and the other wrong. Non-relativists like to point out that 
what is needed for the argument from disagreement to get off the ground is a case 
of intractable fundamental moral disagreement—disagreement that would persist 
even under ideal conditions of full information and flawless reasoning on the part of 
those disagreeing. Non-fundamental disagreement, the kind that is purportedly not 
damaging to moral universalists, is disagreement for which a so-called defusing 
explanation can be given. Such disagreement can be due, among other things, to 
disagreement about the underlying facts, special pleading, or irrationality. Special 
pleading occurs when people refuse to apply a value consistently, trying to make an 
exception for themselves (e.g., endorsing the death penalty except when oneself is 
to be executed); irrationality can occur when people fail to appreciate what their 
values entail (e.g., wanting to reduce the suffering of sentient beings, but not adjust-
ing one’s diet in light of this goal).

What can empirical data contribute to this debate? Recently, Doris and Plakias 
(2008) have tried to revive the argument from disagreement by bringing evidence 
from cultural psychology to bear on the issue of whether it is possible to identify a 
case of fundamental moral disagreement for which no defusing explanation seems 
to be available. For instance, Doris and Plakias draw heavily on Nisbett and 
Cohen’s (1996) “culture of honor” explanation for differences in attitudes toward 
violence between people from the American North and South. Evidence from 
criminal statistics, legal decisions, lab experiments, and field studies all point in the 
direction that Southerners are both more prone to violence and more tolerant of it. 
Nisbett and Cohen attribute this tendency, which is restricted to violence in 
response to threats, insults, and other violations of honor, to the reputational 
demands of herding economies. In contrast to economies based on farming or 
trade, a herding economy is a high-stakes environment in which a person’s entire 
assets could be stolen, which made it necessary for individuals to convey that they 
would be willing to respond violently to threats. Others (Fraser and Hauser 2010) 
have argued that some cultures (e.g., rural Mayans) do not see a morally relevant 
difference between acts and omissions, which is another promising candidate for a 
fundamental moral disagreement.
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Does this type of argument succeed in bridging the gap? Doris and Plakias argue 
that none of the aforementioned defusing explanations plausibly account for 
differences in Southern and Northern attitudes toward violence. If true, this would 
support their case for moral relativism. However, there are reasons for doubt. To a 
large extent, cross-cultural agreement about certain general prima facie duties is 
compatible with seemingly dramatic disagreement about all-things-considered 
obligations (Meyers 2013). Many disagreements concern how wrong or right 
something is and do not involve one party thinking that something is completely 
wrong which the other thinks is completely innocuous. That Southerners behave 
more violently and are more likely to condone violence does not mean that they take 
it to be more permissible (Leiter 2007). Moreover, most disagreements vanish under 
close scrutiny: when they are subjected to the sort of inquiry moral universalists 
favor, moral disputes tend to disappear (hint: less rural/more formally educated 
Mayans do see a difference between doing and allowing). The disagreements Doris 
and Plakias base their argument on can be located at the level of unreflective System 
I responses, where they inflict hardly any damage on non-relativists (Fitzpatrick 
2014). If Southerners were informed about Nisbett and Wilsons’s “culture of honor” 
explanation itself, and thus about the fact that the original economic rationale for 
their attitudes no longer obtains, they may well be inclined to change those attitudes 
(Sneddon 2009). This sort of genealogical defeater is demonstrably effective 
(Paxton et al. 2012). The issue of moral relativism thus can be addressed empiri-
cally, at least as long as its defenders and opponents are willing to make clear 
predictions on how much convergence or divergence in people’s moral views, and 
of what sort, to expect if their respective positions are true.

 Moral Agency

(iii) Character, Situation, and Virtue. The fourth main player in normative ethics 
besides consequentialism, deontology, and moral relativism—virtue ethics—does 
not merely incur, as it were by accident, empirical presuppositions regarding what 
kinds of agents we are. Rather, its normative criteria are straightforwardly built 
upon an account of agency, thereby rendering it particularly hostage to empirical 
fortune. The rightness of an action does not, on this account, lie in the extent to 
which it satisfies some principled criterion of rightness. The right action, virtue 
ethicists argue, is the one the virtuous person would perform under the circum-
stances. The virtuous person is a person of good character, that is, an agent who 
possesses an assortment of praiseworthy traits such as honesty, courage, persis-
tence, tranquility, magnanimity, and other quaint things.

It has long seemed fair to empirically minded philosophers (Harman 1999; 
Doris 2002) to ask whether this account of human agency is at all realistic. Perhaps 
unsurprisingly, they have been keen to show that it is not (Ross and Nisbett 1991; 
Doris 2009). The evidence—ranging from landmark experiments, such as Milgram’s 
obedience studies, Zimbardo’s prison experiment, and various studies on helping 
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behavior (Isen and Levin 1972; Darley and Batson 1973), to real-life atrocities such 
as the massacre of My Lai, the Rwandan genocide, or the violent and humiliating 
abuse of prisoners at Abu Ghraib (Doris and Murphy 2007)—consistently suggests 
that cross-situationally stable character traits of the kind postulated by virtue 
ethicists are nowhere to be found. The influence of frequently subtle and seemingly 
insubstantial situational features towers over that of internal dispositions.

However, even in this seemingly open and shut case in favor of situationism, the 
gap is not bridged without resistance. Some virtue ethicists have argued that charac-
ter traits need to be construed differently (Kristjánsson 2012; Webber 2013), sought 
elsewhere (Merritt 2009), or that there is contrary evidence pointing toward the 
existence of virtues (Vranas 2005). Others chose to insist on the fact that the acqui-
sition of virtues was always supposed to be a rare ideal, so that evidence for the 
rarity of virtuous agency cuts no ice (Miller 2003). Then again, few are comfortable 
defending unattainable ideals, and rightly so.

Among the more radical friends of situationism, some have suggested that we 
should abandon futile character education in favor of effective situation manage-
ment (Harman 2009). Others have advocated a different form of moral technology 
that relies on the factitiousness of virtue: the nonexistence of global traits gives us 
no reason to abandon trait talk, which can function as a self-fulfilling prophecy. 
This suggests that we stop attributing only undesirable traits (Alfano 2013). Finally, 
some have argued that virtue ethics fails even if traits are real (Prinz 2009), because 
its normative authority rests upon an account of universal human nature that is 
debunked by cultural psychology.

(iv) Freedom of the Will. Virtue ethics is perhaps the clearest example of a nor-
mative theory that can be assessed in light of empirical facts. Other aspects of moral 
agency, such as freedom of the will, are harder to pin down; after all, many philoso-
phers believe that free will just isn’t the kind of thing that can be studied empirically.

The contemporary debate on the nature and existence of freedom of the will, 
perhaps one of the most mature in all of philosophy, cannot be adequately summa-
rized here. Instead, I wish to mention two types of empirically supported challenges 
to free will and moral responsibility and to see what may follow from them norma-
tively. One has to do with the timing of choice, the other with whether we have 
reason to believe conscious intentions ever really cause actions at all.

The first challenge, and arguably the more famous one, aims to show that peo-
ple’s conscious intentions do not initiate their actions (Libet 1985). In a series of 
experiments, Benjamin Libet could show that people’s decision to execute a simple 
motor action is preceded, in the range of an average 350 ms, by a readiness potential 
(measured via EEG) initiating the action before people become aware of it. Other 
studies (Soon et al. 2008) report that it is possible to predict, with above chance 
accuracy, which of two simple actions an individual will perform up to 10 s before 
a subject’s conscious decision. This makes it hard to see how conscious intentions 
could be responsible for action initiation.

According to the second challenge, a range of phenomena such as illusions of 
control, where people have the feeling of agency without any actual causal impact; 
episodes of confabulation, where people make up reasons for their actions that 
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couldn’t possibly have played a motivating role; or certain pathological condi-
tions such as utilization behavior or alien hand syndrome and, in general, the 
pervasive automaticity of human behavior (Bargh and Chartrand 1999) support 
the view that mental causation and the experience of conscious willing are illu-
sory (Wegner 2002). In particular, people can have a sense of agency when their 
agency couldn’t possibly have made a difference and are more than happy to come 
up with reasons for their actions that couldn’t possibly have played a role in why 
they did what they did.

Both challenges are taken to suggest that our actions are determined by 
unconscious processes beyond our conscious awareness and control. I wish to 
remain agnostic about whether or not these challenges to free will are ultimately 
successful. But let me emphasize that the evidence also suggests that, at the 
very least, people retain a form of veto control over their actions (Schultze-
Kraft et al. 2016). An unfree will may not be so hard to swallow if we at least 
have a free unwill.

Moreover, the Libet experiment (a) only concerns intentions when to perform a 
certain preselected action, and says nothing about decisions regarding what to do 
(however, see Haggard and Eimer 1999); (b) only investigates proximal, but cru-
cially depends on the causal efficacy of distal intentions to follow the instructions of 
the experiment (Schlosser 2012a); and (c) presents only insignificant options which 
subjects have no good reasons to choose either way (Schlosser 2012b, 2014).

The normative problem of free will has two main aspects. One has to do with the 
consequences of people believing or disbelieving in free will. The other is about 
how we, individually and socially, should respond if free will turned out to be an 
illusion or to be much less free than we intuitively suppose. Firstly, people who have 
been primed to believe in determinism (which many, though importantly not all, 
hold to be incompatible with free will) are more likely to cheat on a subsequent task. 
Other studies suggest that disbelief in free will increases aggressiveness and reduces 
helping (Baumeister et al. 2009). On the other hand, a belief in free will need not 
have only desirable consequences, as it can make people more punitive and judg-
mental (Clark et al. 2014).

Secondly, and in line with the last point, the close tie between free will and 
moral responsibility entails that the nonexistence of free will has important rami-
fications for our social practice of punishment. To be sure, free will skepticism 
would leave three of the four functions of punishment—deterrence, protection, 
and rehabilitation—untouched, at least in principle. If free will does not exist, 
however, it may well turn out that all forms of retributive punishment are severely 
wrong (Zimmerman 2011). At the very least, it would open our punitive practices 
up for a sober  empirical assessment in light of their consequences; drastically less 
harsh punishments, and perhaps even positive incentives to refrain from crime, are 
likely to be the upshot (Levy 2015). Retributive punishment has many undesirable 
consequences both for the punished and for society, which has to pay for expen-
sive incarceration and deal with people who leave prison traumatized, stigma-
tized, and unemployable. When practices of punishment are assessed in light of 
their consequences rather than what wrongdoers allegedly deserve, these costs 
could be avoided.
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 Moral and Nonmoral Judgment

(v) Personal Identity. If situationists and free will skeptics are right, we are patchy 
puppets. Now what? Entities who are candidates for possessing free will or charac-
ter traits are called persons. Persons, in turn, are the primary bearers of moral status: 
the coveted privilege of belonging to the circle of beings who enjoy special moral 
consideration in the form of rights and the dreaded burden of being the addressee of 
corresponding duties.

What does it take to be a person with an identity that remains stable over time? 
Either physical (the “stuff” people are made of) or psychological (people’s “soul”) 
continuity has been emphasized as the feature that decides what makes a person per-
sist as one and the same (Martin and Barresi 2003). However, there is now a wealth 
of evidence suggesting that this is not how people think about personal identity.

Many concepts previously thought to be nonevaluative in character are actually 
downstream from people’s moral assessments (the most famous perhaps being the 
concept of intentionality; more on this below). Personal identity is one such con-
cept. For instance, people think that changes to a person’s moral traits matter the 
most for whether a person stays the same or not (Strohminger and Nichols 2014). 
Moral judgments also influence how people think about what constitutes a person’s 
true self, rather than more superficial aspects of their personality. First of all, people 
think that a person’s core self is fundamentally good (Newman et al. 2015). This 
means that whether they take, say, an individual’s inner dispositions or her explicit 
beliefs to constitute this core will depend on their own moral judgments: conserva-
tives are more likely to think that a person’s explicit beliefs form her true self when 
these beliefs display an aversion to homosexuality, but less likely to think so when 
those beliefs are pro-gay, and the other way around for a person’s feelings of attrac-
tion. This leads to what is now sometimes referred to as the Phineas Gage effect 
(named after Phineas Gage, a nineteenth century railroad worker who allegedly 
underwent a drastic change of character after sustaining brain injury, Tobia 2015): 
changes for the better are seen as moves toward and changes for the worse as moves 
away from a person’s true identity.

What is the normative relevance of this type of evidence? Of the many pressing 
moral issues for which personal identity is very important—how should we treat 
people’s past wishes? what is the moral relevance of people who do not yet exist?—
let me mention only one. A standard objection to utilitarianism has it that it licenses 
illicit trade-offs between people when aggregate welfare is maximized. As long as 
many can enjoy a life of leisure, it is palatable for a few to toil and drudge. But this, 
many think, ignores the essential separateness of persons: interpersonal trade-offs, 
where a cost to one person is supposedly compensated by a larger benefit to another, 
should not be assimilated to intrapersonal trade-offs, where a cost incurred now can 
be outweighed by a later benefit to the same person. But if our intuitions about per-
sonal identity—the basic moral unit, as it were—are themselves shaped by moral 
intuitions, then our judgments about whom we are inclined to treat as a person at all, 
how to draw the lines between persons, and about the extent to which such lines 
carry moral weight may be deeply called into question.
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(vi) Intentionality. Personal identity is only one of the domains where our 
thinking is influenced by moral considerations. In fact, some have suggested that the 
influence of moral judgments on the application of seemingly nonmoral concepts is 
pervasive: we are moralizers through and through (Pettit and Knobe 2009).

The most famous example is perhaps the concept of intentionality. Numerous 
studies confirm the basic asymmetric pattern: people are more likely to attribute 
intentionality for bad side effects than for good ones (Knobe 2003). When asked 
about whether the chairman of a company intentionally brought about a side 
effect to the environment, people are more likely to answer affirmatively when 
said side effect is bad rather than good. But why is this, when we tend to think that 
we need to establish intentionality first, to judge the morality of those intentional 
actions later?

And intentionality isn’t the only concept people attribute asymmetrically when 
something of normative significance is at stake. Far from it, plenty of studies—on 
the doing/allowing distinction, the means/end distinction, knowledge, causality, 
free will, happiness, and many more (Cushman et al. 2008; Cova and Naar 2012; 
Beebe and Buckwalter 2010; Nichols and Knobe 2007; Phillips et al. 2011; Pettit 
and Knobe 2009; Knobe and Fraser 2008)—show that a host of other cognitive 
domains are susceptible to the same striking effect.

Knobe’s surprising claim has long been that this influence of moral consider-
ations on seemingly nonmoral issues is not a contaminating one where an otherwise 
value-neutral process is derailed, distorted, and illegitimately biased by people’s 
moral beliefs (Knobe 2010; Sauer and Bates 2013). Rather, he has argued that moral 
judgments kick in at a deeper level, for instance, when setting the defaults against 
which intentionality and other psychological categories are assessed. In the case of 
the environment, the default is to be somewhat in favor of helping it; not caring 
about helping it at all, as the chairman is described in the original vignette, thus falls 
under this threshold. With respect to harming the environment, the default is to be 
against it; so in this case, not caring about harming it at all surpasses this thresh-
old—hence the attribution of intentionality. Others have proposed that the afore-
mentioned asymmetries are driven by judgments about norms more generally 
(Robinson et al. 2015; Holton 2010) or about people’s so-called deep selves (Sripada 
and Konrath 2011).

Whatever the scope and substance of the correct explanation (Sauer 2014), the 
normative implications of the effect are potentially far-reaching and deeply revi-
sionary. Outcomes which were brought about intentionally may not be worse than 
merely foreseen ones—worse outcomes would simply count as more intentional. 
Virtually all cases where intentionality is supposed to make a moral difference are 
affected by the asymmetry. Finally, the asymmetry may make it exquisitely difficult 
for jury members to accurately establish intentionality when immoral acts such as 
murder or rape are at issue (Nadelhoffer 2006). The very concepts we base our 
moral judgments upon may be suffused with morality from the outset. This would 
require us to reshape not just the way we think about a good deal of our practices, 
but those practices themselves.
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(vii) Moral Luck. Other asymmetries are just as puzzling. A father whose 
children drown in the tub seems dramatically more blameworthy than one whose 
kids do not, even when both have exerted the same amount of care (or negligence) 
and one merely had good, the other bad luck. A drunk driver who happens to hit and 
injure someone is seen as a bad person, but millions of drunk drivers who simply 
had more luck are cut quite a bit of slack.

Moral luck is the degree to which luck affects the moral status of an action or 
person. The problem of moral luck, then, is how to reconcile the intuitive difference 
between lucky and unlucky fathers and drivers with the idea that people cannot be 
blame or praiseworthy for things beyond their control. Brute outcomes should make 
no moral difference.

Normatively speaking, the issue comes down to whether we should think moral 
luck is real, or whether it is a mistake to let luck play any role in our moral assess-
ment of people and their actions. Some have argued that moral luck is the result of 
hindsight bias: after the fact, people think that an outcome was more likely to 
happen simply because it did happen, which biases their moral verdict. Others 
have favored various forms of epistemic reductionism (Schinkel 2009); moral 
luck intuitions could be explained by the fact that what we are after when we make 
moral judgment is people’s intentions, but that we use outcomes as evidence for 
people’s intentions. Alternatively, these intuitions may be based on knowledge 
attributions; unlucky drivers and fathers hold false beliefs about the future out-
comes of their actions, which may make us view them as more morally blamewor-
thy (Young et al. 2010).

How do these explanations bear on the gap? Recently, people have turned to an 
evolutionary perspective for answers. Here, the idea is that blame and punishment 
serve an adaptive function: they are supposed to provide a learning environment 
that favors cooperation and pro-social dispositions at the expense of free-riding and 
antisocial tendencies. Now, the empirical evidence suggests that only rigid punish-
ment based on outcomes rather than intentions or the goal of deterrence can do this 
(Cushman 2008, 2013, 2015). Perpetrators can deceive others about their inten-
tions, which always remain somewhat opaque; moreover, they can strategically dis-
incentivize punishment by indicating that they are unwilling to learn, thereby ruling 
out deterrence as a possible rationale for punishing. Only outcome-based punish-
ment escapes these two problems. Sensitivity to resultant luck thus makes evolu-
tionary sense.

This suggests that moral luck is justified for consequentialist reasons which 
used to obtain in our environment of evolutionary adaptedness (Kumar 2017). 
Interestingly, some people have used similar evolutionary arguments to make 
the opposite point: in assigning blame, it used to make sense to rely on prox-
ies for potential wrongdoers’ mental states which are hard, if not impossible, 
to access directly (Levy 2016). However, this also means that whenever we 
have more direct and reliable evidence regarding people’s mental states, these 
more informed judgments should trump those which are based on less trust-
worthy proxies.
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 Moral Intuition

(viii) Rationalism and Sentimentalism. Should we think of the influence of moral 
judgments on seemingly nonmoral concepts as a pernicious one? Obviously, this 
does not merely depend on the relevance of moral judgments for those other cogni-
tive domains, but also on whether moral judgments themselves have a sound basis.

For an astonishingly long time, philosophers have thought that the question 
whether moral judgments can be trusted or not could be substituted for the question 
whether these judgments were based on emotion or reason. Some sentimentalists, 
such as Hume, thought moral judgments had to be grounded in the former. Reason, 
his argument went, was in the business of determining facts; moral judgments, on 
the other hand, were capable of motivating people to act. But, Hume also argued, 
only feelings and desires have such motivational force; and since feelings and 
desires do not have the right “direction of fit” (Smith 1987), they are not in the 
business of determining facts. Hence, moral judgments could not be based on rea-
son. Others, such as Kant, argued that this could not be true, since moral judgments 
were supposed to have unconditional authority, which emotion could not deliver. 
They thus went looking for a purely rational justification of moral requirements that 
was cleansed of all emotional impurity.

I say “astonishingly long time” because on closer inspection, the idea that reason 
and emotion are somehow opposed forces has little to commend it and tends to 
evaporate rather quickly. And yet for the most part, empirically informed philoso-
phers have not just sided with the sentimentalist tradition (Nichols 2004; Prinz 
2006, 2007), but continued to dress up their sentimentalism—the claim that moral 
judgments are based on emotion—as an alternative to rationalism.

As far as the empirical evidence is concerned, this meant showing that emotions 
do not merely accompany moral judgments, but properly constitute them. One way 
to do this is to show that reasoning doesn’t produce moral judgments. Emotionally 
charged intuitions take primacy, which reason merely rationalizes after the fact. 
When people’s reasoning is debunked, they tend not to give up their moral intu-
itions, but enter a state of “moral dumbfounding” (Haidt 2001). It is true in general 
that people only have poor introspective access into what drives their moral 
 judgments (Uhlmann et al. 2009; Hall et al. 2012). Moreover, emotions seem to be 
both necessary and sufficient for moral judgment (Prinz 2006). Evidence from 
psychopathic individuals suggests that impaired emotion leads to impaired moral 
judgment (Blair 1995). Emotion manipulation studies seem to demonstrate that 
changing people’s emotions changes their moral beliefs as well (Schnall et al. 2008; 
Wheatley and Haidt 2005; Valdesolo and DeSteno 2006). Then again, more recent 
studies suggest that psychopaths, though suffering from diminished empathy, guilt, 
and remorse, are indeed able to draw the distinction between moral and conven-
tional norms (Aharoni et  al. 2012). The aforementioned emotion manipulation 
studies, in turn, are problematic in that they focus on very specific subgroups of the 
population (e.g., highly hypnotizable subjects), find statistically significant effects 
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only for some vignettes, and, perhaps most importantly, fail to alter the polarity of 
people’s moral beliefs (e.g., from “X is right” to “X is wrong”; May 2014). But 
even if it had been shown that moral judgments are thoroughly saturated with emo-
tion, it remains unclear why this would have any implications for how trustworthy 
they are (Sauer 2012a).

(ix) Evolutionary Debunking. What other grounds, besides an obsolete com-
mitment to the incompatibility of emotion and reason and the shaky evidence 
adduced to support it, are there for believing that moral intuition may be a poor 
guide to the moral truth?

Evolution—of course. I have already mentioned one example for how evolution-
ary considerations can be used to undermine a subset of moral intuitions: the 
Greene/Singer strategy of debunking deontological intuitions as alarm-like 
responses to morally irrelevant factors such as up-close-and-personal harm that 
were selected for in an environment we no longer inhabit (see section (i) above).

But so-called evolutionary debunking arguments (Kahane 2011) can be generalized 
to cover all moral judgments. The basic strategy is this: many, if not all, of our moral 
judgments can in some way be traced back to a few basic evaluative dispositions. 
We want to avoid pain, punish evildoers, sympathize with vivid suffering, care 
about our kin, like to reciprocate favors, and dislike cheaters. It is overwhelmingly 
plausible that evolution has something to do with why we hold these values and not 
their opposites, or something else entirely (such as “the fact that something is purple 
is a reason to scream at it,” Street 2006, 133). Now, suppose there are certain objec-
tive moral facts: facts about right and wrong, or about what we have most moral 
reason to do. How likely is it that we are in a position to know these facts when 
relying on our basic evaluative dispositions?

Spectacularly unlikely, some have argued (Joyce 2006). In fact, it would be pure 
serendipity for our moral beliefs to hit upon the moral truth by accident, given that 
the mechanism that shaped the dispositions we rely upon in making those judg-
ments bore no connection whatsoever to their truth. Evolutionary pressures select 
for traits which are adaptive; but unlike in the nonmoral case, where false beliefs 
can get you killed, moral beliefs don’t have to be true to allow you (and a fortiori 
your genes) to survive. Unless we have something else to go on—which we do 
not—this insight thoroughly undermines our moral intuitions.

I cannot summarize the rich literature on this topic here, so let me just hint at 
some possible responses, always keeping an eye on the gap. Evolutionary 
debunking arguments pose a reliability challenge—the processes that produce 
our moral judgments do not aim at truth, but at increasing the frequency of our 
genes in a given population. Now, some have argued that the evolutionary chal-
lenge can be met (Huemer 2005; Fitzpatrick 2014): our capacity to make moral 
judgments may be the upshot of a more general capacity, such as reason or intel-
ligence, for which there is an evolutionary rationale. Some have tried to show 
that the challenge overgeneralizes in various unwelcome ways. After all, 
what reason is there to believe that evolution has given us the capacity to recog-
nize mind-independent mathematical truths (Clarke-Doane 2012)? Some have 
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suggested that the challenge can be redirected. According to evolutionary 
debunkers, moral judgments are produced by off-track processes. But what if 
there is no track to be on at all? If moral judgments do not aim at discerning any 
mind-independent moral truths to begin with, then the threat of moral skepticism 
is disarmed (Street 2006). Finally, some have argued that there is a class of moral 
beliefs that remains immune to debunking, because it cannot be explained on 
evolutionary grounds (de Lazari-Radek and Singer 2012). An attitude of univer-
sal and impartial benevolence, for instance, seems to confer no fitness benefits. 
The debate on evolutionary debunking shows, at any rate, how tightly connected 
normative and so-called metaethical questions regarding the nature of moral val-
ues and value judgments are.

(x) The Reliability of Intuition. Distal causes such as evolution are not the only 
ones to cast doubt on the trustworthiness of our moral intuitions. Proximal ones, 
such as the susceptibility of those intuitions to irrelevant features of the situation, 
seem to provide more direct and less speculative grounds for skepticism toward the 
reliability of moral cognition.

For instance, people’s moral beliefs appear to be subject to order effects (Liao 
et al 2012; Schwitzgebel and Cushman 2012). For instance, subjects are more likely 
to judge it permissible to push a person to her death to save five others when the 
respective scenario was presented before a similar one in which a runaway trolley 
had to be redirected using a switch to achieve the same result. This effect holds even 
for professional philosophers among which some familiarity with the scenarios 
given can be presumed. Framing effects, in which people’s moral judgments are 
affected by how and in what context an option is presented, are also frequently cited 
as an unwelcome influence on our moral thinking (Sinnott-Armstrong 2008).

These findings lead us to a possible skeptical argument. In making moral judg-
ments, we rely on moral intuitions. But if, as the evidence suggests, these intu-
itions are sensitive to morally extraneous factors the presence of which we are 
frequently unaware of and sometimes cannot rule out, then our intuitions require 
confirmation. But the only thing we have to confirm our moral intuitions are more 
moral intuitions. The justification of our moral beliefs seems to have no hinges to 
turn on.

How unreliable do framing effects make moral judgments? According to one 
very reasonable measure of reliability, the mean probability that a subject will not 
change her moral judgment depending on framing or order is 80%—not so bad 
(Demaree-Cotton 2016; cf. Andow 2016). Moreover, as in the case of emotion 
manipulation studies more generally, effect sizes tend to be small, and framing 
effects rarely alter the polarity of people’s judgments. That is to say, subjects’ judg-
ments are somewhat affected by being in one frame or another, but people do not, 
strictly speaking, change their minds.

Moreover, debunking arguments aiming to show that moral intuitions are unreli-
able face one crucial limitation: they rely on moral intuitions themselves, in particu-
lar regarding which factors count as morally irrelevant and which do not (Rini 
2015). In order for such arguments to get off the ground, then, at least some moral 
judgments must be considered reliable.
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 Bridging the Gap

The guiding question of this chapter was: given the empirical presuppositions of 
normative theories of moral judgment and agency, what is the normative signifi-
cance of empirical facts about our moral psychology? Most importantly, how should 
we think about the relationship between the two in light of the gap? Let’s provide at 
least a tentative answer to this question.

I have surveyed a variety of topics that moral psychologists and empirically 
informed philosophers are currently working on, ranging from more specific issues 
such as which normative ethical theory fares best in light of empirical scrutiny, to 
whether human beings tend to have what it takes to satisfy the requirements of 
moral agency, to the influence of moral judgment on nonmoral thinking and, finally, 
the reliability of moral cognition in general.

It is rather clear that, though empirical research has no direct normative implica-
tions, there are ways to make empirical research normatively relevant. Empirical 
information always needs to be coupled with normative bridging principles to 
develop genuine moral impact. Note, however, that this is not an indictment of 
empirically informed moral philosophy, as the situation is exactly symmetrical with 
respect to purportedly “pure” normative inquiry, which equally fails to have any 
genuine normative implications unless coupled with empirical bridging principles 
that connect it to the real world.

In addition to the three positive ones mentioned below, I have one negative lesson 
to offer about trying to make empirical data normatively significant. It may seem 
trivial, but is easily—and frequently—ignored: avoid hasty, sweeping generaliza-
tions. Claims such as “moral intuitions are unreliable/reliable,” “people are free/
there is no such thing as free will,” or “people are essentially good/bad” are unlikely 
to be true unless appropriately qualified to add nuance, in which case the bolder 
version of the claim turns out to be not just untrue and imprecise, but also unhelpful. 
Rather, empirically informed normative inquiry should be conducted in a piecemeal 
fashion. Exactly how, and to what extent, are intentionality attributions driven by 
normative judgment? How strong is the influence of framing effects on moral 
beliefs? In what sense may people have stable or fragmented personality traits, and 
how do they manifest? How does human decision-making work, when does it break 
down, and what causes it to do so? These complex questions cannot be answered 
with bold, attention-grabbing slogans—not correctly, at any rate.

Here is the first positive lesson I believe can be drawn: empirical data can develop 
normative relevance by undermining the empirical presuppositions of various nor-
mative ethical theories regarding what kind of creature we are. This means that 
when it comes to the gap, the ought implies can principle is at least as important as 
the no ought from an is principle. If we literally cannot act in the way postulated by 
a moral theory, then it cannot be the case that we ought to act in that way. To be sure, 
it is true that moral theories are not in the business of merely describing the world. 
Ultimately, normative inquiry is about what is good or right, and the normative 
power of the factual only goes so far. But it makes little sense to come up with fancy 
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ideals no one can bring herself to care about, while ignoring the things we do care 
about because they do not comport with the clever principles we came up with in 
our study. This point has been very clearly articulated by Owen Flanagan (1991), 
who calls it the “principle of minimal psychological realism” (32ff.). We see it at 
work, for instance, in sections (iii) and (iv) above.

My second lesson has it that empirical moral psychology can uncover that the 
etiology of our moral intuitions sometimes undermines their justification. 
Psychological debunking arguments of this sort all share the same basic structure: 
(1) There is a class C of moral judgments that is generated by cognitive process P. 
(2) P is unreliable with respect to C. (3) C is unjustified. (Or, alternatively, a subject 
S would be unjustified in holding a belief out of C if S arrived at that belief on the 
basis of P.)

Actually, debunking arguments are a motley bunch rather than a monolithic strat-
egy. All debunking arguments try to show that a given belief has been generated by 
dubious processes. But there are various ways of spelling out this dubiousness. It is 
useful to distinguish six different types of debunking: (a) off-track debunking: a 
moral belief is based on a cognitive process that does not track the (moral) truth, 
e.g., evaluative tendencies that are evolutionarily adaptive, but not morally trustwor-
thy (see section (ix) above). (b) Hypersensitivity debunking: many moral judgments 
are driven by feelings of disgust. But disgust is a hypersensitive “better safe than 
sorry” mechanism that generates an unhealthy amount of false positives and should 
thus be viewed with skepticism (Kelly 2011). (c) Hyposensitivity debunking: empa-
thy is the (potential) source of at least as many moral judgments as disgust. But 
empathy is a hyposensitive mechanism that generates many false negatives due to 
its inherent partiality toward the near and dear (Prinz 2011). (d) Obsoleteness 
debunking: some judgmental processes used to be epistemically viable, but no lon-
ger are because the natural and social scaffolding they used to fit has disappeared. 
Our intuitive morality has been shaped to deal with the demands of stable, intimate, 
small-scale tribal groups in the Pleistocene. We are ill-equipped to deal with envi-
ronments very unlike this one—namely, the one we currently happen to live in 
(Greene 2013). (e) Inconsistency debunking: in some cases, we can build inconsis-
tent pairs of moral judgments, one or both of which we thereby know has to be given 
up because the difference between the two moral judgments may be based on noth-
ing but a morally irrelevant factor (Campbell and Kumar 2012). (f) Ignoble origins 
debunking: this is the “original” type of debunking made famous by nineteenth (and 
early twentieth) century renegades such as Marx, Nietzsche, and Freud. It aims to 
uncover the ugly distal history of certain moral views by showing that they origi-
nated in processes, events, or dispositions that are either inherently undesirable or at 
least inconsistent with the targeted moral outlook. Christianity preaches love and 
compassion, but is founded on resentment and envy; capitalism is founded on the 
ideal of equal rights and fairness, but these ideals actually just serve the interests of 
the ruling class; and so on (Prinz 2007, 215ff.). The power of debunking arguments 
is discussed in sections (i), (ii), and (viii)–(x).

A final lesson is this: often, but certainly not often enough, empirical information 
can develop normative significance by enabling us to use this information for the 
reflexive improvement of moral judgment and agency (Rini 2013). We cannot discount 
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implicit biases unless we know how, why, when, and under what conditions they oper-
ate. Empirical research can tell us when and how the tools we wish to deploy in moral 
cognition and action are unsuitable or likely to be broken. Sections (i), (ii), and (v)–(x) 
nicely illustrate the usefulness of this lesson.

The problem is that we have no way of knowing introspectively when this is the 
case. In fact, we have no way of knowing, in general, what causes our thoughts and 
desires, and our folk theories of how our thinking works are often hopelessly inad-
equate. Empirical research is essential for this reflexive purpose, and ignoring or 
dismissing it reckless and foolish.
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As this volume attests, the study of morality is a difficult task. Philosophers, research 
scientists and scholars across the academy have been wrestling with how to define, 
measure, and think about morality for thousands of years. Yet, despite this effort, 
answers to fundamental questions have been devilishly elusive, with researchers 
still debating what morality even is. Why is it that the study of morality is such a 
difficult task? Perhaps the answer is less a result of the subject material than of the 
minds of those studying it. While the human mind is not usually considered an 
impediment to scientific progress, it may present particular barriers to accurate 
models of the nature of morality and moral psychology.

This is not the first research question that has been hampered by the fact that sci-
ence is done by humans. Often, the problem is that we have a powerful intuition or 
perception of how the world seems or ought to be that gets in the way of scientifi-
cally understanding how the world really is. For instance, unassisted by technology, 
our eyes look to the horizon and see the Earth stretching out as if in a plane. And 
indeed, flat Earth theory was held in many cultures around the world for hundreds 
of years. Scientists had been studying gravity for centuries before Einstein’s formu-
lation of gravity as a distortion of space-time geometry gave us a more accurate, 
though far less intuitive, theory: general relativity. Here and elsewhere, the fact that 
human intuition or perception does not well map the real world has made humans 
worse at science. But the psychological barriers to understanding morality may not 
merely be a problem of this kind.

Whatever the specific design of our psychology turns out to be, results have been 
collected that make it very hard to believe that this design is simply a machine for 
uncovering the objective truth of the world. Whether it is the emotional dog wag-
ging the rational tail (Haidt 2001), our heuristics and biases (Gilovich et al. 2002), 
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or our susceptibility to visual illusions (Gregory 1997) and illusory correlations 
(Whitson and Galinsky 2008), it very often seems to be that the inferences the brain 
reliably makes are not always targeted at the objective truth. But, should we expect 
the mind to be designed for discovering objective truths? The human brain is a prod-
uct of natural selection just like any other organ of the body, and just like every other 
organ of the body, the design features it has are there because they solved adaptive 
problems in the past (Tooby and Cosmides 1992). The brain, like any other feature 
of an organism, is the result of generations of successive filters on potential designs, 
filters that preferentially maintained those designs that optimized reproduction 
against the backdrop of environments experienced by the organism’s ancestors. We 
should only expect design for uncovering objective truth to be a reliable feature of 
the human brain if doing so was a reliable solution to one of these filters by contrib-
uting to reproduction or by hitchhiking along as the by-product of another design 
that did. For many of the designs that make up human psychology, neither of these 
options is very likely.

In contrast, it is eminently more plausible that in many cases designs that vied 
away from objective truth seeking in the direction of inferences and behaviors that 
reliably contributed to reproductive fitness were the ones that better survived the 
various filters. We should expect this for three distinct but convergent reasons. First, 
there are likely many inferences for which knowing the true state of the world caries 
absolutely no fitness gain. For example, for a terrestrial primate, perceiving gravity 
as a distortion of space-time and not merely a force that pulls objects down toward 
the Earth cannot plausibly have influenced anyone’s fitness over ancestral condi-
tions; this information is irrelevant in the extreme. If there is no selection pressure 
that would maintain the focus of an inference system on reliably picking out the true 
state of the world, then randomizing forces like mutation should degrade its preci-
sion and allow drift over time. Or, if information necessary to make a certain infer-
ence was not reliably available ancestrally, then there would not have been any filter 
on designs that picked up on this information and used it in the right way. For 
example, it is inarguable that humans have a richly articulated mating psychology 
that uses information about prospective mates (cues of age, health, status, trustwor-
thiness, fertility, etc.) to make mating decisions (Buss and Schmitt 1993). For men 
at least, a lot of this design is aimed at picking fertile targets of mating effort out of 
the sea of nontargets. But, there was no selective filter on mechanisms that meta- 
represented that this was their function; designs could increase reproduction by 
assigning high mate value in decision-making to bearers of particular cues like 
youthful appearance, low fluctuating asymmetry, etc., but there was no gain from 
representing that these inferences were about reproduction per se. So, while male 
mating psychology has design for inferring fertility and using it to inform mating 
decisions, it does not meta-represent what it is about and so does not accurately 
assess relevant fertility across all situations. That is why plastic surgery can main-
tain youthful attractiveness divorced from objective age, why men don’t line up at 
sperm banks competing to fertilize as many eggs as possible, and why men continue 
to find their female partners attractive even when they are contracepting. Many 
mechanisms are likely to be under a similar filter, where solving a problem can be 
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done without the solution necessarily explicitly considering what the problem is and 
how the solution solves it. For at least these mechanisms, objective truth seeking per 
se is simply not the problem to be solved.

Second, there are likely many inferences for which the costs of getting the infer-
ence wrong are asymmetrical—that is, the false positives are more or less costly 
than the misses (Delton et al. 2011; Haselton and Buss 2000; Johnson et al. 2013). 
Taking again the example of a terrestrial primate, mistaking a bit of ground-level 
motion at your peripheral vision for a snake and deploying an evasive response is 
minimally costly—regardless of whether you are actually avoiding a snake or a 
harmless breeze, the energy expended is relatively minimal. Alternately, failing to 
detect a poisonous snake if it actually is there and thus getting bitten is a very costly 
error. Many ancestral problems are likely to have this asymmetric costs profile, and 
so mechanisms designed to infer the state of the world relevant for these problems 
are likely to incorporate design that makes the expensive error relatively less likely 
than the cheap error. For a snake-avoidance mechanism, the goal isn’t to be as accu-
rate as possible but to be as unbitten as is reasonable.

Third, the social world is not a solitary game: my behavior can influence others’ 
behavior which can then impact my fitness. The beliefs I hold, my motivations for 
action, the things I value, and how I act can all have consequences, and can be rel-
evant to others and how they treat me. For example, both game theoretic modeling 
and simple intuition predict that we will like others who have a history of good 
deeds, preferring them as social partners and treating them better than we would 
otherwise (Axelrod and Hamilton 1981; Barclay 2013; Trivers 1971). As such, 
design to be seen to do good deeds (but probably not to be seen being seen) has very 
likely been under selection. Behaviors, attitudes, ideas, and opinions that signal this 
kind of disposition (or other dispositions of similar relevance) are all potential tar-
gets of selection for expressing them, especially when others can see. To the extent 
that these targets (particular kinds of beliefs, opinions, etc.) are different than the 
objective state of the world, we should for this reason not expect the respective psy-
chologies to be designed to be aligned to the objective truth. Who among us hasn’t 
genuinely felt and then told a romantic partner that they are the most beautiful man 
or woman in the world? We can’t all be right, but it sure feels nice to have a partner 
say so. In the moral domain, the selection pressures responsible for our moral senti-
ments—our concern for the sick, our outrage at the oppressor, etc.—may be more 
about what these sentiments signal to others than anything to do with objective truth 
seeking.

Taking these points together—that the objective truth is often fitness irrelevant, 
that the right kind of error is often ecologically rational, and that the adaptive prob-
lem is at least sometimes about changing someone else’s behavior—helps suggest a 
program for an evolutionarily informed study of human moral psychology. The first 
task is to identify the major filters—that is, the adaptive problems—that compo-
nents of moral psychology have been designed to solve. Considering the ecology of 
ancestral hominins, more than a few adaptive problems stand out as both presenting 
substantial selection pressure and potentially producing morality-relevant psycho-
logical design, including but by no means limited to optimally allocating resources 
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between the self and others (Delton and Robertson 2016), attracting and keeping 
cooperative partners (Delton and Robertson 2012; Krasnow et al. 2012), marshal-
ling allies and maintaining one’s group membership (Pietraszewski 2016; Tooby 
et  al. 2006), and preventing yourself and those you value from being exploited 
(Krasnow et al. 2016; Sell et al. 2009). The task is to get specific about the recurring 
features of the ancestral environment that a design solution could use to solve the 
problem, including what kinds of information a behaving organism would have 
access to and how the organism’s behavior could affect its outcome. Importantly, 
the points above suggest that our moral intuitions and reasoning about moral prob-
lems are likely the result of mechanisms shaped by one or more of the above selec-
tion pressures and therefore that they may be systematically biased in directions 
away from what might otherwise be considered the objective truth or normative 
moral correctness and toward what were ancestrally fitness maximizing 
conclusions.

There is a large and growing literature that can be analyzed (or reanalyzed) using 
the evolutionary framework suggested here. Rather than attempting an exhaustive 
review, below I sketch what I see as a major dividing line in the space of adaptive 
problems involved in morality and discuss research that exemplifies the distinction 
in ways I hope will be helpful to researchers going forward.

 Inward- vs. Outward-Facing Mechanisms

Regardless of the other features of an adaptive problem, the solution is either to 
regulate my behavior (solved by what I will call here an inward-facing mechanism) 
or to influence the behavior of others (solved by what I will call here an outward- 
facing mechanism) or both. Typically, the former category has been the main focus 
of work in moral psychology. For example, a lot of work looks at what it means to 
do good or to be altruistic. Philosophers ask on what theory “good” is measured, be 
it a utilitarian calculus or some other set of ideals. Economists propose elements of 
subjective utility (e.g., the “warm glow”) that could compensate for otherwise costly 
behavior (Andreoni 1990; Fehr and Schmidt 1999). Cognitive psychologists and 
neuroscientists ask what are the proximate mechanisms of this decision and ask 
whether it is reflexive or deliberative (Rand et al. 2012) and if neural reward centers 
are involved (Decety et al. 2004). But, misconstruing the target of the mechanism 
across the distinction of inward-vs.-outward facing can have major consequences 
for our understanding of the psychology. If doing good has been selected because 
being seen by others to be doing good resulted in being chosen for more or better 
cooperative relationships—that is, results from an outward-facing mechanism—
then researchers have been looking for the benefits to balance the equation in the 
wrong place. You would never intuit your way to this answer by introspecting on the 
experience of doing good; you would just conclude that you do good because it is 
the right thing to do, because it feels good, because it triggers a dopamine pulse, etc. 
Problematically, when the target of a moral adaptive problem is to influence 
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another’s behavior, one’s own representation of one’s motives is likely to be espe-
cially suspect. As discussed below, mistaking the target as inward rather than out-
ward facing may be an especially likely mistake for humans to make.

I should note this inward- vs. outward-facing dimension is very similar to the 
distinction DeScioli and Kurzban (2009) made between what they term “condemna-
tion” (moral adaptations for judging others’ bad behavior) and “conscience” (moral 
adaptations for governing one’s own behavior in order to preempt others’ condemna-
tion). DeScioli and Kurzban construe the ecology of moral problems as involving 
perpetrators, victims, and observers, with condemnation resulting from the interest 
of observers and conscience resulting from the preemptive response of potential per-
petrators. Yet, for conscience to preempt condemnation, it can use outward- facing 
expressions (contrast the mere private experience of guilt with a guilty expression). 
Condemnation can result from inward-facing design (contrast outwardly concerned 
rehabilitative punishment with the private orientation of ostracism). Dissecting the 
problem space as inward vs. outward facing, I believe, more cleanly aligns the adap-
tive problems with the mechanistic design features that solve them. Below I review a 
selection of morally relevant psychological mechanisms to hopefully illustrate the 
utility of this alternative inward- vs. outward-facing distinction.

 Moral Sentiments Regarding When to Be Nice

 Inward-Facing Mechanisms

Codes of morality around the world are filled with proscriptions concerning when 
and how to be nice to others, when and with whom to share, and who is entitled to 
being helped. But how to optimally share resources is not just an abstract moral 
question; who gets what is inherently fitness relevant. In a world where others in 
your environment may share genes in common with you by virtue of recent com-
mon descent (i.e., kin), traits that allocate resources in ways that maximize the 
likelihood of your genes reproducing will be favored by natural selection; this is 
Hamilton’s theory of cooperation via kin selection (Hamilton 1964). In a world 
where there are gains in trade to be had by pooling or exchanging your resources 
with others, then traits that maximize these gains will be favored by natural selec-
tion; this is Trivers’ theory of reciprocal altruism (Trivers 1971). In a world where 
others represent unique value to you—such as unique constellations of mutual inter-
est—then traits that tend to keep them around and in good shape would be favored 
by natural selection; this is Tooby and Cosmides’ theory of deep engagement (Tooby 
and Cosmides 1996). On these and other theories, the mind should embody design 
that, at least in some circumstances, favors giving resources away to others and 
being perfectly happy to do so.

Recent work has asked, “What kind of psychology could embody strategies that 
produce these other-favoring effects?” In answering this question, researchers have 
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considered features of the ancestral ecology that simple heuristics could exploit to 
produce, on average, a good approximation of a solution. While a great deal about 
the ancestral world cannot be known, certain features can be safely assumed. For 
example, the ancestral social world was filled with different kinds of relationships; 
some people were strangers to you, and others were your family, friends, or coop-
erative partners. While there were doubtlessly many features that discriminated 
these categories from each other, it can be safely assumed that our ancestors could 
not predict the future with perfect certainty. At least sometimes, someone who at 
first blush appeared to be an irrelevant stranger never to be seen again actually 
became a relevant social partner (Krasnow et al. 2013). Moreover, for a hunting and 
gathering hominid with a specialized division of labor, long periods of childcare, 
and the ability to both accumulate and transmit cultural knowledge, there were 
likely many gains in trade possible between our ancestors where the gains were 
potentially lucrative. A tendency to trust others on the chance that a mutually benefi-
cial relationship could develop—that is, a psychology of default trust—would be 
optimal social foraging in such an environment. While default trust is risky, as some 
investments would not pay off, the long-term rewards should be higher than those of 
a safer, asocial strategy (Delton et al. 2011; Delton and Robertson 2012; Rand et al. 
2014). There are many ways such a design could be implemented. Just as our mech-
anisms of animacy and agency detection seem to be hypersensitive, attributing these 
features even when the evidence is scanty or absent, our mechanisms of social for-
aging could be designed to err on the side of treating even strangers as if they could 
be long-term cooperative partners. And just as our mechanisms of animacy detec-
tion help coordinate our behavior without going through explicit cognition—jump-
ing away from a rustle you thought hid a snake did not require you to explicitly 
represent the propositions “this is a snake,” “snakes are dangerous,” and “snake 
danger can be mitigated by avoiding proximity”—our mechanisms of social forag-
ing could plausibly be designed to effect behavior in the absence of explicit repre-
sentations like “I might see this person again,” “this person may be able to help me 
out later,” and “if I don’t see them again, at least I’m not risking much.”

Relatedly, it is safe to assume that not all social partners were created equal; some 
were more trustworthy than others. When presented with attractive outside options (a 
more profitable partner to trade with, a tempting reason to cheat, etc.), some partners 
would have been more likely to take the option than others. A partner who simply 
doesn’t consider these outside options should be more trustworthy than one who 
does, and to the extent that we can perceive cues to this disposition—such as a friend 
immediately agreeing when asked for help—a psychology that was sensitive to these 
cues and found them appealing in others would be favored by selection (Hoffman 
et al. 2015). Just as mating mechanisms are built to accept cues of fertility—available 
information like low waist-to-hip ratio (Lassek and Gaulin 2008) that partially 
indexes information that is otherwise inaccessible—social mechanisms should use 
observable cues in a partner’s behavior like loyalty or  blindness to outside options to 
index the otherwise inaccessible information of a partner’s association value.

This work informs the kind of mechanisms we should expect to underlie our 
moral intuitions of when to be nice. Humans and our recent ancestors have been 
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intensely social for millions of years, so these adaptive problems have been long-
standing. Solving a problem like social foraging with a robust intuition may be a 
timeworn solution, one that doesn’t suffer from failures of explicit reasoning to 
anticipate future benefits. But while fitness maximization may be the ultimate 
explanation for our moral intuitions, it does not minimize their sincerity or authen-
ticity. Just as a mother’s love and concern for her child, a genuine and passioned 
response if there ever was one, is the result of mechanisms designed to maximize 
reproductive fitness, there is every reason to expect that our affiliation to our friends, 
our feelings of genuine concern for others, our intuitions about who deserves help 
and when similarly result from mechanisms designed to maximize reproductive fit-
ness via social behavior. Some moral phenomena may be by-products of these 
inward-facing mechanisms, like our mechanisms of parental care can spill over onto 
our pets. But what about the expression of these emotions, motivations, and deci-
sions? What problems do they solve?

 Outward-Facing Mechanisms

Taking the above mechanisms as a given immediately suggests a reciprocal set of 
adaptive problems to be solved: how do you best position yourself to be preferred or 
chosen by others? When others in your environment are distributing resources, allo-
cating aid, and forming relationships nonrandomly with respect to the characteris-
tics of the recipients, selection should act to increase the prevalence of designs that 
preferentially capture these benefits. Just as preferences in peahens select for plum-
age in peacocks, selection pressures for social foraging result in selection pressures 
on social display. The instantiation of the mechanisms that embody these solutions 
can take many forms. As above, there is little reason to predict a priori that the solu-
tions should necessarily route through explicit reasoning. Just as babies don’t smile 
at their parents because they consciously consider the benefits of smiling, the mech-
anisms that instantiate our outward-facing responses to social selection need not be 
proximately Machiavellian. In fact, we should expect them to not have this design. 
To the extent that a benefit was provided by someone who explicitly saw something 
in it for themselves, the beneficiary should not attribute the gift to an underlying 
disposition on the part of the actor to value the recipient (Tooby and Cosmides 
1996; Tsang 2006). A “friend” who only helps you out when it is in their own best 
interest is not much of a friend. In contrast, it is precisely those who are (or appear) 
insensitive to their own proximate payoffs that should be the most trustworthy and 
dependable cooperative partners. Imagine asking your friend a favor only to find 
them ponder at length all of the possible consequences they would face. What would 
you think of them? A heuristic solution to this pressure of impression management 
is to simply cooperate yourself without considering alternative—potentially more 
appealing—options (Hoffman et al. 2015).

A growing body of work suggests that this dynamic is likely to extend beyond 
the case of cues indicating whether a partner considered outside options before 
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cooperating to the more general set of cues indicating how much a partner values 
you at all (Delton 2010; Krasnow et al. 2016; Petersen et al. 2012; Sell et al. 2009). 
One interesting place this design is turning up is in the psychology of charitable 
giving. Charity is widely viewed as morally good and intuitively about increasing 
the well-being of the recipient. But, if that were the concern of the mechanism gen-
erating our charitable impulses, we would probably do charity a lot differently than 
we actually do. Many have begun to point out that most of our charity is incredibly 
ineffective: We don’t pick causes that present the biggest problems, we don’t fund 
solutions that provide the biggest benefits, and in large part we don’t seem to care 
(Money for good: Revealing the voice of the donor in philanthropic giving 2015). 
Why is this? An intriguing possibility is that our minds are actually designed to 
prefer giving to less efficient charities because of what they can signal about how 
much we value others. I needn’t value a child very highly to spend a dime to feed 
her for a year; even if I cared for her very little, I would still prefer to give up the 
dime. But I must value her highly to spend a dime to give her just a grain of rice; for 
how little she benefited, I must value her highly to justify giving up the money. If 
our psychology of charitable giving is the product of mechanisms designed for this 
outward-facing target of value signaling, then we should in fact predict different 
designs than were the targets merely inward-facing: rather than giving benefits effi-
ciently at low personal cost to provide large charitable benefits, a psychology 
designed to signal how much it values others should look for (but not be seen look-
ing for) opportunities to pay large costs to provide comparably inefficient charitable 
benefits and have a chance to be seen doing so.

 Moral Sentiments Regarding When to Be Mean

 Inward-Facing Mechanisms

Often our moral concerns fuel anger, outrage, or indignation toward those who vio-
late our moral code. Sometimes these emotions result in behaviors that harm these 
individuals, ostracizing them from benefits they would otherwise have access to or 
inflicting costs on them through punishment or more violent aggression. Many theo-
ries have been proposed to account for the evolution or expression of these kinds of 
motivations and behaviors. But, as above, I argue here that theories have a better 
chance of being right when we properly construe the target of the adaptation as 
either inward or outward facing. Some adaptive problems can be solved by reaching 
out and changing another individual’s behavior; these adaptive problems select for 
outward-facing solutions. It is likely that our punitive responses often result from 
such an outward-facing mechanism. But, does it always? If an adaptive problem 
does not have this form, researchers looking for outward-facing solutions would be 
looking in the wrong place.

One adaptive problem that punishment can solve is the mere prevention of future 
bad actions. By ostracizing, incapacitating, or killing a bad actor, the punisher and 
those she cares about are no longer susceptible to the bad action (Duntley and Buss 
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2011). Especially in the case of killing, these responses don’t require the targeted 
individual to change their mind about anything for their bad behavior to be pre-
vented; the decision is unilaterally made by the punisher. But, taking this option also 
precludes enjoying any of the benefits that would have otherwise obtained if the 
punished person was still around. Optimally negotiating this trade-off involves 
design for reducing the motivation for harsh, incapacitating, or corporal punishment 
given cues that these forgone benefits would be substantial—that is, that the perpe-
trator has high association value. And the mind indeed shows this design, favoring 
rehabilitative sanctions more for high association value perpetrators and punitive 
sanctions more for low association value perpetrators when deciding on criminal 
sentencing (Petersen et  al. 2012; Wilson and Rule 2015). This function can be 
accomplished merely by moderating the sanction a person metes out, though. The 
outward expressions of offense—including facial, postural, and vocal expressions—
are big noisy signals that are superfluous to this function. If these are adaptations, 
their adaptive target is likely of the outward-facing variety.

 Outward-Facing Mechanisms

The evolutionary function of punishment on most theories is to change another 
organism’s behavior (Clutton-Brock and Parker 1995). For example, conflicts of 
interests abound in life and can sometimes be adjudicated by force. This situation 
can be modeled as an asymmetric war of attrition, where (1) two parties make costly 
bids for a contested resource, (2) both parties pay the cost of the lower bid (i.e., fight 
until one gives up), and (3) the higher bidder wins the resource (Hammerstein and 
Parker 1982). In this scenario, each party is incentivized to bid just up to their pri-
vate valuation of the resource; any more would be entailing sure losses and any less 
would potentially leave value on the table. Imagine fighting with your sister over 
what to watch on television. You each have your own preferred show, but only one 
can be watched, and you can annoy each other into giving in. If you don’t care very 
much about your show, it would be silly to put up too much of a fight as you would 
waste more in fighting than you cared about the show in the first place. And, if you 
don’t put up enough of a fight, you might end up missing your show when you 
didn’t have to. A costly strategy would be to actually keep fighting with your sister 
until it’s not worth it anymore, just in case she backs down first. But, if you can 
predict being outbid and losing the fight, you can save your effort and avoid fights 
you would otherwise lose. You are likely to be outbid to the extent that she either (a) 
values the resource more than you do, or (b) faces lower costs of aggression than 
you do, or both. As such, mechanisms that outwardly express our valuation and 
formidability would be selected to cost-effectively deter aggressive conflicts with 
others.

Many aspects of the anger response in humans and other animals can be under-
stood as components of this signaling architecture (Sell et al. 2010, 2012, 2014). 
Humans and other animals posture before fights to size up the competition to predict 
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if fighting would be worthwhile. During these prefight rituals, the potential 
combatants don’t merely stand passively; they modify their visual and auditory 
appearance to seem bigger, stronger, and meaner than they usually do. By engaging 
in this signaling, individuals can reach into the minds of observers and manipulate 
their mental contents in ways that advantage the signaling individual, potentially 
earning the contested resource and more deferential treatment in the future.

This kind of outward-facing mechanism can be used in larger social contexts as 
well. Just as signaling to someone who offended against you can deter them from 
doing so in the future, signaling to someone who offended against others in your 
presence can signal that you would not tolerate such treatment yourself. The third- 
party punishment paradigm—where one participant can punish another for acting 
poorly toward someone else—has been widely used to model moral condemnation. 
Recent work has revealed that at least some of the third-party punishment we observe 
in experiments results from this kind of deterrence mechanism (Krasnow et al. 2016). 
Moreover, punishing on behalf of others has been found to signal cooperative value 
more broadly, such as that the punisher herself could be trusted to not act badly 
(Jordan et al. 2016). Third-party moral condemnation seems at least in part to result 
from two outward-facing mechanisms for regulating the behavior of others.

As these examples illustrate, the components of our anger, punitive, or condem-
nation psychologies that are geared toward outward-facing targets—like signaling 
to others—were under reliably different selective filters than those components that 
are merely inward facing. Outward-facing mechanisms of signaling, for example, 
are expected to be under arms-race dynamics (Dawkins and Krebs 1979). The value 
of a signal depends on the population of signals it competes with. If everyone but 
you exaggerates their formidability, by neglecting to exaggerate, you appear weaker 
by comparison. The same process should apply to our expressions of outrage or 
condemnation; if everyone but you exaggerates their outrage to some moral viola-
tion, by neglecting to exaggerate, you appear relatively less trustworthy, more 
exploitable, etc., than you otherwise could. In contrast to behaviors that result from 
merely inward-facing mechanisms, those with outward-facing components are 
expected to be prone to these dynamics.

 An Evolutionarily Informed Study of Moral Psychology

Applying the lens of evolutionary psychology to the study of morality offers several 
unique insights. Most basically, analyzing the ancestral human ecology for morality- 
relevant selection pressures can help generate hypotheses of adaptations in moral 
psychology—design features in the mechanistic basis of our moral intuitions, moti-
vations, and decision-making. Here I have argued that it is profitable to distinguish 
those selection pressures that can be solved by merely inward-facing mechanisms 
targeted at directing the organism’s own behavior from outward-facing mechanisms 
targeted at changing the behavior of others. One reason this distinction may prove 
important is that outward-facing mechanisms (e.g., broadcasting cooperative 
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disposition by charitable giving or public moral outrage) are expected to be under 
selection to obscure their ecological rationality (e.g., obscuring “ulterior” motives) 
even from those attempting to study them from an objective perspective. Using our 
intuition as a scientific instrument and source of hypotheses is therefore likely to 
systematically mischaracterize the adaptive design of our moral psychology and 
especially those involving outward-facing mechanisms. An evolutionary perspec-
tive helps clarify why studying morality is such a difficult task and also helps guide 
our efforts so that we are at least looking in the right place for the answers.
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 Introduction

It is in many ways the traditional task of anthropology to point out exceptions to 
rules. Provide us with a generalization about human behaviour, and we will describe 
to you a far corner of the world in which it does not hold. This has to a large extent 
been true of our dealings with moral psychology, as I detail below, and it will come 
as no surprise to many readers that relativism, or at least rhetorical invocations of it, 
has long been a staple of anthropological approaches to morality.

But as this chapter will describe, recent developments in the anthropological 
study of ethics have led many anthropologists interested in the subject to reconfig-
ure their understandings of the universal and the particular in relation to morality. It 
remains a matter of empirical fact that people across the world think differently 
about what constitutes right and wrong, good and bad, virtue and vice, and anthro-
pologists continue to document that variety. But it is equally a matter of empirical 
fact that people across the world do indeed think about such things: that they exer-
cise judgement and reflection about courses of action, ways of attributing responsi-
bility, consequences, behavioural norms, and the like. As I outline below, for us to 
be able to account seriously and scrupulously for the differences between how peo-
ple think about ethics, many anthropologists have come to believe that we must 
possess a coherent vision of what ethics actually means and an explanation for how 
it is that people do all seem to think about how they ought to live, even though they 
do so differently.

The new anthropology of ethics, in other words, goes against the grain of a great 
deal of anthropological writing, in that it begins not with a claim about any particu-
lar set of people, but with a claim about people more generally. That general claim 
is about the ubiquity of ethics, in the sense of moral reasoning, rather than about 
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ethics in the sense of any particular set of values: as James Laidlaw puts it, ‘The 
claim on which the anthropology of ethics rests is not an evaluative claim that peo-
ple are good: it is a descriptive claim that they are evaluative’ (Laidlaw 2014a: 9). 
What we value, and perhaps even how we value, in other words, will of course differ 
across time and space; but the fact that we are evaluative will not.

So nor is that general claim a culturalist one, so to speak: it is not an argument 
about how societies, cultures, ideologies, or other such systems oblige or compel us 
to behave and to think in certain ways, which would be another staple anthropologi-
cal position, as I show below. The idea that people evaluate and reflect upon their 
thoughts and behaviour is incompatible with that sort of position, though it is not, of 
course, incompatible with the idea that the way in which they evaluate and reflect 
will be informed by the contexts in which they find themselves.

Exactly how that ‘informed by’ works however is a problem that continues to be 
debated (e.g. Englund 2006; Heywood 2015; Humphrey 2007; Laidlaw 2002, 
2014a; Robbins 2007, 2009; Yan 2011; Zigon 2007, 2009a, b). A question this chap-
ter will seek to address then is not so much whether certain values or moral beliefs 
are universal or particular, but the meta question of how best to theorize our capacity 
to reflect on such values and beliefs—our freedom—as both universal and particular 
at the same time.

I will begin by explaining some of the problems with earlier approaches to 
morality and ethics in anthropology and the ways in which what has come to be 
known as the anthropology of ethics attempts to resolve those issues and then detail 
some of the distinctive approaches to ethics that have emerged in the last 20 years, 
before going on to address the problem I outlined above: how do anthropological 
approaches to ethics and moral psychology reconcile the premise upon which they 
are largely built—that moral reasoning and reflection are universal capacities—with 
the idea that those capacities must also in some way or another be contextually 
inflected?

 Problems with Moral Psychology in Anthropology

For anthropologists interested in the subject, it is by now a truism to note (Edel and 
Edel 2000 [1959]; Faubion 2001a; Howell 1997; Laidlaw 2002; Parkin 1985; 
Pocock 1986; Wolfram 1982) that prior to the last two decades, and depending on 
one’s point of view, social anthropology either had a great deal to say about morality 
and ethics or it had nothing to say about them at all. There are two interrelated rea-
sons for this rather paradoxical problem, and the ways in which those reasons come 
to appear as problematical rather neatly sets the stage for what the examination of 
ethics and morality means to contemporary anthropology. These two reasons also 
correlate broadly—if inexactly—with the approaches that American cultural anthro-
pology and British social anthropology have tended to take towards questions of 
ethics and morality.
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 Ethics as Social Norms

In its British form, social anthropology was significantly influenced by the sociol-
ogy of Emile Durkheim, who identified ‘society’ as an entity existing above and 
beyond the level of the individuals who compose it; its sanctions, customs, rules, 
and codes were understood to be expressions of the collective will of those individu-
als and hence both compelling and desirable (e.g. Durkheim 1906 [1953]; cf. 
Laidlaw 2002: 312–315; Laidlaw 2014a: 26–33). In this formulation, in other 
words, ‘morality’ consists of the system of constraining obligations imposed upon 
people by their participation in a larger social group. Or, to put the same idea a dif-
ferent way, ‘morality’ is the term employed to designate behaviour, beliefs, or 
actions that adhere to or are in accord with social norms. Durkheim would have 
been most at home in the world of ‘antisocial behaviour orders’.

How effective or not a social system or structure is in its ability to oblige people 
to abide by its prescriptions is one consequently significant and interesting question. 
But even as I have just expressed it, it betrays an equally significant and interesting 
weakness of this understanding of morality: it is—unsurprisingly, given its origins 
in Durkheimian sociology—fundamentally mechanistic in its view of human behav-
iour (Laidlaw 2002: 314; Laidlaw 2014a: 28–29). Explanations for people’s ideas 
about what constitutes good or right thought or action are to be sought in the 
arrangements of society and its component parts, whether those ideas are in accord 
with social norms (in which case the arrangement is properly functional) or deviate 
from them (in which case the system is dysfunctional in some sense—as, famously, 
in Durkheim’s study of suicide). As James Laidlaw, one of the anthropologists 
responsible for our renewed interest in ethics, notes, whilst essentially Kantian in 
his emphasis on duties and obligations, Durkheim departed from Kant in one very 
important sense: the task of moral reasoning disappears along with the individual’s 
freedom to reflect on such duties and obligations, whose efficacy no longer depends 
on the practical will of the subject but on the proper functioning of society as a 
moral system (Laidlaw 2002: 314; see also Pocock 1986: 8).

So the view of ethics Durkheim bequeathed to social anthropology left us with 
two serious and related problems: on the one hand, no clear way in which to distin-
guish between ‘moral’ and ‘social’ behaviour, and on the other hand, no language 
with which to describe people’s capacity for moral reasoning or ethical judgment. If 
morality is simply what ‘society’ tells you to do, and if whether you do it or not 
depends simply on whether ‘society’ is or is not properly put together, then your 
capacity to think through the value, consequences, or virtue of doing it or otherwise 
is more or less redundant as far as the analyst is concerned. This is what David 
Parkin meant when he argued that Durkheim ‘so conflated the moral with the social 
that ethnographers could not isolate for analysis those contemplative moments of 
moral reflexivity that…so typify human activity and predicaments’ (Parkin 1985: 
4–5). More recently, it was precisely this blind spot that inspired a number of promi-
nent anthropologists such as Laidlaw to call, more or less at the same time, for the 
discipline to cease equating the desirable with the normative, in what James Faubion 
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called an ‘objectivist fallacy’, of which ‘the very definition of ethics as “codes of 
conduct” is already guilty’ (2001a: 83–84).

It is worth also pointing out, with Laidlaw (e.g. 2010a: 370), that even those 
anthropologists who have preferred to treat instances of ‘resistance’ to social norms 
and to attach the adjective ‘moral’ to domains in which it appears that such resis-
tance occurs are guilty of the same sin. In James Scott’s explanation of acts of rebel-
lion on the part of southeast Asian peasants as a kind of ‘moral economy’ (Scott 
1977), or Maurice Bloch and Jonathon Parry’s depiction of the ‘morality’ of various 
forms of long-term exchange practices (Parry and Bloch 1989), it is in collective 
opposition to particular social norms that morality is located. But of course ‘collec-
tive’ and ‘social’ are synonyms, not antonyms, and the only serious difference 
between this and a more traditionally Durkheimian view of morality is in the moral 
preferences of the anthropologist it reveals. Both leave, in the end, little or no room 
for sustained reflection on the part of our interlocutors outside of which particular 
set of norms they choose to adhere to.

 Relativism

The question of whether or not there is anything distinctive about ethics and moral-
ity beyond the relationships people possess to social norms is one that American 
cultural anthropology has also tended to avoid, often by resort to the much- contested 
notion of relativism. The logical problem with relativism is obvious and has been so 
since at least Plato’s Theaetetus: that it is self-refuting to the extent that it itself rests 
on an absolutist premise—the premise that moral standards only hold value relative 
to the cultural contexts in which they exist. If that premise is absolutely true, then 
relativism is self-refuting; if it is not, then it is uninteresting, as parochial as the 
purported universalisms of which it is critical. Despite this logical problem, how-
ever, relativism has long been—and still is in many quarters—a methodological 
orthodoxy in anthropology (e.g. Geertz 1984), if not in other disciplines. In cultural 
anthropology, which developed in a somewhat different direction to Durkheimian 
British social anthropology, this orthodoxy can be traced back to Franz Boas and his 
students (e.g. Benedict 1935; Herskovits 1972; Mead 1928). In response both to 
cultural evolutionism as a theoretical perspective—the idea that cultures ‘progress’ 
towards a teleological endpoint—and to what they perceived to be a parochial moral 
universalism in American culture more broadly, they argued that each culture had its 
own distinct set of customs and norms and that these could not be understood out-
side of their context. Thus assessing their validity against those of our own is a 
meaningless and mistaken project. The consequence of this position, if held to con-
sistently, is that the idea of an anthropology of ethics is a fundamentally misguided 
one, because ethics and morality have no cross-cultural validity as analytic terms, 
and because where they are referred to as objects in distinct cultures, they are essen-
tially reduced to the customs people live by, as in Durkheimian social anthropology. 
Here ‘morality’ equates to ‘culture’ with the added argument that since ‘cultures’ 
are relative so, supposedly, must ‘morality’ be.
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There are a number of problems with this perspective, in addition to the fact that 
it again leaves us with no way of accounting for the ways in which people actually 
exercise their moral reason beyond doing what they are told to do by their ‘culture’. 
The main issue is what has elsewhere been called ‘the problem of units’ (e.g. 
Holbraad and Pedersen 2009): to function coherently relativism implies the entities 
that are argued to be relative to one another (‘cultures’); yet the idea that the world 
can be neatly divided into separate spheres that differ from one another in clear and 
predictable ways has, for fairly obvious reasons, long ceased to be an acceptable 
position in anthropology (e.g. Fabian 1983; Marcus and Fischer 1986). No ‘culture’ 
exists outside of history and their histories are necessarily intertwined. But without 
the premise that they can somehow be distinguished, relativism can only ever be 
rhetorical. Once you have conceded that cultures as bounded units do not exist, then 
relativism is always, in Bernard Williams’ terms, too late (Williams 2005: 69; cf. 
Laidlaw 2014a: 37–38): relativism presupposes separate moral spheres that become 
‘relative’ to one another at the moment they in fact relate; if such spheres do not 
exist however, it is precisely because such ‘relations’ between ‘cultures’ are an 
ubiquitous, constant process, rather than being the ‘problem’ that relativism pur-
ports to solve.

The other main respect in which the relativism usually espoused in anthropology 
can only ever really be rhetorical is that as a project, it is almost invariably advanced 
in the service of a critique of our own values, whatever they are alleged to be in any 
particular case. As Laidlaw notes, there is an obvious contradiction in arguing on the 
one hand that we cannot judge the moral standards of a society and on the other that 
such standards are much superior to our own (2010a: 372).

 The Anthropology of Ethics

To sum up, mainstream Anglophone anthropology on either side of the Atlantic has 
until recently effectively barred itself from enquiring seriously into ideas and prac-
tices that we might think of as distinctively ethical or moral. That said, there have 
been notable exceptions to these problematical trends: in a survey of remarkable 
breadth, Edel and Edel, a philosopher and an anthropologist, chart the cross-cultural 
variations in a number of moral problems such as incest and in-group aggression, 
and attempt to shed light on them with discussions of contemporary ethical theories 
(Edel and Edel 2000 [1959]); Christoph von Fürer-Haimendorf’s Morals and merit 
(Von Fürer-Haimendorff 1967), whilst somewhat evolutionist in its overall outlook, 
nevertheless provides a detailed ethnographic perspective on the central moral prob-
lems of a number of South Asian populations, ranging from hunter-gatherers to 
Brahmins; D. F. Pocock, writing against Westermarck (2000 [1932]), argued per-
suasively that the demonstrable existence of moralities which do not apply equally 
to all individuals (e.g. kin and strangers) is not evidence for the impossibility of 
universal moral judgements nor does it provide us with a licence to rank moralities 
on the basis of their capacity for extension, let alone to deny some the status of 
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morality altogether. Instead, he argued, defining the object of moral acts, the person 
to whom one has particular duties and responsibilities, is itself a matter requiring of 
‘moral reasoning’ (Pocock 1986: 18), the content of which may vary but the quality 
of which may be subject to comparative analysis (as later anthropologists have 
done—see below). In addition, edited volumes by Howell on morality in spheres 
including Argentinian football and a small Northumberland village (Howell 1997) 
and Parkin on evil in Buddhist, Islamic, Christian, and non-religious contexts 
(Parkin 1985) added ethnographic and theoretical breadth to what nevertheless 
remained a still nascent subfield in anthropology.

With the turn of the millennium however came a burgeoning interest in people’s 
capacity to make moral choices on the basis of considered reflection and judgement. 
Taking their cue from Aristotelian and other forms of virtue ethics (e.g. MacIntyre 
1981) and from Foucault’s later writings on technologies of the self (e.g. Foucault 
1985, 1986), authors such as Laidlaw (1995, 2002, 2014a), Faubion (2001a, b, 
2011), and Lambek (2000, 2010, 2015) all called for sustained enquiry into ethics 
as an autonomous field of anthropological analysis and into the practices by which 
individuals pursue virtuous ends and form themselves into moral subjects, and a 
number of authors have since taken up these themes; 15 years later, the anthropol-
ogy of ethics has carved out a place for itself within the discipline, and its object of 
concern is a great deal clearer and more specific than when ‘morality’ was just 
another word for ‘society’.

A key aspect of this shift, in both its virtue ethicist and Foucauldian forms, has 
been an attention to the concept of freedom (e.g. Laidlaw 2002, 2014a), which has 
both helped us respond to the problems identified above, as well as revolutionized 
the way we understand people’s relationship to their thoughts and behaviour more 
broadly. It is what makes the anthropology of ethics more than simply another 
subdiscipline.

 Foucault and Freedom

To introduce the subject, it is worth distinguishing contemporary understandings of 
freedom in anthropology from earlier treatments of what might look like similar 
notions: clearly not all anthropologists have understood the relationship between 
society and the individual in quite as corporatist a manner as Durkheim or Boas and 
their descendants. A significant amount of ink has been spilled in the latter half of the 
twentieth century in an attempt to resolve what is often called the ‘structure- agency’ 
problem. In contrast to the idea that what we think and do is largely determined by the 
social contexts in which we find ourselves, a number of theorists have drawn attention 
to the active roles that people play in shaping their own social contexts (in being 
‘agentive’), and still others have attempted by various means to collapse the distinc-
tion between structure and agency entirely (e.g. Giddens 1984; Bourdieu 1990).

The problem with the notion of agency, however, as Laidlaw argues, is that it is 
‘pre-emptively selective’ (Laidlaw 2002: 315) in its treatment of what we might 
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otherwise call freedom. By its nature (as a pole in the structure-agency dyad), it 
refers not to any behaviour, choice, or set of reasoning, but specifically to forms of 
these which are in some manner or other transformative with respect to social struc-
ture, usually either in producing it or in altering it in some respect. In other words, 
it can only denote action that the analyst deems important in relation to structure. 
Since most people do not take up or discard ethical ideas on the basis of the effect 
such an action will have on ‘structure’, as a concept agency still fails to provide us 
with a language with which to account for the vast majority of moral reasoning our 
interlocutors undertake.

Variants of what is called ‘practice theory’ are the most prominent examples of 
attempts to collapse the structure-agency distinction altogether (Bourdieu 1990), 
yet these too seem rather to swing between the two poles than to dispense with them 
(Laidlaw 2010a: 373). The basic premise of practice theory is that the world is both 
constructed by and constructive of what we do in it (hence its status as a purported 
resolution of the structure-agency problem). The concept of habitus was popular-
ized by Bourdieu (1990) as a notion that would purportedly combine the corporeal 
and cognitive and conscious and unconscious aspects of behaviour. Habitus is sup-
posed to be both ‘structured’ by context and ‘structuring’ of that context. In that 
latter sense, it points towards what we might think of as freedom. Yet this very 
capacity to point to instances in which habitus is either structured or structuring 
(and indeed most frequently it seems to be the former) is indicative of the fact that 
the two senses are mutually exclusive.

So if freedom is not agency, or habitus, what exactly is it? To contemporary 
anthropologists of ethics, it is, in the language of Foucault, the practice of taking 
oneself as an object of work and reflection. Understanding Foucault is crucial to 
understanding what today’s anthropologists mean by freedom and ethics: though 
familiar to many through his work on power and discipline, in his later writings on 
antiquity, Foucault developed the analytic of ‘techniques of the self’, operations  
and exercises by which people actively constitute themselves as subjects. Such tech-
niques come in a range of different forms—from diary-keeping to dietetics—and 
those forms and the ends to which they are directed will be drawn from and pro-
posed by the historical and cultural contexts in which people find themselves.

Crucially, Foucault’s late interest in ethics and freedom did not entail a rejection 
or replacement of his early writing on power, in which intersubjective relationships 
produce, rather than constrain, subjects. In works such as Discipline and Punish and 
The History of Sexuality Vol 1 (Foucault 1975, 1976), he famously argued that 
power is not a repressive imposition on already-existing subjects, but the very thing 
that makes subjects what they are. But by their nature, such relationships must 
involve subjects who are free (to varying degrees) to exercise the power that consti-
tutes these relationships, for outside of them there is nothing. The oft-repeated 
Foucauldian claim that power is everywhere is equally a claim that freedom is 
everywhere as well. With one term (‘subjectivation’) Foucault denotes both the 
ways in which subjects are produced through their interactions and relations with 
others and through the work they perform upon themselves. Here, in other words, 
we have a genuine collapse of the structure-agency distinction.
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This conception of freedom does away with two commonly held and related 
assumptions about what freedom must mean, as Laidlaw points out (Laidlaw 2002: 
323): first, the notion that to act freely is to act in accordance with one’s ‘authentic’ self, 
for no such self can exist outside of its broader context—freedom works through such 
contexts, not against them—and, second, relatedly, that to act freely must mean to act 
in the absence of constraint, for there can be no situation in which freedom (or power) 
is not in some manner reciprocal, because context and self are intertwined. Here, in 
other words, power and freedom are truly two sides of the same coin.

It is worth noting also that this conception of freedom does away with the ‘prob-
lem’ of relativism. It takes for granted both the ubiquity of power relations and thus 
also the ubiquity of freedom as an aspect of, rather than an opposition to, those 
power relations. But of course the nature of those relations and the manner in which 
that freedom is exercised are going to vary. People will always and everywhere be 
incited and persuaded to think and act in certain ways by the contexts in which they 
find themselves, as they will always and everywhere consider and reflect on such 
thought and action as well, but the subject so produced will vary in all of the myriad 
ways in which ethnographic research suggests subjects indeed do.

 Virtue Ethics

Another strand of the contemporary anthropology of ethics comes to similar conclu-
sions but does so by drawing on Aristotelian virtue ethics and, often, its most recent 
exposition in the work of philosopher Alasdair MacIntyre (1981). In contrast to both 
deontological and consequentialist approaches to morality, virtue ethics is intrinsi-
cally particularistic: where previous moral philosophies such as the former pair 
sought universal justifications for moral obligations (whether in reason, the laws of 
God, sentiment, or utility), virtue ethics takes from Aristotle the idea that bridging 
the distinction between fact and value, between human nature and the ways in which 
we ought to live, requires a teleological and thus empirically thorough account of 
what human nature means in any particular instance and, crucially, what it tends 
towards. Without an account not only of man ‘as he is’ but also of man ‘as he should 
be’, ethics (the means by which you get from one to the other) makes no sense. 
Furthermore, as ideas about what man should be vary not only with differing ‘tradi-
tions’ (a concept from MacIntyre intended to be much more fluid and historically 
informed than ‘culture’) but also with differing practices and narratives, so will the 
virtues people pursue and the means by which they pursue them. A virtue ethical 
approach to moral psychology, in other words, requires an ‘ethnographic imagina-
tion’ in order to understand people’s behaviours and motivations not with reference 
to abstract rules and imperatives but to the stories they tell themselves about their 
lives and how they shape them. As in the case of Foucauldian ethics, this focus on 
practical reason (or phronesis in Aristotelian terms) requires us to account for reflec-
tive judgement in a much more complex manner than debates around structure and 
agency had previously allowed.
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 Ethics in Ethnography

A number of anthropologists have made productive use of these two frameworks for 
thinking about reflection, judgment, and freedom. Talal Asad and his students 
Charles Hirschkind and Sabah Mahmood have been influential in developing an 
approach to morality and ethics that combines insights from both. Asad (1986, 
1993, 2003) puts together MacIntyre’s concept of tradition with Foucault’s work on 
disciplinary techniques to show how Islam and other so-called world religions can 
be understood as discursive combinations of both orthodoxy and practice, thus elid-
ing the problem of whether norms or actual behaviour should take precedence in 
analysis. Hirschkind and Mahmood both develop Asad’s work on Islam through 
studies of contemporary Cairo (Hirschkind 2001, 2006; Mahmood 2001, 2005), and 
both make arguments particularly relevant to anthropological debates around the 
exercise of freedom and the ways in which people make moral choices. Hirschkind 
describes the ways in which cassette tape sermon audition can be understood as a 
technology of the self yet inflects this Foucauldian argument with some of Bourdieu’s 
ideas about the importance of the body to action: what cassette sermon audition 
develops in listeners is not merely a set of cognitive or intellectual virtues in the 
sense of instructing them in the tenets of Islam, but also a range of affective, embod-
ied traits such as an ‘open heart’.

This idea is taken further in Mahmood’s study of women’s participation in the 
Egyptian Piety Movement, which is a critique specifically targeted at ‘Western’ 
assumptions about freedom. Writing against feminist arguments about agency resid-
ing in opposition to norms (see above), Mahmood makes a persuasive and innovative 
argument for understanding the ways in which her interlocutors strive to inhabit and 
fully to embody the norms of the Piety Movement as exercises of freedom. Instead 
of dismissing their reasoning and behaviour as misguided instances of false con-
sciousness, or trying to locate ‘resistance’ to it, Mahmood attempts to take them 
seriously as ethical practices. The women she describes have reasoned and clear 
understandings of the virtues they wish to develop and why they wish to do so. Like 
Hirschkind though, she emphasizes the embodied aspect of these practices: indeed, 
the key virtue these women wish to foster in themselves is an automatic, bodily sub-
mission to the will of God; in other words, the moral endpoint of their project is that 
as a project it should cease to be self-willed, becoming instead a corporeal, precon-
scious reflex. This makes her arguments about freedom somewhat paradoxical: 
whilst her laudable goal is to depict the moral reasoning of her interlocutors as the 
exercise of freedom and reflection that it clearly is, she also seems to wish to depict 
the endpoint of this exercise—the extinction of the will, the very capacity that makes 
it an example of moral reasoning—as a form of freedom too (Laidlaw 2014a: 268).

This confusion is perhaps a consequence of too closely conflating ideals and 
actual behaviour. A number of critics have noted that Mahmood and Asad and 
MacIntyre before her are too much concerned with finding in the latter the coher-
ence of the former. Anand Pandian, for example, working in a Kallar community in 
South India (Pandian 2008, 2009), argues that MacIntyre’s emphasis on the need for 
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a tradition to be consistent is misguided: Kallars were seen by both colonial authori-
ties and their Tamil neighbours as a ‘criminal’ caste. In their ethical reasoning and 
narrative depictions of virtue, they draw on a range of sources from development 
discourse to classical poetry to articulate a moral vision that encompasses the ‘civil’ 
virtues they have long been encouraged to adopt, as well as their relationship to the 
‘savage’ nature both alleged to reside within them and upon which they physically 
labour as cultivators. They do this without reconciling this range into a coherent 
whole. Similarly, Samuli Schielke, working, like Mahmood and Hirschkind, in 
Egypt (Schielke 2009), highlights the ways in which the path to virtue that Mahmood 
can sometimes depict as simple and direct can actually be deeply complicated. The 
young Muslim men he describes are necessarily ‘ambivalent’ in their commitment 
to Islamic ideals because the lives they lead present them with alternative goals to 
pursue, such as love or pleasure. This is not simply a question of doubt in the value 
of piety as a virtue, but, as Laidlaw points out (Laidlaw 2014a: 203–204), a value 
conflict in which goods that are in many ways irreconcilable place people in the 
position of having to reason through their ethical decisions.

Other work in anthropology on ethics has drawn more exclusively on Foucault’s 
vision of ethics. Indeed, a striking contrast—in some ways—with Mahmood and 
Hirschkind’s ethnographies are those of James Faubion (2001a, b, 2011), who, 
drawing on Foucault’s work on antiquity, sees the pedagogical relationship as being 
in many ways the foundation of ethics—it is a microcosm of intersubjectivity and 
social context. Thus in antiquity the problem of the relationships between older men 
and younger boys was not that they might or might not be sexual in nature, but that 
for them to be ethical they must tend towards developing the freedom of the pupil 
from the teacher, rather than, as in Mahmood’s case, extinguishing that freedom. 
Which is not to say that Faubion’s vision of freedom returns us to a vision of the 
unconstrained individual, liberated from social constraint—this idea, for Faubion as 
for Laidlaw and for Foucault himself, is an impossible one, presupposing as it does 
an asocial individual, an entity entirely lacking in intersubjective relations. But for 
Faubion the opposite pole of that dichotomy—total domination—remains a possi-
bility (Faubion 2014: 439), and in such a situation there can be no ethics in the form 
of moral reasoning for there is no freedom with which to reason.

The advantage of this position is that it begins to delineate the contours of what 
is meant by freedom in a manner more precise than we have seen so far. Hitherto we 
have examined some of the things that freedom cannot mean—such as liberation—
but we have yet to look at a case in which freedom, or a capacity for moral reason-
ing, can be said not to exist. If indeed it is possible to isolate cases in which freedom 
does not exist, then it must be more than an ubiquitous, free-floating, ever-present 
aspect of social life.

But is it really possible to do so? Faubion, in fact, does not give us much in the 
way of actual cases of total domination. He makes use of Foucault’s argument that 
‘a slave has no ethics’ (Foucault 1997: 286; cf. Faubion 2001a: 95; Faubion 2014: 
441), suggesting that though its historical accuracy may be a matter of debate, it is 
helpful as an ideal-typical case (Faubion 2001a: 95). These are somewhat strange 
words of praise though given that we have already dismissed the opposite pole of 
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our dichotomy—that of total autonomy—at least partly on the basis that it can only 
ever be an ideal type. Foucault may have been inaccurate in his depiction of ancient 
Greek ethics; but it in no way logically follows from this that he intended the state-
ment to apply to anything other than that particular concrete case, as indeed sug-
gested by the context of the discussion in which it appears. Indeed, it sounds more 
as if Foucault is discussing an ideal type of a particular historical period, rather than 
a concrete historical type, let alone a universal ideal type. But even though he may 
have been wrong about ancient Greece, that does not mean he was right—or 
expected to be so—about anywhere else.

My point in raising this issue is to illustrate just how difficult it can in fact be to 
think of freedom and our capacity for moral evaluation as something other than the 
opposite of constraint and in a zero-sum relationship to it. Despite the vast differ-
ences between their respective positions, both Mahmood’s vision of the endpoint of 
her interlocutors’ moral projects and Faubion’s conjuring of the ‘anethical’ slave 
share the characteristic of being situations in which—supposedly—moral reasoning 
has been extinguished by a totally dominating structure or system of power. But to 
imagine such situations as anything other than thought experiments in the manner 
of moral philosophy, or as unrealizable orthodoxies, is to return us to a conception 
of ethics in which culture or context is something that limits freedom, rather than 
one in which they are simply aspects of the same processes of subjectivation.

Another problem anthropologists have encountered in theorizing the relationship 
between culture and freedom is that of how to understand situations in which cul-
tures, institutions, societies, or ideological systems present us with multiple, rather 
than singular moral projects. As I noted above, this idea can in some ways be seen 
as a response to the overemphasis on coherence and orthodoxy in work such as that 
of Mahmood. Value pluralism, for example, has a long and distinguished history as 
a concept in moral philosophy and is often invoked in order to make the argument 
that the obligation to choose between competing sets of values is an ubiquitous 
feature of human life and thus likewise is our ability to do so. For the purposes of 
this chapter, I will confine myself to discussing two anthropological examples in 
which this multiplicity of norms is an important factor, examples that are in some 
respects contrasting and in others similar.

Jarrett Zigon conceptualizes ‘morality’ as having a number of distinct sources 
(social or cultural institutions, media discourse, etc.), which may conflict with one 
another (Zigon 2007, 2009a). By ‘morality’ he means sets of normative social val-
ues that people follow largely unthinkingly, akin to those an earlier generation of 
Durkheimian anthropologists would think of as exhausting the dimension of the 
moral (see above). Zigon, however, wishes to combine this normative sense of 
morality with what I have been referring to as ‘ethics’ (a distinction made use of by 
a number of anthropologists of ethics, following Foucault) in the sense of an evalu-
ative capacity. He does so by arguing that such a capacity emerges in moments of 
what he calls ‘moral breakdown’, namely, situations in which what we take for 
granted (i.e. moral norms) cannot provide us with a straightforward answer to a 
particular problem or dilemma. In such situations our evaluative capacities become 
activated, and ethics becomes something upon which we must think and reflect in 
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order to decide how best to behave. We do so in order to return to the state of 
unthinking moral automatism that we departed from in the moment of breakdown, 
though the norms we return to following will nevertheless have been subtly altered 
by our ethical choices. Though Zigon draws on the work of Foucault in making this 
argument, he also makes use of phenomenological insights from Heidegger and 
other continental philosophers in order to describe how this works at the level of the 
individual and the ways in which our embodied existence in the world can come to 
appear strange to us at certain moments. Thus he describes the case of a woman in 
post-Soviet Russia (a classic situation of moral breakdown, according to Zigon) 
confronted with the problem of whether or not to pay a bribe to a train inspector and 
the ways in which she steps outside of both Christian and socialist norms in resolv-
ing it (Zigon 2007: 145).

Joel Robbins, on the other hand, makes an argument about the multiplicity of 
values at a societal scale and draws on Weber and anthropologist Louis Dumont. In 
his work on the Urapmin, a Melanesian people of Papua New Guinea who converted 
wholesale to Christianity in the wake of colonial contact (Robbins 2004), Robbins 
portrays a culture in a state of perpetual moral torment. Whilst the Urapmin have 
adopted the moral and religious values of Christianity such as submission to God’s 
will, their social and economic life, rooted in precolonial models of exchange and 
reciprocity, requires them to act in contravention of these values on a regular basis—
for example, by neglecting their obligations towards one person in order to build a 
relationship with another. Building on this ethnographic work, Robbins argues—in a 
manner not entirely dissimilar to Zigon—that anthropology can retain both the 
Durkheimian notion of morality as a set of rules we follow more or less unreflec-
tively and by obligation and the idea that we possess the capacity to reflect and evalu-
ate, by employing the notion of value spheres: for the Urapmin, for example, there 
are situations in which traditional, pre-Christian morality obligates you to do one 
thing; there are equally situations in which the Christian morality they have adopted 
obligates you to do another; it is when the two conflict that obligation gives way to 
choice and unreflective action gives way to evaluation and freedom (Robbins 2007).

As I have noted, Zigon and Robbins differ in some fairly significant ways, for 
instance, in the scale of their focus (societies or individuals) and on whether or not 
the situations of choice they both refer to can exist within or only between norma-
tive systems of morality (Robbins 2009; Zigon 2009b). Yet both take a particular 
perspective on culture and on our evaluative capacities, in an attempt to resolve the 
problem of their relation. In both cases our evaluative capacities are activated in 
situations in which culture as a constraining system of norms is not properly opera-
tive, either because of a ‘breakdown’ or because it provides us with competing 
options, and thus obliges us to choose between them. Again, in other words, we 
have an illustration of the difficulties involved in seeing moral psychology and cul-
ture as mutually imbricated: both of these examples are attempts to do so; yet both 
in the end situate our capacity for moral reasoning as existing outside of culture, 
when it is dysfunctional in some way, thus returning us to the Durkheimian position 
I outlined at the beginning of this chapter, and turning ethics into something 
that operates at structural distance from culture, and only at occasional moments 
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(cf. Heywood 2015). Both Foucauldian and virtue ethicist approaches to moral 
psychology insist both on the ubiquity and ‘ordinariness’ of ethical considerations: 
that they are built into the fabric of everyday life, rather than in contradistinction to 
it. This is a point heavily emphasized by anthropologists such as Michael Lambek 
and Veena Das (Das 2010; Lambek 2000) in their discussions of ‘ordinary ethics’, 
their point being precisely that our evaluative capacities are routinely and regularly 
at work, rather than simply at moments of ‘breakdown’.

 Conclusion

In many ways the problem I have been seeking to illustrate with this chapter is a 
version of the old nature/culture dichotomy that has troubled the relationship 
between anthropology and psychology for a considerable period of time. It is the 
question of the universal and the particular. As is usually the case when this problem 
is raised, the answer proffered has unsurprisingly been a combination of both: we 
all possess a capacity for moral reasoning, yet this capacity is of course inflected by 
the contexts in which it is activated. This is not a particularly surprising conclusion 
to reach, though as I have sought to illustrate, it has taken anthropology a surpris-
ingly long time to get there. But what I have also sought to highlight are the difficul-
ties involved in sustaining this insight. It is clearly insufficient simply to state that 
moral psychology and culture are mutually imbricated, as if the statement alone 
resolves the problem of their relationship. It does not, particularly when that claims 
conflicts with others made in the course of it being worked out. As I have suggested, 
if it is really the case that moral psychology and cultural context are not antinomies 
in a zero-sum relationship, then there should not be situations in which one is 
entirely determining of the other. We should not be able to say of someone either 
that they have no ethics, being entirely bound by their context, nor be able to iden-
tify a special moment in which they acquire the unconstrained freedom to choose 
between different sets of norms, the latter having suddenly lost their power to inflect 
that freedom.

A consequence of the insight that, in the words of a prominent cognitive anthro-
pologist, ‘there are no non-cultural bits of us, as there are no non-natural bits’ 
(Bloch 2012: 76; cf. Laidlaw 2014b), is that there is room for serious and sustained 
cooperation between anthropology and psychology, and of course such cooperation 
has been ongoing for some time. But, as with solely anthropological applications of 
this idea, holding firmly to it has implications for what that cooperation ought to 
look like. If, for example, freedom and a capacity for moral reasoning are categories 
we wish to take seriously for all the reasons hitherto outlined, then cross-cultural 
studies of morality as ‘determined’ by evolutionary adaptation, for example, look 
likely to be less than helpful. The anthropology of ethics as it currently stands rests 
on the idea that people possess a capacity for moral reasoning, which they in turn 
use to reflect, act, and thus shape their moral worlds, and so anthropologists inter-
ested in ethics are unlikely to agree that such worlds are solely the product of adap-
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tations to the environment. Likewise, and for similar reasons, most anthropologists 
of ethics will probably feel that the substitution of experimental methods for sus-
tained ethnographic study would be a methodological impoverishment: the moral 
psychology they are interested in best displays itself in and through everyday life, 
rather than when elicited in particular research settings.

There is ample reason to think, though, that experimental data and participant 
observation may be helpfully combined, as they have been, for example, by Tanya 
Luhrmann in her work on evangelical Christians’ relationships with God (e.g. 
Luhrmann 2012, 2013). Luhrmann has carried out both traditional anthropological 
fieldwork with a range of Christian churches in the United States, as well as work-
ing and writing with prominent psychologists such as Howard Nusbaum on experi-
ments designed to demonstrate, amongst other things, that practicing certain forms 
of prayer may cause changes in cognitive processing that lead, for example, to an 
increased vividness of mental imagery and more unusual sensory experiences, 
including religious ones. Laidlaw, who has also cooperated extensively with cogni-
tively inclined anthropologists, makes the same point about putting the two together 
when he notes that the relationship between cognitive science and anthropology 
must be a ‘two-way street’ (Laidlaw 2014b): the anthropological studies I have 
described here and their accompanying insights are products not only of the concep-
tual premise that nature and culture are not distinct and divergent ‘causes’ of behav-
iour but also of sustained participant observation and ethnographic research.

It may have taken anthropology some time to discover an interest in moral psy-
chology; but the kind of ‘thick description’ that anthropological research produces 
is in many ways ideally suited to investigating the way moral psychology works in 
particular situations. We have seen in this chapter that some of the most persuasive 
contemporary accounts of ethics are not those rooted in deontological or other 
abstract models of moral reasoning but ones in which people’s evaluative capacities 
are scaffolded by the narrative structures of their lives and experiences, by the deci-
sions they have made in the past and their visions for the future. Anthropology’s 
unique methodological approach—living together with people over sustained peri-
ods of time and immersing ourselves in their everyday existence as best we can—
puts us in an excellent position to make contributions to broader social science 
studies of ethics.
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How do we make moral decisions, and what factors affect how we make them? 
Cognitive science approaches these types of questions by attempting to describe and 
systematize the underlying processes that give rise to certain behaviors. If we think 
of the human mind as a kind of computer, the cognitive scientist wants to under-
stand the types of inputs it accepts (such as auditory, visual, and other sensory infor-
mation), how it processes these basic inputs to form useful pieces of information, 
and how that information generates behavior.

The computational neuroscientist David Marr (1982) proposed three levels of 
analysis when studying a cognitive system. At the top is the computational level—
what problem is the mind trying to solve, and why? Below that is the algorithmic 
level—what computations does the mind perform in order to solve this problem? At 
the bottom is the physical level—how does the nervous system carry out these com-
putations? The physical level is the domain of neuroscientists, who try to under-
stand how the biology of neurons and neural systems make higher-level processes, 
such as moral decision-making, possible.

While the cognitive and neural sciences have made tremendous strides in under-
standing some of the more foundational capacities that humans exhibit—such as 
processing visual and auditory information, using language, and learning from feed-
back—its application to moral psychology is relatively new. In this chapter, I review 
some of the important research that has begun to form a cognitive and neural account 
of moral decision-making at all three levels of analysis: from the computational 
level (what moral behaviors do we carry out, and why?), to the algorithmic (how do 
certain factors affect our moral decisions?), to the physical (how do these processes 
play out in the brain?). I examine this work through the context of what I call the 
moral system.
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 The Moral System

The cognitive science of morality is especially challenging—and exciting—because 
it is fundamentally social. Unlike more basic processes, such as vision or hearing, 
moral decision-making by definition involves other people. By analogy, while the 
study of a single neuron is complex enough on its own, studying how populations of 
neurons interact in systems increases this complexity by orders of magnitude. 
Nevertheless, studying the behavior of a single neuron in isolation is meaningless if 
we don’t consider how this implicates its function in the broader context of the ner-
vous system. Similarly, understanding an individual person’s moral decision- 
making processes is meaningless if we don’t consider how these processes affect, 
and are affected by, broader social contexts.

An appropriately comprehensive cognitive science of morality, then, considers 
each element of a moral system. This system loosely comprises three principal lev-
els: individuals, interactions between individuals, and groups (see Fig. 1).

At the top level, groups of individuals negotiate and define norms of proper 
behavior. This dynamic reaches beyond the moral context (e.g., setting fashion 
trends), but in a moral system, it establishes rules and expectations for how people 
should treat one another (of course, not always with unanimous agreement) and 
mechanisms for enforcing those rules (Horne 2001). For example, a society may 
establish a norm against inflicting unprovoked violence against one another. That 
same society may also establish a norm permitting abortion in certain circum-
stances, though with substantially less agreement among its members. Indeed, sub-
sets of a society may form their own sets of norms, such as when a political party 
develops its platform.

At the middle level, we consider how subsets of individuals apply (or eschew) these 
norms when interacting with one another and how the nature of these interactions pro-
duces predictable outcomes. While these interactions can comprise different numbers 
and types of actors, the behaviors we’re interested in fall into one of two broad catego-
ries: adherence, or whether a person respects a norm when interacting with others, and 
enforcement, or whether a person or group of people chooses to punish or otherwise 
compel another person to adhere to a norm. For example, let’s say a rancher were to 
consider violating a norm by grazing her animals on communal land without contribut-
ing money toward the land’s upkeep. How likely is she to make this decision, and how 
might the other ranchers respond? The dynamics of these interactions, and the aggre-
gate outcomes for the people who enter into them, are what we study at this level.

At the bottom level, we consider how each person processes relevant inputs and 
generates the behaviors that compose the interactions at the middle level. We also 
consider how individuals perceive the content of the norms generated at the group 
level and what those norms demand in particular circumstances.

Each of these levels has traditionally been the focus of different empirical disci-
plines that come with their own tools and perspectives, such as sociology, political 
science, behavioral economics, experimental psychology, and cognitive  neuroscience. 
But meaningfully understanding the moral system requires these disciplines to work 
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together (a principal motivation for this book). In the remainder of this chapter, I 
discuss a small sample of the work that has begun to illuminate each level of the 
moral system. I also suggest some areas for future research.

 Defining Norms

It is widely believed by sociologists and other scholars that norms are instrumental 
(Hechter and Opp 2001)—that is, they exist to help groups of people maximize 
their collective welfare. Norms constrain individual behaviors that have the 

Fig. 1 The three levels of the moral system. Groups define norms, which are then applied (or 
eschewed) during interactions between individuals. These interactions might include norm adher-
ence or nonadherence (e.g., cooperation or cheating) or enforcement (e.g., punishment). How indi-
viduals behave during these interactions is determined by how they process relevant information 
and make decisions
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potential to harm others. For example, we are prohibited from assaulting one 
another as a means of catharsis because the aggregate result of such behavior 
would be a decrease in overall welfare. Norms also encourage behaviors that pro-
vide a benefit to others at a low cost to the individual, such as calling an ambulance 
when someone is badly hurt.

The process by which norms emerge and evolve remains largely open to debate. 
What we do know is that norms vary in their prevalence across cultures (Henrich 
et al. 2006, 2010; Sober and Wilson 1998) and their level of consensus within cul-
tures (Leung and Cohen 2011). If norms are rules designed to efficiently maximize 
a group’s welfare in certain contexts, then it is conceivable that several different 
versions of a norm might achieve that goal equally well. Shaking hands when meet-
ing a new person, for example, might work just as well as bowing. Such norms 
likely change stochastically over time as a result of new information, new ideas, and 
changes in environments that make existing norms less efficient (Ellickson 2001; 
Horne 2001). For example, as the dangers of second-hand smoke became more 
apparent, norms against smoking in public began to proliferate; the harms of inhal-
ing second-hand smoke were greater, it came to be known, than the inconvenience 
of having to smoke outdoors (Ellickson 2001). Because the factors underlying the 
emergence of norms can vary, such norms may differ across groups due to differ-
ences in environments or artifacts of history.

Some norms, however, are ubiquitous and enduring (Robinson et  al. 2007). 
Proscribing unprovoked violence, for example, is more common across cultures 
than shaking hands. In theory, the more common a norm, the more fundamental it is 
to collective welfare, the less dependent on the particulars of an environment, and 
the less susceptible to change. The basic constituents of these more common norms, 
such as altruistic tendencies or an aversion to harm experienced by others, may 
therefore have their foundations in our evolved biology (Robinson et al. 2007; Sober 
and Wilson 1998), which would guarantee more strongly our adherence to them.

Several sociologists have proposed theoretical models of how norms can change 
over time. For example, Horne (2001) proposes that norms emerge as a means of 
balancing individual interests against the interests of others. In cases where these 
interests conflict—that is, when a certain behavior accrues benefits to the actor at a 
cost to others, or vice versa—norms often emerge to regulate such behavior in a way 
that tends to maximize the group’s welfare when broadly adopted. These norms are 
subject to change when the underlying costs and benefits change, for example, due 
to technological improvements or changes in the environment. The contents of par-
ticular norms are then transmitted informally through social networks, and some-
times formally through the enactment of laws. As anti-smoking norms propagated, 
for example, friends and family nudged each other to quit smoking, hosts asked 
their guests to smoke outside, and legislatures passed laws prohibiting smoking in 
public buildings (Ellickson 2001).

Fundamental to the successful transmission of norms is our reliance on informa-
tion from other people when making judgments. In a foundational study, Asch 
(1951, 1956) placed unwitting participants in a room with several actors and asked 
them each to report which of the three lines drawn on a card was the longest. On 
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some trials, the actors—whom the lone participant thought were other partici-
pants—made obviously incorrect answers. This caused many participants to make 
the same incorrect answers, conforming to what they perceived as the group’s judg-
ment. Social information has also been shown to influence private value judgments. 
For example, Zaki et al. (2011) asked participants to rate the attractiveness of sev-
eral faces and then told them how their peers rated the same faces. When asked to 
rate them a second time, participants made judgments that were more in line with 
their peers, despite these judgments being private.

This type of social conformity also affects how we glean the accepted norms in 
our immediate social environment, and consequently how we behave in relation to 
those norms. In the wake of the Second World War, some social psychologists 
turned their attention to a disturbing question: how could large groups of seem-
ingly normal people carry out the kinds of atrocities committed by the Nazis? If 
average Germans were capable of it, does that mean anyone could be? In a famous 
series of experiments, Milgram (1963, 1965) asked participants to administer a 
series of increasingly powerful electric shocks to another person. Unbeknownst to 
the participants, the shocks were fake and the other person an actor. Despite the 
actor’s screams and pleas to stop, a surprising number of participants followed the 
experimenter’s instructions and continued administering what they believed were 
ever more powerful shocks. While the implications of these results are a continu-
ing subject of debate, it seems that many participants adjusted their decision-mak-
ing based on the moral balancing expressed by an authoritative person—that the 
scientific benefit of continuing the shocks outweighed the potential harm to the 
other person.

A few years later, in the Stanford prison experiment (Haney et al. 1972), 22 male 
participants were randomly assigned the roles of guard or prisoner in a makeshift 
prison in the basement of the Stanford psychology department. According to the 
researchers, these participants were “judged to be the most stable (physically and 
mentally), most mature, and least involved in anti-social behaviors” of the 75 men 
initially recruited (Haney et  al. 1972, p.  7). Nevertheless, many guards quickly 
became abusive toward the prisoners. While physical violence was not allowed, 
“verbal affronts were used as one of the most frequent forms of interpersonal con-
tact between guards and prisoners” (p. 20), and some guards “went far beyond their 
roles to engage in creative cruelty and harassment” (p. 21). The experiment was 
aborted after several prisoners experienced extreme emotional distress. A more 
recent variant of this experiment, the BBC Prison Study (Reicher and Haslam 2006), 
observed different patterns of behavior. Participants initially shunned their roles in 
favor of an egalitarian social order, but when they found this to be disorderly and 
unsustainable, they moved toward accepting a more hierarchical power structure in 
which guards would impose strict limits on prisoners’ behavior. Interestingly, over 
the course of the experiment, participants’ mean level of right-wing authoritarian-
ism increased, as measured by a psychometric survey. This increase was driven by 
the participants who were initially lower in authoritarianism but whose attitudes 
conformed to those of the participants who advocated a more draconian regime 
(Reicher and Haslam 2006).
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These experiments implicate several facets of human psychology, from personality 
to social identity to obedience. But they also demonstrate something fundamental 
about the dynamic nature of social norms. In each case, participants deviated from 
their typical behavior to conform to the new norms in their immediate environments—
even exhibiting pathologically aggressive behavior in some instances (Haney et  al. 
1972). In the BBC Prison Study, the group norm itself seemed to shift from egalitarian-
ism to authoritarianism once they believed the latter to be more effective—a shift that 
was also reflected in the individual attitudes of the participants (Reicher and Haslam 
2006). The process by which these shifts take place, and how individuals affect and 
respond to them, is an area of research where much work remains to be done.1

 Interactions

While the content and dynamics of social norms are complex, experimental psy-
chology has recently begun investigating how individuals interact in situations that 
pit personal interests against the interests of others.

Underlying most forms of human interaction is the norm of conditional coopera-
tion (Brandts and Schram 2001; Fehr and Fischbacher 2004a, b; Fischbacher et al. 
2001; Keser and van Winden 2000). Humans are social and cooperative, meaning 
that we pursue goals through mutually beneficial interactions, rather than by operat-
ing in isolation. However, adherence to this norm is conditional on potential coop-
eration partners also adhering to it. In many cases, cooperative interactions give 
each individual the opportunity to cheat, gaining an increase in her own payoff by 
failing to meet an obligation to her cooperation partners. Returning to our earlier 
example, a rancher who grazes her cattle on communal land while not contributing 
to its upkeep unfairly free rides on the other ranchers. This raises a challenge—why 
would we choose to cooperate if we would be better off cheating? Why would the 
rancher pay her share when she could profit more from free riding?

The persistence of human cooperation undergirds the successful functioning of 
human civilization, yet there appear to be strong incentives for individuals not to 
cooperate. Evolutionary theorists have proposed different accounts of how prosocial 
instincts might be explained by natural selection. In other words, how might a ten-
dency to cooperate—rather than cheat—lead to more successful survival and repro-
duction? Hamilton (1963, 1964a, b) offered a mathematical description of how 
individuals might behave selflessly toward their kin as a means of helping to propa-
gate their genes. Making a significant sacrifice for one’s child, in other words, would 

1 An important, related line of research concerns self-construal, or the extent to which individuals 
view themselves as independent from others in their society (Markus and Kitayama 1991). 
Different self-construals may lead to different levels of perceived agency, or the extent to which a 
person sees herself (or is seen by others) as having control over her actions, and how much of this 
control can be attributed to others in her social environment. For more, see Doris (2015), Voyer and 
Franks (2014), and Franks and Voyer (in press, reviewing Doris 2015).
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benefit a person’s genes if not her own survival. However, this theory does not fully 
explain the extent to which people behave prosocially toward strangers. Some theo-
rists have attempted to explain this with theories of direct (Trivers 1971) and indi-
rect reciprocity (Nowak and Sigmund 1998). Under indirect reciprocity, individuals 
who gain a reputation for acting prosocially toward others will benefit by attracting 
more cooperation partners, even if the beneficiaries of their behavior do not directly 
reciprocate. (See Krasnow, this volume, for a more thorough discussion.)

Evolutionary biologists often use computer simulations to test the viability of 
behavioral traits and whether they might reasonably stand up to the pressures of 
natural selection (e.g., Jordan et al. 2016; Nowak and Sigmund 1998). By creating 
simulated individuals and societies, and seeing how well those individuals are able 
to survive and reproduce with certain traits, they can test whether these traits might 
eventually become prevalent in the population. Such models have indicated that 
persistent cooperative behavior between individuals in groups can be maintained 
under certain conditions (Chalub et al. 2006; Fehr and Fischbacher 2004b; Nowak 
and Sigmund 1998; Ohtsuki and Iwasa 2006; Rand and Nowak 2013). First, each 
individual has a reputation for being a good or bad interaction partner. In general, 
we prefer to interact with people who have good reputations—and are less likely to 
cheat—and to avoid people with bad reputations, who are more likely to take advan-
tage of us. In this way, people have incentives to cooperate in order to maintain good 
reputations and therefore have an easier time seeking cooperation partners in the 
future (Chalub et al. 2006; Nowak and Sigmund 1998; Ohtsuki and Iwasa 2006). 
Second, because otherwise well-intentioned people will sometimes behave badly, 
they should be inclined to apologize when making errors, and others should be 
inclined to forgive them (Ohtsuki and Iwasa 2006). This avoids the unnecessary 
shunning of people who may be good cooperation partners in general, but who may 
occasionally lapse in their moral judgments (Ohtsuki and Iwasa 2006). Lastly, a 
tendency to detect and punish cheaters is vital to maintaining cooperation, as it acts 
as an important disincentive (Fehr and Fischbacher 2004a; Fehr and Gächter 2002; 
Ohtsuki and Iwasa 2006; Ostrom et al. 1992).

Several studies have used economic games to investigate the effect that such pun-
ishment has on maintaining cooperation (Fehr and Fischbacher 2004a, b; Fehr and 
Gächter 2000, 2002; Ostrom et al. 1992; Yamagishi 1986, 1988). One such game—
the public goods game—is an experiment in which participants are each given a sum 
of real money and then asked to contribute a portion of that money to a common pot. 
The pot is then multiplied by a certain number (between 1 and the number of partici-
pants in the group) and distributed to each participant. Each  participant can see how 
much each other participant contributed to the pot. Importantly, each participant has 
an incentive to cheat (i.e., receive a portion of the contributions without contributing 
anything herself); but the entire group will benefit the most if everyone contributes 
the maximum amount. The challenge here is to figure out how to maximize coopera-
tion, thereby maximizing the group’s welfare. Several studies have shown that, when 
participants are given the ability to punish one another (reducing other participants’ 
payments), contributions increase dramatically (Fehr and Gächter 2000, 2002; 
Ostrom et al. 1992; Yamagishi 1986, 1988; see Fig. 2).
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Punishment can take two forms: second-party punishment, in which a person 
punishes a wrongdoer for causing her personal harm, and third-party punishment, in 
which a person punishes a wrongdoer for causing harm to someone else. Laboratory 
experiments have investigated both types of punishment and have found that many 
people are willing to absorb a cost to punish wrongdoers, even in the third-party 
context, when they are not themselves harmed by the wrongdoer’s conduct (Fehr 
and Fischbacher 2004a).

In one common experimental paradigm known as the ultimatum game (Güth 
et al. 1982), one participant is given a fixed amount of money by the experi-
menter and allowed to share it with her partner, another participant with whom 
she has been randomly paired. The participant then makes an offer to her part-
ner of an amount between 0 and 100% of the total sum, and the partner is asked 
whether she accepts it. If she accepts the offer, she gets to keep the amount that 
the first participant decided to share. But if she rejects the offer, neither partici-
pant receives anything. In many cases, if the first participant’s offer is fairly 
low, her partner rejects the offer, despite that rejection being costly. In other 
words, the partner gives up the opportunity to keep the money in order to punish 
the first participant for making an unfairly stingy offer. This behavior, observed 
across cultures (Henrich et al. 2006), demonstrates the value that people place 
on fairness and the costs they are willing to absorb to carry out second-party 
punishment.

Fig. 2 In the first ten time periods of a public goods game, participants are not able to punish free 
riders, and the average contribution decreases precipitously. In the next ten time periods, after they 
are told they can punish one another, cooperation increases dramatically, leveling off near 100%. 
Reprinted from Trends in Cognitive Sciences, Vol. 8, Ernst Fehr and Urs Fischbacher, Social 
norms and human cooperation, Pages No. 185–190, Copyright (2004), with permission from 
Elsevier. This figure redraws data published in the American Economic Review, Vol. 90, Ernst Fehr 
and Simon Gächter, Cooperation and punishment in public goods experiments, Pages No. 980–
994, Copyright (2000), with permission from the American Economic Association
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In a variation of the ultimatum game called the dictator game (Kahneman et al. 
1986), the recipient has no power but must passively accept the offer made by the 
benefactor (for review and meta-analysis, see Engel 2011). Fehr and Fischbacher 
(2004a) ran a version of the dictator game in which they included a third participant 
to observe the interaction. This third participant was then allowed to spend a little of 
her own money to reduce the benefactor’s payment if she believed the offer was 
unfair, even though she was personally unaffected. A surprising number of third 
parties—more than 60%, depending on the fairness of the offer—were willing to 
spend some of their own money to punish the benefactor on behalf of the recipient. 
This type of costly third-party punishment, often called altruistic punishment, can 
seem puzzling. Why would someone absorb a cost to themselves to punish someone 
who had caused them no harm?

One theory is that altruistic punishment signals trustworthiness to others. 
Jordan et al. (2016) have argued that trustworthy people—those who would rather 
cooperate than cheat—derive a greater benefit from punishing transgressors than it 
costs them to punish. Since trustworthy people benefit generally from deterring 
cheaters and promoting cooperation, the costs of punishment to them will be lower 
than for cheaters (Jordan et al. 2016; Rand and Nowak 2013). Because this cost is 
lower, trustworthy people might punish transgressors in order to differentiate 
themselves from non-trustworthy people, for whom punishing would be costlier 
(Jordan et al. 2016). Potential cooperative partners might then view the act of pun-
ishment as a signal of the punisher’s trustworthiness, since they would only punish 
if the cost were low enough, and the cost would be low enough only if the person 
were trustworthy (Jordan et  al. 2016). They argue that others are consequently 
more likely to cooperate with punishers than with non-punishers, providing bene-
fits that further offset the cost of punishing.2

This body of work has begun to shed light on the complex dynamics of moral 
interactions between individuals and to demonstrate how these interactions might 
have evolved and sustained themselves. When considered together, the countless 
interactions of this type define how a society functions. Can we count on one another 
to be trustworthy? Will transgressors be reliably punished? As societies have grown 
larger, we often rely on our institutions to help maintain the conditions for coopera-
tion (e.g., by enforcing contracts or punishing free riding). One of the principal 
challenges for our institutions is how best to structure interactions to encourage 
prosocial and deter antisocial behavior. Combining experimental evidence with 
simulation techniques can be helpful here. By predicting how people would respond 
to certain incentives and disincentives—and simulating the large-scale outcomes of 
these responses—researchers can help identify which regulations or punishments 
would maximize the general welfare.

2 Interestingly, when third parties have the opportunity to spend some money to help the victim, 
they are less likely to punish the transgressor, and punishment serves as less of a signal (Jordan 
et al. 2016).
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 Individual Processing

The bottom level of the moral system is concerned with how individuals process, 
interpret, and use relevant inputs to make moral decisions. During each of the inter-
actions described above, several individuals receive information and make deci-
sions. What type of information is important? How is this information transformed 
into behavior? And how does this transformation take place in the brain?

Each time we make a moral decision—whether or not to cheat, or whether or not 
to punish, for example—several factors could potentially enter our calculation. How 
much would I benefit from cheating? How much would I be punished if I were dis-
covered? How much might my actions harm others? This kind of calculation might 
seem cold, but some kind of calculation must underlie every type of decision, even 
moral ones. This is what David Marr (1982) called the algorithmic level of cognitive 
science. Figuring out the relevant inputs, and how those inputs are transformed into 
behaviors, is one important puzzle that the cognitive science of moral systems tries 
to solve (Buckholtz 2015; Crockett 2016; Cushman 2015; Hutcherson et al. 2015). 
This isn’t to say that every person deliberatively weighs the costs and benefits of 
each decision before she makes it. A cost to cheating, for example, might not be 
material, but rather a feeling of guilt or shame that goes along with breaking a moral 
rule.3 A benefit to punishing a transgressor might be a feeling that justice has been 
done, rather than a deliberative calculation about how it might enhance one’s repu-
tation. These decisions might feel more or less automatic, and our cognitive archi-
tecture might be structured in a way that predisposes us to cooperation fairly quickly 
(Hutcherson et al. 2015; Krajbich et al. 2015a; Rand et al. 2012). But there are still 
calculations being made, even implicitly, behind every moral decision. One exciting 
challenge in moral psychology is figuring out what those calculations are, and a 
powerful tool for doing this is the simple behavioral experiment. By carefully 
changing inputs and observing how these changes affect behavioral outputs, we can 
begin to sketch the contours of the hidden calculations that people perform.

 Norm Adherence

One common type of experiment in moral psychology uses versions of the trolley 
problem, a type of thought experiment originating in philosophy (Foot 1967), to 
investigate how people decide whether to adhere to certain norms. A classic trolley 
problem, the switch dilemma, goes like this: You see a runaway train barreling down 
the track toward five innocent bystanders, all of whom would be struck and killed 
instantly. You can pull a railroad switch, which would set the train down a different 

3 The role of emotion in moral decision-making is a topic of ongoing debate. For more, see Huebner 
et  al. (2009), Moll et  al. (2005), Krasnow (this volume), and Nicoletti and Delehanty (this 
volume).
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track, avoiding the five bystanders but killing a single bystander on the other track. 
Do you pull the switch (Foot 1967)?

This type of scenario is designed to pit a person’s concern for consequences (sav-
ing an additional four lives) against her concern for moral rules (don’t take actions 
that cause others harm). Several studies have used variants of this dilemma to tease 
apart which factors predict how people will choose whether to take an action. One 
common variant is the footbridge dilemma, in which participants are asked whether 
they would push a fat man off a footbridge to block the oncoming train from striking 
the five bystanders (Thomson 1985). The costs and benefits are putatively the same 
(one life in exchange for five), as is the moral rule being broken (don’t cause others 
harm). Nevertheless, while a majority of people would pull the switch, most people 
would not push the man off the bridge (Greene et al. 2001). What accounts for this 
difference? Several psychological theories have been advanced, suggesting that a 
key difference may be that pushing is more direct and personal than pulling a switch 
or that pushing someone to his death is a more intentional harm than causing him to 
die as a side effect of diverting the train (for review, see Cushman and Souza 2013). 
One study found that participants’ responses were affected by how vividly the 
action’s harm was described as well as the number of lives that would be saved 
(Bartels 2008).

The ongoing debates over the computations underlying these types of moral 
decisions highlight a challenge of using dilemmas like the trolley problem to inves-
tigate them. As small stories, these dilemmas contain details laced with meanings 
that may differ from person to person. They also contain several details that differ 
between the stories themselves that make it difficult to precisely pin down which 
factors provide the inputs that are important in the computations that can generate 
different decisions. Aside from the numbers of victims and averted victims, these 
stories also tend not to include parametric variables—that is, variables that can be 
easily quantified and therefore manipulated numerically in order to measure their 
precise effects on behavior. This makes it difficult to discover the computations 
underlying moral decisions with much specificity.

Some recent work has begun using more computational methods to sketch the 
cognitive processes underlying decisions about when and how to adhere to norms. 
Many of these studies focus on how we value other people’s interests in relation to 
our own. Some innovations in this area came from economists (e.g., Bolton and 
Ockenfels 2000; Fehr and Schmidt 1999) who aimed to explain moral decisions in 
terms of individuals’ utility—the value that a person attaches to objects or 
 outcomes, which can differ from person to person. A more cooperative or trustwor-
thy person, for example, might attach greater utility to equity, and this utility might 
be greater than the utility gained from cheating (Fehr and Schmidt 1999). These 
models propose equations that explain how a person might balance one consider-
ation against another when making a decision. This way of analyzing moral 
decision- making has the advantage of allowing a single person’s decision to change 
as the relative magnitudes of opposing factors change. A person who might nor-
mally cooperate, for example, might cheat if the relative benefits were high enough. 
(More people would probably steal a candy bar if someone paid them a million 
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dollars to do it.) It also allows us to describe differences between people more 
precisely. Rather than just describing someone as untrustworthy, for example, we 
can specify quantitatively how much value they place on their own material gain 
relative to the potential harm caused to others by their actions. In a series of experi-
ments, Crockett and colleagues measured how much money participants would be 
willing to forego to avoid painful shocks to themselves and others (Crockett et al. 
2014, 2015, 2017). By varying the amount of money and the number of shocks 
over several trials, they were able to estimate a parameter to describe how each 
participant valued avoiding shocks to herself versus shocks to another person. 
(They found that most participants generously valued avoiding shocks to others 
more than avoiding shocks to themselves.)

Other recent work has used computational techniques from other areas of cogni-
tive science. One particularly promising approach is the use of sequential sampling 
models of decision-making, such as the drift diffusion model, which can predict 
both choices and response times (Ratcliff and McKoon 2008; Ratcliff and Rouder 
1998; Smith and Ratcliff 2004). The drift diffusion model imagines that each choice 
results from a single particle drifting toward one of two decision boundaries, with 
each boundary corresponding to one of two options (see Fig. 3). Once the particle 
reaches one of the boundaries, a response is made. The average speed at which the 
particle moves toward a boundary—the drift rate—is proportional to the relative 
strength of the evidence in favor of that option. The more obvious the choice, the 
higher the drift rate and the faster the response. This makes intuitive sense—when 
choosing between your favorite chocolate and a food you hate, you’ll make the 
choice quickly. But when choosing between two of your favorite snacks, you’ll 
probably take longer to decide.

Importantly, the drift diffusion model also assumes a certain amount of noise in 
the particle’s drift, as illustrated by its jagged path in Fig. 3. While the particle 
tends to drift toward the boundary corresponding to the choice with greater evi-
dence, sometimes this noise will push the particle off course, causing it to reach 
the other boundary instead. This noise means that responses are stochastic—peo-
ple choose options with stronger evidence more often, but not always. The propor-
tion of “correct” responses (choosing options with greater average evidence) to 
“incorrect” responses will increase as the drift rate increases. These types of mod-
els, while a useful way to visualize and think about decision processes, have also 
been shown to provide good descriptions of both choice and response time data, as 
well as neural activity (for review, see Forstmann et al. 2016). This added level of 
detail makes these models particularly powerful, allowing researchers to probe in 
greater detail how each relevant factor affects the neural and cognitive processes 
underlying each decision.

The drift diffusion model has recently been applied to moral decision-making 
(Hutcherson et al. 2015; Krajbich et al. 2015b). In one recent study (Hutcherson 
et al. 2015), participants’ brains were scanned using functional magnetic reso-
nance imaging (fMRI) as they made several decisions about how to share money 
with another anonymous participant. (fMRI indirectly measures activity in dif-
ferent parts of the brain by detecting changes in blood flow.) Participants could 
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accept more money in exchange for the other person receiving less, or vice 
versa, with the amounts varying from trial to trial. The authors tested a model in 
which the drift rate underlying each decision was determined by adding the 
potential change in the participant’s earnings to the potential change in the other 
person’s earnings. They allowed these “self” and “other” changes in earnings to 
be weighted differently—in other words, participants might weigh a gain to 
themselves more heavily than an equivalent loss to the other person. (In fact, 
this is what they found.) Their model provided a reasonably accurate description 
of participants’ choices and response times. They also found that activity in dif-
ferent brain regions correlated with different components of the model. 
Specifically, activity in regions of the ventral striatum and the ventromedial pre-
frontal cortex (vmPFC) correlated with the amount to be received by the partici-
pant, while activity in the right temporoparietal junction (TPJ) and a smaller 
region of the vmPFC correlated with the total amount to be received by the other 
person (see Fig. 4). Activity in the TPJ has been suggested in many other studies 
to represent, among other things, other people’s mental states (for review, see 
Abu-Akel and Shamay-Tsoory 2011). Several other studies of decision- making 
have suggested that the vmPFC may play a key role in representing the value of 
different options (for review, see Platt and Plassmann 2014). Hutcherson et al. 
(2015) suggest that the vmPFC may integrate concern for the self and concern 
for others—represented in distinct neural networks—into a single decision 
value that precipitates a choice.

These recent advances demonstrate the power of applying perspectives and 
methods from other fields to moral psychology. By introducing insights from non-
moral decision-making, researchers have helped test the viability of different psy-
chological theories (e.g., Krajbich et  al. 2015a) and begun to develop a more 
nuanced picture of how people choose whether to adhere to social norms.

Fig. 3 The drift diffusion model. After a non-decision time to allow for stimulus processing, a 
decision particle moves toward one of two response thresholds at a rate proportional to the relative 
strength of evidence for that response. The path of the particle is subject to noise, indicated by its 
jagged path to the threshold. When the particle reaches the threshold, a response is made
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 Norm Enforcement

Another important category of moral behavior is norm enforcement—in particular, 
how individuals decide whether, and how much, to punish someone for violating a 
norm. In modern societies, punishment might seem to be an exclusively governmen-
tal function. After all, when someone is convicted of a crime, it’s the government—
not private citizens—who prosecutes and punishes. Even when private citizens bring 
lawsuits against one another, the court system is responsible for managing the pro-
cess of adjudication and enforcing its outcomes. But the rules and principles 

Fig. 4 (a) Activity in the vmPFC, at the time the choice was made, correlated with the partici-
pant’s choice itself (on a four-point scale from strong no to strong yes). (b) Activity in the vmPFC 
also correlated with potential payments to the participant (“$Self”) and (c) to the other person 
(“$Other”), but to different degrees (d). Reprinted from Neuron, Vol. 87, Cendri A. Hutcherson, 
Benjamin Bushong, and Antonio Rangel, A neurocomputational model of altruistic choice and its 
implications, Pages No. 451–462, Copyright (2015), with permission from Elsevier

T. Tarantola



73

governing how punishment is administered are still decided by human beings, such 
as judges and lawmakers, and are often informed by popular intuitions.

What are the factors that inform how we think about punishment? Two signifi-
cant factors are the intent of the actor (did she believe her action would bring about 
a harm, and did she want the harm to come about?) and the consequences of her 
action (how much did she cause the harm, and how bad did the harm turn out to be?) 
(Cushman 2008; Fincham and Jaspars 1983; Shaver 1985; Weiner 1995). The 
importance of these two factors can be seen in how criminal sentences are adminis-
tered. The US federal sentencing guidelines, for example, suggest that a conviction 
for premeditated murder should get you life in prison. But if you attempt to commit 
the murder and fail—say, your gun jams—the guidelines recommend between 
about 11 and 14 years if you have no prior convictions. On the other hand, if you 
happen to kill someone unintentionally by driving recklessly, you should get 
between about 3 and 4 years (United States Sentencing Commission 2016). As these 
dramatic differences show, how much someone is punished is determined not just 
by her intent or the harm she caused but by an integration of the two.

In a large-scale survey study, Cushman (2008) set out to quantify how much 
intent and consequences matter when people make moral judgments about others’ 
actions. In one experiment, using a set of hypothetical scenarios, he varied (1) 
whether the actor believed her action would cause harm, (2) whether she wanted to 
cause harm, and (3) whether her action actually caused harm. Participants were then 
asked how permissible each action was and how much the actor should be punished. 
When it came to permissibility, he found that 84% of the variation in responses for 
each scenario could be explained by intentional factors, with only 3% depending on 
the consequence (see Fig. 5). By contrast, punishment ratings were a combination 
of intentional factors (68%) and the consequence (20%).

Other work has used techniques from cognitive neuroscience to investigate how 
these different factors might be processed in the brain. Young and colleagues (Young 
et al. 2007, 2010; Young and Saxe 2009) have found evidence that the right TPJ 
plays an important role in representing information about an actor’s intent. This 
region may work by suppressing the influence of other regions—such as the amyg-
dala, which is sensitive to the severity of a harm—when considering how to punish 
unintentional harms (Treadway et al. 2014). These and similar studies have allowed 
researchers to begin sketching the neural circuitry underlying individual decisions 
about how to enforce others’ adherence to norms (see Fig. 6; Buckholtz and Marois 
2012a, b).

Research exploring the computations underlying third-party punishment, while 
in its relative infancy, has begun to provide some insights into which factors may be 
important and why. Information about an actor’s mental state, for example, is clearly 
a significant factor in punishment intuitions—perhaps to facilitate forgiveness, 
which evolutionary models have found to be important to sustaining cooperation 
(Ohtsuki and Iwasa 2006). Better understanding the nuances of punishment intu-
itions, therefore, can yield new insights into the nature of cooperative interactions 
and the emergence of legal norms. Ultimately, these insights could help us improve 
the effectiveness of justice policy.
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 Moving Forward

This chapter surveyed only a fraction of the important research that has begun using 
the powerful tools of the cognitive and neural sciences to investigate the moral sys-
tem. While much work has been done, much remains. Especially exciting is the 
potential for researchers to synthesize new knowledge at different levels of this 
system. How might different selfishness parameters (Hutcherson et al. 2015) influ-
ence the nature of interactions? How might these interactions, in the aggregate, 
affect the well-being of a society? How do intuitions about punishment influence 
legal norms, and how does the law influence our intuitions?

At the heart of cognitive science is a spirit of interdisciplinarity. Computational 
modeling can help move neuroimaging research from a neuroanatomical 
 enterprise—locating where different factors are represented in the brain (see 
Machery and Doris, this volume, for a critique)—to a more nuanced investigation of 
brain systems (Behrens et al. 2009). Likewise, neuroimaging can help researchers 
distinguish between different potential models of behavior (see Li and Daw 2011, 
for an example from outside moral psychology). Simulation techniques, such as 
those used in evolutionary dynamics, can help test which cognitive processes might 
have evolved over time (e.g., Jordan et al. 2016). They can also help to quantify their 
broader social implications. For example, how might different punishment policies 
interact with observed distributions of selfishness parameters to affect the level of 
cheating in a society? By exploring and quantifying the implications of cognitive 
processes, in addition to the processes themselves, researchers can help inform pub-
lic policy as well as science.

Fig. 5 Permissibility ratings (a) were chiefly determined by intentional factors (the actor’s belief 
and desire), while punishment (b) combined intentional factors with the consequence of the action. 
Reprinted from Cognition, Vol. 108, Fiery Cushman, Crime and punishment: Distinguishing the 
roles of causal and intentional analyses in moral judgment, Pages No. 353–380, Copyright (2008), 
with permission from Elsevier
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As this volume attests, moral psychology is richly multifaceted and ripe for 
exploration by a diverse set of disciplines and methods. This is part of what makes 
it such an exciting enterprise—it operates at different levels of analysis, each of 
which interacts in complex ways. I tried here to delineate three levels of what I’ve 
called the moral system—this is less a theoretical proposal than a framework for 
beginning to define a research agenda for a complicated and vital field. Studying 
any biological phenomenon is incomplete without considering it at several levels of 
analysis. Studying cells would be meaningless without understanding the organisms 
they compose, and studying organisms would be meaningless without understand-
ing their ecosystems. By combining insights and techniques from different disci-
plines to better understand moral psychology at all its levels, we can begin to sketch 
with greater detail the system that defines so much of human life.

Fig. 6 Hypothesized model of the neural network underlying third-party punishment intuitions. 
Buckholtz and Marois (2012a) suggest that the medial prefrontal cortex (mPFC) may integrate the 
TPJ’s representations of an actor’s intent with the amygdala’s emotional representation of the 
harm. The dorsolateral prefrontal cortex (DLPFC) may then precipitate a specific response after 
integrating the mPFC’s representation with a representation of the range of potential responses 
from the intraparietal sulcus (IPS). While these types of models illustrate the major network nodes 
potentially involved in the representations of different information, in reality, each representation 
likely implicates a more complex and distributed network of neurons. Reprinted from Nature 
Neuroscience, Vol. 15, Joshua W.  Buckholtz and René Marois, The roots of modern justice: 
Cognitive and neural foundations of social norms and their enforcement, Pages No. 655–661, 
Copyright (2012), with permission from Macmillan Publishers Ltd
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 Conceptualizing Moral Psychology in Political Science

In his January 2016 State of the Union Address, President Obama used the phrase 
“it’s the right thing to do” four times. For example, he states, “And I will keep 
pushing for progress on the work that I believe still needs to be done. Fixing a 
broken immigration system. Protecting our kids from gun violence. Equal pay for 
equal work. Paid leave. Raising the minimum wage. All these things still matter to 
hardworking families. They’re still the right thing to do. And I won't let up until 
they get done” (Obama 2016).1 Later in the speech he remarks, “Providing two 
years of community college at no cost for every responsible student is one of the 
best ways to do that [reduce student loan payments], and I’m going to keep fighting 
to get that started this year. It’s the right thing to do” (Obama 2016). He goes on, 
“When we help African countries feed their people and care for the sick—it’s the 
right thing to do, and it prevents the next pandemic from reaching our shores” 
(Obama 2016). By framing his arguments in this way, he is sending a strong signal 
to the public that these initiatives are informed by moral commitments, and he is 
attempting to moralize his stance on the issues. Obama’s use of moral language to 
justify policy goals is not specific to him; other political elites do the same. The 
study of morality in political science and political psychology attempts to explain 
how morality affects the political process and the behavior of individuals, includ-
ing the public and political elites.

1 Italics added for emphasis in all quotations from President Obama.
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The vast majority of political science literature on morality has focused on 
morality policy and its uniqueness (see discussion below). However, recent work 
within the political psychology and political behavior literatures has started to focus 
on the role of moral psychology in areas such as belief formation, candidate evalu-
ation, and civic engagement. Much of this research is theoretically interesting 
because scholars argue that models of morality are inherent to individuals and 
derive from evolutionary traits passed down through generations. In other words, 
one’s moral foundations are a function of genetic traits that affect individual atti-
tudes and behavior. Such traits have been used to explain voter turnout (Fowler and 
Dawes 2008), political orientations such as party identification (Funk et al. 2013), 
and political behavior more generally (Alford and Hibbing 2004).2 The theoretical 
foundations for the evolutionary basis of moral commitments are discussed in later 
sections of this chapter and elsewhere in the volume.

The research on moral psychology can be applied by emphasizing how morality 
is expressed through values. It is a well-known finding in political science that indi-
viduals do not have well-constructed attitude constraints in the form of an ideology 
(Campbell et  al. 1960; Converse 1964). A large number of people are unable to 
define what it means to be liberal or conservative. Recent research has demonstrated 
that attitude structure along ideological lines may be strengthening. This means that 
individual political attitudes become more consistent across attitude objects (such 
as governmental policy and policymakers) with respect to underlying evaluations of 
those attitude objects. Attitude-object evaluation occurs by reference to an ideologi-
cal orientation, rooted in values. Values in this context refer to how citizens view 
their political world. Thus, they provide a cognitive “lens” with which to assess 
abstract political concepts such as “government” itself or to appraise concrete gov-
ernmental choices such as public policy. Political ideology creates consistent evalu-
ative standards for attitude objects—to help individuals discern how they think 
about the political environment. Defined succinctly, a political ideology is a com-
prehensive political orientation that allows individuals to assess political phenom-
ena by reference to assumptions about the proper role of government in society and 
the economy.

Lewis-Beck et al. (2008) find tentative evidence that citizens’ responses “seem to 
be connected to more fundamental value orientations. An optimistic interpretation 
of these findings would be that citizens actually display a capacity for fairly sophis-
ticated political reasoning...” (pp. 233–234). However, they also acknowledge that 
the evidence is not highly compelling and that, “there seems to be little in the way 
of broad ideology, of a type that would join together an individual's response to 
disparate issues” (p.  234). Political scientists use a fair amount of caution when 
discussing the existence of mass political ideology because an enormous amount of 

2 See Shultziner (2013) for the main points of disagreement with the methodology and the interpre-
tation of the results in various studies that argue for the evolutionary/genetic approach to political 
behavior—specifically, a criticism of the commonly used twin studies.
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evidence exists that a small subsection of national populations—around 21% in the 
United States and Great Britain and 34% in West Germany—use ideological con-
cepts to evaluate political parties (Dalton 2002; Feldman 2003). However, evidence 
does suggest that values are important for political attitudes.

The values individuals hold are relatively few in number when compared to indi-
vidual attitudes. These values can provide the basis for reducing the complexity of 
political judgments and creating consistency among attitudes, operating in a similar 
way to political ideology (Feldman 2003). For example, if an individual values the 
concept of equal opportunity,3 they are more likely to support government policies 
designed to make certain choices (such as employment and education) accessible to 
the public. Valuing equal opportunity helps individuals assess different governmen-
tal policies, while remaining more consistent in the support they provide to a range 
of policies. Political attitudes may be structured by values, and these values exist 
within greater systems and form the underlying foundation for broader ideologies. 
Rokeach (1973) defined a value as “an enduring belief that a specific mode of con-
duct or end-state of existence is personally or socially preferable to an opposite or 
converse mode of conduct or end-state of existence” (p. 5). A value system is thus 
an enduring organization of beliefs concerning preferable modes of conduct or end 
states. In this way, morality and moral conviction may be an outgrowth of individual 
value systems, with some of them forming along ideological lines. As we move 
through the various branches of literature, it is important to remember that, while 
polarization is increasing in the United States and elsewhere, strongly formed ideo-
logical belief systems exist for a small group of actively engaged and informed 
citizens.

In the final section of this chapter, we will return to the idea of the democratic 
citizen and posit a link between the concepts of moral conviction, elite influence, 
and political discourse. We contend that elite frames and cues, or the ways in which 
elites emphasize certain components of events and in so doing provide information 
to individuals,4 can mobilize large segments of people by using moral language, 

3 The concept of equality of opportunity is a political idea which is opposed to a strict immobile 
caste hierarchy but not necessarily social hierarchy in the general sense. The assumption is that 
there is some social hierarchy based on desirable and undesirable traits that one is born into. 
However, when a society values equality of opportunity, there exists some competitive process of 
social mobility, where all members of society are eligible to compete on equal terms. Thus, those 
that value equality of opportunity will be more likely to support open access to certain factors 
which increase one’s ability to move along the social ladder (e.g., education).
4 The literature on political frames and cues is extensive. Political frames involve the social con-
struction of some phenomenon, which emphasizes a certain interpretation. For example, the word 
“welfare” carries a different frame than the phrase “aid to poor children.” Framing issues in differ-
ent ways can help elites and the media elicit specific perspectives from their audience. Political 
cues from elites provide cognitive heuristics, which simplifies the decision-making process. For 
example, a citizen might not know much about tax policy, but they know that their political party 
supports tax cuts. This small piece of information—or cue—helps the citizen to take a stance on 
taxes without conducting much research. Party identification is one of the most influential and 
important cues citizens have to help make decisions on candidates when possessing low 
information.
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particularly those who are not well informed or politically active. Because the acti-
vation of moral conviction mobilizes individuals via intuitive moral judgments, and 
such judgments are seen as universal and sui generis for the individuals possessing 
them, this may have tragic consequences for political discourse in democracies 
where a presumption exists for rational, reasoned debate focused on negotiation and 
compromise in dealing with political conflict.

The next section will engage with the morality politics literature, while the fol-
lowing sections will shift from the realm of the polity to the realm of individual 
moral conviction and its behavioral consequences. The chapter will end by making 
the argument that, while moral conviction tends to increase political participation, it 
also increases political polarization and inhibits political discourse, a potentially 
tragic outcome for modern democratic societies.

 Morality Policy and Politics

Scholars studying contemporary public policy have noted the prevalence of what 
have been termed morality policies. This policy type is typically defined by refer-
ence to conflicts over basic moral values or first principles (Mooney and Schuldt 
2008; Mooney 1999; Mooney and Lee 1995; Mucciaroni 2011; Haider-Markel and 
Meier 1996; Haider-Markel 1999; Norrander and Wilcox 1999; Smith 1999). Actors 
advocate for their respective moral values and seek to have their moral values 
reflected in public policy (Meier 1999). Scholarship in the study of morality policy 
tends to focus on policies that engender moral conflict of the type mentioned above. 
Thus, scholars have focused their analyses on pornography policies (Smith 1999), 
U.S. state-level abortion policy (Mooney and Lee 1995; Norrander and Wilcox 1999), 
drug and alcohol policy (Meier 1994), gay and lesbian rights (Haider-Markel and 
Meier 1996), and the death penalty (Mooney 2000). In these studies, scholars note 
that morality policy advocacy begins with the use of frames, which employ moral 
concepts, such as equating certain behaviors or choices with sin (Haider-Markel and 
Meier 1996; Meier 1999). Given this definition of what constitutes morality policy, 
it is important to note that public policies are not intrinsically moral or nonmoral. 
Instead, morality policies depend on how they are framed (Schuldt 2008: 200). Put 
differently, morality policies are not defined by the substantive subject of the policy, 
but how actors attempt to portray the policy as focused on (im)moral behavior. 
Thus, defining morality policy this way allows scholars to focus on the politics sur-
rounding the creation of morality policy.

Scholarship on morality policy consistently notes the unique political dynam-
ics that define conflicts over the creation of morality policy. Generally, morality 
politics is defined by a lack of compromise in policy debate (Meier 1999; Mooney 
and Schuldt 2008); an inability for policy experts to take advantage of their 
expertise to moderate policy outcomes (Meier 1999); issues that are technically 
simple, highly salient, and easy (Carmines and Stimson 1980; Mooney and 
Schuldt 2008; Haider- Markel 1999); greater participation in the policy debate by 
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citizens and elected  officials, and a corresponding decrease in the influence 
wielded by interest groups (and policy bureaucrats) engaged in the policy process 
(Haider-Markel 1999, but see Haider-Markel and Meier 1996); and responsive-
ness of elected officials’ policy choices to (perceived) public opinion (Norrander 
and Wilcox 1999; Mooney and Schuldt 2008). Therefore, the politics generated 
by morality policy is argued to be qualitatively different from the politics gener-
ated by other nonmoral policies. Traditionally, such “nonmoral” policies would 
include regulations designed to enhance market competition, to maintain indus-
trial safety of workers, and macroeconomic policy. These policies are not techni-
cally simple nor highly salient. In addition, widespread public participation in 
debates about these policies is typically not the norm. Because these policies 
historically do not involve basic moral value conflicts, their politics is different 
from policies defined as “moral.” It is generally assumed that the unique politics 
of morality policy comes from the underlying moral value conflicts animating 
such policies (Mooney and Schuldt 2008; Meier 1999).

An additional interesting political characteristic of morality politics is the degree 
to which policymakers rarely, if ever, support the behaviors and choices morality 
policies are designed to address (Meier 1999: 683). Policymakers do not support sin 
politically for two reasons. First, there is reason to believe that policymakers over-
estimate the demand for regulating sin or immoral behavior. Since policymakers 
rely on public (and not private) information regarding individuals’ attitudes and 
acceptance of sinful behavior, they have a tendency to believe that the public sup-
ports being “tough on sin” when in fact the public (given its private behavior) is less 
supportive of such policies (Meier 1999: 683). Second, the political environment 
and debate surrounding morality policy adoption is one defined by conflicts over 
basic moral values. In this context, compromise on the part of policymakers regard-
ing sin gives the impression that the moral values at stake in the policy are not basic 
and that there can be trade-offs between, say, the costs of the proposed policy and 
moral values. Policymakers in this context could be perceived as weak or, by some 
policy advocates, as morally suspect. The consequences of these dynamics can be 
public policies that are more punitive and costly, without producing a corresponding 
decline or reduction in sinful behavior or choices given the costs of the policy. In 
other words, the political dynamics of morality politics can produce public policies 
that will be expensive failures (Meier 1999). This is so because instrumental consid-
erations associated with the policy (such as its social costs or ability to address sin-
ful behavior) are discounted given the (assumed) political necessity to address sin. 
The costs or effectiveness of the policy addressing sin becomes secondary and, in 
some cases, peripheral, leading to policies that can be very costly but produce con-
sequences that do not correspond to the costs borne by society to achieve them. For 
example, the so-called War on Drugs in the United States fits this discussion well. 
Despite significant governmental resources devoted to addressing the sale, produc-
tion, and consumption of illicit drugs, it is not clear that corresponding declines in 
these activities/behaviors have resulted or that the private behavior of citizens (such 
as demand for illicit drugs) has changed significantly (Meier 1999). The same was 
true for Prohibition and the Eighteenth Amendment. Rather than eliminate the 
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 consumption of alcohol, the policy created a string of bootlegging, trafficking, and 
organized crime centered on the black market for alcohol and was repealed with the 
Twenty-First Amendment (Hall 2010). Both the War on Drugs and Prohibition are 
examples of expensive and costly failures. A 2012 New York Times report estimated 
that the War on Drugs cost the United States between $20 and $25 billion a year 
over the last decade (Porter 2012). Even with all that money spent, according to the 
same article referencing the Drug Enforcement Administration, a gram of pure 
cocaine is 74% cheaper than it was 30 years prior. According to historian Michael 
Lerner, Prohibition cost the federal government a total of $11 billion in lost tax 
revenue while costing over $300 million to enforce (Lerner 2008).5 Even with the 
high cost and failure of these policies, elites may take on these issues because of the 
strategic value they have for mobilizing certain voters with high moral conviction 
over certain issues.

In some studies, scholars make clear that policy affects politics, drawing from 
early work by Lowi (1964, 1972). The classic example is where a policy designed 
to distribute resources (such as projects for policymaker constituencies) generates 
support among policymakers since they benefit from the political support that comes 
from those who receive the resources. Thus, the policy produces predictable politi-
cal outcomes. In other words, politicians pursue policies that they know will benefit 
them politically, such as political pork secured for their constituencies. In this case, 
the policy pursued increased the politician’s likelihood of reelection in the next 
election cycle—otherwise they may not have pursued the same policy pathway. 
However, in other studies, the policy-politics relationship is less clear. Indeed, one 
of the areas that scholars in morality policy continue to debate is how to classify 
morality policies (Mooney and Schuldt 2008; Mucciaroni 2011). This ongoing 
debate by scholars who study morality policy (and its politics) is important because 
there are some who suggest that morality policies can be fit into existing policy 
typologies if such policies can be usefully thought of as redistributive (Meier 1999; 
Haider-Markel 1999). The basic thesis is that morality policies attempt to redistrib-
ute values in society, and such policy consequences privilege some values over oth-
ers (Meier 1999). The redistributive nature of morality policies helps to explain the 
unique politics of such policies, although the explanation focuses more on the high 
salience of the policies and a partisan source of policy conflict, which accounts for 
the higher participation in such policy debates by citizens and elected officials 
(Meier 1999). In other words, some scholars have suggested that morality policies 
and their politics are subsumed under already existing policy types.

The focus on the politics of morality policy allows scholars to emphasize the 
framing of morality policy issues as those which involve basic assertions of right 
and wrong or deontological moral reasoning (for a review, see Mucciaroni 2011; 
Ryan 2014). There is an assumption made by scholars that if policy issues are 
framed as moral, policy advocates can be successful in removing discussion about 
the instrumental considerations of a policy (Meier 1999). The removal of these 

5 Accounting for inflation and using 1930s dollars, this amounts to over four billion 2016 dollars.
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 considerations is relevant and important given the tendency of nonmoral policy 
debate to focus on the costs and benefits of policy, how effective the policy will be 
at addressing a social problem, and the trade-offs involved in creating policies, 
which may benefit some, but not all, members of a society. The result of focusing on 
instrumental considerations in policy adoption may be to moderate any policy 
adopted and to promote an incrementalism in policy change over time. If policy 
advocates frame morality policy in moral terms, it is much more difficult to consider 
instrumental factors in policy adoption and implementation. Once a policy is moral, 
traditional cost-benefit analyses of the policy become less relevant, as it is difficult 
in the policy process to assess the costs or benefits of immoral behavior. This can 
lead to punitive policies that underestimate the costs to implement them, while over-
estimating the benefits of them. The problematic consequences of framing policies 
as moral are also due to increased conflict and interest such policies generate in the 
public, reducing the ability of policymakers to compromise and evaluate the costs 
and benefits of policy. For example, the tough on crime frame in the 1980s and 
1990s led to harsher prison sentences for drug possession, leading to overcrowded 
prisons.

The theoretical significance of framing to produce a “morality policy” is that the 
politics of morality policy is strategic, where actors employ frames in their policy 
advocacy to define the contours of policy to the benefit of their own goals and inter-
ests (Mucciaroni 2011). While these goals and interests may be nonmaterial (e.g. 
“values” or “principles”), scholars of morality policy recognize that strategic fram-
ing occurs in the context of moralized political conflict. If strategic framing occurs 
in policy debates through moral argumentation, scholars must be more diligent in 
addressing (a) the type of frame used by policy advocates and (b) the strategic goals 
served by utilizing certain frames (and not others). A theoretical and empirical focus 
on these components of morality politics enables morality policy scholars to better 
explain policy outcomes by reference to actors seeking to secure their own goals.

A final area of interest in the study of morality policy concerns what is a morality 
policy versus a nonmorality policy. Some scholars posit that so long as one policy 
advocate frames their advocacy in moral terms, the resulting policy debate (and 
policy) is moral. Thus, the absence of moralized frames by policy advocates would 
distinguish between moral and nonmoral policies (Haider-Markel and Meier 1996). 
Other scholars focus on the presence of moral value conflict or conflicts over first 
principles as the defining trait of what counts as a morality policy (Mooney 2001; 
Mucciaroni 2011). Thus, nonmorality policies are those that do not involve conflicts 
over moral values or first principles. The necessity to define what is and is not a 
morality policy is critical for specifying what morality scholars are attempting to 
explain. Some scholars have pointed out that the current definition of what is a 
morality policy focuses too much on personal conduct, thereby significantly limit-
ing what counts as a morality policy (Mucciaroni 2011).6 Conceivably, policies that 

6 The typical personal conduct could include use of sexually explicit materials such as pornogra-
phy, the purchase or use of recreational illicit drugs, the decision to terminate a pregnancy (abor-
tion), and the decision of whether an individual will end their life due to a terminal illness (so-called 
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focus on behavior and choices that are not personal conduct could be construed as 
involving conflicts over moral values, such as policy debates regarding the fairness 
of the U.S. tax code. Morality policy scholars’ conceptual definitions of a morality 
policy tend to overlook how morality vs. nonmorality policy can be distinguished 
by reference to the use of deontological moral frames (morality policy) vs. instru-
mentally rational frames (nonmorality policy). It is of course possible that policy 
advocates could incorporate deontological moral frames and instrumentally rational 
frames in their advocacy, depending upon what strategic goals they seek to achieve. 
The explicit use of deontological moral frames defines the boundaries of what is 
considered moral vs. nonmoral policy. Thus, it is how policy advocates employ 
these frames that helps to distinguish morality and nonmorality policy, not whether 
policy advocates engage in debate regarding first principles (Mucciaroni 2011).

Scholarship on morality policy does not directly address moral psychology as 
such in attempting to explain the creation and adoption of morality policies. Indeed, 
most studies of morality policy use policy as the unit of analysis and do not attempt 
to address individual-level factors that may affect the adoption of morality policies 
(for an exception, see Haider-Markel 1999). Yet, it is clear that scholars studying 
morality policy recognize that actors involved in advocating for morality policies do 
begin such advocacy from a set of moral values or principles, which motivate them 
to be active in the public policy process. Scholars in morality policy have yet to 
integrate the insights from other work in political science that starts from a theoreti-
cal argument explicating why individuals may think politically in moral terms and 
how morality structures their opinions and political behavior (Ryan 2014). It may be 
the case that morality policy scholars, given their unit of analysis, have difficulty 
taking advantage of the work done on the psychology of morality. Yet, it is striking 
how the predictions generated by scholarly work on the psychology of morality in 
political science at the individual-level match (albeit at a different level of analysis) 
the empirical predictions and results of morality policy scholars. The next section 
will discuss the interplay between emotions, moral psychology, and individual 
attitudes, moving the discussion from policy to individual behavior.

 Emotions and Morality: Attitudinal and Behavioral 
Consequences in Politics

Scholarship in psychology and political science has consistently argued, and empir-
ically demonstrated, that emotions can have an effect on individual political atti-
tudes and behavior (Skitka et  al. 2005; Skitka and Wisneski 2011; Skitka and 
Bauman 2008; Peterson 2010; Brader 2006, 2012; Marcus et al. 2000; Marcus et al. 
2011; MacKuen et al. 2007; Wisneski and Skitka 2017). Scholars studying the rela-
tionship between emotions and political attitudes and behavior traditionally have 
assumed that individuals’ responses to stimuli are affective, and such responses are 
defined by their valence, whether individuals appraise stimuli as positive or negative 

“right to die” decisions). This list is representative but certainly not exhaustive.

N.P. Nicoletti and W.K. Delehanty



89

(Brader 2006). Examples of stimuli used to study affective responses include music 
(by varying the tone, pitch, or volume) and images of smiling, laughing versus cry-
ing, and screaming children (to induce affective responses such as joy versus sad-
ness or fear). The literature connecting emotions and political behavior shows that 
the use of emotional audiovisual cues in conjunction with valenced scripts produces 
effects on individual political interest and participation (Brader 2006: 86).

For example, scholars have demonstrated that when individuals are shown cam-
paign advertisements, where the message of the advertisement corresponds to the 
audiovisual cues of the advertisement, varying the audiovisual cues to induce joy or 
anger produces predictable political responses. These responses include those expe-
riencing joy to show greater interest in the advertisement and the candidate depicted 
in the advertisement (Brader 2006). More tellingly, when anger is experienced, 
those viewing the advertisements report being more likely to vote for the candidate 
depicted as addressing (not causing) the source of the viewer’s anger (Brader 2006). 
The behavioral and physiological responses of individuals to affective appraisals of 
the environment defines the degree of arousal induced by the emotional appraisal 
(Brader 2006). The focus on behavior as indicating degree of arousal provided an 
early attempt to link affective arousal to changes in individuals’ reactions to envi-
ronmental change. Early scholarship in psychology assumed that emotional 
responses by individuals to stimuli could be studied by reference to the valence of 
the response and the degree of arousal induced by the response. More recently, 
scholars in psychology and political science have focused on specific emotions, 
rather than attempting to classify emotions by reference to their valence and arousal. 
This scholarship argues that specific emotions (such as anger, anxiety, and enthusi-
asm) have distinct origins as well as unique political consequences for attitudes and 
behavior (Brader 2006; Marcus et al. 2000, 2011; MacKuen et al. 2007; Peterson 
2010).7 Thus, scholarship that is more recent tends to focus on how discrete emo-
tions affect individual processing of political information and the consequences of 
this information processing for political attitudes and behavior. Such a focus is 
important, for it suggests that the specific emotions individuals experience condition 
how they view political issues, candidates, and their political environments. For 
example, Wisneski and Skitka (2017) have demonstrated that moral conviction over 
abortion increased when the emotion of disgust was elicited prior to attitude mea-
surement; however, the emotion of disgust was policy-relevant (abortion-related 
images) and participants needed to be consciously aware of the emotional cue.

It is important to note that this line of scholarship has shown that individuals can 
experience emotional reactions to stimuli in their environment without cognitively 
appraising the stimuli inducing the emotional response, giving rise to a literature in 
psychology stressing how emotional reactions to stimuli are preconscious, and 
therefore operate to alter attitudes and behavior without individuals being con-
sciously aware of such processes (for a review of this literature, see Brader 2006). 

7 The specific emotions listed have their origins in how individuals appraise their environment, and 
a number of scholars address their origins. Thus, anger originates from the affective appraisal that 
others are thwarting individuals’ goals, anxiety originates from uncertainty regarding environmen-
tal change, and joy typically arises when individuals can pursue their goals in an environment with 
markedly less uncertainty or risk.

(Im)Morality in Political Discourse?: The Effects of Moral Psychology in Politics



90

Individuals do experience emotional reactions, most notably in the form of feelings 
associated with them. However, experiencing emotions through feelings does not 
preclude the possibility that emotions trigger physiological responses not “felt” by 
the individual. Put differently, individuals can feel emotional reactions, but not feel-
ing an emotional reaction to stimuli does not mean such a reaction has not occurred. 
Moreover, these emotional responses can help to reinforce the attitudes that initially 
produced the emotional reaction. Scholarship in psychology emphasizes the impor-
tant connection between cognition and emotion, and there is a lively debate about 
how (and in what ways) cognition and emotion work together to produce individual 
attitudes and behavior (Zajonc 1980; Damasio 1994; Lazarus 1981). Thus, while 
work in political science emphasizes the automaticity associated with emotional 
reactions to environmental stimuli, this does not preclude the possibility of con-
scious, cognitive activity operating in conjunction with emotional reactions to 
stimuli.

This argument assumes a measure of automaticity to the operation of emotions 
in facilitating information processing by individuals in their environment. The auto-
matic operation of affective appraisal of the environment is understood to be largely 
functional and rational in that emotions help to reduce the costs of processing infor-
mation, and they induce a range of decision-making strategies on the part of indi-
viduals, given environmental stimuli and how individuals emotionally react to those 
stimuli (MacKuen et al. 2007). For example, the literature shows that when people 
experience joy, they are much less likely to reconsider prior political choices, 
including providing electoral support to candidates associated with the political 
party they identify with (Brader 2006: 118–126). The practical consequence is that 
prior political choices are not subject to reevaluation, even if new information in the 
environment challenges their prior choices.

Some scholarship in political science dealing with emotions and politics borrows 
theoretically from psychology to argue that emotions allow individuals to respond to 
information from their immediate environment and to alter behavior in light of that 
information as it is appraised via emotion and cognition (Brader 2006). Emotions work 
alongside and together with cognition to allow individuals to appraise the consequences 
of their environments for their own well-being and goals and to prepare for changes in 
behavior based upon changes in their immediate environments.  Environmental infor-
mation is more quickly processed via emotions, but appraisal of that information occurs 
simultaneously as affective responses are created. Without emotions, individuals would 
have to appraise all incoming stimuli information cognitively, severely reducing the 
capacity of individuals to respond quickly to environmental change. In other words, 
emotions are critical for information processing and appraisal in light of individuals’ 
goals. However, recent research has shown that for certain emotions, such as disgust, 
changes in reported moral conviction over the issue of abortion required policy-specific 
cues and conscious awareness (Wisneski and Skitka 2017).

Emotions serve as a motivational cue or resource for activity (Skitka et al. 2005; 
Peterson 2010). Once individuals appraise their environment (either consciously or 
not), an emotional response helps to prepare the individual for a behavioral change 
(if necessary). Specific emotions generate different cognitive and/or physiological 
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states of arousal. For example, the emotion of enthusiasm tends to reduce the moti-
vation to acquire new information and reduce the cognitive effort individuals expend 
to evaluate information (Brader 2006). Individuals are more confident in their judg-
ments and discount the role new information may play in their current decisions 
(Brader 2012). Enthusiasm does generally motivate activity (in order to pursue 
one’s goals), and in politics, this can translate into greater political participation via 
voting and other mechanisms of political activity (Brader 2012). Fear and anxiety 
have the effect of inducing greater attentiveness to information and can induce the 
desire to acquire more information, particularly as related to the source of fear or 
anxiety (Brader 2012). Fear and anxiety reduce risk-taking behavior in individuals 
experiencing these emotions, with a corresponding tendency to engage in effortful, 
cognitive processing of information to evaluate alternative courses of action. In 
politics, this translates into individuals deviating from “habitual” political choices 
based on predispositions, such as partisanship (MacKuen et al. 2007), and seeking 
political information, even when the content of it may be in conflict with their pre-
existing political predispositions such as partisanship and ideology. Fear and anxi-
ety do not generally motivate political action per se, but rather induce greater 
awareness of the political environment, which can change political choices of indi-
viduals, as they are more inclined to reevaluate long-standing, habitual choices in 
politics (MacKuen et al. 2007). Finally, anger tends to reduce effortful, cognitive 
processing of information, invokes punitive reactions to the perceived source of 
anger, and tends to dramatically increase political activity, whether in electoral con-
texts or elsewhere, relative to enthusiasm and fear (Brader 2012). Anger operates in 
a similar way cognitively as enthusiasm in that individuals who are angry tend to 
rely on habitual reactions to stimuli, such as candidate appeals for voter support, the 
presentation of political information (candidate or issue focused) in the mass media, 
and arguments proposed by opponents and proponents of government policies. 
Politically, this means that anger reduces the tendency for individuals to deviate 
from long-standing political choices induced by political predispositions such as 
partisanship and to decrease the acquisition of political information that is in conflict 
with long-standing political commitments (Brader 2012).

The work done by scholars who analyze the effects of specific, discrete emotions 
on political attitudes and behavior can be used to understand how moral psychology 
affects the structure of attitudes and the political consequences of attitudes, which 
are defined by reference to their being moral. Psychologists have developed a line 
of research which posits the existence of morally convicted attitudes (Skitka et al. 
2005; Skitka and Bauman 2008; Skitka 2010; Skitka and Wisneski 2011). These 
attitudes are strong in the sense that they are important to those individuals who 
hold them. In addition, these attitudes are often extreme and held with certainty. 
They can also play a central role in conditioning how individuals evaluate attitude 
objects (Skitka et al. 2005). Not all strong attitudes are morally convicted attitudes, 
but morally convicted attitudes share certain structural characteristics with other 
strong attitudes. This distinction is critical, for scholars argue that morally convicted 
attitudes are defined by a set of basic characteristics that differentiate them from 
other nonmoral but strong attitudes.
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First, in some studies, morally convicted attitudes seem to be self-evident to those 
who hold them, and when pressed by researchers in experimental settings to explain 
why an attitude object is wrong or bad, many people have a difficult time articulating 
reasons for their judgments (Haidt 2001).8 Haidt’s model does allow for the possibil-
ity that emotions condition the intuitive moral judgments of individuals. Thus, it is 
possible that the emotional reaction to an attitude object as good or bad conditions 
how an individual comes to a moral judgment regarding that attitude object. The self-
evident nature of moral judgment (or the difficulty individuals have in producing 
reasons for their judgments) derives from the speed with which emotional evaluation 
of stimuli occurs. This quick evaluation reduces the possibility that they can recall 
the basis for their initial moral judgment (Haidt 2001: 819–820). Overall, it may be 
the case that to explain self-evident moral judgments, focusing on emotional evalua-
tion of attitude objects is needed. Secondly, morally convicted attitudes are seen as 
universal: the judgments made by individuals regarding what is good or bad are not 
culturally dependent. Individuals with these attitudes cannot imagine others (outside 
of their cultural or social contexts) disagreeing with their moral judgments, even if it 
is known that others do disagree. In other words, individuals with these attitudes have 
a difficult time understanding moral judgments different from their own precisely 
because they assume their judgments are true. While scholars have noted that moral 
judgments vary across societies and cultures in reference to what is subject to moral 
praise or blame, they suggest also that the use of moral judgments to evaluate behav-
ior or beliefs of individuals in their societies occurs across human cultures and soci-
eties, presumably due to the role moral judgments play in maintaining social order 
(Skitka and Bauman 2008). Thus, the universal tendency of human societies to create 
and maintain moral judgments can be linked to the proposition that people experi-
ence morally convicted attitudes as universals that cannot be violated or doubted, 
with the caveat that the focus of these attitudes will vary considerably across social 
and cultural contexts. Finally, morally convicted attitudes generate emotional 
responses to stimuli that are qualitatively different from the emotional reactions gen-
erated by other strong attitudes (Skitka and Bauman 2008; Skitka et al. 2005).

8 In Haidt’s experiments, the purpose was to design a situation that elicits an intuitive response, but 
they are constructed in such a way where logical or rational arguments against the actions in the 
vignette are harder to generate. For example, his most cited vignette reads: “Julie and Mark are 
brother and sister. They are traveling together in France on summer vacation from college. One 
night they are staying alone in a cabin near the beach. They decide that it would be interesting and 
fun if they tried making love. At the very least it would be a new experience for each of them. Julie 
was already taking birth control pills, but Mark uses a condom too, just to be safe. They both enjoy 
making love, but they decide not to do it again. They keep that night as a special secret, which 
makes them feel even closer to each other. What do you think about that, was it OK for them to 
make love?” (Haidt 2001, p. 814). Participants expressed an immediate repugnance to this story, 
overwhelmingly saying it was morally wrong for brother and sister to make love. However, when 
pressed to give some reasoning, they struggled because the story makes it clear no harm came of 
the action. Eventually, participants say something along the lines of, “I don’t know, I can’t explain 
it, I just know it’s wrong.” However, Haidt does not use overtly political or morally charged poli-
cies such as abortion or the death penalty. He takes this as evidence that individuals have intuitive 
reactions and then post hoc rationalize their opposition.
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It is important to note that the connection psychologists make between morally 
convicted attitudes and emotions parallels the relationships political scientists have 
uncovered linking emotion, political attitudes, and political behavior. It would seem 
that moral attitudes gain their significance for those who hold them because of the 
emotional response generated by them. This means that morally convicted attitudes 
are not, on their own, sufficient to induce changes in behavior. Instead, such atti-
tudes need the emotional reaction created by them to sustain changes in individual 
behavior. Put differently, emotions provide the motivation for individuals to engage 
in activities that sustain their morally convicted attitudes, particularly in circum-
stances where those attitudes are questioned or threatened by others in their envi-
ronment (Skitka et  al. 2005). It can be argued that emotions help individuals to 
defend their moral judgments against threats to them in their environment, further 
substantiating the claim made by psychologists and political scientists that emo-
tions help individuals to assess environmental information in light of their own 
goals and well-being. Morally convicted attitudes represent what an individual 
knows to be good or bad and moral or immoral. Thus, it is reasonable to argue that 
emotions motivate individuals to defend behavior related to their morally convicted 
attitudes (or impel corrections to behavior that violates their morally convicted atti-
tudes) given the relationship between these attitudes and more basic conceptions of 
good and bad that inform them.

It is also the case that this argument helps to explain the often intractable political 
conflicts surrounding moral issues in politics. To the degree that individuals hold 
morally convicted attitudes regarding certain attitude objects (issues, candidates, or 
public policies), individuals are likely to experience significant emotional responses 
when governments threaten the underlying moral judgments of good and bad that 
inform these attitudes. These emotional responses can motivate political activity 
oriented toward the removal of the threat, and since emotional responses help indi-
viduals to maintain a sense of well-being given environmental change, it is much 
less likely that compromise and negotiation can mitigate or reduce these conflicts. 
If individuals feel threatened, compromise and negotiation do not immediately 
reduce the feeling of threat; they may actually delay resolution of the threat by mak-
ing individuals think through and consider the source of the threat, how dangerous 
it is, and a proper response to the threat. A threat is a challenge to a person’s well- 
being, and the immediacy of this challenge may thwart attempts to prolong indi-
viduals’ responses to threats.

However, it is also critical to note that scholarship in political science empha-
sizes how emotional responses can be created or manipulated via framing to induce 
behavior (Brader 2006). Thus, while scholarship tends to focus on how such induced 
emotional responses can benefit some political actors at the expense of others, it is 
also possible that reframing political issues could be used to mitigate the emotion-
ally laden conflict surrounding moral questions in politics (Haidt 2001). For exam-
ple, by reframing the use of illicit drugs as one of personal choice and limits on 
governmental authority, the moral reaction to illicit drug use as an activity of per-
sonal conduct becomes a question of how far governments can extend their author-
ity into the personal private choices of individuals (Meier 1999).

(Im)Morality in Political Discourse?: The Effects of Moral Psychology in Politics



94

Finally, it is worth noting that the existing literature in psychology and political 
science begins with the assumption that emotional responses to environmental stim-
uli operate in tandem with cognitive information processing mechanisms to produce 
attitudes and affect behavior (Brader 2006). This assumption makes it extraordi-
narily difficult to discern if emotions give rise to attitudes or, rather, if attitudes 
evoke emotions. This distinction is relevant given work by psychologists who have 
found that cognitive information processing may occur after affective appraisal of 
the environment (Evans and Frankish 2009; Cushman et al. 2006; Haidt 2001). For 
example, Cushman et al. (2006) use an experiment to put both the conscious and 
intuitive reasoning hypotheses to empirical verification. In their study, Cushman 
et al. (2006: 1083) looked at the morality of three different harm principles:

 1. The action principle: Harm caused by action is morally worse than equivalent 
harm caused by omission.

 2. The intention principle: Harm intended as the means to a goal is morally worse 
than equivalent harm foreseen as the side effect of a goal.

 3. The contact principle: Using physical contact to cause harm to a victim is mor-
ally worse than causing equivalent harm to a victim without using physical 
contact.

After reading a series of vignettes, which focused on trade-offs for life and 
death,9 participants were asked to rate the protagonist’s harmful action on a scale 
from 1 to 7, where 1 equaled “forbidden,” 4 equaled “permissible,” and 7 equaled 
“obligatory.” The participants where then asked to justify their patterns of responses, 
similar to Kohlberg’s (1969) studies. The authors hypothesized that intuitive 
responses would be accompanied by insufficient or failed justifications, whereas 
conscious responses would be those that articulated the principles used in the judg-
ments—which also aligns with Haidt’s (2001) methodology. The results were mixed 
as the authors found that in the case of the action principle, justifications were suf-
ficient, while the results for the intention principle were much more conducive to 
the intuitionist model. The results for the contact principle were somewhat interme-
diary as subjects were typically able to articulate the relevant principle used but 
were relatively unwilling to endorse it as morally valid. As the authors note, the 
results demonstrate “that while conscious reasoning was available for a large major-
ity of subjects, others are not available and appear to operate in intuitive processes” 
(Cushman et  al. 2006: 1087). While there is still much debate surrounding the 
 rationalist model of Kohlberg (1969) and the intuitionist model of Haidt (2001), 
there does seem to be evidence of both processes in the experimental setting.

If emotions give rise to attitudes, then scholarship focusing on intuitionist 
approaches to moral judgment provides a reasonable explanation for the formation 

9 One example from the study is the vignette for the action principle. The vignette for the action 
principle read as follows: “Evan” (action, intended harm, no contact)—Is it permissible for Evan 
to pull a lever that drops a man off a footbridge and in front of a moving boxcar in order to cause 
the man to fall and be hit by the boxcar, thereby slowing it and saving five people ahead on the 
tracks? (Cushman et al. 2006, p. 1083).
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of attitudes by emphasizing the automatic, nonconscious ways in which environ-
mental stimuli induce emotional responses leading to verbalized moral judgments 
and attitudes (Haidt 2001). If, however, attitudes evoke emotions, it would seem that 
rationalist models of moral judgment provide a reasonable account regarding the 
formation of attitudes by emphasizing how cognition processes information to pro-
duce judgments, with emotions motivating individuals to engage in activities 
designed to sustain and protect their moral judgments.

 Theoretical Approaches to Moral Psychology and Political 
Behavior

There are a growing number of scholars—primarily psychologists and political psy-
chologists—who take a different approach from the morality policy scholarship ref-
erenced above when discussing the role of morality in politics. Those studying 
moral judgment and reasoning use morality as an independent variable that drives 
decision-making over a variety of political activities and does not necessarily limit 
the role of morality to a subset of issues that tend to elicit different political reac-
tions from the citizenry. Unlike the morality policy literature, the moral reasoning 
literature sees morality as a dominant individual trait that can affect such actions as 
political participation, political opinion on a variety of issues, and even the willing-
ness to accept violent means to achieve a preferred end (Skitka 2010). It is also clear 
from this literature that moral conviction matters for more than a subset of political 
issues such as abortion, pornography, and gay marriage; moral reasoning at the 
individual level has been shown to influence opinion and behavior on a wide range 
of issues, including those issues traditionally thought of as economic issues, such as 
taxes and social security.

 The Rationalist Model of Morality

There have also been developments in the theoretical framework used to study 
moral reasoning. Jonathan Haidt (2001) outlines the customary rationalist model 
of moral reasoning and then argues it should be replaced by a modern social intu-
itionist approach based on an evolutionary psychology perspective. The rationalist 
approach stresses a priori reasoning to understand and internalize truths about the 
world. The process focuses on stages of reasoning and reflection, where the indi-
vidual weighs the issues before making a decision. Moral rationalism has been 
studied as a process of reasoning that involves deciding what to do in a certain 
circumstance.10 By studying how children reasoned over moral dilemmas, 

10 Kohlberg (1984) used a storytelling technique where he outlined a moral dilemma and then asked 
participants to make a judgment regarding what the characters should have done. For example, in 
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Kohlberg (1984) concluded that individuals can go through three stages of moral 
reasoning: (1) conventional reasoning, where moral standards were shaped by for-
mal rules and consequences; (2) conventional morality, where moral standards 
were internalized and group norms are primary; and (3) post-conventional moral-
ity, where morality evolves into a system of self-chosen principles. Not all indi-
viduals pass through all three stages, but those who do are making purposeful 
adjustments to their moral code. Emotional responses can play a role in these 
decisions, but they are not the direct cause of the final judgment (Kohlberg 1969; 
Piaget 1932; Turiel 1983). Also known as the cognitive constructivist model, indi-
viduals reason through their moral convictions in stages. There are occasions when 
one moral value is in conflict with another. Individuals must think through this 
dilemma to form a coherent, unified response about their own morality. Moreover, 
individuals continue to reason about their morality as they move through stages of 
development, with each stage replacing their previous stage’s moral reasoning 
with a more complex system. Higher stages encompass a wide range of moral 
problems (value conflicts) and generate more solutions to these problems (Emler 
2002). Generally, scholars have found that social order reasoning leads an indi-
vidual to adopt a more conservative moral framework, while principled reasoning 
lends itself to a more liberal worldview (Emler 2002). In social order reasoning, 
individuals are concerned with the wider rules of society and focused on preserv-
ing and obeying these rules to uphold the law. Principled reasoning involves the 
development of one’s own set of guiding principles, which may or may not fit with 
the law; for example, the belief in a principle of universal human rights that should 
be defended even if it goes against the norms and rules of society. These forms of 
reasoning are derived from Kohlberg’s (1984) stages of moral development.11

A similar type of behavior is also described by the rational choice literature in 
economics and political science, where human behavior is described by the maxi-
mization of utility, which is defined in terms of individual preferences over potential 
outcomes. The primary assumption of this perspective is often called homo eco-
nomicus or economic man.12 Early conceptions of rational man assumed that actors 

one story, a husband whose wife is terminally ill decides to steal a potentially lifesaving drug from 
a local chemist who is charging ten times more than the cost to make the drug. Even so, the hus-
band makes this decision only after he exhausts all options to buy the drug, including borrowing 
money from family members.
11 Specifically, social order reasoning is a subset of conventional morality (level 2), while princi-
pled reasoning is a subset of post-convention morality (level 3).
12 It is important to note that rationality is a simplifying assumption used in formal modeling, such 
as game theory. Mathematically, the assumption simply means that an actor has a set of prefer-
ences that do not cycle. People’s preferences generate a choice among alternatives such that one 
alternative is preferred to the others. More formally, when an actor is “rational” in the formal 
modeling literature, they have complete and transitive (acyclical) preferences. Completeness refers 
to the idea that, when given a set of preferences, the decision-maker knows the subset of available 
choices and knows which choices they prefer (or are indifferent between) for a given pairing. 
Transitivity requires that an actor have a preference order that does not cycle. For example, if 
A > B and B > C, then A > C must also hold. Rationality is essential for modeling purposeful 
behavior and should not be confused with reasonableness. An “unreasonable” action in one per-
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analyzed all possible outcomes and then proceeded to choose the one that maxi-
mized their own well-being (utility). This literature has evolved considerably with 
the differentiation between substantive and bounded rationality. Simon (1978, 1985) 
argued that actors are limited by the information they have, their cognitive abilities, 
and the amount of time in which to make a decision (the so-called cognitive miser 
model). This process involves actors constructing a simplified model of the real- 
world situation, which cuts down on the complexity and simplifies the decision. The 
actor then behaves rationally with respect to this simplified model. The construction 
of the simplified model is guided by perceiving, thinking, and learning. In many 
situations, cognitive heuristics are used to make decisions in complex environments. 
This is often called satisficing, and scholars have identified a number of cognitive 
heuristics for political decision-making and behavior such as partisanship (Campbell 
et al. 1960), trusted elite cues (Mondak 1993), and interest groups (Lupia 1994). As 
noted earlier, elite cues help citizens make decisions when they possess low infor-
mation. For example, a legislator who is a gun rights advocate may consider the 
National Rifle Association (NRA) an extremely trusted source. If the NRA has 
stated that they oppose a bill before the general assembly, this individual—without 
any additional information—may also oppose the bill because they trust the NRA’s 
stance. In this example, the NRA’s opposition to the bill is the relevant cue and oper-
ates as a cognitive heuristic (or shortcut) that the individual uses to make a decision 
without paying the cost of gathering additional information.

 Social Context Models

Another theoretical framework focuses on a social constructivist approach where 
moral reasoning is not an individual process as suggested by Kohlberg (1969, 1984) 
but rather is socially constructed and communicated. Emler (2002) calls this the 
sociogenetic model. Choice of political perspective is driven by value preferences 
and social influences, where distinctive patterns of moral reasoning are associated 
with comparing, contrasting, and communicating value preferences with others. 
Social influences help to generate political predispositions and solidify individual 
moral frameworks over time. Moreover, both liberals and conservatives have access 
to each other’s moral arguments and can accurately predict what the other side will 
argue in political discourse. Early social influences include parents, and children 
tend to adopt the political party of their parents later in life (Niemi and Jennings 
1991). Other scholars have shown that an individual’s social network and the people 
they talk to about politics are associated with voting behavior and party identifica-
tion (Huckfeldt and Sprague 1995). Citizens are interdependent and construct their 
preferences out of a complex interplay among local information environments, 

son’s mind is not necessarily an “irrational” action because no qualitative restrictions are placed on 
the decision-maker’s preferences; their “rationality” rests on the consistency of their decisions 
when faced with different choice sets.
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institutional and organizational contexts, and individual goals and motivations 
(Taber 2003). Under this framework, individuals will differ regarding cognitive 
sophistication, interest in politics, attentiveness, political knowledge, opinion range, 
and political participation. The social environment (social class, neighborhood, reli-
gious affiliation, etc.) and individual characteristics (race, education, age, partisan-
ship, etc.) interact to form an individual’s moral framework.

Although this model exists independently from the rationalist and intuitive mod-
els, it can coexist with both. The underlying argument is that—rather than being 
purely rationalist or intuitive—attitudes, values, and moral judgments are further 
impacted by social networks and the interplay between individuals in the greater 
social context. As individuals and groups communicate with and interact with others 
in a social context and exchange communications, their views can change and evolve. 
Political socialization is a great example of how social communication helps to mold 
one’s beliefs. It is well known in the political science literature that agents of social-
ization have a strong influence on one’s political orientation, with the family being 
the most important, followed by schools, peer groups, and the media (Sears and Levy 
2003). This argument also fits well with the social constructivist model of the policy 
process, where social constructions within society influence the selection of policy 
tools and can even help to legitimize policy choices (Schneider and Ingram 1993a, b).

 The Intuitionist Model

The social intuitionist model argues that moral intuition comes first and directly 
affects moral judgment. Any type of reasoning happens post hoc in an attempt to 
either justify the judgment of the individual or influence the attitudes of others. The 
research in this vein shows that when an individual is presented with a given situa-
tion that arouses morally relevant considerations, it elicits an intuition and a rather 
immediate judgment. This individual will then begin to post hoc reason as to why 
they made the judgment they did, and this reasoning is usually an attempt to influ-
ence another individual’s intuition, judgment, and subsequent reasoning (Haidt 
2001). This intuition, in ways similar to satisficing, acts as a cognitive heuristic that 
simplifies moral reasoning in an individual’s mind and allows them to make quick 
decisions about what is right and wrong, facilitating the pursuit of their political 
preferences. In other words, intuition allows individuals to make quick judgments 
about certain policy preferences without paying the costs of gathering large amounts 
of information, just as an endorsement from a trusted political elite helps individuals 
make judgments regarding candidates without amassing independent research.13

The question then becomes: From where do the intuitions come? Haidt (2012) 
and others (see Sidanius and Kurzban 2003, for a full treatment) argue that natural 
selection works both at the individual and the group level. Natural selection favors 
genes that will help individuals survive, but there is also a between-groups 

13 See Skitka et al. (in press) for a critique of the intuitionist model using both experimental and 
field study evidence.
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multilevel selection process where group-level adaptations assist with group sur-
vival. It is a common misconception that the evolutionary approach is an endorse-
ment of “nature” in the nature/nurture debate. Rather, natural selection and the 
evolutionary approach argue that evolution results in the gradual improvement of 
the functional fit between an organism and its environment. Every human behav-
ior is both culturally learned and biological in the sense that all behaviors have 
biological and genetic causes but are expressed in culturally specific ways.

Adaptations that enhance rates of reproduction (e.g., finding food, attracting 
mates, etc.) will spread. Genes are “selfish” in the sense that they only “care” about 
the rate at which they replicate relative to other genes (Dawkins 1976). However, 
there is debate as to what level natural selection operates on. Theories of multilevel 
selection have recently been used to explain how adaptations within individuals in 
groups have assisted with between-group conflict and major evolutionary transi-
tions (Wilson et al. 2008). The critique of multilevel selection is that “individuals 
within a group that carry mutations that cause them to benefit themselves at the 
expense of the group out-produce more cooperative members, leading ultimately to 
the replacement of cooperative types with selfish types” (Sidanius and Kurzban 
2003: 148). However, there may still be benefits to the group from these mutations. 
Group members will have a fitness impact on one another. If groups consist of both 
“altruistic” and “selfish” types, the selfish types will have an advantage, but groups 
with more altruistic types (acting in ways that benefit the group) will leave more 
descendants, in the aggregate, than groups with more selfish types. If the benefit 
from these altruistic types is large enough in terms of reproductive advantage, the 
frequency of these types can increase from one generation to the next (Sober and 
Wilson 1998; Sidanius and Kurzban 2003). This means that certain adaptations may 
be focused on fitness gains through coordinated and cooperative activity.

Morality is thus a series of partially innate intuitions which evolved from adapta-
tions that assisted with group survival. The causal driver behind modern day moral-
ity constructs is a hypersensitive agency detection mechanism (e.g., a sensitivity to 
strange noises in the dark) that helped human beings survive. Hypersensitivity to 
one’s surroundings, and to things like facial detection, had the effect of creating 
more false positives than false negatives. Early humans, equipped with both the 
hypersensitive agency detector and the cognitive ability to talk and reason began to 
share their perceptions and also develop causal logic for why these things happened. 
The groups that used these stories to develop moral communities were the ones that 
survived. For example, religion developed as a moral community with binding 
mechanisms for the group that also elicited commitments and helped overcome col-
lective action problems. Genes played an important role in the multilevel selection 
process. Different groups will develop different social norms to govern behavior, 
and these norms are then followed by everyone in the group. Some groups will have 
norms beneficial to the group as a whole, while others will have detrimental norms. 
Over time, the beneficial norms tend to spread because of the relative success of the 
cooperative norms. This cultural selection process is fundamentally driven by indi-
viduals who share the same values and norms (Boyd and Richerson 1985; Sidanius 
and Kurzban 2003). In fact, this theoretical argument may explain in-group vs. out- 
group conflict based on competition over finite resources.
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Haidt (2012) integrates this theoretical framework into the political world by 
arguing that people do not develop their ideologies randomly but rather are predis-
posed to a certain belief structure based on their genes. This does not mean they are 
predestined to choose a particular ideology, only that they are primed by their genes 
in certain ways. He argues that liberals gain pleasure from novelty, variety, and 
diversity and are also less sensitive to signs of threat. Those who care about the 
preservation of tradition, have a high sensitivity to threats, and feel strong loyalty to 
groups tend to be predisposed toward conservatism.14 Once an ideological team is 
chosen, individuals are bound to a belief system that competes against other belief 
systems and makes political discourse exceedingly difficult. This theoretical frame-
work concludes that individual reactions to political stimuli are automatic and then 
post hoc rationalized. There are many implications of this model, with the most 
important being that moral conviction may be an important causal driver of political 
belief and behavior.

 Moral Conviction and Political Behavior

Moral conviction is often couched in the attitude strength literature. Attitude strength 
is defined as the extent to which an attitude is durable and impactful. Strong atti-
tudes are highly durable to external attack and can be a strong impetus for action 
(Krosnick and Petty 1995). Durability is broken up into two aspects: persistence and 
resistance. Persistence refers to the degree to which an attitude remains unchanged 
over time, also known as stability. Resistance specifies how an attitude holds up to 
an attack. Strong attitudes tend to be highly stable and resistant. There are also two 
aspects to impactfulness. The first is the extent to which an attitude is used to form 
a judgment, and the second is the effect an attitude has on guiding behavior 
(Krosnick and Petty 1995). Several more aspects of attitude strength have also been 
identified, such as extremity, importance, certainty, and accessibility (Skitka et al. 
2005). Once formed, stronger attitudes tend to be highly enduring relative to weakly 
held attitudes. However, there is debate as to whether moral conviction is simply 
another aspect of attitude strength or something different and more powerful.

Skitka et al. (2005) consider the moral mandate hypothesis, which predicts that 
attitudes associated with moral conviction are either different from other kinds of 
attitudes or have a more powerful relationship to behavior than other nonmoral 
 attitudes with similar strength. The moral mandate hypothesis has important impli-
cations for political behavior. For example, moral conviction may be a predictor of 
political activism, campaign donations, voter turnout, the choice to campaign for 
specific candidates, and even the ability (or inability) to have meaningful political 
discussions and compromise. Moral convictions are taken as experiences of fact 

14 The argument of Haidt (2012) is substantively related to work in political science on the relation-
ship between personality traits or “types” and public opinion. For a review, see Mondak and 
Hibbing (2012).
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rather than as matters of preference or taste that can easily differ among groups of 
people. This often leads to the expression of these attitudes in terms of moral cer-
tainty in the sense that something is just fundamentally wrong, such as cannibalism 
or abortion. These certainties lead to the justification for action. Possibly, then, the 
most important aspect of moral conviction is that these attitudes are highly affective 
and associated with emotion. This may be what makes these attitudes highly impact-
ful and action oriented. Due to these differences, Skitka et  al. (2005) argue that 
moral mandates cannot be reduced to structural features of attitudes. While it is true 
that strongly held attitudes will share structural similarities with moral convictions, 
these moral stances will be more extreme, certain, important, and central. Moral 
convictions will also be idiosyncratic, as individuals will have moral convictions 
over a wide variety of different issues based on their point of view. If moral convic-
tions are different from other strong nonmoral attitudes, there should be empirical 
evidence demonstrating that moral convictions produce differences in political 
behavior. First, we will consider whether conservatives or liberals have an advan-
tage in the realm of morality and analyze theories of conservative versus liberal 
ideological structures.

This point specifically applies to the mobilization of voters who are morally 
committed over a variety of issues. If conservatives are morally committed to a 
wider range of issues than liberals are, it is easier for elites and other activists to 
mobilize this set of voters by activating their moral frames. The argument is based 
upon a framework that identifies liberals (and many libertarians) as having a higher 
level of moral relativism, which makes them more tolerant of a variety of viewpoints 
based on the belief that ethical principles are not universal but social rather con-
structions. Under this framework, conservatives have an unconditional moral view 
and are less tolerant of viewpoints opposed to their own; because morality can be a 
strong driver of political attitudes and behavior, this means that conservatives can be 
more easily mobilized by moral arguments, possibly giving them an advantage in 
elections where moral issues are highlighted. For example, evangelical Christians 
may have helped Bush to win in 2000 and 2004 because they were more concerned 
about value issues at the polls. However, the conservative advantage hypothesis is 
still heavily debated, and research tends to suggest that liberals and conservatives 
are driven by moral commitments over a wide range of issues and policies (Ryan 
2014).

 A Conservative Advantage?

In the United States, the Republican Party and those espousing the conservative ide-
ology have branded themselves as the party of moral values. This is partially a result 
of Ronald Regan’s campaign, which mobilized religious voters by taking socially 
conservative stances on abortion, prayer in public schools, and family values. Social 
conservatives have been an impactful and highly mobilized group of voters. This 
group helped George W. Bush win election in 2000 and again in 2004. In the 2004 
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presidential election exit polls, 22% of respondents believed “moral values” were the 
most important issue, and 80% of these voters cast ballots for Bush (Hillygus and 
Shields 2005). Moreover, Republicans were more likely than Democrats to report 
that moral values were what mattered most in their candidate choice (Skitka et al. 
2005).15 Research also suggests that liberals are prone to endorse moral relativism, 
and conservatives have a tendency to be moral absolutists with the idea that “right” 
and “wrong” are invariable regardless of culture (Skitka et al. 2005; Hunter 1991; 
Layman 2001).

Haidt (2003) argues that conservative elites tap into a wide range of moral foun-
dations that appeal to voters with strong moral convictions. He outlines six psycho-
logical systems within a broad theory of moral foundation. The six systems are care/
harm, liberty/oppression, fairness/cheating, loyalty/betrayal, sanctity/degradation, 
and authority/subversion. Liberals tend to speak to the care/harm and liberty/oppres-
sion systems, which emphasize ideas of social justice, compassion for the poor, and 
a struggle for political equality. Liberals also emphasize the fairness/cheating foun-
dation. Conservatives, however, tend to emphasize all six foundations but interpret 
several of them differently. For example, in terms of the liberty/oppression system, 
liberals focus more on the rights of vulnerable groups, while conservatives focus on 
traditional ideas of liberty and the right to be free of government intrusion. 
Conservatives care about the care/harm foundations, but liberals care more. Both 
ideological groups care about fairness/cheating, but conservatives care more about 
meritocracy and getting rewards equivalent to the work put in. In addition to the 
care/harm, liberty/oppression, and fairness/cheating foundations, conservatives also 
appeal to the other three. Haidt (2003) argues that liberals are ambivalent to these 
moral foundations, while conservatives embrace them. Under this moral founda-
tions theory, conservatives have the advantage because they actively appeal to all 
moral systems rather than only a few, thus mobilizing a set of voters with a wide 
range of moral conviction.

Similar arguments have been used to explain why people of lower- socioeconomic 
status vote against their economic self-interest (Frank 2004). Using vignettes 
regarding sexual acts, Haidt and Hersh (2001) found that liberals had a narrower 
moral domain, while conservatives’ domain was broad and multifaceted. In this 
study, liberals focused on the ethics of autonomy, where actions that did not harm 
other people were not generally found to be morally wrong. On the other hand, 
conservatives were more concerned with the ethics of the community, divinity, and 
group norms, which made them more resistant to unusual sexual acts that they felt 
were against their moral code. This study corroborates the idea that conservatives 
have a larger moral system that elites can use to mobilize large numbers of voters 
and thus possibly have an advantage.

15 It is important to note that Hillygus and Shields (2005) find that the effect on the electoral choice 
of respondents’ attitudes toward moral issues of abortion and gay marriage was inconsistent and 
much smaller than voters’ evaluations of the Iraq War, terrorism, and the national economy. Other 
research by Holsti (2008) has shown similar findings regarding the Iraq War. Holsti (2008) argues 
that the Iraq War produced an additional rally ‘round the flag effect, which significantly helped 
Bush win reelection.
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However, there is an alternative argument known as the equal opportunity moti-
vator hypothesis (Skitka and Bauman 2008). Under this hypothesis, both sides are 
similarly motivated by moral considerations but in different ways. Lakoff (2002) 
argues that conservative and liberal attitudes are rooted in a moral system based on 
the conception of the family. These different ideas of the family ultimately lead to 
differences in moral values. The conservative worldview is based on the strict father 
model, which is focused on the traditional nuclear family. Under this model, the 
father has the primary responsibility of supporting and protecting the family, setting 
the rules, and enforcing the rules. The mother’s role is to take care of the children 
and the house and to uphold the father’s authority. Children must respect and obey 
authority and obey their parents in order to build character, self-discipline, and self- 
reliance. Love and nurturance are important but never outweigh parental authority. 
Once children mature, they are on their own and must use their acquired self- 
discipline to survive and make their own destiny.

The liberal worldview is called the nurturant parent model and emphasizes love, 
nurturance, and empathy, which assist children in becoming responsible, self- 
disciplined, and self-reliant. Unlike the strict father model, nurturance, caring, and 
respect by the parents are what lead to well-raised children. Support and protection 
are a large part of nurturance on the part of the parents. Obedience comes out of love 
and respect, not fear of punishment. If parental authority is to be legitimate, there 
must be good communication about the rationale for rules. Questioning by children 
is seen as positive, but in the end parents are still responsible for making good deci-
sions. The principal goal is for children to live fulfilled and happy lives and for them 
to have empathy for others so that they can make necessary social ties. Parents help 
their children develop their potential for achievement and enjoyment.

Both of these moral frameworks for the family are built from the same elements 
but in different orders with radically different processes. These worldviews are 
linked to politics, as people see the government as a parent and a nation as a family. 
Conservatives believe that the function of government requires citizens to be self- 
reliant, self-disciplined, and thus able to help themselves. Liberals believe that the 
government should help people in need and thus support social programs. 
Conservatives stress political actions such as protecting the nation from external 
threats and upholding the moral order. They also embrace self-reliance and minimal 
government intrusion into the pursuit of self-interest. Liberal political actions pro-
mote empathy, helping those who cannot help themselves, and promoting fulfillment 
in life. Lakoff’s (2002) theoretical framework suggests that both conservatives and 
liberals are compelled by moral convictions but in different ways. Barker and Tinnick 
(2006) test Lakoff’s hypotheses and find that people envision proper power relations 
between citizens and the government based on their understanding of proper power 
relations between children and parents. Those with the strongest feelings regarding 
proper child rearing—either nurturant or discipline oriented—were more consis-
tently liberal or conservative in their political leanings. Research has also indicated 
that, across a wide variety of issue domains, liberals and conservatives were equally 
likely to have strong moral convictions (Skitka et al. 2005; Ryan 2014). Research 
has also found that, as political partisanship increases in strength, moral conviction 
over a variety of issues is more prevalent on both the left and the right (Ryan 2014).
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Given the state of the current research, there is some indication that conserva-
tives tend to overtly moralize certain issues, and there is some connection with 
religiosity (Ryan 2014), but both sides of the aisle show high levels of moral convic-
tion when the variable is measured using questions that explicitly ask the respon-
dent to self-report whether or not they hold a certain attitude as a part of their moral 
framework. This suggests that there is not a conservative advantage in the realm of 
moral reasoning and politics. The more interesting question is how moral conviction 
affects people in terms of political opinion and behavior. We suggest that moral 
conviction is a double-edged blade; it has the desirable tendency to increase politi-
cal action but also to limit the ability of opposing sides to deliberate, compromise, 
and build social capital in a democratic system.

 The Consequences of Moral Conviction

There is a growing literature using moral conviction as an independent variable to 
explain a host of political behaviors. To measure morally grounded attitudes, schol-
ars have generally relied on some form of self-report question to gauge whether an 
attitude held is a moral conviction for the holder. The question takes the general 
form, “How much are your feelings about _____ connected to your core moral 
beliefs or convictions?” (Skitka et al. 2005; Skitka 2010; Ryan 2014).16 The answer 
to this question is given on a five-point Likert-type scale with labels such as “not at 
all,” “slightly,” “moderately,” “much,” and “very much.” In order to isolate moral 
conviction relative to other aspects of attitude strength, researchers must also use a 
series of self-report questions to measure attitude extremity, importance, and cen-
trality (personal importance). Questions such as these are designed to tap into the 
visceral recognition that an attitude over some political question or policy is based 
on a moral belief. As noted above, scholars have argued that moral convictions are 
based on intuition, and thus asking open-ended questions about why respondents 
feel the way they do will most likely result in post hoc justification rather than an 
acknowledgment of intuitive moral conviction (Haidt 2012; Ryan 2014).

The common approach to these studies is to present the participant with policy 
options or to ask the participant to tell the researcher what they think is the most 
important issue facing the nation today. A wide variety of issues has been looked at 
using similar approaches. Researchers then measure a series of attitude strength 
dimensions such as extremity, certainty, importance, and personal relevance 
(Krosnick and Petty 1995) to control for attitude strength. The moral conviction 
question is used as the primary explanatory variable to differentiate between attitude 

16 Ryan (2014, p. 384) actually uses three different questions to measure the overall construct of 
moral conviction. He asks to what extent the respondent’s opinion is “a reflection of your core 
moral beliefs and convictions,” “deeply connected to your fundamental beliefs about right and 
wrong,” and “based on a moral principle.” He notes that these questions were highly related, with 
Cronbach’s alphas ranging between 0.90 and 0.93.
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strength over nonmoral issues and issues for which participants have high moral 
conviction. Respondents may exhibit high attitude strength and high moral convic-
tion over the same issue, but there is significant variation. Moral conviction is then 
used to explain a series of political behaviors and opinions, controlling for the other 
elements of attitude strength. The empirical findings generated from these studies 
are compelling and in many cases disturbing for normative theories of democracy.

Using the approach where the researcher allowed participants to choose the most 
important problem facing the nation today, Skitka et al. (2005) found that people 
tended to spontaneously think of issues that they said connected to their moral con-
viction. The issues mentioned were also correlated with issues that scored high on 
the other attitude strength variables. The dependent variable in this study was social 
distance or the degree to which respondents answered, “I would be happy to have 
someone who did not share my views on (their defined most important issue)… as 
‘President of the United States,’ ‘as Governor of my state,’ ‘as a neighbor,’ ‘to come 
to work at the same place as I do,’ ‘as a roommate,’ ‘to marry into my family,’ ‘as 
someone I would personally date,’ ‘as my personal physician,’ ‘as a close personal 
friend,’ ‘as the teacher of my children,’ and ‘as my spiritual adviser’” (Skitka et al. 
2005). The scores of these items were averaged to create a global index of social 
distance, with higher values reflecting greater social distance.17 The results demon-
strated that, even after controlling for a host of other variables including attitude 
strength, moral conviction explained unique variance in social distance. Those 
respondents who felt that an issue was connected to their moral conviction preferred 
more social distance from someone with a dissimilar attitude.18 Results in subse-
quent studies in the same article found the same was true when respondents were 
given a set of issues (capital punishment, legalization of marijuana, and nuclear 
power), even when controlling for political orientation, measured as liberal and con-
servative ideology. In an additional study, participants were told they would be hav-
ing a discussion with another person. They were asked to pull up a chair from a row 
of chairs against a wall while the experimenter went to find the other participant. In 
the room was a gender-neutral book bag with a “Pro-Child” or “Pro-Choice” pin 
attached to it. The distance between the participant’s and the discussion person’s 
chair was measured. The variance in the distance between the chairs could be 
explained by the participant’s view on abortion and whether they held a moral con-
viction over the abortion issue. In the final study within Skitka et al. (2005), the 
researchers looked at group formation and discussion. Respondents were asked to 
have a group discussion over a set of controversial issues. They had to discuss 
whether abortion should remain legal, if the death penalty should be continued, and 

17 The authors also looked at how different social distance relationships varied in intimacy based on 
an additional student survey. Based on the results, they broke these relationships down into those 
more intimate or close to the respondent and those more distant. Unsurprisingly, relationships such 
as prospective relationships of marriage were more intimate than electing public officials.
18 The researchers controlled for gender, age, and features of attitude strength such as extremity, 
importance, and certainty. Moreover, participants rejected those who did not share their beliefs, 
irrespective of whether the relationship was intimate or distant.
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if standardized tests should be a graduation requirement. The task was for the group 
to come to some agreement on who should make the decision and the procedure for 
how the decision should be made. It was stressed that they were not supposed to 
actually make a decision. They would then vote by secret ballot to determine if they 
had come to a consensus or if they had reached deadlock—these were two of the 
ways the group could end their discussion. The discussion would also end if the 
time ran out. The members of the group were given no information about the atti-
tudes of the other group members. The groups were observed, and measures of good 
will, cooperativeness, and group outcomes were recorded. The results demonstrated 
that groups “that discussed procedures to resolve conflicts about moral mandates 
were less likely to agree to a procedure than were groups that discussed procedures 
to resolve conflict about a non-moral mandate or a strong attitude…” (Skitka et al. 
2005: 912). Interpersonal connections were more strained with heterogeneous 
groups than homogeneous groups; respondents reported feeling less positive, and 
third-party observers could detect group-level tension in heterogeneous groups.

This study is particularly important for how moral conviction relates to demo-
cratic cooperation, compromise, and community. Scholars such as Putnam (2000) 
have commented on how social trust and social capital are declining in the United 
States. An important part of building trust is the ability to interact with those who 
are dissimilar from oneself to build bridging social capital. Moral conviction 
impedes this process as people reject those with dissimilar attitudes, preferring to 
form relationships with those who have similar attitudes. Moreover, collaboration, 
decision-making, and compromise are strained over issues that present different 
moral stances. The moral mandate hypothesis has serious consequences for decision- 
making in democracy. The results indicate that moral conviction may produce what 
Robert Bellah et al. (1985) called social enclaves, where like-minded people form 
isolated political communities.

Using a similar study to the one described above, Ryan (2014) finds that moral 
conviction can present itself over a wider range of issues such as collective bargain-
ing, social security, stem cell research, gay marriage, and the war in Afghanistan. 
While some issues—such as gay marriage—clearly elicit increased moral convic-
tion, it was also true that among some respondents, moral conviction was exhibited 
over a variety of issues. Moreover, using a principal component analysis, he found 
that moral conviction is not just another element of attitude strength. While dimen-
sions of attitude strength loaded together, moral conviction questions loaded heavily 
on the same factor. Morally convicted attitudes tended to be more important, rele-
vant, and extreme. It captured a distinct aspect of an attitude. More importantly, 
perceiving an issue as morally important predicted specific feelings toward issue 
opponents. Moral conviction generated a general negative affect, anger, and disgust. 
Morality was also more likely to predict these negative feelings than the elements of 
attitude strength. In an additional study in the same article, Ryan (2014) uses the 
American National Election Study (ANES) Evaluations of Government and Society 
(EGSS) questions to understand the relationship between moral conviction and polit-
ical behavior. He finds that moral conviction is associated with one-sided political 
assessments and increased political participation. Moreover, respondents identified a 
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moral conviction over a wide range of issues including traditionally economic issues, 
such as unemployment, healthcare, immigration, the budget, and the environment. In 
fact, healthcare was perceived as more moral than abortion. Both left- leaning and 
right-leaning respondents had high levels of moral conviction over the issues studied. 
Not only did moral conviction predict a more one-sided view of politics, but this was 
true even when controlling for religiosity. Interestingly, moral conviction was cor-
related with high levels of partisanship, which can explain why strong partisans have 
trouble compromising in today’s political system.

Ryan’s (2014) study provides more evidence that when moral conviction makes 
its way into political discourse, democracy may be threatened. Moral conviction 
leads to negative affect toward opposing viewpoints and can materialize over a wide 
range of issues. Moreover, moral conviction is an action-oriented dimension of atti-
tude. Those most likely to participate in the political system may also be the most 
likely to collaborate in homogeneous groups, reject opposing viewpoints, and create 
social distance between themselves and political opponents. More importantly, this 
is true not just for traditionally moral issues but for a wide variety of issues, includ-
ing economic issues. Findings like these have led scholars to decree that there is a 
dark side to moral conviction (Skitka and Wisneski 2011; Skitka and Mullen 2002a). 
For example, research has demonstrated that individuals become unconcerned with 
how moral mandates are achieved, as long as they are achieved. Commitments to 
procedural safeguards that protect democracy and civil society (such as securing the 
free speech rights of those who speak about controversial topics, the associational 
rights of those who form groups to defend socially deviant practices, and prohibi-
tions against governmental searches of personal property or belongings with the 
absence of legal justification) can erode when people are pursuing a moral end 
(Skitka and Mullen 2002b). These scholars worry that extreme acts such as terror-
ism and the acceptance of weakening civil liberties may be a side effect of those 
with strong moral convictions (Skitka 2010).

Studies have shown that a strong moral conviction over an issue or set of issues 
inspires action. Skitka and Bauman (2008) find that moral conviction motivated 
voter turnout in the 2004 presidential election, controlling for a host of other vari-
ables such as attitude strength and partisanship, and that the effect was strong for 
people on both the left and the right. Research by Waldron et al. (1988)  demonstrated 
that a powerful motivating factor, among several others, in the opposition to nuclear 
weapons during the Cold War was a moral obligation to act to try to prevent nuclear 
war.19 The authors suggest that moral responsibility is a strong factor in a group’s 
ability to overcome the classic collective action dilemma put forth by Olson (1965).

Motivation for action is an important necessity in any democracy. Normative dem-
ocratic theorists often lament that political participation has sharply dropped in the 
United States since the late 1800s. Moral conviction seems to solve part of this prob-
lem with its action-oriented influence. Research has shown that a moral conviction 

19 Other motivating factors consisted of nervousness regarding the nuclear arms race, emotional 
reactions to the nuclear arms race (specifically anger), tendency toward political activism and 
campaigning, and social approval of activism by reference groups.
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can induce action on a wide range of political behavior including campaigning, vot-
ing, and group activism. However, it also impedes compromise and exacerbates 
polarization over a host of issues. Political elites also realize that framing an issue as 
moral can mobilize voters. A major implication of moral foundations theory is that 
elite rhetoric framed in moral terms can mobilize voters, moralize a wide range of 
issues, and further polarize public discourse. Moralizing an issue by elite actors will 
cue those with moral beliefs to be more one-sided with political opinions and thus 
prevent moderate, compromising discourse in the American public.

 Immorality in Political Discourse: Elite Rhetoric, Moral 
Conviction, and Political Discourse

Thus far, the theoretical and empirical literatures in moral psychology suggest that 
the presence of morality in politics has significant consequences for political atti-
tudes and behavior. The literature indicates that those individuals who possess mor-
ally convicted attitudes are more likely to be politically active and tend to view 
compromise or negotiation in regard to the objects of their morally convicted atti-
tudes as inadequate responses to those who do not share their moral judgments. 
Indeed, the literature suggests that the presence of morally convicted attitudes 
induces a lack of compromise and a motivational drive to reduce threats to moral 
judgments. Put simply, the literature paints a problematic portrait of citizens who 
possess morally convicted attitudes.

The behavior of the mass citizenry in republican democracy has been a widely 
researched topic in political philosophy and science. Madison (1788/2003) warned 
of majority faction, and the framers designed the Constitution to protect against the 
“tyranny of the majority.” De Tocqueville (1835/2000) wrote in Democracy in 
America about the tendency for the American public to make decisions based on 
whims and passions rather than reason. In his classic book, Public Opinion, 
Lippmann (1927) argues that people form beliefs about the world based on simpli-
fied “stereotypes” that do not represent the “world outside.” The complexity and 
obscurity of politics, along with time constraint, lack of interest, and lack of 
 information, limit the public’s ability to come to sound conclusions. Complicating 
things further are political elites and the symbols they use to unify public opinion. 
In The Phantom Public, Lippmann (1927) concludes that the American people are 
relatively uninformed, uninterested, and usually haphazard in their views. He argues 
that opinions tend to emerge during crisis and fade away shortly after. Dewey (1927) 
was a little more optimistic, arguing that the public can be consequential and 
informed when they are threatened by a negative externality brought on by legisla-
tion; however, even Dewy argues that modern society is filled with distractions that 
divert the attention of the public away from politics. Decades later, Downs (1957) 
would formalize the idea of rational ignorance, where individuals rationally forego 
the costs of gathering information because their vote has little impact on elections.
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For modern political science, the literature conflicts with traditional normative 
models of a democratic citizen who is considered a political equal with respect to 
fellow citizens (Dahl 2000; Gilens 2012). Citizens in a democracy ought to be given 
the capacity to engage in self-government with others. The literature focused on 
moral psychology suggests that equal respect for all citizens does not materialize, 
particularly if citizens possess differing moral judgments. Moreover, the literature 
undermines the argument proposed by some democratic political theorists that dem-
ocratic citizens engage in thoughtful, reasoned debate regarding questions facing all 
members of the political community (Held 2006). If decisions in a democracy rep-
resent the collective authority of the public, debate must include those subject to the 
decisions, along with a consideration of their interests and goals. However, the 
moral psychology literature shows that collective decisions (particularly those deal-
ing with political issues perceived as “moral”) will not likely be debated in a reason-
able and inclusive way. The tendency would be for such issue debates to focus on 
the basic moral judgments of those involved, producing polarization, conflict, and a 
breakdown of deliberative norms such as mutual respect and reciprocity between 
citizens. Finally, literature suggests that modern democratic citizens lack basic 
information about political events and processes (Delli Carpini and Keeter 1996). If 
citizens lack basic information about political events and processes, they are less 
likely to know how their interests are affected by governmental policy and to hold 
government accountable when its actions violate such interests (Gilens 2012). 
Moreover, in a democracy, the absence of a well-informed public means govern-
mental authority can be used in ways that undermine the capacity of citizens to 
discern the consequences of policymaking for broader, public interests vs. narrower, 
private ones.20

Political scientists have long known that modern democratic citizens lack infor-
mation about basic political processes, the decisions of elected officials, and their 
broader political environment. Yet, this so-called democratic dilemma is partially 
resolved by showing how cues and cognitive heuristics can induce behavior that is 
rational given low information (Gilens 2012; Lupia 1994; Popkin 1991; Lupia and 
McCubbins 1998). Essentially, cues and cognitive heuristics help to reduce the infor-
mation costs associated with forming and maintaining opinions on matters of policy 
as well as electoral preferences. The problem is that cues and cognitive heuristics are 
not always neutral in the information they provide to citizens. Indeed, the provision 
of elite cues has the potential to alter how the public views policy and political issues, 
while cognitive heuristics can distort how information is processed by citizens, par-
ticularly given political predispositions such as partisanship (Graber and Dunaway 
2015). In conjunction with the political science literature on cues and heuristics, 
media scholars have shown that citizens’ opinions regarding political objects can be 
affected by the presentation of information through the processes of priming and 
framing (Gilens 2012; Iyengar and Kinder 1987; Chong and Druckman 2007; 

20 See Gilens (2012, pp. 70–71). Gilens argues that, at least in American democracy, the govern-
ment tends to be overly responsive to the interests of the affluent, particularly when this group’s 
interests diverge from those of the less well-off.
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Slothuus 2008). Priming can be defined as information sources focusing public atten-
tion on certain problems, by reference to information provided about that problem 
and not others (Graber and Dunaway 2015). Put differently, priming is the process 
whereby information sources indicate to citizens what is important. Scholars argue 
that the process of priming can help to set the public agenda, at least to the degree 
that citizens and government focus on certain problems and not others (Graber and 
Dunaway 2015; Iyengar and Kinder 1987). In contrast, issue framing can be defined 
as “the process by which a communication source... defines and constructs a political 
issue or public controversy” (Nelson et al. 1997: 567). Because most political issues 
are complex, frames can be employed to alter how citizens think about issues, by 
activating “considerations” in the minds of those who receive the relevant frame 
(Zaller 1992; Slothuus 2008). The literature on “framing effects” further indicates 
that frames are not simply neutral in the provision of information for citizens. Instead, 
frames usually contain “evaluative content” that seeks to direct the receivers of the 
frame to a particular interpretation of issues and/or political events. Thus, frames 
serve as sources of information, and they enable “sensemaking” on the part of citi-
zens who are thinking about a particular issue or event (Slothuus 2008).

Given the elite model of public opinion, which explains citizen attitudes by link-
ing elite opinion to voter preferences, moral framing may have a significant impact. 
As noted above, attention to and knowledge about politics tend to be quite low on 
average for the American public. Zaller (1992) defined political awareness as the 
extent to which an individual pays attention and understands the information he or 
she has encountered. We expect that politically aware individuals will react differ-
ently to political messages than the unaware, who may not react at all. But there is 
another piece of the puzzle: political predispositions, which include political values. 
Zaller defined political predispositions as stable individual-level traits that regulate 
the acceptance or rejection of political communications. Those with higher levels of 
political attention and knowledge will likely have stable predispositions. Zaller 
(1992) and Zaller and Feldman (1992) present what they call the Receive-Accept- 
Sample (RAS) model of public opinion, which is based on four axioms. The Receive 
Axiom states that individuals who are more politically aware will be more likely to 
receive a given political message. The Resistance Axiom states that people will tend 
to resist political arguments in conflict with their political predispositions and pos-
sess the contextual information necessary to perceive a relationship between the 
message and the predisposition, which also requires political attention. The 
Accessibility Axiom states that the more recent considerations “on the top of the 
head” will be the ones recalled from memory when survey questions are asked. 
Finally, the Response Axiom states that individuals answer survey questions by 
averaging across considerations immediately salient or accessible to them.

When the information environment contains a single message, it will be those 
with moderate levels of political awareness that will experience attitude change; 
those with low attentiveness are unlikely to receive the message, and those with 
high attentiveness are likely to have the necessary information to resist messages 
inconsistent with their predispositions. When there are two messages, due to dis-
course between political elites, mass opinion will polarize. For example, early in the 
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Vietnam War, there was a single pro-war message, and thus support for the war fits 
the pattern of moderate awareness favoring support for the war most intensely, 
while highly aware doves were able to resist the dominant pro-war message. 
However, once political discourse began, hawks and doves who were moderately to 
highly aware began to polarize along ideological lines. Public attitudes toward 
major issues are a response to the relative intensity of competing political commu-
nications. Zaller (1992) sums it up perfectly:

“When elites unite on a mainstream issue, the public’s response is relatively non- ideological, 
with the most aware members of the public reflecting elite consensus most strongly. When 
elites come to disagree along partisan or ideological lines, the public’s response will 
become ideological as well, with the most politically aware members of the public respond-
ing most ideologically.” (Zaller 1992: 210)

Such processes best implicate the strategic use of morality in politics by political 
elites, particularly if a democratic public lacks the informational resources to cogni-
tively evaluate how morality can prime them to view certain public issues as impor-
tant and frame citizen interpretation of issues in moral terms. To the degree that 
democratic publics lack information and rely on cues (as well as cognitive heuris-
tics) in the formation of their political interests and choices, political elites can use 
cues and heuristics embedded within issue frames to moralize policy debate and the 
issue positions of citizens.21 And, to the degree that moralized policy debate acti-
vates intuitive moral judgments on the part of citizens, they are more likely to be 
politically active due to the motivational benefits associated with emotional 
responses to moral conflict. The problem, of course, is that the increased political 
activism of those mobilized on the basis of moralized elite frames produces a polar-
ized and conflict-ridden political environment, while potentially serving the narrow 
political goals and interests of elites.

Taken together, the intuitive moral conviction model and citizens’ use of elite 
cues to form opinions may be dangerous for republican democracy. Given the par-
ticipatory qualities of moral conviction, elites’ framing of issues as moral can mobi-
lize a significant portion of the citizenry. Moreover, because moral conviction tends 
to invoke one-sided and uncompromising political attitudes, political discourse over 
these issues becomes more difficult. The moral framing of single issues—such as 
abortion or immigration—can generate responses from the citizenry that limit com-
promise. Once elected, officials who moralize these issues are then bound by a 
powerful electoral connection, whereby elected officials must act in accordance 
with the interests of those who elected them (Mayhew 1974), which can prevent 
compromise within legislatures, leading to further polarization in Congress and 
among the public. Recent research has clearly demonstrated that American political 
polarization has increased significantly and that this has led to increased political 
participation in terms of voter turnout and campaign activity (Abramowitz 2010).22 

21 Scholars have noted that the effects of issue frames may vary across individuals as a function of 
the political information they possess and their level of interest in, and awareness of, politics. See 
Slothuus (2008, p. 10).
22 Political polarization has been a function of the disintegration of what was known as the New 
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However, while political participation may be spurred by moral conviction, it also 
reduces the ability of individuals to have democratic discourse. In this light, morally 
convicted attitudes seem to be rather immoral with respect to the normative model 
of republican democracy.

 Getting to Political Compromise

While the literature seems to suggest that morally charged debates allow for very 
little compromise, as each side seems to demonize the other, there is evidence that 
it is possible to break through the moral obstacle to achieve fruitful political dis-
course. Tetlock et al. (2000) and Tetlock (2003), in the context of moral trade-offs, 
have shown that political elites can avoid negative affects when suggesting policy 
stances that go against individuals’ moral predispositions. Solid arguments that 
involve a reframing of moral trade-offs in terms of tragic outcomes can be quite 
effective. For example, they found that, although most people rejected the idea of 
buying and selling organs for medical transplant, 40% qualified their opinion if 
these transactions were the only way to save lives or if steps were taken to assist the 
poor in purchasing them and preventing them from selling organs when desperate 
for money. Compromise can be achieved by going through the right rhetorical 
motions and using the power of reframing. The problem is that it is often in elites’ 
strategic benefit to moralize an issue rather than attempt to reframe issues in terms 
that the morally convicted will accept. This is because moralizing an issue generates 
political support with few immediate costs to the elite. In contrast, reframing issues 
is costlier, effortful, and does not have the immediate political benefits that moral-
izing has. Furthermore, reframing issues can create conflict with others in society 
who already have framed an issue in light of their interests. Finally, it may be the 
case that the new frame is not accepted as an alternative way in which to view an 
issue, particularly by those who are inclined to think of the issue in moral terms.

Johnathan Haidt (2012) has also given several recommendations that can get 
morally convicted groups to begin to understand each other and possibly compro-
mise. First, interpersonal connections are a powerful tool. The idea is to forge rela-
tionships with dissimilar people by emphasizing what they have in common first 

Deal coalition. Under this coalition, the Democratic Party was made up of white Southerners, 
northern white and ethnic voters, white working class voters, and eventually African American 
voters during the 1960s’ Civil Rights Movement. This helped the Democratic Party dominate for 
many years. However, as the Civil Rights Movement became an important issue for the Democratic 
Party (particularly with the Johnson Administration and the Civil Rights Acts of 1964, the Voting 
Rights Act of 1965, and the Civil Rights Act of 1968), white conservative voters began to shift their 
party allegiances toward the Republican Party (Carmines and Stimpson 1989). It took several 
decades for this shift to be completed. This change at the elite level of the parties began to affect 
the loyalties of voters. By the 1990s, the political parties were much more ideologically homoge-
neous, which led to less compromise and more polarization in both Congress and the electorate. 
See Abramowitz (2010) for a full discussion.
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and moving toward discussions of issues where they are opposed. This is very simi-
lar to Putnam’s (1993, 2000) idea of social trust and social capital. Forging relation-
ships between dissimilar people through group interaction can lead to less 
demonization and more trust and compromise. The other recommendation is to 
focus on cooperative rather than conflictual goals. Rather than focusing on goals 
that morally opposed groups cannot agree upon, these groups need to focus on goals 
they can both get behind and then proceed to treat discourse over outcomes as posi-
tive sum, rather than zero sum competition. Competition breeds animosity—espe-
cially when it is over moral values—while cooperation allows for much more 
compromise. By getting morally opposed groups to focus on goals they agree upon, 
and getting a discourse to evolve in a positive direction, it may be possible to build 
social trust that will lead to future compromise on morally driven and divisive 
issues. This is an important argument because research tends to show that the more 
like-minded groups isolate themselves from others, and the more civic culture 
declines, the harder it becomes to build the social capital necessary to make democ-
racy work in the long term (Putnam 1993, 2000).

To conclude, we argue that compromise is possible under certain conditions, 
such as those mentioned above. However, the primary obstacle to overcome is the 
perverse incentive that elites have to frame issues in order to mobilize maximum 
support. Moral framing is a very effective way to gain support and mobilize voters. 
Moreover, while elites moralize issues to get elected, they also have policy prefer-
ences in line with their own moral convictions. This makes political discourse 
exceedingly more difficult, while simultaneously increasing political participation. 
The juxtaposition of destructive democratic discourse with an active, politically 
engaged public underscores the promises and pitfalls associated with moral convic-
tion in democratic politics.
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Edouard Machery and John M. Doris

For decades, psychologists and other scientists have been producing fascinating 
research on morality. More recently, increasing numbers of scholars have been 
exploiting this science in humanistic study of morality, while scientists have increas-
ingly attended to theoretical resources from the humanities. As with any project 
worth doing, interdisciplinary moral psychology can be done badly or well; there’s 
been much important work, but there have also been unfortunate errors, some of 
which we ourselves have committed. As teachers, we want to avoid transmitting our 
mistakes; we hope those coming after us can do better than we have.

With this hope as our muse, we’ll here offer a rudimentary guidebook for moral 
psychologists attempting to inform their theorizing by reference to the social, 
behavioral, and neurological sciences. In the first instance, we write to students of 
the humanities—especially students in our home discipline of philosophy—seeking 
to develop empirically credible theories. But we also have in mind students of sci-
ence doing literature surveys for review pieces or introductions to experimental 
work (exercises of scandalously underappreciated difficulty and importance) that 
also require savvy science writing. Finally, we expect our remarks will be useful to 
editors and referees assessing the quality of work for publication.

We’ll identify important errors to avoid and say something about how to avoid 
them. As is usual when professors are professing, much of what we say will seem 
quite obvious to our audience. Faced with this obviousness, some readers will doubt 
that the mistakes we identify have actually been made. Our experience, dating to the 
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inception of interdisciplinary moral psychology as a more or less robust academic 
discipline, leaves us less sanguine; like politicians say, mistakes have been made, 
and many of them seem, in retrospect, painfully evident. Here, as is also common 
when professors profess, we’re going to ask that you take our word for it. While 
naming names would have the considerable expository advantage of concrete exam-
ples, it would also be too reminiscent of the accusatory, gotcha!, rhetorical climate 
afflicting the analytic philosophy of our graduate years, which we join a growing 
number of our colleagues in endeavoring to avoid. (Perhaps that’s our first bit of 
advice: be polite!—at least until provoked.)

In the martial arts, it’s said that the beginning techniques of one discipline are the 
advanced techniques of another; those exploring foreign disciplines are bound to 
make the occasional slip as they reach beyond the theories and methods of their 
training. These mistakes, and our advice about avoiding them, aren’t all equally 
obvious: some aspects of the endeavor, like reading the science with care, are both 
mandatory and relatively straightforward, while others, like developing sophistica-
tion in statistical technique, are difficult and, for many of us, will remain 
aspirational.

But don’t let the perfect be the enemy of the competent. If you’re like us, you’ll 
make mistakes, but that’s no reason not to make your best effort. Often enough, best 
efforts are good enough; most always, they’re better than half-assed efforts. By 
identifying some likely missteps, we hope to save you some of them; if some of our 
advice is obvious, and some of it excessively demanding, perhaps some of it is also 
good advice. Different readers, we expect, will be at different points in the creative 
process, from beginners to seasoned veterans, and will therefore find our advice dif-
ferentially accessible and differentially useful. Hopefully, you’ll find enough useful 
to justify your read.

Before beginning, we offer apologies for another weakness of professing profes-
sors, the appearance of telling people what to do. We realize that nobody likes to be 
told what to do; while the constraints of grammar entail that advice is often formed 
in the imperative, we mean our advice as advice, not orders. It’s a free country, and 
you’re free—unless you’re writing your dissertation with us!—to take or leave any 
or all of the advice we offer here. Still, we’re optimistic enough to think that some 
of our advice is worth taking and that some of you will be able to do your jobs a bit 
better if you do.1

Advice (1): Know your questions. Your first question, manifestly, concerns what 
it is you want to know. Close on its heels comes the question of how you can come 
to know it: in particular for the present context, whether your question is amenable 
to scientific inquiry, or is scientifically tractable. It’s tempting to begin by suggest-
ing that scientific questions are empirical questions, but then you’d be left with the 
unfortunate business of demarcating the empirical, and doing so with theoretical 
perspicuity makes for Aegean labor, even if we (mostly) know the empirical when 
we see it.

1 We dedicate this paragraph to our good friend Shaun Nichols.
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Instead, you might start flat-footedly, with what scientists actually study; better 
yet, start by getting clear on the things scientists don’t study. We may be unable to 
make the observations needed to address some empirical questions, such as some 
questions about evolutionary or cosmological history. More prosaically, logistical 
difficulties make some quite recognizably empirical questions resistant to scientific 
inquiry; for example, the dynamic manifestations of personality over the life course 
are observable, but the long-term longitudinal studies needed to assess them are 
extraordinarily difficult to execute (but see the 75-year-long Grant study reported in 
Vaillant 2012). Then there are questions that do not look empirical at all: how peo-
ple attribute desert to one another may be an empirical question, but questions of 
who deserves what and when are matters of normative theory, where empirical 
investigation has little direct import.

There, we’ve said it: normative. As the name “moral psychology” suggests, our 
enterprise mingles empirical and normative elements or, as we generally prefer to say, 
descriptive and prescriptive elements. A good many philosophers in analytic philoso-
phy, perhaps the majority, have viewed this intermingling with deep suspicion; at least, 
the issue continues to draw controversy (Bedke 2012; Copp 2007; Darwall et al. 1992; 
Doris, Machery and Stich 2017; Fitzpatrick 2014; Nagel 1980; Railton 2003). What 
we’re going to treat as an established methodology has been the subject of heated 
debate; writing in the pages of a major newspaper, one philosopher accused some of 
our fellow moral psychologists of “hating philosophy.” We’re trying to teach peace 
here, so we won’t insist you “know thy enemy.” But you’d better take care to know your 
audience, and also those who have reasons for refusing to sit in your audience.

Historically, the most prominent philosophical reasons for this reluctance are dicta 
like the “fact/value distinction” and the “is/ought gap,” which maintain, more or less, 
that descriptive statements do not entail prescriptive statements. However the world 
may be, nothing directly follows about how to feel, and what to do, about it: the fact 
that smoking causes illness is a reason to quit smoking only if one happens to value 
continued good health over the sublime pleasures of tobacco, and that’s not an outlook 
it is mandatory to have (perhaps you’re here for a good time, not for a long time).

Fair enough. But while there probably exists some sort of inferential barrier 
between the is and the ought (Russell 2010), there equally appears a close relation 
between them. If it’s commonly acknowledged that is does not imply ought, it’s also 
commonly acknowledged that “ought implies can”: the fact that you haven’t the 
ability to bring your deceased loved ones back to life seems inescapably relevant to 
the question of whether you are appropriately censured for failing to do so.

Doubtless, both commonplaces bear more complication than we’ve conveyed; 
properly characterizing the relation between the descriptive and the prescriptive 
remains a central reoccupation of ethical theory (for the record, our approach fol-
lows Railton’s 2003 methodological naturalism). Yet strangely, the practice of phil-
osophical ethics often proceeds in innocence of what is arguably its central 
theoretical conundrum: when not explicitly agonizing about normativity, philoso-
phers have happily, and often quite unselfconsciously, adverted to descriptive con-
siderations in their argumentation (Doris and Stich 2005: 113–15).

In the first instance, our diagnosis of this curious circumstance is cheerfully ques-
tion begging. Philosophers proceed as though descriptive considerations are relevant 
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to ethical theorizing because descriptive questions are relevant to ethical theorizing: 
how people reason is relevant to accounts of deliberation, under what conditions 
human organisms thrive is relevant to theories of well-being, and the organization of 
human personality is relevant to understandings of moral character.

In the second instance, we suspect that this circumstance obtains—despite the 
widely recognized existence of an inferential barrier—because ethical theorizing, 
and ethical reflection more generally, is not much concerned with strict logical 
entailments; as we might put it, ethical thought is not frequently “deductively tight.” 
Questions about the most reasonable thing to do, or the most defensible way to live, 
are seldom settled by straightforward inference and associated questions of validity, 
as seems to us evident in Rawls’ extraordinarily influential method for ethics, 
“reflective equilibrium” (Rawls 1971; Daniels 2013).

In short, the best theories in ethics and moral psychology are likely to contain 
various admixtures of fact and value. Yet the pervasive cross-pollination of the 
descriptive and prescriptive does not absolve you of responsibility for being maxi-
mally clear about what sorts of claims you’re making, and when. However uncertain 
and fluid the descriptive/prescriptive distinction, defending descriptive claims like 
“the behavior of participants in experiments using the ultimatum game is best 
explained by reference to their intuitions about fairness” and prescriptive claims 
like “theories of justice should be sensitive to considerations of fairness” are differ-
ent enterprises, requiring different techniques. At the same time, interesting theo-
retical claims in and around moral psychology, such as “people typically evince a 
robust ethical commitment to fairness, and the best theory of justice will be sensi-
tive to such robust ethical commitments,” will often be hybrids (cf. Robinson and 
Darley 1995). Of course, we don’t think there’s anything wrong with doing this; 
that’s what we do. But in so doing, be clear on what structures in your theoretical 
edifice require which kind of support. (And be very clear on the connotations of the 
terms you use, especially across disciplines; psychologists, for example, are given 
to annoying philosophers by using “normative” in a nonnormative sense, to mean 
something like “typical.”)

In pursuing an interdisciplinary moral psychology, we join something approach-
ing a broad consensus—with the admonition that care be taken in figuring out what 
is actually going on in the disciplines you visit. The consensus, no doubt, papers 
over all manner of theoretical difficulty, but in this, we suspect, it is no different than 
any other intellectual consensus.

How exactly can you join this consensus and do some interdisciplinary work? 
Start by finding a theoretical question that interests you. Then, if you have ambitions 
toward getting paid for pursuing your interests, make sure it’s also of interest to oth-
ers. While we’ve expressed distaste for the pugilistic ambiance that characterized 
the philosophy of our professionally formative years, it remains the case that much 
academic research, most especially in philosophy, is agonistic, and asking about 
winners and losers is a very useful heuristic: if your hunches are right, what theo-
rists should be comforted and which concerned? (As one of us likes to ask his stu-
dents, a little hyperbolically, whose ox gets gored?)
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With the dialectical space identified, one can then ask if any bones of contention 
are scientifically tractable. The best evidence of this is an established scientific litera-
ture addressing the questions in question. If there is no such literature, you might 
contemplate beginning one, as an experimental philosopher. We urge you to consider 
this prospect with extreme trepidation; there might be good reasons why there’s not 
already a literature. (In any case, see our remarks on collaboration below.)

Supposing there are scientific materials ready at hand, you can get underway by 
drawing connections between the scientifically tractable questions in your rhetorical 
space and actual scientific attempts to tract them. Be very aware that these connec-
tions cannot be simply assumed; they must be argued for. And arguing for them is not 
trivial. Drawing these connections often involves extrapolating from empirical results: 
drawing conclusions that the original scientific research did not specifically test. 
There is nothing wrong with extrapolating, but it is inherently risky, must be done 
carefully, and must be acknowledged for what it is. For instance, one of us (Machery 
2012a, in press) has expressed doubts about the universality of the distinction between 
moral and nonmoral norms. In support of this doubt, he notices that crosslinguistic 
research by the natural semantic metalanguage linguists shows that “moral” is not a 
linguistic universal: it is not found in every language (e.g., in Bengali). The conclusion 
that the distinction between moral and nonmoral norms is culturally specific does not 
logically follow from the linguistic evidence (people could draw the distinction even 
if they do not lexicalize it), but Machery brought together other pieces of evidence to 
argue that together they support the cultural specificity claim. 

Remember, your one-discipline colleagues are likely to be dubious about your 
appeal to empirical literatures. They can read as well as you can; if they were con-
vinced the science mattered to what they’re doing, they already would be writing 
about it. Difficulty is more acute with the sorts of normative questions that often 
engage moral psychologists and ethicists; normative relevance is contestable (Doris 
2002: 113), and you must be prepared to contest it. Indeed, establishing relevance is 
a big part of your job; it won’t be enough to vindicate your theoretical hunches, but 
it will be enough to earn you a voice in the discussion that can’t responsibly be 
ignored. Then, the fun begins.

Advice (2): read the science. Once again, that advice is obvious does not mean it 
is bad. Nor is obvious advice always followed. For example, one approach used by 
humanists discussing science is to borrow it from other humanists, taking their science 
on testimony. Sometimes, this is a suspicion that can’t be proved; there’s just the coin-
cidence that Author B cites, near exactly, the same bits of the same material that 
Author A did. Or sometimes Author B mischaracterizes the content of her sources, 
exactly as Author A did, as do Authors C, D, etc., resulting in a trail of bungled cita-
tions. Other times, there are tells, as when Author B uses the trusty, “see sources cited 
in Author A.” Occasionally, Author B is quite upfront, stating explicitly that he will 
simply stipulate that Author A has testified accurately on the science at issue.

Don’t readily accept testimony. The testifier might have gotten things wrong: 
perhaps they lack the needed skills to fairly interpret a bit of science, or perhaps they 
are simply careless. However skilled and attentive, they surely have a theoretical 
agenda: after all, the point of importing material from one discipline into another is 
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to force theoretical movement in the importing discipline. If not, why bother? Even 
if the testimony is accurate, you risk charges of intellectual irresponsibility that 
undermine your rhetorical credibility: when the matter is controversial, the reporter 
who doesn’t check facts is a sloppy reporter. If the testimony is inaccurate, matters 
are worse, and you risk being both irresponsible and wrong.

Too great a willingness to accept testimony is how myths get repeated from 
paper to paper—especially if the myths are good stories. One of our favorites is the 
famous case of Phineas Gage that has been discussed extensively in moral psychol-
ogy (e.g., Damasio 1994; Greene 2013). If you trust pop psychology books, scien-
tific articles, and even psychology textbooks, the poor fellow became an unreliable, 
unruly, violent thug after a three-foot long iron rod went through the front of his 
brain and out the top of his head. The reality may be less exciting than this fantastic 
tale. In fact, recent historical investigation indicates that Gage immigrated to Chile 
subsequent to his injury and became a trusted, respected coach driver (e.g., 
Macmillan 2002; Griggs 2015).

None of this is to say one should never rely on testimony about another disci-
pline. The interpretations of difficult and controversial literatures by those steeped 
in them are not valuable, they are invaluable; limitations of time and expertise mean 
that outsiders must more than occasionally trust the interpretations of insiders. 
Trust, but, when possible, verify. And to verify, see for yourself. Insider testimony 
must be subject to critical scrutiny, and that scrutiny requires detailed firsthand 
experience with the literatures.

Typically, humanists enter empirical literatures via standard textbooks, whether 
introductions or upper level surveys. There’s nothing wrong with this, to make a 
start. But like philosophers, scientists write with theoretical agendas. To take an 
example dear to our hearts, many philosophers who have commented on the person- 
situation debate that bedeviled social and personality psychology for some 
30 years—and spawned the situationism-virtue ethics debate in philosophy—got 
their introduction to the issues through Ross and Nisbett’s (1991) excellent The 
Person and the Situation. But Ross and Nisbett aren’t neutral reporters; they are 
among the most prominent social psychologists critiquing personality psychology. 
It is therefore unsurprising that philosophers whose understanding of the psychol-
ogy is indebted to them (e.g., Doris 1998, 2002; Harman 1999, 2000) are tempted 
to skeptical verdicts on philosophical notions of character.

Start with a book written by a personality theorist, such as Funder’s (2012) The 
Personality Puzzle, and you may end in a different place. Be careful what book you 
browse, or what website you click, or your career may be structured by an arbitrary 
event! (Back when people still went to libraries, Doris stumbled on The Person and 
the Situation while looking for another book and noted that Nisbett was on the fac-
ulty at Michigan, where he was doing his degree; Nisbett graciously agreed to join 
Doris’s committee, and a dissertation was born.)

To ameliorate the problem of testimony, start by reading lots of testimony from 
lots of perspectives. Figure out what the experts think about their field by reading 
their commentary on their field—and talk to experts about what they believe but 
can’t commit to print; often horse sense may be more illuminating than journal 
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articles. But also go read what they read, or wrote, to make them believe it, which 
brings us to advice (3): read the original studies. Oftentimes, these studies will not 
be fully interpretable without the guidance of experts, and it’s back to the surveys 
and texts. But if you put the time in, very often, you’ll find instructive discrepancies 
between what is said about the studies and what is shown in the studies themselves. 
By triangulating across perspectives on a study, you can come to a sensible conclu-
sion about it.

Still, there’s only so much time, and you can’t verify everything equally. That 
means one has to perform a kind of triage and determine what gets scrutinized and 
how much. The first element of this triage is internal to your work. Very likely, some 
of your empirical claims will be central, and some more peripheral, to your argument 
and theory; it’s prudent to devote more time to support a major claim in a central argu-
ment than to the illustration of an offhanded aside. Nothing wrong with including an 
interesting tangent to your main argument—no one loves an interesting tangent more 
than us. But don’t think the standard of scientific literacy for a good sauce is sufficient 
for the meat of your work. As everywhere, judgment is required: you must distinguish 
the meat from the sauce and devote your energies accordingly.

The second element of triage is equally plain: the more controversial the evi-
dence, the more critical scrutiny is required. For example, there has lately been 
much contention over the extent to which celebrated priming studies—such as the 
Bargh lab’s iconic finding that semantic primes invoking stereotypes of the elderly 
cause healthy young people to walk more slowly (Bargh et al. 1996)—are replicable 
by independent labs. In our view, RepliGate—the crisis in contemporary social psy-
chology (and a few other areas in psychology) due to a surprisingly high number of 
replication failures—doesn’t suggest that there’s nothing to priming (we’re pretty 
confident there is), but it does suggest that the consumer must take extra care to get 
a handle on the literature (for discussion, see Doris 2015: 44–49).

Advice (4): read the experimental parts of the articles (often called Methods 
and Results), not only the introduction and discussion. Introductions of articles 
in the behavioral sciences expose the competing theories and points of view about a 
given empirical issue, review the existing literature, and formulate the authors’ 
hypotheses. Think about it as summarizing what the authors think we already know. 
The discussion summarizes the empirical results, elaborates on them in light of the 
authors’ hypotheses, and discusses the studies’ limitations. The methods and results 
sections are the most important parts of scientific articles: they present what scien-
tists have done and what results they have obtained. Read them with care. The con-
clusions scientists claim to be entitled to are sometimes loosely connected with what 
the experiments really show. Sometimes, wrinkles are ironed out, generalizations 
asserted that go beyond the limited scope of the experiments, and grandiose conclu-
sions asserted. Do not take scientists at their word; look at what they have done and 
shown, as presented in the methods and results sections. Of course, this requires a 
minimum of scientific and statistical expertise; we offer some guidelines below.

Also do not assume too quickly that scientists and philosophers always mean 
exactly the same thing when using the same words, and be sensitive to the different 
uses of the same language in different disciplines. For instance, saying that people 
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are utilitarian does not exactly mean the same thing in some parts of moral psychol-
ogy and in ethics.

Advice (5): consider lots of studies. The one-result philosophy paper, where the 
central argument is based on a solitary scientific finding, is a familiar sort of embar-
rassment. Equally familiar is the cherry-picked paper, which only reports the find-
ings most congenial to the author’s view and neglects the others. Don’t treat any 
piece of evidence or empirical result as if it could ever conclusively show anything. 
Scientists always view any piece of research as just one piece of the puzzle. As they 
know, other results are needed to confirm any piece of research, and these may turn 
out to undermine it. Conversely, don’t assume that you have shown much if you 
have found some aspect of a scientific article that can be disputed or questioned. 
Scientists are well aware that every article has some flaw or other. Convergent lines 
of research compensate for the flaws any single article may have. For instance, in 
response to criticisms (Berker 2009), Greene (2014) reviews an impressively large 
and diverse body of findings in support of his dual-process model of moral judg-
ment. Focusing on the flaws in any line of research is missing the forest for the trees.

The obvious advice then, the importance of which cannot be overestimated: con-
sider the full range of studies, both congenial and contrary to your perspective, and 
identify the dominant trends.

We say “dominant” with malice aforethought, since dominant is the best one can 
hope for: it will be extremely rare, given the uncertainty of the empirical world and 
the dialectical character of science, for every finding in a literature to tell in the same 
direction. Even where robustly univocal trends emerge—smoking and cancer, say, 
or anthropogenic climate change—they may only emerge in the fullness of years, 
when we’re needing more empirically credible theorizing right now. This doesn’t 
mean one shouldn’t attempt empirically informed theory—empirically uninformed 
theory ain’t likely to be better—but it does mean that one should theorize self- 
consciously. Know what seems solid, and what seems speculative, and be explicit 
about it. The best one can do, more often than not, is make a responsible wager on 
the state of the science.

Advice (6): check the meta-analyses, carefully. Meta-analyses (quantitative 
summaries of research literatures) help to identify the dominant trends within 
research literatures. By aggregating across a number of studies examining a given 
scientific question, they prevent unfortunate reliance on outlier studies, and they 
should help you avoid cherry-picking studies to make a theoretical point. But while 
useful, meta-analyses are not without problems. Necessarily, meta-analysts make 
many editorial decisions, and these decisions leave ample room for subjective, and 
potentially controversial, choices. First and foremost, they need to decide which 
studies to include, and different inclusion criteria—based on the assessed quality of 
the studies, their experimental designs, the hypotheses explicitly tested, etc.—can 
result in contradictory conclusions.

For example, the literature on stereotype threat—viz., the hypothesis that indi-
viduals from groups such as women and African Americans perform less well in 
tests when they are reminded of their identity (Spencer et al. 1999)—is one of the 
examples used by Gendler (2011) to argue that recent research on unconscious 
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influences on behavior reveals a conflict between our moral and epistemic commit-
ments. But does this literature really establish the reality of stereotype threat? 
Nguyen and Ryan (2008) meta-analyzed the literature on stereotype threat. Using a 
permissive inclusion criterion, they found evidence for a small effect of stereotype 
threat for women and a larger effect for African Americans. By contrast, Stoet and 
Geary (2012) adopted a conservative inclusion criterion for assessing a more spe-
cific hypothesis: stereotype threat partly explains the gender gap in some areas of 
mathematics. They discounted most studies examining stereotype threat on various 
grounds, examining only studies that involved a mathematical test that had a control 
group of male participants, that did not recruit participants on the basis of their 
knowledge of gendered stereotypes, and that assigned participants to different con-
ditions for manipulating stereotype cuing. Their conclusion was that the studies 
meeting their conservative criterion fail to support the stereotype threat hypothesis. 
It would be convenient if there were universally accepted criteria for deciding what 
studies to include in a meta-analysis, but this aspiration is utopian: judgment calls 
play an important, irreplaceable role.

And there are many such calls to be made. Meta-analysts can, but need not, 
include non-published studies in their meta-analysis. Meta-analysts can, but need 
not, weigh the included studies as a function of their perceived scientific quality. 
They can, but need not, give more weight to the studies with larger sample sizes. 
They must select a particular data analytic strategy to compute the aggregated effect 
size, with different strategies sometimes resulting in contradictory results. They can 
aggregate the data in many different ways and examine various variables possibly 
moderating the effect of interest. For instance, they can examine whether stereotype 
threat effects emerge when the test is given by a man or a woman, whether and how 
they depend on the nature of the cue reminding participants of their identity, whether 
and how they vary as a function of participants’ self- identification with the test area 
(e.g., mathematics), and so on.

So, meta-analyses too can be tendentious! Unsurprisingly, then, they may fail to 
quench controversy. For instance, Baumeister’s ego-depletion phenomenon, accord-
ing to which “will” (a capacity for self-control) is a finite resource (e.g., Baumeister 
et al. 1998), has been widely discussed in the philosophy of action (e.g., Levy 2011), 
but its reality is now questioned (e.g., Job et al. 2010; Lurquin et al. 2016) in spite 
of a supportive meta-analysis (Hagger et al. 2010), because just how supportive this 
“supportive meta-analysis” is has been contested by alternative analyses (Carter and 
McCullough 2013, 2014).

What to do when meta-analyses or informal literature reviews are not available? 
Advice (7): don’t rely on a single investigator—even where they’ve produced 
many studies. Not surprising that a scientist tends to publish findings that support 
one another and jointly support their favored hypothesis. Hesitate to take such a 
cluster as independent evidence for a hypothesis; sometimes, it’s more like reading 
something in multiple copies of the same newspaper. (Indeed, a single data set often 
funds many papers.) A bit less obvious is to avoid relying on a single lab, even 
where the author groups vary. If you attempt constructing an empirically grounded 
theory on the output of a single lab and that lab founders—due to difficulties in 
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replication, countervailing evidence from elsewhere, or (hopefully, less commonly) 
scientific misconduct—the empirical grounding of your theory has been eroded 
from under your feet. We realize that sometimes this will mean abstaining from 
exploiting exciting new results that would (if solid!) advance your theoretical 
agenda, but the risks will often outweigh the rewards, unless the result is supported 
by better established findings that are very closely aligned with the new work with 
respect to conceptual implications.

If possible, it’s good to have evidence beyond a “lab family” consisting of a par-
ent lab and offspring labs run by its students: again, no surprise if the findings of 
such clans trend in the same direction, since they will typically be generated by 
broadly similar technique and theory. Beware too of citation circles, clusters of 
researchers who, while not of the same immediate academic family, nonetheless 
advocate related, and mutually supportive, research programs—and cite one another 
accordingly. There’s no easy formula here: one person’s widely influential research 
program is another’s incestuous citation circle.

And don’t confuse either large citation numbers or ongoing patterns of citation 
with trustworthiness. You may be surprised how often scientists keep citing results 
that have failed to replicate or that have been seriously challenged, either because 
they just are not on top of the literature or because they have an ax to grind. It is 
quite dispiriting when thoroughly debunked studies are cited approvingly by scien-
tists, who should know better, or by philosophers, who should be more careful and 
skeptical!

To wit, in an influential article, Boroditsky (2001) argued that East Asians con-
ceive of time differently from Westerners because vertical metaphors of time are 
more common in East Asian cultures, while horizontal metaphors are more com-
mon in Western cultures. While her original article presented striking results, there 
have been ten failed attempts at replicating her original results (Chen 2007; January 
and Kako 2007; but see Boroditsky et al. 2011). Yet Boroditsky’s early article con-
tinues to garner approving citations from both psychologists and philosophers.

Likewise, several influential moral psychology studies frequently exploited by 
philosophers have now hit hard times. Schnall and colleagues’ (2008) famous study, 
according to which priming people with purity thoughts makes moral judgment less 
severe, has not always been replicated (Johnson et al. 2014, 2016; but see Huang 
2014). The same is true for the Valdesolo and DeSteno (2006) study allegedly show-
ing that participants are more likely to push the large person in the “footbridge case” 
after having watched a funny skit from the television how Saturday Night Live 
(Seyedsayamdost 2014; Duke and Bègue 2015). The same for Zhong’s Lady 
Macbeth effect, according to which cleanliness leads to more severe judgments 
(Fayard et  al. 2009 and Earp et  al. 2014 on Zhong and Liljenquist’s 2006; 
Seyedsayamdost 2014 on Zhong et al. 2010).

To be sure, that a study fails to replicate does not mean that the study was wrong; 
the replication study may itself be the failure. A fortiori, it does not mean that the 
author of the original study was doing shoddy work, to say nothing of engaging in 
“questionable research practices.” But it does mean that one should not rely on that 
study until the dust has settled. To keep track of the dust, it is worth consulting web-
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sites such as www.psychfiledrawer.org and osf.io/ezcuj/wiki/home/ and special 
issues (e.g., issue 3 of volume 45 of Social Psychology) reporting the recent results 
of replication attempts. You’d also be wise to tap “the grapevine” for news of what 
experimental paradigms are encountering replication trouble.

Not unrelated is advice (8): “investigate” the authors on whom you heavily 
rely. A theory built on the output of a lab discredited for scientific misconduct will 
have a limited shelf life—or it should. How to find such things out? As elsewhere, 
search engines help, and so too does consulting people working the field—the more 
the better; to avoid the pitfalls of illusory support, the theorist has to be something 
of a sociologist of science. You can’t overestimate the importance of the gossip 
network. Psychologists, anthropologists, and cognitive neuroscientists talk, and not 
always in a friendly manner. At the bar, or during the poster session, they will tell 
you which scientist has a reputation for shoddy work and which can be trusted. 
Gossip may seem an ugly word, but however unseemly it may appear, the gossip 
network plays an essential role in science. Scientists need information to determine 
whom to trust, whom to submit to scrutiny, and whom to entirely distrust; reputa-
tion, built and destroyed through chitchat, is often the only source of information at 
hand. By all means, rely on more reputable sources as they appear; until then, keep 
your ear to the ground where you can.

As recommended above, it is highly advisable, whenever possible, to check con-
troversial literatures for yourself. So, sometimes you will have to rely on your own 
judgment. Fortunately, there are a few useful tells that will allow you to identify 
suspect, if not outright poor, science.

Advice (9): check the sample. Psychologists and neuroscientists have too often 
relied on small sample sizes involving limited numbers of experimental participants 
(this tendency was a central pathogen in the RepliGate controversy). To see why, a bit 
of background in experimental design—in the form of a few more obvious observa-
tions—is needed. Most psychologists follow the methods introduced by R. A. Fisher 
in the first half of the twentieth century. In this methodological tradition, when a psy-
chologist runs an experiment, she typically attempts to reject the null hypothesis—for 
example, the hypothesis that there is no difference between a control and an experi-
mental condition or that two variables are not correlated—in order to accept the 
hypothesis of interest—e.g., that there is a difference between a control and an experi-
mental condition or that two variables are correlated. Sample size is among the most 
important determinants of a test’s power, i.e., roughly, the probability of obtaining a 
significant result if the null hypothesis happens to be false. A power of 0.50 means that 
the psychologist has one chance in two of rejecting the null hypothesis if the null 
hypothesis is false. So, when power is equal to 0.50 and the null hypothesis is false, 
you would do equally well flipping a coin as you would actually running the experi-
ment! A power of 0.80 is often recommended in the behavioral sciences, but for more 
than 40 years, power in psychology has on average hovered around 0.50 (Sedlmeier 
and Gigerenzer 1989; Fraley and Vazire 2014).

A simple rule of thumb: the smaller the sample sizes in a literature, the lower the 
power, and the higher the rate of false positives. Let’s see why. The p-value is, 
roughly, the probability of obtaining the data one has obtained (such as, roughly, the 
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difference between the means of the control and experimental conditions) or more 
extreme data (e.g., an even larger difference between these two means) if the null 
hypothesis is true.2,3 For instance, a p-value of 0.03 in an experiment comparing an 
experimental and a control condition means, roughly, that the probability of obtain-
ing the observed difference between the two means, or an even larger difference, if 
the null hypothesis is true, is equal to 3%. The significance level, often represented 
by α, determines the largest value the p-value can have for the null hypothesis to be 
rejected; by convention, it is typically set at 0.05 in psychology, meaning that the 
null hypothesis can only be rejected if the p-value is equal to or smaller than 0.05 
(we then have a significant result).4

Suppose that the significance level is set at 0.05, as is usual. Then suppose that 
n% of null hypotheses in a given research literature happen to be true, and suppose 
that the power of tests in this research literature is equal to m/10 (e.g., 0.5 or 0.8). If 
a given literature contains 100 articles, we obtain the following proportions for dif-
ferent types of results.

Significant result Nonsignificant result

H0 is false 0.m × (100 − n) (100 − n) – 0.m × (100 − n)
H0 is true 0.05n n – 0.05n

The top left cell represents the number of hits in this 100-article literature: the null 
hypothesis is rejected when it is false. The lower left cell represents the number of 
false positives: the null hypothesis is rejected when it is true. The top right cell repre-
sents the number of false negatives: the null hypothesis is not rejected when it is false.

Psychology suffers from a publication bias: in general, only significant results 
are published, and negative results (experiments where the null hypothesis is not 
rejected) are shelved (a problem known as the file drawer effect). While a  publication 
bias is found in all sciences, it appears to be more severe in psychology (Fanelli 
2010). As a result, the rate of false positives in a given psychological literature will 
be 0.05n/(0.m  ×  (100 −  n)  +  0.05n). This rate increases with decreasing power 
(0.m). For instance, supposing 40% of null hypotheses tested in a given literature in 
psychology are true, the rate of false positives will be 3.6% if power is equal to 0.8 
and 12% if power is equal to 0.5.

2 What is the relation between p-values and power? If there is no effect to be detected (i.e., if the 
null hypothesis is true), then the p-value is uniformly distributed between 0 and 1 (i.e., one is 
equally likely to get a p-value between 0 and 0.2, between 0.2 and 0.4, etc.), independently of the 
power of the experiment. If the null hypothesis is false, the larger the power, the more likely it is 
that one will observe a small p-value (holding constant the effect size used to compute the power 
of the experiment).
3 More precisely, it is the probability of obtaining a statistic (a function of the data such as t or F) 
or a larger one if the null hypothesis is true.
4 In a recent article, Benjamin et al. (2017) have argued that the 0.05 significance level is insuffi-
ciently strict, and have recommended to decrease it to 0.005. They argue that findings at the 0.05 
level provide too little evidence and that this lax significance level contributes to the current repli-
cation crisis in psychology and other sciences. One of us (EM) is a coauthor of this article and 
would like the 0.005 significance level to be widely accepted. For discussion, see however Amrhein 
and Greenland (2017); Lakens et al. (2017); McShane et al. (2017).

E. Machery and J.M. Doris



131

Studies with small sample sizes are also more likely to report an inflated effect 
size (e.g., the standardized difference between the means of two conditions): that 
is, the effect size reported by studies with a small sample size is likely to be larger 
than the true effect size. The reason is simple: everything else being equal, p-values 
decrease with larger sample sizes. When a sample size is small, only effect sizes that 
are large, including those that by chance are larger than the true effect size, can be 
significant.

So, beware if the sample size of a given study or if the typical sample size in a 
given scientific literature is small! What’s a small sample size, you ask? Difficult 
question, since the answer will depend, among other things, on the kind of tests run. 
But, as a rule of thumb, if the experiment involves a between-subjects design (i.e., 
an experimental design in which each subject is involved in one and only one exper-
imental condition), be wary if there are fewer than 50 subjects per condition. If the 
experiment involves a within-subjects design (i.e., an experimental design in which 
each subject is involved in all the experimental conditions), be wary if the total 
sample size is smaller than 30 subjects. In any case, the larger the sample size, the 
better.

Look also at the kind of findings reported by the article you’re reading. If the 
article reports an effect, but only for, say, men over 30 with a conservative bent, be 
wary. The authors were probably hoping to report the effect for all participants but, 
being unable to find it, examined whether the effect held for various subgroups 
within their participants. In brief, you are probably looking at the result of a fishing 
expedition, the kind of result that is less likely to replicate because the authors are 
capitalizing on chance.

Low power and fishing expeditions are not the only causes of RepliGate. Selective 
reporting (running many studies and reporting the few that happen to yield a signifi-
cant result), data peeking, sometimes called “optional stopping” (computing a 
p-value while collecting data and adding data until a significant result is obtained), 
and the exclusion of outliers on subjective grounds also increase the rate of false 
positives in published literature (Simmons et al. 2011). But the reader is often not in 
a position to find out whether such “p-hacking” occurred, while low power and fish-
ing expeditions are relatively easy to spot.

Advice (10): size matters. Check the p-values reported in the article (i.e., those 
p-values that matter for the findings touted by the authors). If they are all near 0.05, 
be wary again. It is possible that the authors ran many more studies and reported 
only those that turned out to be significant, and all the results serendipitously 
appearing at the minimum publishable significance resulted not from a real effect 
but from the investigators capitalizing on chance by p-hacking.

Even where significance is come by honestly, it’s only a small part of a compli-
cated story. Encouraged by the quasi-magical aura surrounding statistical signifi-
cance among psychologists themselves (understandably enough, since a significant 
result can be a make-or-break point in a scientist’s career), philosophers often only 
pay attention to whether the study reports a significant result. Statistical significance 
is of course important, but there is more to a scientific report. In addition to finding 
out whether a result is statistically significant, it is often important to find out 
whether it is a small, a medium, or a large effect.
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You probably want to know how to recognize small, medium, and large effects, 
don’t you? Sometimes, this is an easy task: sometimes, the observed variable (what 
psychologists call “the dependent variable”) has a meaningful metric (e.g., weight 
loss in nutrition studies). In other contexts, the dependent variable has no meaning-
ful metric, and it is then more difficult to know what small and large effect sizes 
look like. Fortunately, psychologists (particularly, Jacob Cohen) have developed 
conventional benchmarks for assessing effect size: on this approach, a small effect 
size is an effect size that is smaller than the typical effect size in psychology (start 
with Cohen 1992). It is common to use an index called “Cohen’s d” (often repre-
sented as d) to report the effect size. d reports the standardized difference between 
the means of two conditions (i.e., the difference between these two means divided 
by the standard deviation of the control condition). By convention, 0.2 is a small 
effect, 0.5 a medium effect, and 0.8 a large effect; 0.2 indicates that the two means 
differ by a fifth of the standard deviation and also that the mean of the experimental 
condition is at the 58th percentile of the distribution of the control condition—that 
is, if the data are normally distributed, 50% of the participants in the experimental 
condition have a higher score than 58% of the participants in the control condition. 
0.5 indicates that the two means differ by half of the standard deviation. It also indi-
cates that the mean of the experimental condition is at the 69th percentile of the 
distribution of the control condition. 0.8 indicates that the two means differ by four- 
fifths of the standard deviation. It also indicates that the mean of the experimental 
condition is at the 79th percentile of the distribution of the control condition. As 
noted above, keep also in mind that the effect sizes that are reported in studies with 
small sample size tend to be inflated, sometimes substantially so: the true effect size 
is likely to be smaller.

Another good reading habit is to treat p-values with care. As we have seen, a 
p-value reports, roughly, the probability of obtaining the data one has obtained or more 
extreme data if the null hypothesis—the hypothesis one is typically trying to reject—is 
true. A common mistake is to take p-values to be the probability that the null hypoth-
esis is true, given the data obtained (what is commonly called the posterior probabil-
ity). On this misinterpretation, a low p-value would then say that the null hypothesis is 
likely to be false. But that’s just not what a p-value means, and it is easy to see why. 
The posterior probability of the null hypothesis depends on its prior probability—
roughly, how likely to be true the null hypothesis was independently of the data 
obtained in the experiment. The lower the prior probability, the lower the posterior 
probability. The p-value says nothing about the prior probability and thus could not 
report a posterior probability. So, don’t conclude that the null hypothesis is likely to be 
false and the hypothesis of interest likely to be true because the p-value is small.

Another mistake is to assume that a p-value determines the probability of repli-
cating the significant finding: On this misinterpretation, a p-value of 0.05 indicates 
that the probability of replicating the finding is 0.95. But, again, that’s just not what 
a p-value means. Let’s suppose that the null hypothesis is indeed false and that one 
has correctly rejected it but that the power of both the original study and of its rep-
lication is equal to 0.5. Then, the probability of replicating the original result is not 
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0.95 but 0.5. So, don’t assume that an experimental result will replicate because the 
p-value is small.

Now, consider the following exercise (based on Oakes 1986: 79–82):
Suppose you have a treatment that you suspect may alter performance on a cer-
tain task. You compare the means of your control and experimental groups (say 
20 subjects in each sample). Further, suppose you obtain a p-value below the 
significance level (p = 0.01). Please mark each of the statements below as “true” 
or “false.”

 1. You have absolutely disproved the null hypothesis (that there is no difference 
between the population means).

 2. You have found the probability of the null hypothesis being true.
 3. You have absolutely proved your experimental hypothesis (that there is a dif-

ference between the population means).
 4. You can deduce the probability of the experimental hypothesis being true.
 5. You know, if you decided to reject the null hypothesis, the probability that 

you are making the wrong decision.
 6. You have a reliable finding in the sense that if, hypothetically, the experiment 

were repeated a great number of times, you would obtain a significant result 
on 99% of occasions.

Take your time.
Now, if you have marked any of these statements as true, you have made a mis-

take. Statements 1–5 are related to the first misunderstanding pointed out earlier: 
They confuse the p-value, which says something about the data obtained (more 
precisely, it measures how likely it is to obtain these or more extreme data if the null 
hypothesis is true), with the probability of the null hypothesis, which measures how 
likely the null hypothesis is to be true. To repeat, p-values do not report the probabil-
ity of the null hypothesis; a very low p-value does not mean that the null hypothesis 
is likely to be false. Statement 6 is related to the second misunderstanding pointed 
out earlier: it confuses the p-value with the probability of obtaining a significant 
result in a replication. Don’t be too embarrassed if you made a mistake: mistakes 
were extremely common among the 70 psychologists Oakes examined.

Relatedly, you should not be too impressed by very low p-values (Look! 
p = 0.001!). P-values depend on several factors, including the precision of the mea-
sures used in an experiment and the sample size. A low p-value just means that it is 
extremely unlikely to obtain the data one has obtained or more extreme data if the 
null hypothesis is true; it does not mean that one has obtained a very large effect 
size—indeed, very low p-values are compatible with tiny effect sizes. Nor, to repeat, 
does a low p-value mean that the null hypothesis is likely to be false or that one is 
likely to replicate the finding.

While we’re talking about p-values, how should you interpret nonsignificant 
results (when p > 0.05)? Of course, you can’t just infer that the null hypothesis is 
true from a nonsignificant result, because nonsignificance may be due to low 
power. If the power of the test is equal to, e.g., 0.2, the probability of obtaining a 
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significant result if the null hypothesis is false is equal to 0.2. Also, do not rely on 
the following common, but nonetheless erroneous, rule of thumb: the higher the 
p-value, the more likely it is that the null hypothesis is true. This rule of thumb is 
mistaken because if the null hypothesis is true, a p-value between 0.05 and 0.1 is 
as likely as a p-value between 0.5 and 0.55 or between 0.9 and 0.95 (i.e., p is uni-
formly distributed).

Then how to interpret a negative result and how to accept the null hypothesis on 
the basis of a negative result? We recommend accepting the null hypothesis on the 
basis of a negative result if and only if the power of the test is high: as a rule of 
thumb, at least 0.8 (Machery 2012b). When power is not reported or when it is low, 
inferences that an independent variable has no influence on the dependent variable 
are illegitimate, and negative results should not be interpreted.

Advice (11): be alert to biases. Scientists are people. And they’re people with 
theories. It’s well documented that human beings are subject to “motivated cogni-
tion,” the tendency to form congenial beliefs and resist forming uncongenial ones 
(Dunning 1999; Gilovich 1991; Kunda 1990). In the present context, this means you 
should expect investigators to be good at finding fault with arguments and evidence 
inconsistent with their own theories and less good at critically scrutinizing conge-
nial argument and evidence. Don’t be surprised if scientists’ standards are sterner 
when assessing experimental results that would challenge their own research 
program.

Equally important, keep in mind that you are a person too and as likely to be a 
motivated cognizer as the scientists you scrutinize (as, of course, are we!). You also 
are, or will be, a person with a theory: perhaps you think this or that article is weak 
because it would undermine a favored conclusion of yours, were it correct. Similarly, 
maybe you think this or that study is “great stuff,” in substantial measure because it 
gives you reason to hold a position you already hold.

Meta-analyses may help here, by compelling you to take into account many stud-
ies instead of just those fitting your preconceptions. It also pays to keep an eye on 
biases known to influence the interpretation of scientific findings. For example, 
readers seem to be unduly influenced by neuroscientific verbiage in explanations of 
human behavior—although the science on this matter itself suffers from replication 
issues (Weisberg et al. 2008; Farah and Hook 2013; Fernandez-Duque et al. 2015)! 
Don’t get distracted by allusions to the lighting or firing of brain areas, and make 
sure that such allusions are really playing an explanatory role. While knowing about 
biases may not be enough to ameliorate them, a vivid appreciation of our cognitive 
infirmities may at least inspire us in our effort to “do the right thing” in our encoun-
ters with science (such as following the advice in this letter!).

Like other scientists and, we dare say, like philosophers themselves, psycholo-
gists and cognitive neuroscientists are not dispassionate seekers of the truth. (Really, 
what fun would that be?) Rather, they are often eager to promote their views and to 
be recognized for their contribution. Social goods like fame and material goods like 
salary and reduced teaching load accompany success. Unsurprisingly then, exag-
geration and misrepresentation are not unheard of in science. Hype is a regrettably 
common gambit in the science game, especially when science is packaged for popu-
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lar audiences. Admittedly, separating the wheat from the chaff is often difficult 
because scientists do not distinguish them in their own writings, possibly because 
they themselves are not always clearly drawing the distinction. So, caveat emptor—
especially when reading the Times science pages.

Nor is science free of ideological biases. Concerned as they are with behavior, 
psychology and cognitive neuroscience are particularly likely to suffer from ideo-
logical biases, and, unsurprisingly, psychology has a checkered history with respect 
to race and gender. While psychology has undoubtedly furthered sexist and racist 
ideologies in the twentieth century, some psychologists have recently expressed 
concerns that biases have nowadays tilted toward the left and that this is hindering 
scientific progress (Duarte et al. 2015).

Consider what apparently happened to a recent article by Williams and Ceci 
(2015).5 For years, Ceci and Williams have been accumulating actuarial data sug-
gesting that the gender imbalance in STEM disciplines is not a result of biases 
against female applicants and scientists, a claim definitely at odds with the domi-
nant opinion in this area of psychology; their 2015 Proceedings of the National 
Academy of Sciences article reports some experimental data in support of this con-
tention. We’re noncommittal about whether they are correct or not; what interests us 
here is the extraordinary review process their 2015 paper had to go through. 
Apparently, their article was reviewed by seven reviewers, while a 2012 study argu-
ing for the existence of biases was only reviewed by two reviewers (the usual num-
ber, according to PNAS). Furthermore, their data set was examined by an external 
statistician, a most unusual step in the review process. We doubt that a more ideo-
logically congenial article would have been submitted to anything like the same 
level of scrutiny. In any case, here is a motto: that some bit of science feels good 
does not make it right!

Conversely, one must also attend to cases where scientific argumentation is not 
theory driven. Psychologists and neuroscientists typically begin their articles with a 
justification of the hypotheses submitted to test. This justification alludes to extant 
theories, ongoing literatures, and the current body of evidence. Examine psycholo-
gists’ and neuroscientists’ justification closely. If the hypothesis seems ad hoc, 
unprincipled, or not supported by any theory in the existing literature, be wary. It is 
plausible that the psychologists had another (more principled) hypothesis in mind 
when they designed the experiment, but that, failing to confirm their prediction, they 
fabricated another prediction in order to salvage their experiment and to publish an 
article. If so, you are probably looking at the result of a fishing expedition, which 
may well not be supported by future replications. The hypothesis, formulated post 
hoc, is designed to fit maximally the data obtained in an experiment; thus, it over-
looks the fact that every body of data is influenced by random factors and will thus 
not be identically reproduced in future replications. This kind of fishing expedition 
is like hypothesizing that a coin is unfair and yields six heads for four tails after 
having seen three heads out of five coin throws: such a hypothesis maximally fits the 

5 http://chronicle.com/article/Passions-Supplant-Reason-in/232989
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observed data but overlooks that the data one has just observed are in part due to 
random factors.

Advice (12): take the long view. The latest may not be the best; it may not even 
be good. Until a trend is very well established, extreme caution is in order. Indeed, 
since even “established trends” may be destabilized, caution is always in order. 
Science can be faddish: scientists—especially graduate student scientists looking to 
“make their mark”—often board bandwagons, be it a particular theoretical approach, 
a particular research topic, a particular experimental paradigm, or a particular data 
analytic method. Of course, some current fashions turn out to constitute real scien-
tific progress: the point is that it’s hard to know in the moment.

Relatedly, be aware of what types of research are currently controversial. An 
important example is reverse inference, where the fact that participants have a par-
ticular mental state, such as experiencing a particular kind of emotion, is inferred 
from the fact that a particular part of their brain “lights up” in a neuroimaging study. 
Reverse inference is the object of a heated debate in cognitive neuroscience and in 
the philosophy of cognitive science (e.g., Poldrack 2006; Machery 2014; Glymour 
and Hanson 2016). In a nutshell, the issue is that when they reverse infer, cognitive 
neuroscientists often only take into account the probability of the activation of a 
given area (e.g., the insula) if participants entertain a particular mental state (e.g., 
disgust), i.e., the conditional probability P(insula activation | participants feel dis-
gust), while overlooking the probability of the activation of this very area if partici-
pants entertain another mental state, P(insula activation | participants do not feel 
disgust). This is a bit like concluding that it has rained because the sidewalks are wet 
on the grounds that the sidewalks are likely to be wet if it rained while overlooking 
the fact that the sidewalks could be wet even if it had not rained (e.g., if they had 
been cleaned). At the same time, this technique has played an important role in 
recent moral psychology. Greene’s classic neuroimaging study of trolley cases, 
which has been so important in giving rise to a cognitive neuroscience of morality 
(Greene et al. 2001), is a famous but controversial example of reverse inference. 
Whether or not reverse inference can be ultimately defended (as we believe), there 
is no doubt that it has very often been misused in cognitive neuroscience, and you’d 
be wise to look closely at articles relying on it.

Obviously, reverse inference is not the only form of controversial research prac-
tice. We have already mentioned priming: these striking studies, which attempt to 
manipulate participants’ behavior by means of unconscious primes, are at the center 
of the RepliGate controversy, and we advise you to be critical of studies using this 
type of manipulation. Of course, this is easier said than done! One of us (EM) was 
inspired by a striking result in social psychology—hard-to-read materials prime 
people to be more thoughtful (Alter et al. 2007)—and used this priming  manipulation 
in his own empirical research. Here is a bit of background. Sytsma and Machery 
(2010) argued that the lay concept of subjective experience does not correspond to 
the philosophical concept of phenomenal consciousness (roughly, the idea that there 
is something it feels like to have a perceptual experience). In response, Talbot (2012) 
proposed that Sytsma and Machery’s vignettes had simply elicited “System 1” 
(roughly, fast, non-reflective) judgments that did not reflect people’s genuine con-
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cept of consciousness. To test Talbot’s empirical conjecture, Sytsma and Machery 
(2012) attempted to show that their results did not change when care was taken to 
elicit slow, reflective (“System 2”) judgments. One of their manipulations was 
inspired by a then much talked about psychology paper (Alter et al. 2007), which 
suggested that participants were more careful and reflective when they were pre-
sented with texts difficult to read (e.g., printed in a hard-to-read font). Sytsma and 
Machery reasoned that if Talbot were right, people would make different judgments 
when presented with easy-to-read vs. hard-to-read vignettes. Since they found no 
effect (a negative result) in a highly powered study, they concluded that Talbot’s 
hypothesis was false. The twist is that we know now that Alter and colleagues’ 
original manipulation does not succeed in eliciting slow, reflective judgments 
(Meyer et al. 2015): in fact, hard- to- read materials do not prime people to be more 
thoughtful, and Sytsma and Machery’s negative result could not be taken to under-
mine the theory they were criticizing.

To here, we’ve been focusing on humanists as consumers. But at many institu-
tions, academic humanists are subject to the same “publish or perish” incentives that 
help animate science, which means that, if you like to eat, you’ll probably also be a 
producer, writing up what you’ve learned from the science. We do not have the 
space for a writing workshop here, although the importance of good writing cannot 
be overstated; indeed, it might be the single meritocratic property that most publica-
tions in good venues have in common, across a range of topics and disciplines (the 
role of extra-meritocratic considerations like pedigree is an unfortunate issue we 
will pass over in stony silence [but see Peters and Ceci 1982]).

Given limitations of space, we’ll limit our advice on writing to a bit of advice (13) 
developed in the contexts of humanists writing on science: be persuasive. Hopefully, 
this doesn’t sound as sneaky as it might have before you started reading our letter: 
scientists are not, and indeed cannot be, dispassionate excavators of fact, and the same 
is no less true of humanists excavating science. Even for literature surveys, such as 
encyclopedia articles, with the most innocently pedagogic aims, the science writer 
has, at a minimum, one persuasive goal—to persuade the audience that she speaks 
authoritatively on the science. But many of you, we hope, will encounter science in 
the role of theoretical agitator, intent on persuading people that the theory you favor is 
compelling. Here, too, you have to legitimize your mantel of authority, by speaking 
with evident competence on the empirical evidence you discuss.

Initially, the best advice we can give is to follow the advice we’ve already given. 
Consume the science responsibly—nothing sneaky about that—and you’re a long 
way toward home. But you still have to write it up, as convincingly as possible. 
Williams (1985: 39) observed, not without justice, that Aristotle’s doctrine of the 
mean is “one of the most celebrated and least useful parts of his system,” but here, 
it is just the guidance we need. Provide neither too much detail nor too little. Too 
much, and the reader will check out, and readers in states of catatonic boredom are 
not easily persuaded. Too little, and the reader will be unable to get their own sense 
of the science, which is required if they are to develop some sympathy with your 
interpretation: a reader constantly exclaiming “but wait!” or “what about…?!” is 
another sort of reader not easily persuaded.
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How much detail is enough is a question of art, and the exact formula will vary 
with the contexts. This advice, we realize, is even less informative than the doctrine 
of the mean, but perhaps we can offer something of help. Some experiments are 
especially memorable or striking, and some lend themselves especially well to 
straightforward summary, and reporting these experiments will make for effective 
writing. Of course, there may be important experiments that are not easy to recount 
(the sophisticated designs in cognitive psychology, e.g., can make them difficult to 
handle). Here, you will have to decide whether the experiment’s importance to your 
argument justifies trying the patience of your reader. This principle, of course, gen-
eralizes: the more central the experiment is to your purposes, the more advisable it 
is to spend expository space on it.

But you can’t spend space on every deserving experiment, so what to do? This, 
maybe: denote some experiments your central “exhibits.” Ideally, these experiments 
are memorable, expositorily tractable, not unduly controversial, and centrally impli-
cated in your argument. Where an experiment is difficult to concisely explain, be 
sure your argument requires it. Then, situate your exhibits in the literature, explain-
ing how they fit or (more rarely) fail to fit with established general trends.

This two-pronged strategy is crucial. Good writing is concrete and particular, and 
reporting general trends without vivid examples will convince no one. As cognitive 
science tells us (e.g., Bell and Loftus 1989), anecdotal evidence is weighted heavily, 
and the science writer who wishes to convince her readers would be foolish not to 
take advantage of this tendency. At the same time, as should by now be clear, a study 
or two should not convince a savvy consumer, so you must situate your exhibits 
within judicious summations of wider trends. With both pieces in place, one can 
craft, with luck, an argument that is both vivid and compelling, with the result that 
people may both remember your writing and be persuaded by it. If you can do that, 
we’ve done our job.

With respect to writing, we’ll also offer this heartfelt advice (14): collaborate. 
Reading science and talking to scientists are indispensible, but better still is working 
with scientists: if you want to see how the sausages get made, best to make some 
sausages. You’ll likely learn more from someone who’s invested in a product on 
which her name will appear than you will from a (possibly offhand) response to an 
email or a (possibly tipsy) conversation at a party. So, if at all possible, try to coau-
thor some papers, and even if you don’t coauthor, try to spend some time in a lab or 
at least sit in on a course or two.

For humanists, collaborating makes possible participating in projects, such as 
those requiring advanced statistics, that you couldn’t do on your own. At the same 
time, you’re possessed of expertises, such as in writing and theorizing, that make 
possible projects your scientist collaborators couldn’t do on their own. There’s 
charcuterie in the humanities too, and outsiders are at serious risk of errors, just 
as in the sciences. With the best sort of interdisciplinary collaboration, then, 
everybody benefits, and most importantly, in this short life we lead together, 
everybody gets to have a good time.6

6 Since we’re trying to be encouraging and cheerful, we’ve relegated this advice (15) to a footnote: 
when you collaborate, be very explicit about work responsibilities and authorial order, from the 
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Concluding advice (16): don’t be discouraged, just put the work in. By now we 
hope you have an idea of how much sausage making is going on in the making of 
science, a circumstance that may not increase your appetite for the consumption of 
the product. In short, it ain’t always pretty. Science isn’t made by algorithms and 
computer programs. As we’ve said, it’s made by people and is therefore sometimes 
driven by personal interests. Moreover, scientific inquiry involves countless prag-
matic decisions that could just as easily have been made otherwise, and there are 
always many degrees of freedom in how data can be analyzed and findings reported, 
meaning that the process of inquiry is rife with contestable judgment calls.

While labs are home to human idiosyncrasies and biases, science as an institu-
tion suffers from systemic biases, such as the well-documented bias against publish-
ing negative results, which limits science’s capacity for auto-correction. And this is 
to say nothing about the extent to which the institutions societies charge with “the 
production of knowledge” may reflect the inequities and injustices of those societ-
ies, arguably to disastrous epistemic, as well as ethical, effect. All this noted, it is 
perhaps surprising that science is, in the aggregate, such a successful form of 
inquiry.

Science consumers, then, should keep the messy nature of science making in 
mind. Science is fallible: truths of the day will often turn out to be tomorrow’s past 
mistakes, and scientific wisdom is almost always provisional. Our confidence in the 
cutting edge of science should thus always be guarded, and we should not be utterly 
disgusted when the scientific consensus we relied on falters. We take science as it is, 
we try our best to understand its dominant trends, and we acknowledge its fallible 
nature.

At this point, you may be worried that engaging with science is just too difficult 
for an outsider, and you can’t possibly sort out the controversies in an intellectually 
responsible way. This, however, is not our take-home message. Many of the pieces 
of “obvious advice” in this epistle are commonsensical and easy to follow, and  
putting them into practice would improve substantially humanists’—and perhaps, 
scientists’—use of empirical literatures.7

outset. We’ve seen, and been party to, more than one unfortunate misunderstanding about contribu-
tions and credit, and they’re no fun at all. While the occasional tiff is likely unavoidable, hammering 
out expected contributions and credit before serious work begins is a very useful preventative. 
Potential discomfort isn’t a reason not to collaborate, but it is a reason to be very clear.
7 A draft of this paper was presented to the Autumn 2015 meeting of the Moral Psychology 
Research Group. Many thanks to participants for comments, especially Fiery Cushman, Valerie 
Tiberius, Maria Merritt, Eddy Nahmias, and Shaun Nichols. We also would like to thank Wesley 
Buckwalter, David Danks, Benjamin Voyer, and Wayne Wu for comments and suggestions.
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Frans de Waal

With recent developments in moral psychology and experimental philosophy, 
there’s no going back for the way philosophy is done. Would you agree?

Since the Enlightenment, philosophy has taken over the top-down role in moral 
thinking from religion. Instead of religious dogma or scripture telling us how to 
behave, the philosophers provided us with principles, logic and reasoning underlying 
our moral decision-making. Rather than working with human psychology, or, as I 
would say, primate behaviour, many philosophers declared natural behavioural ten-
dencies as largely irrelevant. It was all about the “ought,” and not about the “is.” 
Philosophers would come up with principles, such as utilitarianism, that deny the 
fundamental loyalties that mark every mammal. Every mammal values its own kin 
and offspring above everyone else, but utilitarianism asks us to value all human life 
equally and go by the numbers (the more happiness the better), which is not how 
mammalian psychology has been designed. I would love to see a moral philosophy 
that is more in tune with human tendencies and recognizes that these tendencies 
have an age-old history. I know very well the “naturalistic fallacy” argument, but 
think it is grossly overrated: driving a wedge between morality and biology has 
given us a view that is out of touch with human nature. Even David Hume 
(1739/1985: 335)—to which the naturalistic fallacy arguers often refer—recognized 
this, as he never said we should ignore human biology (in fact, he invoked it very 
much himself when he spoke of human sympathy) but only added that “a reason 
should be given” for how we argue from the facts of life to the values we strive for. 
Asking us to give a reason is not the same as saying it cannot be done.

The idea that moral principles can be born from very basic natural tendencies 
was brought home to me in the most forceful manner when we found signs of a 
sense of fairness in other primates. Not only do monkeys (and also dogs and cor-
vids) protest against receiving less than a partner for the same task, chimpanzees 
show, just as humans, a tendency to equalize outcomes even if doing so is not to 
their immediate advantage. Although we believe that in the long run this equalizing 
tendency is advantageous (Brosnan and de Waal 2014), the fact is that the sense of 
fairness of chimpanzees is hard to distinguish from that in humans. This means that 
fairness, instead of a moral principle arrived at by means of reasoning or societal 
ideals, is an old tendency with evolutionary advantages. It obviously requires cogni-
tion (the parties need to be able to learn the advantages of equalized outcomes), but 
then, the cognition of chimpanzees and humans is more similar than different. It is 
reflected in how they solve the dilemma between wanting as many rewards as pos-
sible and wanting profitable cooperation. Philosophers need to start rethinking their 
field in the context of not only human psychology but also our species’ evolutionary 
background.

Can moral psychology help answer moral or ethical questions?

I cannot answer this question for psychology, but for biology I think it is rather 
simple. Biology does not dictate any specific moral rules. These rules vary by human 

F. de Waal et al.



147

culture and vary across time within a given culture, so cannot be given by biology. 
But biology has given us the basic capacities we need to build moral systems. First 
of all we are interested in others and in working with them, which is a prerequisite 
for morality. Then there are the capacities for empathy, the following of social rules, 
sense of fairness, tit-for-tat cooperation, social attachments and commitments and so 
on, all of which enter the moral equation and are older than our species.

Human morality is like language. We are all born with the capacity to develop it, 
using the moral building blocks and sentiments recognizable in the work of Edward 
Westermarck (1908) and David Hume (1739/1985), but how precisely we fill in the 
capacity is up to our environment and culture.

How important is it to be multidisciplinary when doing research in moral psy-
chology? What are the main difficulties in achieving this?

The field of moral psychology could benefit from more exposure to studies on 
animal behaviour. After all, in the study of social animals, we are very used to social 
organization constrained by rules and regulations. The social hierarchy of the primates 
is one big system of regulation, which requires emotional control and inhibitions. 
Even if these rules and regulations are not justified by what we would call moral prin-
ciples, the fact that animals cannot express themselves in unlimited ways, but face all 
sorts of social constraints, is obviously very similar to a moral system. We, humans, 
speak of “right” and “wrong,” whereas in many animals life turns around what is 
“acceptable” and what is “unacceptable” behaviour. Punishment for the latter behav-
iour makes animals refrain from it. Here is a description from my book The Bonobo 
and the Atheist (de Waal 2013: 149), which treats these connections at length:

At Tama Zoo, in Tokyo, I witnessed a surprising ritual. From the rooftop of a building, a 
caretaker spread handfuls of macadamia nuts among 15 chimpanzees in an outdoor area. 
The chimps rushed about collecting as many macadamias as they could in their mouths, 
hands, and feet. Then they sat down at separate locations in the enclosure, each with a neat 
little pile of nuts, all oriented toward a single place known as the “cracking station.” One 
chimp walked up to the station, which consisted of a big rock and a smaller metal block 
attached to it with a chain. She then placed a nut on the rock’s surface, lifted the metal 
block, and hammered until the nut gave up its kernel. This female worked with a juvenile 
by her side, whom she allowed to profit from her efforts. Having finished her pile, she then 
made room for the next chimp, who placed her nuts at her feet and started the same proce-
dure. This was a daily ritual that always unfolded in the same orderly fashion until all nuts 
had been cracked. I was struck by the scene’s peacefulness, but not fooled by it. When we 
see a disciplined society, there is often a social hierarchy behind it. This hierarchy, which 
determines who can eat or mate first, is ultimately rooted in violence. If one of the lower- 
ranking females and her offspring had tried to claim the cracking station before their turn, 
things would have gotten ugly. It is not just that these apes knew their place; they knew what 
to expect in case of a breach of rule. A social hierarchy is a giant system of inhibitions, 
which is no doubt what paved the way for human morality, which is also such a system. 
Impulse control is key.

There is very interesting work on emotional control, such as the marshmallow test 
conducted on apes and parrots, and these animals being as good at controlling their 
impulses as human children. These findings are not surprising for students of animal 
behaviour, but the general public, of course, still sees animals as wild and uncontrolled.
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On the positive side there is all the work on empathy and genuine altruism in 
animals (de Waal 2008), including nowadays neuroscience studies on empathy in 
rodents (Burkett et al. 2016), which indicate that caring for others, even if there is 
nothing necessarily to be gained by the altruist, can be found in other species. By 
taking all of these tendencies into account, moral psychology can ground itself in 
evolutionary biology, which—I would say—is the only sensible grounding for any 
field that concerns itself with human behaviour.

Hanno Sauer

With recent developments in moral psychology and experimental philosophy, 
there’s no going back for the way philosophy is done. Would you agree?

Yes. Empirical evidence shows that our powers of introspection are frail and 
prone to self-deception. We simply don’t know where our conceptual intuitions 
come from and what influences them. Naïve conceptual analysis is dead.

Can moral psychology help answer moral or ethical questions?

Yes. It cannot answer moral questions on its own; but neither can empirically 
empty allegedly “pure” moral theorizing. More specifically, empirical information 
can be brought to bear on issues of normative import by (i) debunking the empirical 
presuppositions regarding moral agency that various normative theories incur, by (ii) 
debunking people’s moral intuitions as epistemically defective, and by (iii) reflexively 
enabling people to improve their moral judgements and actions in light of (i) and (ii).

What role should moral psychology and neuroscience play in shaping law and 
public policy?

Given the actual extent to which law- and policy-makers seem to pay attention to 
evidence and reason, they should at the very least play a much larger role. It could 
also be tremendously useful in identifying and counteracting the various epistemic 
limitations of jury members, in reassessing the conditions for criminal responsibil-
ity, and in gauging the long-term effect of criminal “justice.” Properly taking into 
account empirical evidence in general, not just psychological and neuroscientific 
evidence, but also social scientific and economic insights, would likely lead to dras-
tic reforms of the current penal system.

How important is it to be multidisciplinary when doing research in moral psy-
chology? What are the main difficulties in achieving this?

All-important—it simply cannot be done unilaterally. The main difficulty, it 
seems to me, is to reap the benefits of the epistemic division of labour while avoid-
ing the costs that come with it. People come from different backgrounds and have 
different abilities. It is extremely tricky to coordinate people’s work in the absence 
of central oversight (which would likely be undesirable anyway).

F. de Waal et al.



149

Paolo Heywood

With recent developments in moral psychology and experimental philosophy, 
there’s no going back for the way philosophy is done. Would you agree?

Whilst I think there’s a lot in the way of insight to be gained from experimental 
philosophy, particularly when it comes to cultural diversity, I also think—and I am of 
course bound to say this as an anthropologist—that quantitative methods in the social 
sciences have their limits. Responses to survey questions about abstract cases can tell 
you plenty of things, but they cannot tell you the same things that observing the ways 
in which people deal with moral and ethical concerns in their everyday lives can. Which 
of those one is more interested in obviously depends on one’s aims. And, for what it’s 
worth coming from a layman, I see no particular reason why philosophers should aban-
don conceptual work in favour of methods already employed by sociologists and psy-
chologists, unless we have come to think the kinds of results produced by the latter are 
in some way or another superior, more cost-effective or more “impactful” than the 
former. And if that’s the case, then it’s worth asking why. Philosophically, might I add.

Can moral psychology help answer moral or ethical questions?

Of course. Again, though, I would highlight the word “help” in that question. Moral 
psychology, neuroscience, philosophy and anthropology can all “help” answer moral 
or ethical questions because they provide answers of different forms to such questions, 
not because any one of them has hit upon the correct form answers should take.

What role should moral psychology and neuroscience play in shaping law and 
public policy?

It’s a bit difficult to have much faith in the value people will continue to place on 
“experts” in the wake of recent political events. And since I am neither a moral psy-
chologist nor a neuroscientist, it’s not really for me to attempt to specify their place 
in public life. That said, as I have already indicated, I am rather wary of the ways in 
which academic disciplines are increasingly required and effectively extorted into 
having “impact.” The more that academic disciplines are put in hock to whatever 
people happen to think is “useful” at any particular moment, the more vulnerable 
they are to rapid changes in assessments of utility—as we have recently seen—and 
the less they are capable of doing what they are best at: questioning our assumptions 
(regarding, e.g., what it means to be “useful”).

How important is it to be multidisciplinary when doing research in moral psy-
chology? What are the main difficulties in achieving this?

As I’ve suggested, I think interdisciplinarity is at its best when it is complementary, 
rather than integrative, and actually that a significant difficulty lies in ensuring that 
“being multidisciplinary” doesn’t end up meaning taking one totalizing approach that 
also happens to draw from a range of disciplines. I personally think it would be more 
productive if we all kept on arguing with one another over approaches, rather than 
stifling such debate in an attempt to find an ideal approach that doesn’t in fact exist.
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Verena Wieser

What are the philosophical developments that shape our understanding of 
morality in marketing research and practice?

Morality always has been—and still is—a contested concept in marketing and con-
sumer research and practice. The discipline features lively debates concerning what 
‘doing good’ or ‘doing bad’ means in marketing contexts and how those meanings 
develop in contemporary consumer societies (e.g. Caruana 2007a, b; Stoeckl and 
Luedicke 2015). I would like to share one or two observations on these debates here.

The vast amount of morality research in marketing follows a techno-rationalist 
marketing discourse (Caruana 2007b), which views morality as one discriminating 
factor in consumption choices. From a micro-marketing perspective, morality com-
petes with pragmatic factors such as price and quality when consumers decide, for 
instance, between conventional and fair-trade products in their daily routines. A rich 
pool of research traces how, when and why consumers couple their purchase deci-
sion with—or decouple their purchase decision from—societal moral norms and 
personal concerns (see Grayson 2014 for a summary of articles on this issue in the 
Journal of Consumer Research).

The discipline’s focus on consumer choices, however, leaves blind spots in the 
moral marketing landscape. Whilst consumer researchers consistently spot a gap 
between consumers’ moral attitudes and actual purchase behaviours, business scan-
dals and brand crises unveil the substantial limitations of the logics of efficiency and 
corporate self-control. The overestimation of the “empowered” and “responsible” 
consumer (Caruana and Crane 2008; Giesler and Veresiu 2014; Izberk-Bilgin 2010) 
has called reformist perspectives on the marketing agenda which endorse the conver-
sion of protected moral values, such as the respect for human life or for ecological 
balance, into golden rules of marketing conduct. However, the modernist endeavour 
of reducing moral ambiguity in consumers’ lives increasingly fails in its attempts to 
translate the abstractness of unifying ideals into concrete marketing measures. 
Besides other barriers, a lack of global governance systems makes it both difficult to 
agree on universal moral duties and to monitor compliance, respectively.

An emerging moral pluralist discourse (Eabrasu 2012) promotes a view that 
corporations accept and promote more than one morally acceptable set of commit-
ments in the postmodern world. Supported by the responsiveness of digital media, 
marketers build the moral identity of their brands in a sociocultural flux. On one 
hand, brands compete on claims to be more sustainable, more ethical or, at least, 
less evil relative to other market participants. On the other hand, normative branding 
projects attract cynical comments that label moral marketing campaigns as “pseudo- 
moral,” “greenwashing,” or “blue-washing.” Research will show whether an infla-
tion of moral messages in marketing activities leads to a loss of moral sensitivity in 
the marketplace (Bauman and Donskis 2013) or to a more nuanced and attentive 
public opinion on moral concerns.
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What are the current hot topics and directions in consumer and marketing 
research concerning morality?

Morality research in marketing monitors closely how brands dynamically navigate 
the blurry frontiers between good and bad. Extreme cases—when brands break taboos 
(e.g. in shock advertisement campaigns) or exceed the limits of legal tolerance (e.g. in 
corruption scandals)—show how marketers, consumers, regulators, the media and 
other brand stakeholders deal with morally ambivalent marketing activities.

Marketing research on morality will further set the focus on consumers’ moral 
reflexivity and self-awareness and other/market awareness. Study programs increas-
ingly trace the moral footprints of consumers online (e.g. through capturing the 
moral tone of consumer feedback in social media environments), compare how con-
sumers define morality in various consumption contexts (e.g. in mundane spheres 
like food consumption versus in extraordinary experiences like holiday consump-
tion) and investigate how consumers develop their moral competences over time 
and vis-à-vis contextual premises (e.g. socio-economic developments, cultural 
trends, social group/family traditions).

Going beyond consumers’ purchase decisions, cultural and historical market-
ing research reveals how moral values form and evolve in consumer subgroups 
(e.g. in neighbourhoods or online brand communities) and how consumers use 
morality in combination with consumption goods and experiences to enact identity 
work (e.g. in moral conflicts between fans and enemies of luxury brands). Finally, 
 interdisciplinary research pushes methodological boundaries and investigates how 
consumers experience morality with their bodies and through moral sentiments (e.g. 
through anger, anxiety, disgust or guilt).

How should we understand the nexus between morality and regulation?

The question of how morality translates into regulation is also a question of 
authority. One facet determining authority is moral language; legal authority domi-
nantly rests on negative judgements of “what is wrong,” “what is unjust,” “criticiz-
able” or “impermissible,” on ensuing obligations, interdictions and penalties. 
However, at the other side of the morality coin, positive moral judgements simulta-
neously build moral authority, like notions of “praise” of “what is good,” “obliga-
tory” or “heroic” (Bartels et al. 2015). To mention just one of many areas of interest, 
morality research will need to pay more focused attention to the cultural and regula-
tory qualities of both positive and negative moral language in consumption and 
marketing contexts and beyond.

A Discussion Between Edouard Machery and John M. Doris

EM: John, good to talk to you. So today we’re going to be talking about empiri-
cally oriented moral psychology and its growth in philosophy and psychology over 
the last 10 or 15 years. I think it would be useful to start with the obvious question—

Current Perspectives in Moral Psychology



152

what were things like in the beginning, 10 or 15 years ago? What do you think moral 
philosophy and moral psychology were like about that time?

JMD: You and I were in interestingly different circumstances, because I was an 
ethics graduate student who got interested in cognitive science, and many of my 
colleagues, like you and Shaun Nichols, were people working in cognitive science 
who got interested in ethics.

EM: That’s right.
JMD: There was a lot of resistance, but our experiences of that resistance might 

have been pretty different. At my end, resistance was often just benign neglect; 
people didn’t think to do empirical work or empirically informed theorizing. When 
some of us proposed doing it in ethics, the response was usually based on concerns 
about normativity—that, you know, you couldn’t import empirical facts into moral 
philosophy without distorting ethics’ distinctively normative character.

From your end things might look a little bit different. There was the thought in 
psychology—I think there still is in the mainstream psychology journals—that sci-
ence doesn’t deal in evaluative discourse. So, to caricature just a bit, philosophers 
thought values were good, facts bad; psychologists that facts were good, values bad. 
From both directions we were doing something that went counter to the dominant 
ideology.

EM: I agree entirely. There was also this sense when I was finishing my PhD in 
the early 2000s, that the real psychology was not social psychology and, more gen-
erally, not the psychology of “real-life behaviors”: what we eat, how we love, what 
we do in everyday life, etc. The real psychology—the one we philosophers of psy-
chology should be excited about—was cognitive psychology. So for a philosopher 
of cognitive science in the late 1990s and early 2000s—for graduate students like 
me at the time—it was really not obvious why philosophers of cognitive science 
should worry about morality.

It was not even clear there was a good psychology of moral judgement. I think 
things have changed tremendously in 15 years. Now more psychologists are inter-
ested in morality, but at the time there was very little interest in it from cognitive 
scientists.

Did you have that impression too? That social psychology and psychology 
related to “real-life” behaviors were not well respected in the philosophy of psy-
chology and perhaps even in psychology until maybe 10 years ago?

JMD: Maybe something like that. Anyway, “serious” philosophy of cognitive 
science was focusing on issues I call architectural.

EM: That’s right.
JMD: Architectural questions, and the empirical work that was relevant to this 

was on very low-level cognition. So philosophers of cognitive science weren’t inter-
ested in psychology treating what philosophers like me would think of as questions 
of broad human interest.

EM: That’s the way I felt. So how did you get interested in empirical moral psy-
chology—what we think of as real moral psychology? Why did you as a graduate 
student at the time get into it?
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JMD: Actually for philosophical reasons! Two of my heroes—then and now—
were Bernard Williams and Alasdair MacIntyre. (Bernard Williams is deceased of 
course, and much missed in philosophy.) And I took them to be saying that if philo-
sophical ethics is going to get better, it’s going to need a more lifelike moral psy-
chology. This is a point, of course, made before by Anscombe—though on my view 
she did little to contribute to the cause. For Williams and MacIntyre, “lifelike” 
meant thinking more about character. My thought, a thought they probably thought 
flat- footed, was, “well that means we should go talk to psychologists!” But both of 
them were very supportive when I talked to them about it.

Originally—and this is kind of funny—I was interested in the thematic appercep-
tion test and motivational psychology, which of course is a species of personality 
psychology. Then I happened to date a personality psychologist who was Mischelian 
and she said, “you really need to think about his critique of traits if you’re thinking 
about moral psychology.”

And so one day I was in the library, back when people went to the library (and 
this is actually why maybe it would be good if people still went to the library) and I 
saw this book called The Person and the Situation. This kind of seemed relevant to 
what I was thinking about. So I opened it up and realized one author was at Michigan. 
So, I got my adviser Allan Gibbard to arrange an introduction, and I went to meet 
Dick Nisbett.

I must have been a sight: I used to have long hair, and so this shaggy giant came 
into Dick’s office and said, “have you ever wondered about how all this stuff that 
you do relates to morality?” And he said, “I've been waiting for years for someone 
to knock on my door and ask me that.”

And then after that I was off to the races. You know: you have an idea that you 
can do something—empirical moral psychology—but you need to have a good 
example for traction. And I think the traction was that character theorists and virtue 
ethicists very much took themselves to be in pursuit of a lifelike moral psychology. 
So as it were, they invited me in, which gave me and others like Gil Harman license 
to dirty the carpet with those messy facts.

EM: Let me just follow up on that. How did people around you react? You meet 
Nisbett, and his research is obviously relevant for your interest in moral psychology. 
Clearly you’re right on target, but how do the Michigan folks—you were a graduate 
at Michigan at the time—how did they react?

JMD: Well, it helped that I got Nisbett on my committee. He was—is—a very 
big deal there; he already had a University Professorship.

So having Dick’s stamp of approval helped a lot. But I do remember one of my 
teachers saying about my character skepticism, “I don’t know what you could say to 
convince me of this.”

Michigan of course had excellent moral philosophers of all stripes, you know, 
conspicuously Darwall, Gibbard, and Railton, and all of them were sympathetic to 
naturalism.

And of course you might see the kind of work we started to do as enabled by the 
kind of theoretical groundclearing that people like Peter Railton and my under-
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graduate teacher, Nicolas Sturgeon, did when they showed that there’s a kind of 
ethical naturalism where ethics doesn’t need to fear science. So I think Michigan 
people were pretty supportive.

Of course it’s always a little hard to sort out the philosophy from the sociology 
since for much of graduate school I spent a lot more time doing martial arts than 
philosophy. So I certainly had more than a few moments of impatience from my 
professors, but Michigan was probably one of the best places to do moral psychology. 
None of the faculty then did quite what we do now, but they were pretty sympa-
thetic, and of course my adviser Allan Gibbard is just an incredibly intellectually 
curious guy—he wanted to see arguments but he was very supportive. I don’t think 
there are many other places where I could’ve made that fly because obviously I was 
a very beginning philosopher and at the time I was not going to have the best pos-
sible arguments. One doesn’t imagine that I would’ve been able to do what I did at 
many other major graduate programs.

EM: The other places that became important for moral psychology were Rutgers 
around Stephen Stich and Princeton around Gil Harman. I don’t know exactly when 
Stich and Harman got interested in moral psychology—they taught a graduate semi-
nar together I believe.

JMD: With John Darley in 2000. That’s where many of us met.
EM: That’s right, yes so it was 2000.
JMD: Gil had been thinking about that for a few years because he’d been work-

ing on the fundamental attribution error, and Steve had a paper in 1993 about mental 
representation in ethics. But I don’t think it was clear to either of them that it was 
going to be, as we say nowadays, a thing.

EM: It’s noteworthy that Stich didn’t develop his interest in moral psychology 
immediately after that 1993 paper. It’s a very good paper and an influential piece of 
work, but it did not lead to an explosion of work in moral psychology either by him 
or by his students and colleagues.

Personally I got into moral psychology through Stich because I was at Rutgers in 
the early 2000s, when Steve actually was starting to take moral psychology 
extremely seriously and to do important research in this area.

I was influenced by the work that had already been published at the time, includ-
ing yours. Psychologists were getting involved. I read John Mikhail’s dissertation 
when I was still a graduate student.

Of course evolutionary psychology also got me interested in the psychology of 
“real-life” human behavior, including the psychology of morality. Evolutionary 
psychologists were doing work that was at the intersection of cognitive psychology 
and social psychology. And that led me to pay more attention to social psychology 
and, as a result, moral psychology.

Do you have a sense of when psychologists themselves got involved? Was Marc 
Hauser an early adopter?

JMD: It’s kind of interesting how to think about this. From the 1960s to early 
1980s, we have what we can call that the golden age of social psychology.

There were all of those studies on helping and prosocial behavior and the figure 
who looms so large then is the great John Darley. Then John turned to other stuff.
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Of course Stich is a lifelong friend of Nisbett, so he was kind of in the picture for 
many of us.

If you think of the first meeting of the Moral Psychology Research Group that 
Stich organized in 2003, there were very few scientists. I think both Joshua Knobe 
and Josh Greene were there, but they were originally philosophically trained. Fiery 
Cushman and Liane Young, both Harvard graduate students in psychology, joined 
the group later.

Think of the scientists that visited the Moral Psychology Research Group in our 
early days. Marc Hauser came, but many of the visiting scientists weren’t working 
directly on morality per se: Paul Rozin, George Lowenstein, Marty Seligman. A lot 
of us were really influenced by psychologists, but it didn’t seem like these psycholo-
gists or their students were really quite our fellow travellers or colleagues. Maybe 
that came a little bit later.

Maybe an exception here would have been Jonathan Baron; he cared a lot about 
morality and moral philosophy. And of course then we have Jon Haidt, who might 
have been one of the first moral psychologists.

EM: Indeed. I remember when I was at Rutgers as a visiting graduate student in 
the early 2000s, we read a lot of Jon Haidt’s work and he was being discussed by 
graduate students around Steve Stich.

He was clearly very influential at the time in leading us to think that the psychol-
ogy of moral judgement was relevant to philosophical questions and vice versa.

JMD: Of course Jon had a very talented graduate student, Jesse Graham, who’s 
now one of our colleagues in the Moral Psychology Research Group. But interest-
ingly, it might be that Jon was more influential amongst philosophers than 
psychologists.

EM: I wouldn’t be surprised. It may be worth saying a few things about the 
Moral Psychology Research Group (MPRG), which we’ve mentioned a few times. 
There may still be a few people out there who don’t know enough about that group, 
so it’s time to enlighten them. When was the group created exactly? 2003 was the 
first meeting, is that right?

JMD: Yeah, 2003 as far as I can remember. I must’ve been working in Santa 
Cruz. Steve organized the meeting and I remember it was a sticky New Jersey grey 
day and I had trouble finding the venue and then there couldn’t have been more than 
8 or 10 people. I’m quite sure Walter Sinnott-Armstrong, Gil Harman, Jesse Prinz, 
and Shaun Nichols were there.

EM: I was not there. I may have been back in France at the time or I may have 
been in Germany. Josh Knobe must’ve been there, and perhaps Chandra Sripada and 
Dan Kelly.

JMD: And as I say, if scientists were represented, it was Princeton trained phi-
losophers. That’s interesting though; Princeton is not a very empirically oriented 
program, and two of their very best known recent products are very empirical.

Another crucial moment for MPRG was the really big conference on “The 
Psychology and Biology of Morality” Walter Sinnott-Armstrong put together at 
Dartmouth in 2004. A lot of the early MPRG types were there, together with other 
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good philosophers and many scientists studying morality but not necessarily yet 
collaborating with philosophers, like Kent Kiehl.

So it was kind of a coming out party where MPRG started to connect with a 
wider community. A big moment at that conference was Josh Greene presenting his 
early work—I don’t think we’ve mentioned experimental philosophy so far, but this 
then new movement attracted huge attention, and a lot of the “X-phi” work was on 
morality.

There was an MPRG held right after the big conference. Joshua Knobe, another 
founding X-phi-er, was there, and he and I presented something on responsibility. 
Walter sent me the program from that MPRG not long ago, and the business meet-
ing was titled something like, “Drinks & Planning Session: Where Do We Go From 
Here?” [laughs]

We’ve come a long way—there’s now something like five of the Sinnott-Armstrong 
Moral Psychology volumes. Walter’s been a force all along, first because he was 
respected as a philosopher’s philosopher who knew his way around the arguments, 
which brought credibility to empirical approaches, but also because of his institu-
tion building skills.

X-phi also cross-polinated back to psychology, as it was influential for younger 
psychologists studying morality, like Fiery Cushman and Liane Young, who have 
gone on to do important work. X-phi seems pretty well-established now, too, with 
the Oxford Studies in Experimental Philosophy, edited by Joshua Knobe, Shaun 
Nichols, and a psychologist, Tania Lombrozo, slated to appear regularly. Fingers 
crossed!

EM: A watershed moment for X-phi was the preconference before the 2008 
Society for Philosophy and Psychology annual meeting in Philadelphia. It brought 
together all the philosophers and psychologists pushing forward what was, and still 
is, one of the most exciting developments in philosophy: Eddy Nahmias, Bertram 
Malle, John Mikhail, Jonathan Baron, Liane Young, Eric Schwitzgebel, Brian 
Scholl, Ron Mallon, Tania Lombrozo, Shaun Nichols, Josh Knobe, Ernest Sosa, 
Jonathan Weinberg, and myself. It’s remarkable that half of them are MPRG 
members!

It’s also really worth highlighting how important the MPRG was in creating a 
community of likeminded philosophers and then psychologists, people who had 
similar views about how to develop a moral psychology that was relevant for phi-
losophy. Instead of each of us working in our little niche alienated from both phi-
losophy and psychology, somehow it felt that we could be a force. And we were a 
force! MPRG was actually extremely important in changing the sociology of phi-
losophy, and I hope to an extent anyway, of psychology.

JMD: Certainly to some extent. You know, now there are all these scientists who 
characterize themselves as moral psychologists, and who I have never even heard 
of. That’s how much the field has grown. And that’s what the MPRG did: We edited 
the Moral Psychology Handbook, which was a nice touchstone, but more impor-
tantly the group generated hundreds of collaborative publications. And many group 
members pollinated across disciplines and continue to do so.
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Of course the fact that Stich, with all his influence and energy, was some sort of 
protector for the group pushed us forward in the early days. In the early days, it was 
absolutely critical having people like Stich and Harman to give the group credibil-
ity. Then we got lucky with some publications that people wanted to talk about and 
as it spread, we’ve been able to attract young people.

I take it a big reason for the success of moral psychology is that it’s just kind of 
fun. I mean everybody is different. Some people are worried about external world 
skepticism. Some people are worried about whether dishrags persist through time. 
And that’s fine! It’s a great thing about philosophy that there are a lot of different 
questions, but a lot of people thought the questions in moral psychology were really 
cool. Pick your favorite example and it’s just fun to read that stuff and try and figure 
it out.

EM: I agree. If someone asked me why moral psychology was so successful in 
philosophy and in psychology, I would mention some of those things you’ve men-
tioned. The fact that Steve Stich and Gil Harman were already extremely influential 
in philosophy gave us some credibility, as you said.

Also moral psychology is fun, no question about that.
And we were lucky in attracting some of the best and brightest in both philoso-

phy and psychology at the time, and the type of research we were doing was just 
extremely good. People could see it was good and interesting.

Something you haven’t mentioned is the spirit of what was going on. I mean the 
atmosphere of what was going on between us was quite different from the usual 
atmosphere in philosophy. It was very friendly, we were collaborating with one 
another. It was always constructive. We were trying to help each other. This spirit 
has now become slightly more common; it’s more common now to hear that phi-
losophers should be less critical of one another, less combative. But it was not like 
that 10 years ago.

In any case, very early on we had this idea that we wanted to help each other even 
when we were criticising each other. And that was actually a very useful way of 
creating a research community that ended up being quite successful.

JMD: There was a real feeling of, you know, group connectedness; people were 
friends; people generally delighted in one another’s success.

EM: Yep.
JMD: Now there is more of a breadth in both the group and the field. Valerie 

Tiberius is the person who first comes to mind, but involving people with more 
mainstream interest in normative ethics or ethical theory made possible a supportive 
environment for people from a broad spectrum of methodological orientations to 
have, you know, to have some fun. And be supported. So yes, I think the MPRG and 
empirical moral psychology have been a big success.

But you know, as we think about what we want to do as a group and individually 
going forward, we’ve been sort of having this suspicion that maybe we haven’t fig-
ured out what our next big thing is and what would excite us. So it’s not unreason-
able to ask: how successful has it been really?

I guess this is kind of a mid-life crisis.
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EM: I know. [laughs] Well it’s…it’s not entirely clear which metrics we should 
use to decide how successful we’ve been. Clearly many of us have been successful 
from an academic and professional point of view and moral psychology was part of 
our success. It did contribute to our academic success, to getting read, to putting 
some of our ideas out, and getting discussion going around our work. So in that 
respect we’ve been successful.

JMD: Citation, dissertations about the work, right?
EM: That’s exactly right, by all these measures we’ve built a successful commu-

nity and led a successful project. In other respects it’s less clear how successful 
we’ve been. Have we really changed ethics and philosophy? If you open some of the 
main journals in philosophy you may feel that you’re stuck in the 1960s. I’m of 
course exaggerating a bit, but you know there isn’t that much work of the kind 
we’ve been pushing that gets published in the top two journals in ethics and the best 
generalist journals in philosophy like Noûs and Philosophical Review. There is the 
occasional paper, but I think many philosophers still do non-empirical moral psy-
chology. So that’s a benchmark which is a little bit more depressing than the first 
benchmark.

JMD: It’s correct to say there are empirically oriented moral psychologists who 
have had enviable careers. But, I take it the two highest visibility journals in moral 
philosophy are Ethics and Philosophy and Public Affairs.

These are journals that I wouldn’t really think of submitting an empirically ori-
ented piece to. There have been a few exceptions but they are few and far between. 
We do sometimes get things in Noûs and Philosophy and Phenomenological 
Research; they’ve been generally sympathetic, because Ernest Sosa edits them and 
is genuinely philosophically open-minded and has a good eye.

EM: They have been. That’s right.
JMD: And they are amongst the best mainstream journals. Obviously 

Philosophical Psychology and Mind and Language are sympathetic journals, but 
they are less mainstream. On the other hand, Peter Momtchiloff is at Oxford 
University Press, and he has been supportive of good quality interdisciplinary work, 
so we do get monographs at the best house for philosophy.

On the psychology side, I get the same sense on the journals, right?
In social and personality psychology the Journal of Personality and Social 

Psychology is the flagship, and they don’t do a ton of moral psychology either. So 
the journal benchmark may be not so good. What’s your take on the sort of depart-
mental composition benchmark? What are the big graduate programmes doing in 
both disciplines?

EM: Let me add something about journals: the only exception in psychology 
would be Cognition, which has become extremely friendly to moral psychology. 
But of course it’s not a big journal in social psychology. It’s a very good journal, 
well respected, but it’s not the central journal in social psychology.

JMD: It’s not Psychological Science and they’ve always had kind of a theoretical 
orientation.

EM: This may say something interesting about the MPRG as a research group. 
We are a community of researchers, by some measures a very successful one, but 
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we’ve not tried to control institutions from the inside. We did not try to control lead-
ing journals, such as Philosophical Studies or Noûs or whatever, where we could 
publish our things. Nor did we try to control some academic institutions in philoso-
phy: We never had a plan to control the APA or to be very much involved in the 
planning of the APA conferences, such that our work could be well represented. 
Still, we were successful. It’s worth noting because not every interest group in phi-
losophy has behaved like that, you know.

Now about departments, it’s a good question. It’s a bit of a mixed bag as well, 
you know. Many of us are in good departments. I work at Pitt.

JMD: Not accidently in the History and Philosophy of Science department.
EM: True enough. You’re in a top department for the philosophy of cognitive 

science, with the Philosophy-Neuroscience-Psychology program at Washington 
University in St. Louis, Shaun Nichols at Arizona, Jesse Prinz at CUNY, Steve Stich 
at Rutgers and Gil Harman at Princeton

JMD: Although Steve and Gil did not ride into town on moral psychology.
EM: That’s exactly the point.
JMD: Moral psychology rode into town on them.
EM: That’s exactly right. So we are blessed, but again we are in a sense the 

exception, right, that confirms the rule. We’re sort of outliers. We did well but most 
of the top departments don’t really do empirically informed moral psychology, I 
would say.

JMD: Here’s one way to think about it: who besides Gil Harman is at an Ivy 
League grad program? (Adina Roskies is a leading moral psychologist at Dartmouth.)

EM: Yeah.
…and who at the University of California? I guess San Diego would be the 

exception there. David Brink and Dana Nelkin think about science seriously and 
Manuel Vargas, one of our friends at the MPRG, has just moved there, so maybe San 
Diego is an exception, but certainly not UCLA or Berkeley.

JMD: Not so good on that kind of measure. Happy enough to note that we’re not 
missing meals, but it does not yet seem that graduate programs feel like they have 
to have one or two moral psychology types.

In contrast, at many places it’s acknowledged that there would be something 
wrong if they didn’t have one or two specialists in ancient philosophy.

EM: I agree.
JMD: This gets us to the question of what’s going to happen in 10 years: What’s 

the future looking like for our ilk?
EM: Yup, it’s a good question. Moral psychology is booming in psychology. The 

number of papers that get to be published has increased dramatically over the last 
10 years.

Moral psychology may even have reached a ceiling in psychology and in neuro-
science. It’s not clear to me how much bigger the field of moral psychology in 
psychology can become. Now in philosophy I’m not utterly optimistic.

Maybe I’m reaching a point in my life where I see things in darker shades than I 
used to. I do feel philosophers are really hard to move and I also feel that it goes 
through cycles of interest, and that after 10 or 15 years interests fade and philoso-
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phers move to other things. And I do already feel that there’s a bit of that going on 
in philosophy at this point: There was a lot of interest in empirically informed moral 
psychology—including experimental philosophy.

“This window is closing” is a bit too strong, but perhaps it is starting to be less 
open. Do you have a similar pessimistic look or am I just…is it my bad night that’s 
speaking?

JMD: Well I don’t know, that’s a good question, whether it’s just being up with 
your child…

I think that there was a kind of optimism in the old days that was sort of—“we 
the happy few who are about to die.” A real sense of mission, and we’re all doing it 
as close friends and any victory was a big deal. But now the Moral Psychology 
Research Group is much more diverse and we have people doing very different 
kinds of work. So I think things feel more diffuse. I’m not sure that’s worse.

EM: I agree.
JMD: One way people make things less exciting is by succeeding…
EM: That’s true.
JDM: In any case, it’s certainly not guaranteed that the gains that we’ve been 

celebrating in this conversation are here to stay. What’s a thing that people don’t talk 
about anymore that was a big deal, that everybody had to have a view on? In phi-
losophy or psychology, a thing that fizzled?

EM: Modularity would be one of them; people are much less interested in modu-
larity than they were 10 years ago. Ten years ago everybody had to have a view about 
whether the mind was modular or not, and dozens, hundreds of papers were written 
by psychologists and philosophers on that topic. I haven’t seen very much on that 
topic lately, and it’s not a topic I would really recommend for a graduate student.

JMD: A good case. So should you think that the moment has passed or should 
you think that the general idea that the mind has a lot of bits and pieces that are often 
doing their own thing, the most generic way of describing modularity, is now part of 
the water?

So one way we could think about the future of moral psychology is, jeez, it 
doesn’t quite seem like that there’s a bunch of angry young men and women gravi-
tating towards moral psychology the way we were, and it’s hard to think of people 
who are going at it in quite the same way.

But another way to think about it is, everybody talks about interdisciplinarity. So 
there are all these virtue ethicists writing books that claim to be developing empiri-
cally adequate theories, and among philosophers working on emotion, like my grad-
uate student colleagues Justin D’Arms and Dan Jacobson, it’s utterly expected that 
you’re going to have some facility with the psychology of emotion.

EM: I’m not sure which of these two descriptions is the right one, and I don’t 
exactly know whether topics like modularity have disappeared or whether they’ve 
become part of the air we breathe.

JMD: I vote for the air we breathe then! But it’s funny, it makes it kind of harder. 
In my case, although I’ve lately been working on character again, that was never 
really what I was about. I was about figuring out how you could do moral psychol-
ogy and take empirical work seriously, but still take ethics seriously. And now it’s 
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clear to me that’s going on all over, methodologically. You know, the dog has talked, 
now what should he say?

EM: To switch topic slightly, do you expect some kind of backlash from more 
traditional philosophers, from moral philosophers?

JMD: I think there has been backlash the whole time…
In the bad old days when we did convention interviews for the job market, I had 

several interviews with people lecturing me about how wrong-headed everything I 
was doing was.

There is one thing that I do think is hopeful, especially in light of the current 
troubles in psychology. Some people think it’s a crisis, some people don’t think it’s 
a crisis. I don’t think it’s a crisis; we know what to do to do psychology better. But 
the perception of a crisis might make philosophers more suspicious of consuming 
psychology.

The flip side of that is that we’re so much more sophisticated about consuming 
psychology than we used to be. There are some people like you who have research 
interests in statistics and can do their own experiments. But even somebody like me, 
who’s still very much a philosophical theorist, I routinely collaborate with psy-
chologists and so I pick some of the relevant knowledge up, and I just think we’re 
so much better at it.

My students at WashU take statistics, and there are all these avenues of research 
that are open to them, that are not open to me.

EM: I agree: philosophers have improved dramatically in their use of science 
more broadly, and psychology in particular. People have become less naïve, more 
sophisticated, better at distinguishing bad from good science. There has been prog-
ress in this respect, and graduate students are, I have to say, much more sophisti-
cated in this respect than I was when I was a graduate student.

In this respect I’m optimistic about philosophy because the graduate students we 
train are very good. They are usually very good philosophers and they are savvy 
from a scientific point of view, from a psychological point of view, they understand 
very well how psychology gets done, much more than I used to when I was a gradu-
ate student.

JMD: Indeed. Is that a good note to stop on?
EM: I think it is. Good talking to you, John.
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