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Preface

This volume (LNCS vol. 10387) constitutes the proceedings of the Second Interna-
tional Conference on Data Mining and Big Data (DMBD 2017), which was held in
conjunction with the 8th International Conference on Swarm Intelligence (ICSI 2017),
from July 27 to August 1, 2017, in Fukuoka, Japan.

The Second International Conference on Data Mining and Big Data (DMBD 2017)
(IEEE Conference Record 41362) served as an international forum for researchers and
practitioners to exchange the latest advances in theories, technologies, and applications
of data mining and big data. The theme of DMBD 2017 was “Serving Life with Data
Science.” DMBD 2017 was the second conference in the series after the successful first
event (DMBD 2016) at Bali Island, Indonesia, during June 25–29, 2016.

Data mining refers to the activity of going through big data sets to look for relevant
or pertinent information. This type of activity is a good example of “looking for a
needle in a haystack.” The idea is that businesses collect massive sets of data that may
be homogeneous or automatically collected. Decision-makers need access to smaller,
more specific pieces of data from these large sets. They use data mining to uncover the
pieces of information that will inform leadership and help chart the course for a
business. Big data contains a huge amount of data and information and is worth
researching in depth. Big data, also known as massive data or mass data, refers to the
amount of data involved that are too great to be interpreted by a human. Currently, the
suitable technologies include data mining, crowdsourcing, data fusion and integration,
machine learning, natural language processing, simulation, time series analysis, and
visualization. It is important to find new methods to enhance the effectiveness of big
data. With the advent of big data analysis and intelligent computing techniques we are
facing new challenges to make the information transparent and understandable effi-
ciently. DMBD 2017 provided an excellent opportunity and an academic forum for
academics and practitioners to present and discuss the latest scientific results, methods,
and innovative ideas and advantages in theories, technologies, and applications in data
mining, big data, and intelligent computing. The technical program covered all aspects
of data mining, big data, and swarm intelligence as well as intelligent computing
methods applied to all fields of computer science, machine learning, data mining and
knowledge discovery, robotics, big data, scheduling, parallel realization, etc.

DMBD 2017 took place in the center of the historical Fukuoka City. Fukuoka is the
fifth largest city in Japan with 1.55 million inhabitants and is the seventh most liveable
city in the world according to the 2016 Quality of Life Survey by Monocle. Fukuoka is
the northern end of Kyushu Island and is the economic and cultural center of Kyushu
Island. Because of its closeness to the Asian mainland, Fukuoka has been an important
harbor city for many centuries. Today’s Fukuoka is the product of the fusion of two
cities in the year 1889, when the port city of Hakata and the former castle town of
Fukuoka were united into one city called Fukuoka. The participants of ICSI 2017
enjoyed traditional Japanese dances, the local cuisine, beautiful landscapes, and the



hospitality of the Japanese people in modern Fukuoka, whose sites are part of
UNESCO’s World Heritage.

DMBD 2017 received 96 submissions from about 231 authors in 34 countries and
regions (Algeria, Australia, Bangladesh, Brazil, Brunei Darussalam, Bulgaria, China,
Colombia, Ecuador, France, Germany, Hong Kong SAR China, India, Indonesia, Iran,
Japan, Malaysia, The Netherlands, Pakistan, Poland, Portugal, Romania, Russia,
Serbia, Slovakia, South Africa, South Korea, Spain, Chinese Taiwan, Thailand,
Turkey, USA, UK, and Vietnam) across six continents (Asia, Europe, North America,
South America, Africa, and Oceania). Each submission was reviewed by at least two
reviewers, and on average 2.6 reviewers. Based on rigorous reviews by the Program
Committee members and reviewers, 53 high-quality papers were selected for publi-
cation in this proceedings volume with an acceptance rate of 55.21%. The papers are
organized in 13 cohesive sections covering major topics of data mining and big data.

On behalf of the Organizing Committee of DMBD 2017, we would like to express
sincere thanks to the Research Center for Applied Perceptual Science of Kyushu
University and the Computational Intelligence Laboratory of Peking University for
their sponsorship, to the IEEE Computational Intelligence Society for its technical
sponsorship, to the Japan Chapter of IEEE Systems, Man and Cybernetics Society for
its technical co-sponsorship, as well as to our supporters the International Neural
Network Society, World Federation on Soft Computing, IEEE Beijing Section, Beijing
Xinghui Hi-Tech Co., and Springer. We would also like to thank the members of the
Advisory Committee for their guidance, the members of the international Program
Committee and additional reviewers for reviewing the papers, and the members of the
Publications Committee for checking the accepted papers in a short period of time. We
are particularly grateful to Springer for publishing the proceedings in the prestigious
series Lecture Notes in Computer Science. Moreover, we wish to express our heartfelt
appreciation to the plenary speakers, session chairs, and student helpers. In addition,
there are still many more colleagues, associates, friends, and supporters who helped us
in immeasurable ways; we express our sincere gratitude to them all. Last but not the
least, we would like to thank all the speakers, authors, and participants for their great
contributions that made DMBD 2017 successful and all the hard work worthwhile.

May 2017 Ying Tan
Hideyuki Takagi

Yuhui Shi
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Abstract. The proposed study is to analyze and visualize properties
of the social network constructed from a dataset based on Enron mail
dataset, and utilize sentiment analysis as an additional source of infor-
mation to study employees’ relationships in a company. We concluded
that when social network analysis is used in conjunction with emotion
detection, it is possible to see the positive or negative areas where the
company must work to promote a healthy organizational culture and
uncover possible organizational issues in a timely manner.

Keywords: Sentiment Analysis · Social computing · Text mining ·
Organizational aspects

1 Introduction

Sentiment Analysis (SA) is related to data mining, which is implemented from
structured data. Companies produce unstructured data such as emails logs, and
emails provide valuable information about what entities are involved directly
and indirectly in making decisions. One example of this kind of valuable data
is the Enron dataset. Enron corporation filed for bankruptcy in 2001 and the
Enron dataset was then collected and posted to the web. This research is aimed
at building a social network out the communication flow among the entities in
the Enron dataset to find the most influential people in the company, and extract
the sentiment associated to the email content. Besides, we will also discuss about
the need of adding a neutral class and its relevance to this domain.

2 Related Work

Some previous work has worked on Enron dataset. [2] demonstrated that SNA
can be used to assess the stability of organizations, since it can help in the iden-
tification of culture changes that may be hard to identify at individual level.
c© Springer International Publishing AG 2017
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Moreover, many companies use opinion mining and SA for their research nowa-
days. For instance, companies make their systems continuously gather informa-
tion from the Web and use the result of SA to develop marketing strategies
[4]. Since SA is not often used with internal data such as email communications
among employees, this presents an opportunity for linking both SNA and SA and
extract new interesting information for supporting the decision-making process
in companies from the organizational point of view.

3 Methodology

3.1 The Enron Dataset

We used the version released in May 7th 2015 of Enron dataset. For our study,
we explored the data contained in the “inbox” subfolder in the 150 folders.

3.2 Data Transformation

To transform data into a more manageable format for text mining, we first
searched for folders named “inbox” of the Enron corpus and add contents to
output a file named “enron.mbox”. Second, we converted the mbox data to
JSON format. Finally, we import the JSON file to MongoDB [9].

3.3 Extracting the Email Addresses

We extracted only the From and To fields of each message from MongoDB. Each
sender-receiver pair was taken and coupled back with the subject field and data
field. This resulted in a filtered data collection with each record represented by
the fields: From, To and Email-ID.

3.4 Preprocessing the Email Addresses

The network will be structured with employees as nodes and each sent email as
an edge [6]. We filtered the interactions leaving out email addresses that lack the
string “@enron” as our main focus is on internal communication, and we limited
our scope to only the most active users who sent the most messages to others.
Lastly, we kept only the interactions among the 371 selected entities and about
10 thousand emails sent among them.

3.5 Preprocessing the Messages

Four preprocessing steps of text classification are tokenization, stop-word
removal, lowercase conversion, and stemming [1]. We used the “tm” package
in R [5] to preprocess the emails. The main structure for managing documents
in tm is a so-called Corpus. For the Enron Emails, the Corpus will be formed by
the collection of emails belonging to the 371 top users.
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3.6 Feature Selection

TF-IDF composed of two scores, term frequency and inverse document frequency
is a common metric used for text categorization, and the multiplication of the
two scores allow us to find terms that are important in a document [7]. We
applied TD-IDF to find the most relevant terms in the documents. Among the
most frequent terms are: energy, gas, company, trading and time.

3.7 Sentiment Analysis

We are finding the quadruple (s, g, h, t) in this step, where s represents the
sentiment, g represents the target object for which the sentiment is expressed, h
represents the one expressing the sentiment, and t represents the time at which
the sentiment was expressed. SA was performed by reading the content of the
emails and manually annotating a subset of 1000 messages. The introduction
of a neutral category was necessary as many of the messages were plain com-
munications. As positive emails we considered socialization opportunities and
any other factor that promotes a healthy organizational culture. As for nega-
tive emails, we included those that denoted delays in processes, financial audit
concerns, problems in the market and court issues. Finally, we used a baseline
algorithm proposed by [3] to classify emails. The Rtexttools package developed
by [8] along with the e1071 package were used to implement the method using
the annotated email collection 80% of the data as the training set and 20% as
the testing set. The classifier product of this process was used later for assigning
labels to the rest of emails in the study.

3.8 Social Network Analysis on the Enron Emails

After preceding steps, we moved on to build the social network. Basically, the
data resulting from both processes was merged into a single edge table containing
the following attributes: id, source, target, emailId and sentiment. The resulting
social graph will be analyzed using SNA centrality metrics. The visualization
and analysis process will be done through Gephi.

4 Results and Discussion

4.1 The Documents in the Enron Corpus

After preprocessing, there were of 371 employees who exchanged about 10,700
emails. To identify the most prominent terms, Tm package was used to complete
hierarchical clustering using terms similarity and frequency only. For our data,
“attached”, “contact” are large clusters. However, the remaining clusters are
even more important as they give insights about specific messages on “Energy”,
“market” describing Enron as a company that traded Energy.
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4.2 Enron Emails Sentiment Classification

For machine learning purposes, there are different classifiers available that per-
form well for Natural Language Processing tasks such as SA. Classifiers with
better performance: Naive Bayes, Support Vector Machine, Maximum Entropy
and Ensemble classifiers [7] were trained and tested. We progressively imple-
mented the algorithms with 400 emails and increased until 800 in the testing
set. For all the classifiers, both precision and recall were lower than the accu-
racy. Moreover, the trained SVM classifier has better performance, so it was
applied to rest of the unlabeled data to predict the sentiment. The prediction
resulted in most of the data being neutral, followed by negative and positive
emails respectively.

The imbalance in the classes in the training set affected specific measures
such as precision and recall. In information retrieval, the goal is to identify a
small number of matches from a large number of documents, in this case emails
that fall in a specific sentiment. This task makes getting a higher precision more
difficult than getting a good recall. The precision for the neutral class was 81%
and recall 97%. These results were acceptable but they decreased significantly
for both the positive and negative classes.

Our next step consisted in visualizing the data by sentiment over time. The
analysis in time of the sentiment is helpful to show the specific time in which a
particular sentiment spreads. Positive emails were sent between the months of
August and October, followed by a sudden decrease in November.

Concerning neutral emails, there is a low frequency between March and July.
Neutral emails are still relevant because they refer to basic activities such as
asking for reports and meetings schedules. After July 2001 there was a massive
growth in the quantity of neutral emails, most likely due to report inquiries from
different areas in the company to address specific issues. Lastly, we see a sudden
peak again in December because Enron Corp. filed for bankruptcy on December
2, 2001.

The email flow was similar for negative emails. Most of them were sent
between August 2001 and January 2002. This is probably related to situations
affecting the market and Enron’s profit in this period. There was a significant
increase in negative emails in October 2001, which may obey to Enron reporting
a 638-million-dollar third quarter loss.

4.3 Social Network Analysis

A major difference with other studies on the Enron email network is that we
are not simply considering the 150 folders in the dataset as the nodes of the
network, but instead we fetched the data in the inbox folder for these 150 users
and mapped all the sender-recipient relationships available irrespective of the
folder where the email belongs to.

Degree Centrality. The social network built out of the emails is not very dense.
Here a node’s in-degree would be the number of emails an employee is receiving,
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whereas out-degree would be the emails this person is sending to others. For the
network in this study, the nodes with the highest degree included people such
as Jae Black, Mary Cook, David Forster and Veronica Espinoza, which means
they have the most ties with other employees (Fig. 1).

Fig. 1. Degree in Enron’s network Fig. 2. Betweenness in Enron’s network

Betweenness Centrality. Betweenness can be used to find out who the actors
in the network are and how influential their role is at the moment of making
information flow through the network. Some actors’ relevance to the network
was more evident when exploring betweenness centrality in the graph, which
includes people like Sally Beck, David Forster and Jeff Dasovich (Fig. 2).

Closeness Centrality. A node’s closeness centrality is the sum of graph-
theoretic distances from all other nodes. Nodes with low closeness scores are
well-positioned to obtain novel information earlier. For the Enron emails, most
of the nodes had a closeness between 0.30 and 0.55.

4.4 Sentiment Diffusion in Social Network

The initial results of the classification process showed that there were more neg-
ative emails than positive in the data by about 4%. However, once the respective
emails were associated with their senders and recipients, mails with a positive
sentiment were sent to more people and negative emails to a fewer number.

Positive Sentiment Subgraph. Positive emails as visualized with between-
ness centrality were primarily sent by three important nodes: Louise Kitchen,
Jeff Dasovich and David Forster. They all brought success for Enron (Fig. 3).

Fig. 3. Positive sentiment in Enron’s
network

Fig. 4. Negative sentiment in Enron’s
network
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Negative Sentiment Subgraph. The sub-network for negative sentiment
shows that most negative emails came from Paul Kaufman, Glen Hass and Jeff
Dasovich, Enron’s governmental affairs executive. Jeff Dasovich appeared the
graph for positive sentiment as well. Here we conclude that Jeff Dasovich was
a major bridge for negative issues concerning Enron. All of the 378 most active
nodes received negative emails at some point (Fig. 4).

Neutral Sentiment Subgraph. As for neutral emails, they are still relevant
because we can also see who are the people are participating the most in meetings
or reporting new information.

5 Conclusion

We proposed a process for exploring employees’ relationships based on email
communications at Enron through SNA and SA. Our results show that there
were conflicting situations and distress related to legal issues and employees’
satisfaction. This reflected the different sub-networks shown in this work and the
analysis of the emails by sentiment over time. We conclude that visualizing the
diffusion of sentiment throughout the network provides a meaningful information
for organizational purposes.

Acknowledgment. This research was supported in part by the Ministry of Science
and Technology, Taiwan, under the Grant MOST 103-2221-E-007-073-MY3.
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Abstract. To help in decision making, buyers in online shopping tend to go
through each product features, functionalities, etc. provided by vendors and
reviews made by other users, which is not an effective way when confronting
loaded of information and especially if the buyers are beginner users who have
limited experience and knowledge. To deal with these problems, we propose a
framework of purpose-oriented recommendation which present a ranking of
products suitable for a designated user purpose by identifying important product
features to fulfill the purpose from user reviews. As technical foundation for
realizing the framework, we propose several methods to mine relation between
user purposes and product features from the online reviews. The experimental
results employing reviews of digital cameras in Amazon.com show the effec-
tiveness and stability of proposed methods with acceptable rate of precision and
recall.

Keywords: Recommendation system � Review analysis � Bootstrapping

1 Introduction

Nowadays, increasing large numbers of consumers have gradually shifted their pur-
chasing behavior to online shopping sites. Online retailers like Amazon has set up a
platform where vendors could upload their products together with descriptions illus-
trated the functions and features of the product. Consumers often browse through other
users’ feedbacks to help in their decision-making. However, it is tough sometimes to go
through all the reviews since some products might have hundred comments. Many sites
have developed various recommender systems to help users choosing suitable products
for their needs. The common techniques are based on the similar products a consumer
used to buy previously or based on other consumers who share similar interest or
purchasing history. However, it is still not sufficient for users since the system does not
recommend them according to their needs particularly when it comes to the com-
modities designed for variety of usage purposes such as PC, smartphone, digital camera
etc. For instance, there are various purposes associating with digital camera such as
shooting portrait, landscape, wildlife, sports, car racing, etc. Generally, different pro-
duct features are required for different purposes. Camera makers could not describe
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them all in product description or advertisement. Various recommended techniques
with an emphasis on product features including methods to automatically extract
product features from the reviews and techniques for ranking products based on fea-
tures have been proposed in [1–5]. However, it is still very difficult for novice user to
choose the suitable camera since they could not tell which camera features are good for
their specific needs.

For this reason, we propose a framework of purpose-oriented recommendation
which can greatly improve the convenience by recommending products automatically
based on consumer’s purposes. In this paper, we describe a methodology to mine
hidden knowledge from the online reviews, particularly, to extract relationship between
user purposes and product features as the technical foundation to realize the proposed
framework.

Our Contribution. The contribution of our paper can be summarized as follows:

• We propose a purpose-oriented recommendation framework to suggest products
suitable for users especially novice users who do not have much knowledge about
the products and a methodology as the technical foundation for realizing the
purpose-oriented recommendation framework.

• We present a bootstrapping-based methodology employing state-of-the-art Natural
Language Processing (NLP) techniques to extract the relationship between user
purposes and product features from online reviews.

• We Introduce (1) a conditioning approach for filtering new seeds by computing the
word semantic similarity to lessen the common problem of bootstrapping –

semantic drift and (2) an ontology-based technique to generate more seeds for
bootstrapping process.

• We tested and confirmed the effectiveness of the proposed methods through
experiments on very popular and large Amazon review dataset and user evaluation.

The rest of the paper is organized as follows: our framework of purpose-oriented
recommendation is illustrated in Sect. 2. Section 3 presents the methodology for
extracting the relationship between product features and user purposes. Section 4
contains experimental results. Brief reviews of related works conducted in this area are
summarized in Sect. 5 followed by the conclusion in Sect. 6.

2 Purpose-Oriented Recommendation Framework

As we described above, the users tend to face difficulties when deciding which products
they should purchase for their specific needs if the products contains lots of technical
features and functionalities. Figure 1 illustrates the flow of the recommendation
framework we wish to build in future work.

First, the system will present a list of all possible purposes for a particular product
type, e.g. digital camera. In this study, we assume that the users are aware of their
purposes and asked to choose from one or more purposes from the purpose list pre-
sented by the system. After that, the system will output the features which are most
relevant and associated with the chosen purposes. Here, the system also analyses the
optimal or minimum requirement for each product features to achieve the

10 S. Yong and Y. Asano



corresponding purposes. For example, at least a burst rate of 6 frame-per-second is
required to capture a flying bird. These kinds of information could help users to not
only pick the right camera but also educate them to set the right setting for shooting a
specific target. Finally, according to the relationship between product features and
purposes, the system will recommend suitable products to the users.

In order to realize the framework, the most crucial part of the system is to find the
association between product features and purposes which expressed in the users’
reviews. Next section, we will describe the methodology in detail.

3 Methodology

The proposed methodology is composed of three main components, Component I -
NLP Preprocess, Component II - Initial Seeds Generation, and Component III -
Purpose-Feature Relationship Extraction Bootstrapping Model. The method extracts
keywords representing purposes from the online reviews and connect them with pro-
duct features. In this study, product features as the input are manually selected. They
can also be extracted from several online shopping websites such as cnet.com, dpre-
view.com, amazon.com, etc. There have been several studies on identifying and
extracting product features automatically, which is not the focus of this research.
Another input of the system is text data of consumer reviews. In Component I, the
customer reviews are preprocessed using sets of NLP tools. After that, purposes are
extracted using a combined technique of Labeled LDA [6] and Word2Vec [7] by
Component II. Then starting with a few initial seeds, Component III iteratively learns
patterns to extract more seeds. Figure 2 illustrates the overview of our method.

3.1 NLP Preprocess (Component I)

NLP is applied for linguistic preprocessing and raw text analysis such as removing stop
words, sentence tokenizer, and part-of-speech tagging. The tool used in this paper is
NLTK: The Natural Language Toolkit [8]. A typical review contains several sentences.
Here, we employ Punkt Sentence Tokenizer for splitting reviews into sentences.

Digital Camera

• Fast moving object 
• Object in distant
• Landscape
• Indoor action
• ... 

Fast Moving Object 

• Shutter speed
• Focus 
• ISO
• ... 

Suggested Cameras

• Canon EOS-1D X
• CASIO EXILIM PRO
• CANON POWERSHOT 5D500
• ... 

Fig. 1. Purpose-oriented recommendation framework

Mining Relationship Between User Purposes and Product Features 11



3.2 Initial Seeds Generation (Component II)

Choosing of seeds is arguably the most critical step in bootstrapping. However, most of
the previous researchers either chose manually [9] or picked the most frequently
occurring words in their corpus [10] that they have identified belong to the category. In
this study, we propose a technique which combine topic modeling and word embed-
ding technique to generate initial seeds for bootstrapping model. Our initial seeds
generation process is composed of three steps: candidate sentences extraction, term
extraction, and term filtering.

We assume that consumers described their usage experiences or purposes inside the
reviews. They often exemplified how they use the product or specific function to
perform or to achieve something. Table 1 shows some sample reviews containing
intended use or purposes of digital cameras’ shutter speed functionalities. Mining this
type of reviews would enable us to detect the purposes expressed by the consumers.
We find “candidate sentences” which contains product features and purpose-oriented
expression, by the procedures explained below.

The process of generating initial seeds is described as follows:

1. Candidate Sentences Extraction: Candidate sentences are sentences containing
product features as well as purpose-related expression. Sentences containing about
product features often have expression whether such features are good or bad for a
particular purpose. For example, there is a statement - “The unlimited continuous
shooting mode, which is perfect for catching fast-action sports shots”. Here, the
phrase “Catching fast-action sports shots” is the purpose of using the “shutter”
feature. This piece of review tells us that if we consider buying a camera for shooting
a fast-moving object, we should choose the camera with the high “shutter” speed.
To detect the candidate sentences from the reviews, we manually define some
syntactic-sentence patterns used to express purposes. An example of the pattern is

Online 
Reviews 

NLP
Preprocess 
(Comp I) 

Initial Seeds 
Generation 
(Comp II) 

Seed Occur-
rence Detection 

New Seeds 
Detection & 

FilterPart-Of-Speech 
Tagging

POS-syntactic pattern
LLDA/Word2Vec Filtering

Lexicon-syntactic patterns
POS-syntactic patterns

Word2Vec Similarity Filtering 
Ontology-based learning 

Purpose-Feature Relationship Extraction 
(Component III)

Pattern 
Generation 

Fig. 2. Overview of methodology
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<feature> + Verb + Adjective + Preposition + Noun/Noun Phrase. Then we build
the set of candidate sentences by extracting any sentences following these patterns.

2. Term Extraction: Once we have a list of candidate sentences, we extract the
“purposes” from this set using topic modeling – Labeled LDA. Unlike the con-
ventional LDA, Labeled LDA is a generative model which constrains the topic
model to use only those topics corresponding to a document’s label set [6]. In our
setting, a list of product features with their corresponding candidate sentences are
prepared to train the model. The product features are trained as the topics (labels)
and the candidate sentences are treated as documents. Thus, The Labeled LDA
outputs the important terms per product feature. These terms are considered as
keywords or key phrases representing purposes. An example of this component
output is {shutter speed: kids, wildlife, action_shots, recording, getting}, where
“shutter speed” is the product feature (topic) and “kids, wildlife, action_shots,
recording, getting” are the top keywords representing purposes.

3. Term Filtering: The list of extracted keywords might contain unrelated words since
the Labeled LDA output the list based on word frequency only. Therefore, we
propose a filtering approach by calculating word semantic relationship using a
recent technique Word2Vec. It is a two-layer neural net that processes text. It can
convert words into vectors by learning a corpus. Word2Vec can compute the word
semantic similarity by calculating their vectors. The corpus we used to train
Word2Vec is the consumer reviews. In our methodology, we utilize Word2Vec to
filter out the anomaly words from the Labeled LDA’s output. For example,
Word2vec is able to remove the unrelated words - “recording” and “getting” from
the Labeled LDA output above.

3.3 Extracting Purpose-Feature Relationship (Component III)

To obtain more purpose-related sentences or purposes, we adopt a bootstrapping
method as in [9] by detecting more sentence patterns for describing purposes to extract
appropriate nouns and noun phrases. Because a simple bootstrapping method tends to
produce noises in the results, we also proposed filtering methods to reduce those noises.

Table 1. Customer reviews from Amazon.com. Product features and corresponding purposes
are highlighted.

Review #1: The unlimited continuous shooting mode, which is perfect for catching 
fast-action sports shots, solves the problem of slow shutter speeds and is not found in 
any of the other camera's in the s3's class.
Feature: shutter, Purpose: catching fast-action
Review #2: I especially liked the panoramic feature for the beautiful Alaskan 
landscapes and the burst feature for shooting wildlife in action.
Feature: shutter, Purpose: shooting wildlife
Review #3: The shutter speed allows her to take pictures of friends in motion 
[dancing, skiing and other sporting events] amazing window on back for best picture 
view.
Feature: shutter, Purpose: dancing, skiing, sporting events

Mining Relationship Between User Purposes and Product Features 13
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Our bootstrapping mainly iterates between the following two phases: (1) pattern
generation and (2) seed extraction and filter. The algorithm begins with initial seeds
and then iterates through the phases until it could not extract any more patterns or
generate new seeds with the word similarity compared to the seeds pool higher than a
given threshold s2.

Pattern Generation. In the pattern generation phase, we would like to detect the
extraction patterns in the form of lexicon and POS pattern which connect between
product feature and user purpose in the reviews. The process starts with a few
feature-purpose seed tuples obtained from Component II. For every seed tuple <x, y>,
e.g.<x = shutter, y = {kids, wildlife, …}>, we first retrieve all the sentences containing
these terms x, y. Next, all “connecting text” linking terms x and y (kids| wildlife|…) are
extracted into the candidate list. Since we also consider detecting POS syntactic pat-
terns, the “connecting text” is parsed and tagged into the part-of-speech. As shown in
the first sentence in Table 2, the phrase “is good for” (or POS-tagged “VB JJ IN”) is
the pattern connecting between product feature (shutter speed) and purposes (kids). The
strength of each pattern is computed by how frequently they are used to connect the
seed tuples. Finally, we augment the extraction pattern if any pattern in the candidate
list appeared more than a specific threshold s1 in the reviews.

Seed Extraction and Filter. Most common bootstrapping models are pattern-based
approaches in which new seeds are accepted based on the extraction patterns. This
could lead to a well-known flaw in bootstrapping known as “semantic drift”. To avoid
this problem, we adopt Word2Vec word similarity as the filtering methods so that the
current seeds do not wander away from the original semantic meaning of the initial
seeds. The process is simply described as following;

• First, our method retrieves from the corpus the set of wordsW that match any of the
extraction patterns P, e.g. Shutter speed is good for “sport events”. The word
W could be expressed in multi-word terms as Noun or Noun Phrase (NP).

NP : \VBG[ \JJ[j j\JJR[ j\JJS[ð Þ � \NN[ j\NNS[ð Þþf g:

• The termW is augmented to the seed list only if its similarity exceeds the predefined
similarity threshold s2 in average.

In the next section, we will introduce an ontology-based technique to generate more
seeds in complement to the conventional pattern-based bootstrapping approach.

Table 2. Sample sentences and extracted patterns

Sentences Lexicon patterns POS patterns

Shutter speed is good for kids is good for VB JJ IN
I use burst feature for shooting wildlife for shooting IN VBG
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Ontology-based Approach for Seed Extraction. As described in previous section,
we could extract new seeds or purposes only if the terms are expressed in the extraction
patterns. Therefore, we could miss some interesting purposes because not all the
customers would use the same sentences to express their purposes or experiences. Let’s
look at the 3rd review in Table 1. The terms “dancing, skiing and other sporting
events” share the hyponym relation which means that if one of them is classified as the
purpose, so does the rest. For instance, the context pattern of “allows her to take
pictures of friends in” is not an extraction pattern, thus the terms “dancing, skiing and
other sporting events” would not have a chance to be detected. In this study, we
propose an additional approach and in complement to the pattern-based bootstrapping
in detecting new seeds or purposes by mining the new purposes if they have taxonomic
relations with any in the seed list.

Taxonomic relations are the most important semantic relations in a domain ontol-
ogy, the extraction of which has been well studied in the field of lexicon building. We
adopt the lexicon-syntactic patterns [11] for taxonomic relation extraction. A total of
five lexicon-syntactic patterns are used and described in Table 3. The process of
extracting taxonomic relations and generating new seeds for bootstrapping is described
as following:

• First, we (1) retrieves from the corpus the set of NPs that match any of the pre-
defined patterns and (2) scan whether at least one of the NP set is already in the seed
list.

• Next, the rest of the NP in the set is considered as seed candidates and are aug-
mented as new seeds if its word semantic similarity exceeds the predefined simi-
larity threshold s2 in average against the other terms in seed list.

Adopting this approach could help us extracting both more precise and general
purposes which is more convenient for novice users to comprehend the meaning. It
could also assist us to classify the purposes into hierarchy straightforwardly.

4 Experimental Results

In this section, we will illustrate our experimental results and case studies. We con-
ducted our experiments on customer reviews on digital cameras from Amazon.com.
The dataset is made available via SNAP, Stanford University [12]. The dataset contains
203,773 reviews and were collected from May 1996 to July 2014.

Table 3. The lexicon-syntactic patterns of taxonomic relation extraction

1. NP0 such as NP1 {, NP2, … (and/or) NPn} Hyponym (NPi, NP0)
2. NP1 is a kind of NP0 Hyponym (NPi, NP0)
3. NP{, NP}*{,} or other NP0 Hyponym (NP, NP0)
4. NP{, NP}*{,} and other NP0 Hyponym (NP, NP0)
5. NP0, including {NP}* or/and NP Hyponym (NP, NP0)
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4.1 Extraction Purpose-Feature Relationship Using Bootstrapping
Approach

In this experiment, we manually select 8 camera features and analyze the performance
of each model separately by evaluating the number of purposes it could generate,
precision, and (relative) recall of all various models i.e. Lexicon, POS, LP, O, and
LPO. The first three models are the conventional pattern-based whereas the LPO is the
proposed model which combine the pattern-based and ontology-based together. Each
model description is as follow:
Lexicon: Generic patterns are only learnt from lexicon-syntactic patterns
POS: Generic patterns are only learnt from POS-syntactic patterns
LP: Generic patterns are learnt from new seeds generated from lexicon and POS

syntactic patterns per iteration
O: Generic patterns are ignored in this context. New seeds are only generated

from the ontology-based approach (the hyponym relation in Table 3)
LPO: A combination of all models

Table 4 shows initial seeds for each camera feature and its selective corresponding
new seeds generated by the proposed model – LPO. Note that some camera features’
initial seeds are manually modified prior the bootstrapping process. Table 5 shows the
total number of new seeds, precision, and relative recall generated by each model
separately. LPO could generate the most seeds. Particularly, a combination of Ontology
learning and LP increase the number of seeds than individual model. It concludes that
by discovering new seeds via ontology relation during the bootstrapping process could
increase the number of seeds accordingly.

Although it is difficult to get all the correct instances (all purposes) for each camera
feature, it is still possible to compare the recall of a method relative to another method
recall. Following the Pantel et al. [13], the relative recall RA=B of method A given
method B can be calculated as:

Table 4. Initial seeds used for each camera feature and outputs from proposed model. The
incorrect purposes are bold.

Shutter ISO Weight IS Screen Flash Pixel Focus

Seeds kids
sports
wildlife

night
light
bright

vacation
trip
carrying

wildlife
capturing

reviewing
previewing
low_angle

light
indoor
night

printing
uploading

kids
macros
moving

Output skiing
action
shots
baseball
sporting
pets…

light
condition
dim
lit
darkness
dusk…

bicycle_
touring
hiking
adventures
walks…

kids
animals
fish
candids
sports…

angle
viewing
inwards
eye_piece
composing
framing…

castle
dim_light
dark_room
museums
…

publishing
share
transfer
editing
email…

moving_targets
insects
portraits
action shots…
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RA=B ¼ RA

RB
¼

CA
C
CB
C

¼ CA

CB
¼ PA � Aj j

PB � Bj j ; ð1Þ

where RA is the recall of A, CA is the number of correct seeds extracted by A, C is the
(unknown) total number of correct seeds in the corpus, PA is A’s precision in our
experiments, and |A| is the total number of seeds discovered by A. We can compute the
relative recall by comparing the number of seeds extracted by each model with the
number of seeds retrieved by all the models together. The total number of seeds is 272
keywords in which 199 keywords are corrected. We asked a professional photographer
who has experiences for more than 10 years to annotate and evaluate the correctness of
our extracted purposes. Therefore, we could calculate the performance for all models as
shown in Table 5. The lexicon model generates a relatively small number of purposes
(94 keywords) with the best precision while the POS and LP model could generate
much more purposes (235–240 keywords) but the precision is dropping. It might be
implied that we could get more purposes but the it might also contain a lot of noises in
the output. However, our proposed model (LPO) which combines pattern-based and
ontology-based together can not only generate more purposes but also achieve better
accuracy comparing to individual components. In this experiment the threshold s1 and
s2 are set to 3 and 0.5 respectively. However, the result might seem a bit bias since the
evaluation is performed by only one subject.

4.2 Subjective Evaluation

A subjective evaluation is further conducted to examine and emphasize the accuracy and
effectiveness of the proposed method – LPO from a variety of users. As aforementioned,
there were 263 keywords generated using LPO model which is inconvenient and
time-consuming for users to evaluate the result. Therefore, we categorize purposes and
ask users to enumerate important features for each purpose category. We manually
defined nine categories, while this categorization could be done automatically in the
future work by mining both taxonomic and non-taxonomic relations as in [14] (Table 6).

Questionnaire Setup. We created 10 questions in total [15]. Question #1 asks about
the respondent’s experiences in photography skill. Question #2 – Question #10 survey
respondent’s knowledge or experiences for which relevant camera features they are
using for each purpose. Relevant camera features per purpose is defined by selecting
camera features receiving 50% votes from all respondents.

Table 5. Precision, relative recall, and F-score of each method

Methods #New seeds Precision Rel recall F-score

Lexicon 94 0.84 0.40 0.54
POS 240 0.72 0.87 0.79
LP 235 0.71 0.84 0.77
O
LPO

12
263

0.80
0.75

0.05
0.99

0.09
0.85
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Result. We received 31 respondents in which the majority of respondents are beginner
users (less than 1 year) and professional users (more than 5 years). The responses from
them could possibly be viewed as subjective evaluations with different opinions and
diversities. Since we asked people to rank the camera features for different purposes,
we could obtain the ground truth of relationship between user purposes and features
and able to calculate the accuracy of each method as shown in Tables 7 and 8. Though
the precision of pattern-based models and LPO is the same, but the number of indi-
vidual keywords extracted by the LPO is higher based on evaluation in Sect. 4.1.
Therefore, we could conclude that our proposed model could extract more good pur-
poses (better recall) than the pattern-based and ontology-based separately with the best
accuracy of F-score 0.67.

Table 6. Sample of purpose categories and individual keywords

Purposes Keywords

Macros flower, insects, foods, …
Moving targets animals, kids, freezing, motion, action shots, sport events, soccer, …
Traveling trips, touring, backpack, adventures, outings, …
Low light condition dimmer environments, backlit daylight, dark room, …
Bright condition sunlight, daylight, outdoor, portraits at outdoor, …
… …

Table 7. Category-based precision and recall of proposed model – LPO

Purpose category Ground truth Proposed model P R

Macros/Closeups Focus, IS, ISO Focus, IS 1 0.67
Landscape/Scenery ISO, Focus, IS Focus, Shutter, IS 0.67 0.67
Moving targets Shutter, ISO, Focus, IS Focus, Shutter, IS 1 0.75
Portraits Focus, IS, ISO Focus, IS 1 0.67
Viewing and framing Screen Screen 1 1
Uploading, editing, and printing N/A Pixel 0 N/A
Low light condition ISO, Flash ISO, Flash 1 0.5
Bright condition ISO, Shutter ISO, Flash 0.5 0.5
Traveling Shutter, Focus, IS Weight 0 0
Average 0.69 0.66

Table 8. Precision, recall, and F-score of each method (Category-based)

Methods P R F-score

Lexicon 0.69 0.54 0.61
POS 0.69 0.61 0.65
LP 0.69 0.61 0.65
O 0.11 0.06 0.08
LPO (Proposed Model) 0.69 0.66 0.67
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5 Related Work

This paper deals with various fields of studies, including feature-based ranking system,
mining semantic relations using bootstrapping, and ontology learning. We will take a
look at some of the previous works related to each field of study.

Feature-Based Ranking System. Mining of opinions from reviews has become a
popular area of research. Users often express their usage experiences in reviews.
Regarding the feature extraction techniques, it could be classified into supervised and
unsupervised approach. An example of supervised techniques, Wong and Lam [16]
employ the hidden Markov model and conditional random fields as the underlying
learning method for extracting product features from auction websites. In contract,
product features can also be extracted automatically using unsupervised technique
presented by Hu and Liu [17]. They made assumptions that product features must be
noun or noun phrases. This utilizes the association rule mining algorithm to discover all
frequent item sets within a target set of reviews. Regarding the problem of
feature-based summarization, Kangale et al. [3] provided a solution which could extract
user opinions from reviews and generate rating as well as review summary of each
product feature. Zhang et al. [1] proposes a methodology to rank products based on
their features using online reviews. First, they manually define a set of product features
that are of interest to the customers. Next, they detect subjective and comparative
sentences in reviews using predefined structural patterns. Using these sentences, they
construct a feature-specific product graph and apply page-rank like algorithm to rank
products based on the product features. Our work differs from theirs in the following
aspects: (1) we assume that most of the consumers do not have much knowledge about
product features and attributes and thus, they could not prioritize which product feature
is important or relevant and (2) instead of generating a review summary on each
product feature or product as a whole, we are interested only on extracting the semantic
relationship between product features and user purposes.

Mining Semantic Relations with Bootstrapping. Most common approach of boot-
strapping to extract the semantic relations is pattern-based approach. Agichtein and
Gravano [9] proposed “Snowball” algorithm to identify and extract structured relations
between named entities from unstructured text. The system is given with some initial
seeds then searches sentences in which terms in a seed tuple occur closely to each
other. It then analyzes the connecting text and surrounding context and generates an
extraction pattern. Pantel et al. [13] proposed an approach based on an edit-distance
technique to learn lexicon-POS patterns and could obtain both good performance and
efficiency. Later Espresso [18] has been proposed by the same author to infer patterns
for harvesting binary semantic relations (is-a, part-of, succession, reaction, and pro-
duction). It also describes refining techniques to deal with wide variety of relations by
measuring the strength of association between patterns and seeds using pointwise
mutual information. In our work, we propose an additional filtering approach for
accepting new seeds by measuring the word semantic similarity to avoid the semantic
drift.
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Ontology Learning. Because we have introduced an ontology learning approach to
generate more seed instances in conventional bootstrapping, we will take a look at
some studies related to ontology. Hearst [11] pioneered using patterns to extract
hyponym (is-a) relations. Manually building a few lexicon-syntactic patterns, Hearst
sketched a bootstrapping algorithm to learn more patterns from instances, which has
served as the model for most subsequent pattern-based algorithms. We have adopted
this approach in our study by extracting hyponym relation of generated seeds using
some predefined lexicon-syntactic patterns listed in Table 3. Chen et al. [14] proposed
an ontology learning framework to extract customer needs of digital cameras. To detect
the ontology relation, the authors detect taxonomic and non-taxonomic relations from
the customer reviews. Taxonomic relations are extracted using several methods
including string matching, lexicon-syntactic patterns, and WordNet taxonomic rela-
tions. They proposed a word property-based method for extracting non-taxonomic
relations by measuring the support and confidence of the co-occurrence noun phrases
from the corpus.

6 Conclusion and Future Work

In this paper, we proposed a methodology for extracting semantic relations between
product features and purposes. This work is necessarily important in order to realize the
proposed framework of purpose-oriented recommendation. The output of the frame-
work could help educating novice users to comprehend the product features which
should be taken into account for their specific needs or purposes. The result of
experiments indicates that the combination of pattern-based and ontology-based
approach could extract number of good purposes and obtain a good result of precision
and recall.

For the future research, we are considering to quantify the optimal setting or
requirements of product features for achieving a specific purpose. For instance, if the
user is interested in buying a digital camera for shooting their busy kids, then it is
desired to not only rank the relevant features but also the optimal setting configuration
(shutter speed of 1/500 s, 5 fps burst rate, ISO 1600, continuous AFC etc. is at least
required to capture sharp image). Such quantification not only tells users which camera
they should purchase considering the important features but also educates them to set
the right setting for achieving their goal when they use the product.
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Abstract. Frequent itemset mining is an important in data mining.
Fuzzy data mining can more accurately describe the mining results in
frequent itemset mining. Nevertheless, frequent itemsets are redundant
for the users. A better way is to show the top-k results accordingly. In
this paper, we define the score of fuzzy frequent itemset and propose
the problem of top-k fuzzy frequent itemset mining, which, to the best
of our knowledge, has never been focused on before. To address this
problem, we employ a data structure named TopKFFITree to store the
superset of the mining results, which has a significantly reduced size in
comparison to all the fuzzy frequent itemsets. Then, we present an algo-
rithm named TopK-FFI to build and maintain the data structure. In
this algorithm, we employ a method to prune most of the fuzzy frequent
itemsets immediately based on the monotony of itemset score. Theoret-
ical analysis and experimental studies over 4 datasets demonstrate that
our proposed algorithm can efficiently decrease the runtime and memory
cost, and significantly outperform the naive algorithm Top-k-FFI-Miner.

Keywords: Fuzzy frequent itemset · Data mining · Top-k fuzzy
frequent itemset · Quantitative database

1 Introduction

Tin he fuzzy set [15] can be used in network applications to make a better
decision. Many fuzzy mining algorithms, such as classification [13], clustering
[14], web mining [8], neural networks [1], have been proposed. Frequent itemset
mining is a very important method in data mining, which together with the
fuzzy techniques, can be more powerful to obtain the accurate mining results
[7]. Several methods were proposed to improve the performance. [4] focused on
the development of a general model to discover association rules, which can be
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used in relational databases that contain quantitative data. [5] addressed the
problem of the increasing use of very large quantitative-value databases, and
proposes a new fuzzy mining algorithm based on the AprioriTid approach to
find fuzzy association rules from given quantitative transactions; each item only
used the linguistic term with the maximum cardinality in later mining processes,
and thus made the number of fuzzy regions to be processed the same as that
of the original items. [6] introduced a FP-tree based data structure FUFP-tree,
which made the tree updating process easier; an incremental algorithm was also
proposed for reducing the execution time in reconstructing the tree when new
transactions were inserted, and thus can achieve a trade-off between runtime
and space complexity. [10] designed a novel tree structure called CFFP-tree to
store the related information in the fuzzy mining process, where each node main-
tained the membership value of the contained item and the membership values
of its super-itemsets in the path; moreover, the CFFP-tree was built by the pro-
posed algorithm CFFP-growth. The author then proposed a simple tree structure
called the UBFFP-tree [9]; the designed two-phase fuzzy mining approach can
easily derive the upper-bound fuzzy counts of itemsets using the tree; thus, it can
prune the unpromising itemsets in the first phase, and then finds the actual fuzzy
frequent itemsets in the second phase. [11] developed a fuzzy frequent itemset
algorithm FFI-Miner to mine the complete set of fuzzy frequent itemsets with-
out candidate generation. FFI-Miner used a novel fuzzy-list structure to keep
the essential information for later mining process; plus, it employed an efficient
pruning strategy to reduce the search space, and thus reduce the runtime cost.

Motivation: The mined fuzzy frequent itemsets are massive when the threshold
is small. Traditional frequent itemset mining methods use the itemset represen-
tation, such as the maximal itemsets [2], the closed itemsets [12] and the non-
derivable itemsets [3] to reduce the itemset count, which can not only improve
the performance, but also enable the user to understand the mining results eas-
ier. But on the other hand, Specifying an adaptive threshold is much difficult for
users, a much reasonable method is to find the top-k fuzzy frequent itemsets. In
this paper, we focus on the problem of how to discover the top-k fuzzy frequent
itemsets with an effective and efficient method over quantitative databases.

The rest of this paper is organized as follows: In Sect. 2 we present the prelim-
inaries of the fuzzy itemset mining and define the top-k fuzzy frequent itemset,
and state the problem addressed in this paper. Section 3 presents the data struc-
tures, and illustrates our algorithm in detail. Section 4 evaluates the performance
with theoretical analysis and experimental results. Finally, Sect. 5 concludes this
paper.

2 Preliminaries and Problem Statement

2.1 Preliminaries

Let Γ = {i1, i2, · · · , im} be a set of m distinct items in a quantitative database
QD = {QT1, QT2, · · · , QTn}, where each QTi ⊆ Γ is called a quantitative trans-
action, which contains items with the quantities. An example is shown in Table 1.
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Table 1. A quantitative database

TID QTransaction

1 A:5, C:10, D:2, E:9

2 A:8, B:2, C:3

3 A:5, B:3, C:9

4 A:5, B:3, C:10, E:3

5 A:7, C:9, D:3

6 A:5, B:2, C:10, D:3

7 A:5, B:2, C:5

8 A:3, C:10, D:2, E:2

Fig. 1. The membership functions of linguistic 3-terms

The membership functions μ are used to fuzzy up the database, which is
shown in Fig. 1.

(1) The quantitative value of each item will be converted to a fuzzy value; thus,
each item Z can be represented by a special notation Σ µi

zi
, where μi denotes

the membership grade, and zi denotes the fuzzy region of Z. As an example,
item A : 5 in transaction 1 can be denoted as 0.2

A.L + 0.8
A.M , in which 0.2 is

the membership grade of item A when computing with membership function
μ.Low.

(2) The membership grades will be summed up in the quantitative database
according to different fuzzy areas, and the area with maximal summed mem-
bership grade will be choose as the final one. Again, taking item A as an
example, the summary of A.L is 1.6, A.M is 5.8, and A.H is 0.6. Then, we
regard A.M as the final fuzzy area of item A, with summed membership
grade 5.8 and occurrence number 8. Other items are B.L, C.H, D.L and
E.L.

(3) The items in quantitative database will be updated by the fuzzy areas. For
an instance, item A : 5 in transaction 1 will be replaced by 0.8

A.M . The updated
fuzzy database FD is shown in Table 2.

An itemset X = {x1, x2, · · · , xk} is a k-items set, and we use |X| to denote
the size of X, that is, |X| = k. If X is covered by a fuzzy transaction FT , then
we regard the minimum membership grade of xi as the membership grade of X.
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Table 2. Fuzzy database

TID FTransaction

1 0.8
A.M

, 0.8
C.H

, 0.8
D.L

2 0.6
A.M

, 0.8
B.L

3 0.8
A.M

, 0.6
B.L

, 0.6
C.H

4 0.8
A.M

, 0.6
B.L

, 0.8
C.H

, 0.6
E.L

5 0.8
A.M

, 0.6
C.H

, 0.6
D.L

6 0.8
A.M

, 0.8
B.L

, 0.8
C.H

, 0.6
D.L

7 0.8
A.M

, 0.8
B.L

8 0.4
A.M

, 0.8
C.H

, 0.8
D.L

, 0.8
E.L

The summed grade in fuzzy database FD is called the support of X, denoted
Λ(X). Also, we use ct(X) to denote the count of occurrence of X. Given a
minimum support λ, X is called frequent if Λ(X) ≥ λ ∗ |FD|.

2.2 Problem Statement

Intuitively, on the one hand, if an itemset has a larger size, it is much more useful;
on the other hand, the larger the itemset, the more important it is. In this section,
we define the score of a fuzzy frequent itemset X as ς(X) = |X|∗Λ(X), based on
which the problem is introduced. Given the minimum support λ, the parameter
k, and the membership functions μ, the problem in this paper is to discover the
top-k frequent itemsets based on their scores over quantitative databases.

3 Top-k Fuzzy Frequent Itemset Mining Method

3.1 A Naive Method

An intuitive method to find the k most valuable fuzzy frequent itemset is simple.
First, we can use an existing method to discover all the fuzzy frequent itemsets,
then we compute the scores and sort all the fuzzy frequent itemsets with descen-
dant order. Finally, we get the first k itemsets as the mining results. In this
paper, we use the state-of-the-art algorithm to discover the fuzzy frequent item-
sets. This method will be used in our experiments as the evaluation method.

3.2 Data Structure

TopKFFITree. We build an in-memory prefix-tree named TopKFFITree to
store the super set of the fuzzy itemsets, in which each itemset is denoted by
the tree nodes. A node nX is a 3-tuple <X, sup, score>. X denotes the fuzzy
itemset. sup is the support of X in the database. score is the score of X. Each
node has a pointer to its parents except the root node. As a result, the child
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{A.M}:5.8,5.8 {B.L}:3.6,3.6 {C.H}:4.4,4.4 {D.L}:2.8,2.8

Root

{A.M,B.L}:3.4,6.8 {A.M,C.H}:4,8 {A.M,D.L}:2.4,4.8 {B.L,C.H}:2,4 {C.H,D.L}:2.8,5.6

{A.M,C.H,D.L}:2.4,7.2{A.M,B.L,C.H}:2,6

Fig. 2. TopKFFITree for λ = 0.2

node represents an itemset that covers the parent node. Using the database from
Table 2, we show the TopKFFITree in Fig. 2 when the minimum support is set
to 0.2. For an instance, the itemset D.L has support 2.8, and has the score 2.8
either.

3.3 Pruning Strategies

Theorem 1. For three fuzzy itemsets X, Y and Z, which satisfy X ∈ Y ∈ Z
and |X| = |Y | − 1, if ς(X) > ς(Y ), then ς(Y ) > ς(Z).

Proof. For any two itemsets I and J s.t. I ∈ J , then Λ(I) ≤ Λ(J), we use
T (|I|) = ς(I) − ς(J), that is, T (|I| = |I| ∗ Λ(I) − |J | ∗ Λ(J) = |I| ∗ Λ(I) − (|I| +
1) ∗ Λ(J) = |I| ∗ (Λ(I) − Λ(J)) − Λ(J). Thus, T ′(|I|) = Λ(I) − Λ(J) ≤ 0. If
ς(X) > ς(Y ), that is, T (|X|) > 0, given |X| < |Y |, then we can get T (|Y |) =
ς(Y ) − ς(Z) > 0 based on T ′(X) ≤ 0; thus, ς(Y ) > ς(Z).

Theorem 1 shows that when score of an itemset is partially monotonously
consistent the size of the itemset. That is, when an itemset X has a larger score
than its superset Y , the scores of all the supersets of Y are smaller than that
of Y . This supplies us a method to prune the support computation of itemsets.
Once we find an itemset has the smaller score that its subset, we can prune all
its superset directly.

3.4 TopK-FFI Algorithm

We propose the TopK-FFI algorithm to bottom-up construct the TopKFFITree.
The basic idea is to achieve the superset of our mining results from the TopKF-
FITree. To conduct this process, we will consider a key problem, that is, how
to find the top-k results from the TopKFFITree? To address this problem, we
generate the itemsets with breadth manner, and consider 2 conditions. First, if
the size of all the fuzzy frequent itemsets is smaller than k, we regard all these
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Algorithm 1. TopK-FFI Algorithm
Require: root: root of TopKFFITree; k: the size of mining results; λ: minimum sup-

port; FFIC : Collection of TopKFFITree nodes;
1: for each item X do
2: compute the support Λ(X) and score ς(X);
3: if Λ(X) ≥ λ then
4: generate new child node nX of root;
5: add X into FFIC ;
6: if |FFIC| < k then
7: for each child node nX of root do
8: CALL Explore(nX , k, λ, FFIC );
9: return FFIC ;

Algorithm 2. Explore Algorithm
Require: nX : node of TopKFFITree, denotes itemset X; k: the size of mining results;

λ: minimum support; FFIC : Collection of TopKFFITree nodes;
1: for each frequent node nX ’s right sibling node nY do
2: get Z = X ∪ Y
3: compute the support Λ(Z) and the score ς(Z);
4: if Λ(Z) > λ then
5: generate new child node nZ of nX ;
6: add Z into FFIC ;
7: if |FFIC|>k then
8: return;
9: for each child node nY of nX do

10: if ς(Y ) > ς(X) then
11: CALL Explore(nY , k, λ, FFIC );

itemsets as the mining results. Second, if the size of all the fuzzy frequent item-
sets is larger than k, we will generate the itemsets until their scores are smaller
than the scores of 1-itemsets they cover; we suppose the size is p, then (1) if
p < k, we will continuously generate the supersets until p >= k; (2) if p > k,
then we will sort the generated itemsets based on their scores with descendant
order, and get the first k itemsets. Note that both two aspects may not generate
the exact k results since we have to generate all the itemsets when we begin to
explore a level of the TopKFFITree. To perform the sorting, we employ a vector,
named FFIC to maintain the mining results in the TopKFFITree. Algorithm 1
shows the detail of our method.

4 Experimental Results

In this section, we evaluate the performance of our algorithm TopK-FFI. We
employed the state-of-the-art algorithm FFI-Miner [11] to discover the fuzzy
frequent itemsets, and we call this method the Top-k-FFI-Miner, which was
used as the evaluation method. The minimum support and the parameter k are
the parameters to evaluate the mining performance.
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4.1 Running Environment and Datasets

We implemented the algorithms with Python 2.7 running on Microsoft Windows
7 and performed on a PC with a 3.60 GHZ Intel Core i7-4790M processor and
12 GB main memory. We used 2 synthetic datasets and 2 real-life datasets as
the evaluation datasets. The detailed data characteristics are shown in Table 3.

Table 3. Fuzzy dataset characteristics

DataSet Transaction count Average size Min size Max size Items count Transaction correlation

T25I15D100K 100 000 26 4 67 1000 38

T40I10D100K 100 000 39 4 77 1000 25

KOSARAK 990 002 8 1 2498 41 270 5159

ACCIDENTS 340 183 33 18 51 468 14
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Fig. 3. Runtime cost vs. minimum support

4.2 Effect of Minimum Support

In this section, we fixed the k parameter to 1000, and evaluate the performance
when the minimum support was changed. Figures 3 and 4 presented the runtime
cost over different datasets. As can be seen, our algorithm TopK-FFI achieved
significantly better computing performance over the naive algorithm Top-k-FFI-
Miner. We can clearly see that no matter how the minimum support changed,
the runtime of our algorithm was similar. The runtime of Top-k-FFI-Miner, how-
ever, when the minimum support turned smaller, increased greatly. This is due
to the fact that our algorithm only to maintain k, which here is 1000, or a little
more nodes in the TopKFFITree; thus, most part of the fuzzy frequent item-
sets will be pruned, which result in the significantly reduction of computing cost
and memory cost. Note that no matter how dense a database was, the mining
performance was stable when we fixed the k. As can be seen from in Figs. 3(d)
and 4(d), even though the ACCIDENTS dataset was dense, our algorithm kept
almost unchanged computing cost and memory cost, in comparison to that, Top-
k-FFI-Miner had a much worse performance when the minimum support turned
smaller.
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Fig. 4. Memory cost vs. minimum support

5 Conclusions

In this paper, we made a research on how to discover the top-k fuzzy frequent
itemsets over databases, which, to our best knowledge, has never been studied
before. We designed an in-memory data structure named TopKFFITree to store
the itemsets. An efficient TopK-FFI algorithm was presented to build and main-
tain the TopKFFITree. We showed that the score of the itemset was partially
monotonous when the size was increased; thus, a prune strategy was employed
in our algorithm, which can significantly reduce the search space. Our exten-
sive experimental results shown that the algorithm outperformed the baseline
algorithm significantly.
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Abstract. Big data analytics examines large amounts of data to uncover hidden
patterns, correlations and other insights. In this work, a novel association rule-
mining algorithm is employed for finding various rules for performing valid predic‐
tion. Various traditional association mining algorithms has been studied carefully
and a new mining algorithm, Treap mining has been introduced which remedies the
drawbacks of the current Association Rule Learning (ARL) algorithms. Treap
mining is a dynamic weighted priority model algorithm. As it works on dynamic
priority, rule creation happens in least time complexity and with high accuracy.
When comparing with other association mining algorithms like Apriori and
Tertius, we could see that Treap algorithm mines the database in an O(n log n)
when compared to Apriori’s O (en) and Tertius’s O (n2). A high precise mining
model for the post Liver Transplantation survival prediction was designed using the
rules mined by Treap algorithm. United Nations Organ Sharing dataset was used
for the study. Rule accuracy of 96.71% was obtained while using Treap mining
algorithm where as, Tertius produced 92% and Apriori created 80% valid results.
The dataset has been tested in dual environment and significant improvement has
been noted for Treap algorithm in both cases.

Keywords: Treap algorithm · Association mining · Survival prediction · Apriori
Algorithm · Priority model

1 Introduction

Association rules are if-then rules, which help to uncover the vast relationship between
seemingly unrelated data. It uses a combination of statistical analysis, machine learning
and database management to exhaustively explore the data to reveal the complex rela‐
tionships that exists. To do so, a complete study and analysis of the entire database is
required. This is the primary challenge of all mining tasks, the huge amount of time that
is required to virtually finish the mining. Another challenge of mining is incremental
mining, where data is mined over an already mined pattern. This can make the discovered
relations totally inefficient.

There are two main concept related to association rule mining. They are support and
confidence. Let us define both terms
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Support: The rule x → y holds with support s, if s% of transactions in the database
D contains all items of x and y, i.e. x union y. Rules that have a greater s than a user
defined support is said to have minimum support.

Confidence: The rule x → y holds with confidence c, if there is c% of the transactions
in D that contains x also contains y. Rules that have a greater c than a user defined
confidence is said to have minimum support.

In this work, a novel approach of rule mining is put forward. A priority based elim‐
ination scheme is employed for the process. The data structure used is Treap. The work
basically is carried out in four different procedure calls. Treap is used as it shows both
the properties of tree and heap data structures. This helps to organize the data in priority
calculation, which in turn helps in mining high priority itemsets. From the items the
association rules are created.

Medical databases contain large volume of data about patients and their clinical
information. For extracting the features and their relationships from such huge database,
various data mining techniques need to be employed. This scope has been utilized in
this work. Liver transplantation data was collected from the United Nations Organ
Sharing (UNOS) registry and long-term survival prediction rules has been generated
using ARL algorithms.

Liver Transplantation (LT) is considered as the only viable treatment for end stage
liver diseases. In transplantation, the physician or the medical experts decide the priority
of allocating of resource according to the disease severity of patient and MELD (Model
for End Stage Liver Disease) score. MELD score, which yields a numeric value based
upon serum creatinine, bilirubin and INR has been successful in prognosticating 90 day
mortality for these patients, and has proven to be a method of liver allocation. However,
a careful look at the parameters of the MELD score reveals the limitations and resultant
caution that should be given to ostensibly objective data. Creatinine and INR are labile
especially in the setting of patients with advanced liver disease that are prone to alteration
not only by the inherent disease state but also iatrogenic interventions. The implications
of these interventions have significant medical and moral consequences as they not only
determine immediate treatment but also which patients are allocated the precious life-
extending resource of organ transplant. So a high accuracy model for prediction need
to be in place, which can overcome the local maxima to a global maxima solution. Using
the dynamic priority Treap mining, set of valid association rules were able to be gener‐
ated, which in turn was the major input for building a long term survival prediction
model. The association rules pointed out the impact of various serum attributes and the
relations among them. Artificial neural network based prediction model has also been
developed using this association mining rules, which in turn out performed the MELD
score prediction.

2 Related Research

Fast Algorithms for Mining Association Rules [Agrawal and Srikant, 1993] throws light
to the problems of discovering association rules between items in a large database of
sales transactions using Apriori Algorithm. In Advanced Version of Apriori Algorithm
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(Suneetha and Krishnamoorti 2010) the authors discuss the limitations of the original
Apriori algorithm and present a modified version of Apriori algorithm to increase the
efficiency of rules generated. High dimension oriented Apriori Algorithm (Lei Ji et al.
2006) adopts a new method to reduce the redundant generation of sub-itemsets during
pruning the candidate itemsets, which can obtain higher efficiency of mining than that
of the original algorithm when the dimension of data is high. Theoretical proof and
analysis are also provided for strong validation. Tertius is a mining algorithm, which
works with the help of background knowledge (Flach and Lachiche 2001). It is an
inductive logic programming system that performs confirmatory induction, i.e., it looks
for the n clauses that have the highest value of a confirmation evaluation. In order to
compute its confirmation measure, Tertius needs to populate two contingency tables for
each clause, one for observed values and one for expected values. Based on a time series
sequence of clinical data (Paramanto et al. 2006) conducted a study with recurrent neural
networks using time series sequence of medical data in 2001. They used Back Propa‐
gation Through Time (BPTT) algorithm and achieved a better survival rate with 6-fold
cross validation. (Zhang et al.) performed a study for the comparison between MELD
and Sequential Organ Failure Assessment scores. They used a MLP model for liver
patients with Benign End-Stage Liver Diseases. In 2013, (Cruz-Ramirez et al.) intro‐
duced a Radial Basis Function network model using multi objective evolutionary algo‐
rithm to address the liver allocation and survival prediction.

3 Treap Mining Algorithm

Treap is a data structure, which has the properties of both tree and heap. A node in a
Treap is like a node in a Binary Search Tree (BST). In BST, it has a data value, x, but
in Treap it has a unique numerical priority, p, in addition to, x [20]. The nodes in a Treap
also obey the heap property; that is, at every node u, except the root, u.parent.p<u.p. By
the way in which the root and its child are related, treap can be classified as Mini Treap
(minimum priority) and Max Treap (maximum priority).

The basic input to the algorithm is sets of items (variables) say n and m represents
the number of transactions and S represents the support. Major data structures used in
this algorithm are Array and Treap. The basic design of the Treap mining algorithm in
pseudo code format is given in Algorithm 1.
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Algorithm 1. Rule Mining Treap 

Input: Database D, with n itemsets and m transactions. Let the support be S 
Output: Association Rules 
Data structures Used: Array, Treap  

Step 1 : for each item set n  D, calculate priority 
Call Priority Procedure (D, S) 
Step 2 : For i=1 to n in Priority Array P[n] 
Call BuildTreap Procedure 
Step 3 : BSF traversal in Min Treap 
Call Traversal Procedure  
Step 4 : For each mined item 
Call GenerateRule Procedure  
Step 5 : Output rulesR 

Priority Procedure: In a database even if an item set is not frequent there is chance that
it can be of some importance in rule generation. In all association algorithms such infre‐
quent items are pruned off without much analysis. In this proposed work, the priority of all
item sets is found and it is analyzed with the frequency. After this analysis, if the item set
is still invalid it is eliminated or else it is considered for rule creation. The algorithm begins
by scanning the database and frequency, f is calculated for all item set. Partial priority of
item set, which is the component of priority, is found out using the equation

Partial priority p’ for each itemset,

pi′ = S ∗
fi
∑

f (1)

The calculated partial priority is added up with the normalized frequency to calculate
the weight. Normalization is important since it is a variance maximizing exercise and it
projects our original data onto directions which maximize the variance. Thus even if we
have a big difference in the frequency range, it brings down the range to a favorable
boundary. Here Z-score normalization technique is used.

Normalized, ei =
ei − E′

std(E)
(2)

where

std(E) =
√

{
1

n − 1
∑n

i=1

(
ei − E′

)2
} (3)

and

E′
=

1
n
∑n

i=1
ei (4)
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Now the threshold is set and the priority of each itemset is found out. The weight
added is the maximum allowed that can be given to any item set in that database D to
maintain threshold.

The maximum possible weight (Wmp): Let Y be a p-itemset, and X is a superset of
Y with the k-itemset (p < k). The maximum possible weight for any k-itemset containing
Y is defined as

Wmp(Y, k) = 1
k

(∑n

ij∈y,j=1
wj +

∑k−n

l=1
wl

)
(5)

In Eq. (5), the first part is the average weight for the p-itemsets and the second part
is the average weight of the (k-p) maximum remaining itemsets.

BuildTreap Procedure: Min Treap is the data structure used in this work. This is a
tree, which satisfies the Min Heap Property. The basic property of Min Treap is the root
node has a smaller priority than its children. The BuildTreap procedure obtains its input
from the Priority procedure. The algorithm scans each element from the list and builds
a Min Treap according to the priority. Whenever a new element is added the BuildTreap
subroutine is recursively called in-order to maintain the Treap structure. The process is
very similar to that of heap creation. By MinTreap procedure, Treap for each transaction
is build and the leaf node will be the one with highest priority. So, by employing a depth
first search we can get to the nodes with highest priority.

Traversal Procedure: This is a depth first Treap traversal where the algorithm tries
to find the most frequent items with highest priority from the Treap. Search continues
till the leave node returns the priority value and the node value. If the priority is greater
than the threshold, parent and the sibling of the node is returned. If there is no sibling,
then the sibling of the parent is retuned by the subroutine. The search moves in a bottom
up approach until the priority has reached its minimum threshold.

GenerateRule Procedure: This is the final step of the algorithm, here all those rules
above the threshold T is calculated. Initially the rule set R is initialized to NULL. For
each frequent item obtained from the Treap traversal, the ratio of frequent item to its
supporting item sets is found out. If it is greater than the threshold, the rule is added to
R. This process is continued until all the frequent items are visited for rule creation.

3.1 Analysis

In the proposed work, four procedures are called back to back, thus the total complexity
will be the upper bound of these procedure calls. Priority calculation procedure always
takes a linear order as the amount of time taken for calculation is directly proportional
to the number of input elements. BuildTreap procedure works in a similar way as heap
sort. As we know that the total running time of a heap sort is O (n log n). In case of treap,
we can build it more quickly, since we may not have to extract all the elements from the
tree. Let us assume n takes the form of,

n = 2h+1 − 1 where h is the height of the tree. (6)
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At the bottom most level there are 2h nodes, the one at the next to bottom level has
2h–1 node. In general, at level j from the bottom there are 2h–j nodes and it need to be
shifted down j levels to satisfy the heap property. Thus time complexity proportional to
this is given by,

T(n) =
∑h

j=0
j.2h−j =

∑h

j=0
j2h

2j (7)

Factor out the 2h term and taking derivative, we get

∑∞

j=0
j xj−1

=
1

(1 − x2)
(8)

Multiplying x on both sides and substitute value x = 1/2

∑∞

j=0

j
2j =

1
2

(1 −
1
2
)2

= 2 (9)

Substituting the value of Eq. 8 in Eq. 7, we get

T(n) = 2h.
∑h

j=0

j
2j ≤ 2h.

∑∞

j=0

j
2j ≤ 2h.2 = 2h+1 (10)

So we can conclude, T(n) ≤ n + 1 ϵ O(n)
Similarly for rule generation for n transactions with m itemsets can be given as,

∑k=m

k=1,j=mCk

∑j

i=1
jCi (11)

∑m

k=1
m
∑j

i=1
jCi

(12)

≅ O(n)as n → ∞ (13)

The analysis part clearly describes that the algorithm works in the linear order, O (n)
in the best case scenario, and even keeps the algorithm steady in O(n log n) in worst
case scenarios, which is far better than the competitor algorithms of the same genre.

4 Results and Discussion

Treap mining algorithm has been tested with the UNOS dataset. The various associations
among the attributes from the database are being calculated to find the priority. This
priority of attributes also plays an important role while modeling the prediction system.
Association mining algorithms were run on dual environment, the one before prepro‐
cessing and ranking (which contained 197 attributes) and one after ranking (which had
27 attributes). This was done in-order to find the rule prediction accuracy. Associations
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mean how much the attributes in that rule are inter-related. By checking the rule accu‐
racy, the attributes of high affinity can be selected. Figure 1 shows the number of rules
generated while applying the association mining algorithms to the 197 attributes.

224

182

68

0 50 100 150 200 250

Treap

Tertius

Apriori

Number of Rules Generated

Fig. 1. Number of rules generated before ranking

For finding the relevance of attributes, the 197 attributes were ranked and dimen‐
sionality of data was reduced. These attributes were fed to the Weka ranker. With the
27 attributes obtained from Weka ranker, the association mining algorithms were run
again to compare the prediction accuracy. The results showed that the rules obtained
while using 27 attributes were the subset of the rules generated while working with 197
attributes. The accuracy of Treap was increased to 96.71% and Tertius showed a steep
performance improvement to 92.18% and even though Apriori could generate only ten
rules due to memory overflow, the accuracy was found to be 79.87%. Increasing the
threshold can increase the rule accuracy and support. Figure 2 shows the comparison of
three mining algorithms with respect to Number of rules generated and rule accuracy.

79.87

92.18

96.71

10

27

53

0 50 100 150

Apriori

Tertius

Treap

Number of Rules
Generated

Rule Accuracy

Fig. 2. Number of rules generated and rule accuracy

Rule accuracy improvement graph is shown in Fig. 3.
The sample rules obtained are shown below.

1. /* 0.001780 0.000000 */FINAL_MELD_OR_PELD = PELD ==> NON_HRT_
DON = N
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2. /* 0.001485 0.000000 */EXC_HCC = HCC ==> NON_HRT_DON = N or
MALIG_TRR = N

3. /* 0.001208 0.000000 */EXC_HCC = HCC ==> NON_HRT_DON = N or
ENCEPH_TCR = Y

4. /* 0.001075 0.000000 */EXC_HCC = HCC ==> NON_HRT_DON = N or
GENDER = M
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80
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Apriori
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Fig. 3. Rule accuracy comparison

From the comparisons, we could see that association rule mining algorithms can be
used in predicting long-term survival rates with high accuracy level. Among the rule
mining algorithms, Treap mining was giving more consistent results. Without using
preprocessing and ranker, the rule accuracy was 68% and with Weka ranker, the rule
accuracy was 80% while using Apriori algorithm. The rule accuracy was 92% with Weka
ranker and 76% without ranker for Tertius algorithm. The most powerful association
rule mining algorithm, Treap produced 81% rule accuracy without ranking and 97% with
Weka ranker. The rules generated contained attributes, which were ranked top among
the 197 attributes. So the rule generations double checks whether the algorithm selected
the top attributes. We could predict the long-term survival after liver transplantation
successfully with the extracted 27 attributes in the UNOS dataset with accurate results
in terms of Sensitivity and Specificity. This associations form the platform for long-term
survival prediction modeling.

5 Conclusions

Health and medical sector is having large volume of heterogeneous data and hence
powerful data mining techniques are needed for predictions and decision-making. One
of the key areas in medicine is the prediction of suitability and survival rate after organs
transplantation. In this work a new association mining algorithm, Treap is being
discussed and its scope in predicting valid associations among the various available
attributes. Treap mining algorithms when compared with other traditional algorithms
produces valid results in least time complexity, O (n log n). While using Treap mining
in creating association rules for designing a survival prediction model, the mining results
produced were far superior to other algorithms of the same genre. Treap mining
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algorithm produced 97% accurate association predictions and there by acting as the basic
input to survival prediction model.
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Abstract. It is often pointed out that students’ academic performance
becomes worse. Lack of professors’ teaching ability is often considered
its major cause, and universities promote faculty development programs.
According to our observation, however, the major cause is rather on stu-
dent’s side, such as lack of motivation, diligence, and other attitudes
toward learning. In this paper, we focus on diligence. Diligence is quite
important for students to learn effectively. Among various kinds of dili-
gence, we take two kinds of them into consideration; the length of answer
text to a questionnaire, and the amount of submitted homework assign-
ments. We investigate how these kinds of diligence of students relate each
other, and how they relate to the examination score.

Keywords: Educational Data Mining · Lecture data analytics ·
Attitudes to learning · Retrospective evaluation

1 Introduction

Universities have been popularized in many countries including Japan. As a
result, students’ academic performances have been decreasing, and academic
staff are required to improve their teaching skills by attending faculty devel-
opment (FD) programs. As we observe, however, the major cause is rather on
student side, such as their lack of motivation, diligence, and attitudes to learn-
ing. Therefore, it is more important to motivate students and correcting their
attitudes to learning. To this aim, we need to know more about students.

We choose an approach with data analytics for this aim. It consists of two
steps: (1) to make a student’s learner model which includes attitudes to learn-
ing by proposing new concepts and measuring indexes for them, and see what
we can find, and (2) to advise the student on the basis of his or her learner
model. This approach has an advantage in terms of understandability of humans.
Even though the method we are developing is a naive one, we prefer to choose
the understandable method rather than the established and more sophisticated
methods if they are less understandable.

c© Springer International Publishing AG 2017
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As a part of such an approach, we have analyzed the answer texts of a
questionnaire, which asked the students to evaluate the class and themselves
by looking-back [4]. These text data are appropriate for analyzing the students’
attitudes to learning. Diligence is one of such attitudes and is quite important
for students learn effectively. In this paper, we deal with two types of diligence;
length of the answer text to a questionnaire, and amount of submitted homework
assignments. We investigate how these kinds of diligence of students relate each
other, and how they relate to the examination score.

Educational data analysis has been conducted mainly in the field of Educa-
tional Data Mining (EDM) [8]. For example, Romero et al. [9] studied algorithms
to classify students using e-learning system data. Its interest was on predicting
the student’s outcome. We focus on the student’s behavioral tendency in learn-
ing, such as eagerness, diligence, or seriousness. Even though the motivation
of Ames et al. [1] is close to us, it is different that their underlying data were
obtained by asking the students to choose the rate, whereas most of our data are
free-texts, and thus, potentially contain information about the students with a
wide spectrum of attitudes in more detail than with only the rates.

Most studies in EDM field intend to deal with big data, and the data are
obtained automatically as log data from learning management systems. By con-
trast, the data we deal with are small data, because our target data could be
very small [3,4]. We apply statistical and data mining methods carefully, and we
have to take care of all data even if they are outliers statistically, because even
such data represent some actual students.

The rest of this paper is organized as follows. In Sect. 2, we describe the
target data for analysis. In Sect. 3, we analyze the answer-texts of students to
the questions about the course and the students. In Sect. 4, we analyze the
amount of homework submissions, including a comparative study of two types
of diligence. Finally, in Sect. 5, we conclude the discussions and findings in this
paper together with some prospects to the future study.

2 Target Data

The data used in this paper originated from the class named “Exercise on Infor-
mation Retrieval” in 2009 in a junior (two year) college [2–7]. The number of
attended students was 35. They were 2nd year students and were going to grad-
uate. It is a compulsory course for librarian certificate. The course consisted of
15 lectures. A homework was assigned in every lecture, which aimed to let the
students review what they had learned that day.

The term-end examination of the course aimed to evaluate the skills which
were supposed to have learned and trained in the classroom and through doing
the homework assignments. We will use the score of term-end examination as
the measure for the student’s academic performance.

At the end of the course, we asked the students to answer some retrospective
questions that evaluate themselves and the lectures/lecturer. For example, (Q1)
What did you learn in this class? Did it help you?, (Q2) What are the good points
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of the lectures?, (Q3) What are the bad points that need to be improved?, (Q4)
What score you give to the lectures as a whole?, (Q6) What are your good
points in learning attitudes and efforts for the course?, (Q7) What are your bad
points that should have to be improved?, (Q8) How do you evaluate of your
diligence and eagerness to study?, and (Q11) What score you give to yourself as
the evaluation of your own efforts and attitude toward the course.

3 Text-Length Analysis

We take the length of answer-text of a questionnaire, which we call “l-diligence”,
as the first index for measuring student’s “diligence” [7]. It is reasonable to use
text-length for measuring diligence because if a student is more diligent to learn-
ing, she might try harder to answer the questions and the text should become
longer. As the target text for analysis, we choose the answers to the questions
(Q2), (Q3), (Q6), and (Q7), which are the answers to evaluation questions on
the contrasting topics for evaluation such as good and bad points of the lectures
and the student herself.

In this section, we start with investigating the correlation of l-indexes for dif-
ferent questions and how they are related with academic performance in Sect. 3.1,
Then we divide the students into 4 types by l-index, and investigate the differ-
ences between them in Sect. 3.2.

3.1 Correlation Analysis of l-Indexes for Questions and Their
Relation to Academic Performance

We deal with 4 l-indexes for contrasting questions, which we call LG (Lecture-
Good), LB (Lecture-Bad), SG (Student/Self-Good), and SB (Student/Self-Bad)
for the answer texts to the questions (Q2), (Q3), (Q6), and (Q7), respectively.
For a text T, let |T| denote the length (l-index) of T. For example, |LG| denotes
the text length of LG, and |SB| the length of SB. We also use L for lecture data
text obtained by concatenating the texts of LG and LB. Thus, |L| = |LG|+|LB|.
Similarly, we use S for SG and SB, G for LG and SG, B for LB and SB. We use
All to all the texts. Thus, |All| = |L|+|S| of the student.

Table 1 shows sample length data. The length “0” means that the student
did not answer the questions at all. The numbers of students who answered the
questions are 29, 23, 22, 21, and 29 for LG, LB, SG, SB, and All, respectively.
For L, S, G, and B, the numbers are 29, 22, 29, and 24, respectively. There were
no students who answered to SG or SB and did not answer to LG and LB, Only
20 students answered to all questions.

We are interested in whether/how the text lengths relate to the performances
of students. Figure 1 shows the correlation between the total length, i.e., |All|,
of students’ answer texts and their examination scores, which we consider the
index for their performances. Their correlation coefficient is 0.26, which shows
that there is no strong correlation between them.
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Table 1. Sample l-diligence data for students from “st01” to “st05”

StID |LG|
(Q2)

|LB|
(Q3)

|SG|
(Q6)

|SB|
(Q7)

|All|
(Q2-7)

|L|
(Q2,3)

|S|
(Q6,7)

|G|
(Q2,6)

|B|
(Q3,7)

st01 130 0 0 0 130 130 0 130 0

st02 165 0 0 0 165 165 0 165 0

st03 220 123 168 212 723 343 380 388 335

st04 81 136 37 72 326 217 109 118 208

st05 214 227 117 55 613 441 172 331 282

Fig. 1. Correlation between the examination score, (y-axis) and the numbers of char-
acters in all the answer texts of the students (x-axis)

3.2 Analysis of Differences Between Groups

We have found that there is no strong correlation between the student’s l-
diligence and her performance measured by examination score in our previous
study. However, according to Fig. 1, students may be categorized by l-diligence,
and the performances may differ from one group to another. We investigate the
gaps between the consecutive text lengths.

Firstly, we sort the values of text lengths and get the sequence < 723, 661,
635, 630, 613, 595, . . . , 0, 0 >. Then we get the values of differences between a
value and the next one, as < 62, 26, 5, 17, 18, . . . 0 >. Note that 723−661 = 62,
661−635 = 26, 635−630 = 5, and so on. The maximum gap locates between 521
of the student st35 and 420 of st11, followed by 70 between 311 of st21 and 241
of st25, and 69 between 415 of st21 and 346 of st14. Further, the minimum non-
zero value is 64 of st23. By considering these values, we divide the students into
4 groups using text length: TU (Upper) for those whose text length is greater
than 500, TM (Medium) for others with length > 300, TL (Lower) for others
with length > 50, which actually means non-zero, and TZ (Zero) for those who
did not answer to any questions.

Figure 2 shows the histogram of the text length of student together with the
boundary values for dividing the students into TU, TM, TL and TZ groups.
Table 2 shows some of the profile information of the groups.
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Fig. 2. Histogram of all text lengths of students, i.e., |All|

Table 2. Group profiles

Group TZ TL TM TU

Size (Number of members) 6 14 7 8

Average length of text 0 160 350 617

Range of length of text 0 177 109 202

Average examination score 57 63 76 67

Range of examination score 41 55 24 70

Regarding the group size, TL is the biggest with 14 members and the other
groups are about half of TL. Regarding the range of length of text, TU has the
biggest value of 202, followed by TL with 177, and TM with 109. Regarding
the average examination score, TM has the maximum score 76, followed by TU
with 67, TL with 63, and TZ with 57. Regarding its range, TU with 70 has the
maximum, followed by TL with 55, TZ with 41, and TM with 24.

It is interesting to see that TU has the biggest range in its l-diligence, and
in its examination score. This result shows that the students who answered
with long texts vary a lot in their academic performances. Thus, l-diligence is
not effective to estimate the student’s academic performance. However, amount
of writing, or l-diligence, should be used for measuring some kind of student’s
diligence because it needs some amount of labor to write a long text, which is
different from academic performance in learning.

Another interesting point is, as we can see in Fig. 1 also, that TM has the
highest examination score than other groups and its range is the smallest. The
students in group TM belong to the middle-upper group in their academic per-
formances. These students are moderate in many aspects. They are the people
who are moderate in answering text, and might be moderate in learning, and
are moderate in academic performance. The group TL is common with TU in
many aspects. The ranges are second biggest both in l-diligence and examination
score. Different from TM, the extreme cases TU and TL contain a wide variety
students. This may be a generally applicable rule. We need to investigate further
in the future.
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The group TZ consists of the students who did not answer at all, thus they
are non-diligent regarding l-diligence. Probably because they are non-diligent
also in learning in general, the average examination score of TZ is the lowest.
However, this is not a strong rule because the highest examination score of TZ
is 79 of st09. Presumably, some students with high academic performance may
not be diligent enough in answering to questions, possibly because answering to
questions does not directly relate to studying.

4 Analysis of Homework Submission

In this section, we investigate another candidate index for diligence, the number,
or the amount, of homework submissions, or h-diligence. Some sort of diligence
is necessary in order to do homework assignment and submit it.

Our experience shows that some students regularly submit homework when-
ever it is assigned, whereas some others do partially, or do not do at all. We
introduce h-diligence as another type of diligence by the number of homework
submissions.

Figure 3 shows the correlation between h-diligence and examination score.
Their correlation coefficient is −0.05; no strong correlation between them. The
figure shows that the range of the examination scores is very wide among the
students with high h-diligence. Precisely, the range for the students with h-
diligence 13 is 72 (from 27 in minimum to 99 in maximum), and the range for
those with h-diligence 12 is 53. It is highly possible that the students with high
h-diligence and low examination score are those who do their homework because
it is their obligation, not because it is good for them to learn more effectively.
This result shows that the teacher has to discriminate false diligence from true
one in order to advise students more appropriately.

Figure 4 shows the correlation between h-diligence and l-diligence. The two
indexes do not correlate strongly (with negative correlation coefficient −0.17).
It is interesting that there are two students who are very low in h-diligence,
and l-diligence is very high. Like in Fig. 3, the range of l-diligences for those
with h-diligence 13 is very large. It holds also for those with h-diligence 12.
Different from these students, the ranges are smaller for other h-diligence values.

Fig. 3. Correlation between h-diligence (x-axis) and examination score (y-axis)
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Fig. 4. Correlation between h-diligence (x-axis) and l-diligence (y-axis)

This phenomenon also holds as we see the figure by l-diligence. The students with
high l-diligence values range widely in their h-diligence. The ranges are small for
those with lower l-diligence values.

According to these observations, the students with high values in one dili-
gence vary a lot in the other diligence and academic performance, whereas those
with middle or low diligence indexes vary moderately. Thus, in order to advise
students appropriately, the teacher needs to find the students who are seemingly
diligent, but actually are not so much diligent, and advise them.

5 Concluding Remarks

In the universities, it is important to improve students’ attitudes to leaning in
order to improve their academic performance. In this paper, we proposed two
indexes which intend to capture students’ diligence. The first index (l-diligence)
comes from the answer texts to an evaluation questionnaires. The second one
(h-diligence) comes from the homework submissions.

We examined the hypotheses that indexes reflect some types of student’s dili-
gence, which are correlated with academic performance. The result shows that
the diligences in these types do not strongly relate to student’s examination
score. We have concluded that l- and h-diligence capture the concept superfi-
cially. A student submits homework not because he/she is diligent, but because
they do so from other reasons. Thus, we need to investigate more deeply in
order to find a definition of diligence which strongly relate to student’s academic
performance.

We also analyzed the students’ academic performance by clustering them by
using l-diligence and found that the groups of high and low values share the
property that their ranges are large, both in l-diligence and examination score.
By contrast, the students belonging to the group of moderate length has a small
range in their examination scores.

The group of non-diligent students, who did not answer to any questions at
all, have some notable amount of range, and thus, non-diligent does not mean
they are low performers. Even though, in average, their examination score is
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lower than other groups, some students have high examination scores. This also
indicates that students’ diligences we dealt with in this paper and their academic
performance do not have an explicit relation.

Our future work includes: (1) a further investigation using other data in order
to verify our findings are applicable to them; (2) an investigation for alternative
index for measuring diligence from the answer text, such as the number of the
occurrences of each word; (3) a formalization of the concept of diligence from the
beginning in order to discriminate the true diligence from the false diligence. To
find an appropriate formalization, we have to answer such questions as: “What
is diligence?”, “In what way diligence is important for students?”, and “How can
a lecture help students with improving diligence?”.
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Abstract. As an important quality index of diesel engine, the power of diesel
engine has a direct impact on the quality and competitiveness of products.
Considering the diesel engine performance testing process including many
control parameters which are strongly coupled with each other, it is difficult to
carry out accurate probability distribution description and correlation analysis,
this paper presents a correlation analysis method based on mixed copula model
to figure the correlations between multi parameters. This paper begins with the
analysis of the engine performance test data with characteristic of non-normal,
peak and fat tail, and according to the correlation structure of diesel engine power
data, the mixed copula function is constructed by using the weighted linear model
to describe asymmetric tail behavior and the expectation maximization method
to estimate the related parameters. The results showed that the mixed copula
function can well describe the power of diesel engine related structure and tail
characteristics.

Keywords: Correlation analysis · Performance testing data · Tail dependence ·
Mixed-Copula method

1 Introduction

The performance, the reliability and the service life of the automobile are affected by
the performance of the diesel engine which is taken as the heart of the loading automobile
[1]. The diesel engine manufacturer will inspect the assembling quality and performance
of the whole diesel engine by testing the performance of the engine bench upon comple‐
tion of general assembly of the diesel engine. The inspection will test up to 2000 param‐
eters, including environmental parameters (atmospheric pressure, temperature,
humidity, etc.), oil pressure, crank angle, starting torque of crank, etc., of which some
performance parameters correlate with each other [2]. Ignoring the relation, respectively
monitoring each parameter, will lead to the overall performance of diesel engine offset.
So the correlation analysis must be implemented first for effectively quality control of
diesel engine. Then how to carry out the correlation analysis between the inspected
parameters of diesel engine effectively is the crucial problem that should be explored
and studied.
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The inspected data of different parameters show different unknown distribution, and
most of them have the characteristic of peak and thick tail [3]. These inspected data were
seldom explored and utilized before, and there were a few simple distribution statistics
and analysis of single testing curve only [4]; With the development of the research,
domestic and foreign scholars studied the correlation between the engine testing process
parameters. Peng Su [5] used one dimension nonlinear regression method to analyze the
correlation between oil pressure and oil temperature, and established an empirical
formula to compensate the oil temperature. However, nonlinear regression depends on
the artificial selection of transfer function, which is not realistic for correlation analysis
of multivariate parameters. Assian and Watson [6] promoted a similar empirical corre‐
lation coefficient of exhaust gas pressure and exhaust gas temperature, however, the
correlation coefficient also has its limitations. The characteristics of peak and thick tail
result in the difficulty of modelling with traditional multivariate statistical analysis
method. Therefore, the new correlation measuring index shall be imported to implement
the correlation analysis in allusion to the performance testing data of the diesel engine.

Copula function has been applied to the fields [7–9], such as finance, geology, wind
power, etc. in recent years because of its great advantages in forming random marginal
distribution function and random joint distribution function of relevant structural vari‐
ables [10]. Further, the Copula theory has also been applied to study [3] for analysis in
cold commissioning phase of the automobile engine. However, the advantages of
different Copula function models in the Copula function family to fitting of relevant
structure of the data could not be realized really because the single Copula function was
applied to description of the correlation among the parameters, and the data could not
be described fully. Therefore, the characteristics of the performance testing parameters
of the diesel engine bench should be analyzed first in this text, relevant structure among
the parameters should be formed by starting with the relevant structure and utilizing the
advantages of the hybrid Copula function in description of data comprehensively, and
the correlation of the parameters in the performance test of the diesel engine bench
should be studied on the basis of the relevant structure.

2 Basic Theory of Mixed Copula Function

In 1959, Sklar [11] proposed the Copula function, which indicated that the Copula can
be used to represent the n-dimensional joint distribution function with n edge distribution
functions and a Copula function, which laid the foundation for the development of the
method system. Nelsen [12] systematically summarizes the definition and construction
of Copula function, and applies it to correlation analysis.

Definition of Copula Function 1 [13]: An n-dimensional Copula is a multivariate d.f.,
C, with uniform distributed margins in [0, 1](U(0, 1)) and the following properties:
C:[0, 1]n

→ [0, 1];C is grounded and n-increasing; C has margins Ci, which satisfy
Ci(u) = C(1,… , 1., u, 1,… , 1) = u for all u ∈ [0, 1].
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Theorem 1 [14]: Let F be an n-dimensional d.f with continuous margins F1,… , Fn.
Then it has the following unique copula representation:

F(x1,⋯ , xN) = C(F1(x1),⋯ , FN(xN)). (1)

From Sklar’s Theorem we see that, for continuous multivariate distribution func‐
tions, the univariate margins and the multivariate dependence structure can be separated.
The dependence structure can be represented by a proper Copula function.

2.1 Single Copula Function

The common Copula function has the elliptic Copula function and the Archimedes
Copula function.

The elliptic Copula function has a density function that obeys the elliptic distribution,
which is commonly Normal Copula, t-Copula. The upper and lower tail correlation
coefficient of the Normal Copula function is 0, so Normal Copula can`t capture the tail
dependence of the variables. The thick tail of the t-Copula function is more obvious than
the Normal Copula function, and has a symmetric tail dependence.

Archimedes Copula function common Clayton Copula, Gumbel Copula and Frank
Copula. The Clayton Copula function is sensitive to the change of the lower tail; the
Gumbel Copula function is sensitive to the variation of the upper tail; the density func‐
tion of the Frank Copula function is symmetric, so it is not sensitive to the variation of
the upper and lower tails.

2.2 Hybrid Copula Function

By the foregoing description, considering the respective advantages and disadvantages
of different Copula function, it is easy to distortion with only one Copula function to fit
the data. To avoid this problem, a hybrid of different Copula functions can be employed,
then the hybrid Copula function is shown below:

C(𝜇, 𝜈;𝜃) =
n∑

i=1

𝜆iCi(𝜇, 𝜈;𝜃i). (2)

Which, Ci(𝜇, 𝜈, 𝜃i) is the known single Copula function, 𝜃i is the relevant parameter,

0 ≤ 𝜆i ≤ 1 is the weighting coefficient and 
n∑

i=1
𝜆i = 1.

By changing the weighting coefficients in Eq. (3), we can make the constructed
hybrid Copula function include not only the properties of each Copula function, but also
the mixing properties.
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2.3 Correlation Index Based on Hybrid Copula Function

The correlation index based on Copula function is strictly monotonically increasing the
correlation, that is, the strict monotone change of the variable, the Copula function
derived from the correlation measure value will not change [15], and the tail correlation
coefficient can be conveniently described with Copula function [16, 17].

Let (X, Y)T be a vector of continuous random variables with marginal distribution
functions F and G. Trivially speaking, tail dependence expresses the probability of
having a high (low) extreme value of Y given that a high (low) extreme value of X has
occurred.

The analytic form for the coefficient of upper and lower tail dependence is:

𝜔u = lim
u∗
→1

P(Y > G−1(u∗)|X > F−1(u∗)) = lim
u∗
→1

C(1 − u∗, 1 − u∗)

1 − u
.

𝜔l = lim
u∗
→0

P(Y < G−1(u∗)|X < F−1(u∗)) = lim
u∗
→0

C(u∗, u∗)

u∗

(3)

provided that the limit 𝜔 ∈ (0, 1] exists. If 𝜔 ∈ (0, 1], the random variables X and Y are
asymptotically dependent in the tail; on the contrary, if 𝜔=0, they are asymptotically
independent in the tail.

So, the tail dependence of hybrid Copula function can be described as follows:

𝜔u =

n∑
i=1

𝜆i𝜔u,i 𝜔l =

n∑
i=1

𝜆i𝜔l,i. (4)

Which,𝜆i is the weighting coefficient, 𝜔u,i and 𝜔l,i is the upper and lower tail depend‐
ence of Ci(𝜇, 𝜈, 𝜃i).

3 Correlation Analysis of Diesel Engine Power

3.1 Modelling of Relevant Structure

The dependent structure and the marginal distribution of the variables could be divided
into two independent parts on the basis of correlation analysis of Copula function.

The non-parametric kernel density estimation [18, 19] taken to set up the marginal
distribution function of all parameters because the distribution types of all parameters
could not be assumed.

Definition 3.1 [18]: As for variable x, kernel estimation should be implemented for
the probability density function f(x) of x when n → ∞, hn → ∞ (hn was related to n, and
hn >0).

fn(x) =
1

nhn

n∑
i=1

K(
x − Xt

hn

). (5)
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In the formula, K(∙) is the kernel function; hn is the width of Parzen window, and the
size thereof is usually determined during actual application by using the rule of thumb.

Theorem 3.2: If the estimation of distribution function of (x, y) at (xi, yi) is

ui = ∫
xi

−∞

fX(x)dx vi = ∫
yi

−∞

fY(y)dy. (6)

When the sample size is large, the choice of kernel function has limited effect on the
normal distribution function, the most commonly used kernel function.

ui =
1
T

T∑
j=1

𝜙(
xi − xj

hX

) vi =
1
T

T∑
j=1

𝜙(
yi − yj

hY

). (7)

Where 𝜙(x) = 1√
2𝜋

∫ x

−∞
e
−

t2

2 dt

3.2 Model Selection and Parameter Estimation of Hybrid Copula Function

The Copula function model was formed by using the Clayton-Copula function reflecting
the characteristics of the lower tail, Gumbel-Copula function reflecting the characteris‐
tics of the upper tail and the t-Copula function reflecting the characteristics of the upper
tail and the lower tail in order to describe the characteristics of the tail of the power of
the diesel engine as follows:

C(u, v) = 𝜆1C1(u, v;𝜃1) + 𝜆2C2(u, v;𝜃2) + 𝜆3C3(u, v;𝜃3). (8)

In the formula, C1, C2, C3 are t-Copula, Clayton-Copula and Gumbel-Copula, respec‐
tively;𝜆1, 𝜆2, 𝜆3 are weighting coefficients of corresponding Copula function, and meet
the conditions: 0 ≤ 𝜆1, 𝜆2, 𝜆3 ≤ 1, and 𝜆1+𝜆2+𝜆3=1.

Multiple unknown parameters exist between the weighting parameters λi and the
relevant parameter ϴi (i = 1, 2, 3) in the above formula, and the maximum likelihood
estimation thereof is complicated; therefore, expectation maximization (EM) shall be
taken to implement the parameter estimation [3].

Supposed that yi = (ui, vi) indicates one observation sample, the sample to be tested
is indicated by xi = (yi, zi) after importing the hidden variable zi; set 𝜑= (𝜆, 𝜃), the
conditional probability of xi can be expressed by:

P(xi|𝜑) =
3∏

j=1

(𝜆jcj(yi|𝜑))z

ij
. (9)

Then the conditional probability of X can be expressed by:
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P(X|𝜑) =
n∏

i=1

3∏
j=1

(𝜆jcj(yi|𝜑))z

ij
. (10)

Step E of EM algorithm: The log-likelihood function anticipated of the above-
mentioned formula is:

E(ln P(X|𝜑(k))) =

n∑
i=1

3∑
j=1

z

(k)

ij

ln 𝜆j +

n∑
i=1

3∑
j=1

z

(k)

ij

ln cj(yi|𝜑). (11)

In the formula, k indicates iterative times.
Step M: The parameter 𝜑 to be acquired can be expressed as follows after obtaining

the maximum conditional expectation:

𝜑(k+1) = arg max E(ln P(X|𝜑(k))). (12)

The estimated values of all parameters of the hybrid Copula function can be acquired
by using iterative solution.

3.3 Evaluation of Model

Quality of the model could be judged by using the Euclidean distance as for the hybrid
Copula function formed.

Definition 3.2: Supposed that the experiential Copula value [20, 21] of the observa‐
tional data (X, Y) was C0(u, v), C(u, v) can be acquired by using the Copula function, the
average Euclidean distance could be expressed as

d2
c
=

n∑
i=1

|C0(u, v) − C(u, v)|2. (13)

The smaller the average Euclidean distance was, the better the degree of fitting would
be, and the closer the distribution would be to the real distribution condition.

4 Experimental Study

Testing data of the diesel engine of certain model in a certain diesel engine manufacturer
was selected to implement analysis and investigate the correlation among all parameters
in order to verify the effectiveness of the method introduced. Moreover, the power and
the temperature of the intake water of the diesel engine should be taken as the samples
to illustrate in this paper because there are too many detection parameters.

The deviations further calculated of the two parameters including power and the
temperature of the intake water were 0.3710 and −0.2718, respectively; the kurtosises
at 3.2012 and 3.6915 reflected that the two random variables were distributed with
characteristics of leptokurtic distribution and heavy-tailed distribution, and the test of
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normality were required. Jarque-Bera (JB) test, Kolmogorov-Smirnov (KS) test and
Lilliefors (L) test [22], should be imported, wherein the test result is shown in Table 1.

Table 1. Normality test value

Parameters JB test KS test L test
h p h p h p

Power 0 0.098 0 0.912 0 0.500
Temperature of intake water 1 1.0e-03 1 2.8e-07 1 1.0e-03

Seen from the Table 1, h test values of the temperature of the intake water are 1, and
p values are below 0.001, which indicate that the parameters are not in line with the
normal distribution; therefore, the Gaussian kernel function shall be selected in the
unified way; further, width of the window shall be determined by h ≈ 1.06 𝜎n−1∕5 as
shown in Figs. 1 and 2. Moreover, the empirical distribution function of acquiring two
variables by using the spline interpolation was given.

Fig. 1. Kernel distribution estimation and empirical distribution estimation of power

Seen from Figs. 1 and 2, the general distribution tended to be uniform with the
empirical distribution if the kernel density function was taken to implement the non-
parametric estimation; moreover, the kernel smoothing estimation was applied as for
the general distribution, therefore the heterogeneous distribution of the original sample
could be avoided and the condition were provided for selection and estimation of hybrid
Copula in next step.
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Fig. 2. Kernel distribution estimation and empirical distribution estimation of intake water
temperature

The weighting parameters and the independent parameters estimated are shown in
Table 2 in allusion to hybrid Copula model.

Table 2. The weight and structure parameters

Power Weight Structure parameters
λt λc λG ρt ϴc ϴG

Temperature of intake water 0.094 0.310 0.596 0.000 0.210 1.325

The average Euclidean distances of the Clayton-Copula function, the Gumbel-
Copula function and the t-Copula function of the single parameter and the hybrid. Copula
model were acquired respectively according to the Formula (13), with the results shown
in Table 3.

Table 3. The average Euclidean distance

t Clayton Gumbel Mixed
Euclidean distance 0.447 1.598 1.598 0.170

Seen from Table 3, the hybrid Copula model had the minimum average Euclidean
distance compared with the single Copula function, which indicated that the model fitted
the original characteristics of the power and the temperature of the intake water more
excellently; therefore, the correlation analysis to be implemented should be more accu‐
rate.

Therefore, the correlation coefficients of the upper tail and the lower tails among two
parameters including the power and the temperature of the intake water were 0.2446
and 0.0172 calculated by using the hybrid Copula model. Seen from the point of the
detection data, the analysis result indicated that the temperature of the intake water
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affected the power obviously at the place near the peak of the upper tolerance zone and
affected the power slightly at the place near the peak of the lower tolerance zone.

The correlation matrix could be set up among the performance testing parameters of
the diesel engine bench by using the above-mentioned method; thus, the theoretical
foundation could be laid for the subsequent intelligent modelling, control and optimi‐
zation.

5 Conclusion

The characteristics of the testing data of the diesel engine bench were analyzed in this
text first, which indicated that the traditional correlation measuring method could not
meet the need of analysis any longer. The parameters during performance test of the
diesel engine bench were unstable and non-uniform and the distribution thereof could
not be supposed in advance; and the marginal distribution of the parameters could be
fitted excellently by using the nonparametric kernel density estimation method. Second,
the joint distribution function of multiple random variables could be set up by using the
Copula function which could not be limited by the distribution type of the variable and
the relevant structure among the variables and were applicable for solving the problem
related to correlation analysis of the parameters during performance test of the diesel
engine bench. While the correlation among multiple random variables could be
described more excellently by using the hybrid Copula model integrating advantages of
all varieties of single Copula functions together as a whole and adjusting the contribu‐
tions of all functions by using the weight; therefore, the theoretical foundation was laid
for further intelligent control and optimization.
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Abstract. Clustering of big data has received much attention recently. Analytics
algorithms on big datasets require tremendous computational capabilities.
Apache Spark is a popular open- source platform for large-scale data processing
that is well-suited for iterative machine learning tasks. This paper presents an
overview of Apache Spark Machine Learning Library (Spark.MLlib) algorithms.
The clustering methods consist of Gaussian Mixture Model (GMM), Power-Iter‐
ation Clustering method, Latent Dirichlet Allocation (LDA), and k-means are
completely described. In this paper, three benchmark datasets include Forest
Cover Type, KDD Cup 99 and Internet Advertisements used for experiments. The
same algorithms that can be compared with each other, compared. For a better
understanding of the results of the experiments, the algorithms are described with
suitable tables and graphs.

Keywords: Clustering · k-means · Bisecting k-means · Spark MLlib · Big data ·
KDD cup 99 · Cover type · Train time · Cohesion

1 Introduction

Clustering is an unsupervised learning method which tries to find some distributions and
patterns in unlabeled datasets. Usually, those points in the same cluster should have
more similarity than other points in other clusters [1].

Considered that clustering pursues the arrangement of a family of items into homo‐
geneous groups, taking into account inherent quantitative and qualitative information
about them. However, the practical implementation of some clustering techniques
requires certain mathematical assumptions that sometimes are difficult, if not impos‐
sible, to be checked. Some of these assumptions are quite often simply hidden in the
interpreter’s mind [2].

Also clustering items according to some notion of similarity is a major primitive in
machine learning. Correlation clustering serves as a basic means to achieve this goal:
given a similarity measure between items, the goal is to group similar items together
and dissimilar items apart. In contrast to other clustering approaches, the number of
clusters is not determined a priori, and good solutions aim to balance the tension between
grouping all items together versus isolating them [3].
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Clustering has been used in many areas such as machine learning, pattern recogni‐
tion, image processing, marketing and customer analysis, agriculture, security and crime
detection, information retrieval, and bioinformatics [1].

Clustering algorithms can be categorized into partitioning methods, hierarchical
methods, density-based methods, grid-based methods, and model-based methods.
Recently, quantum clustering, spectral clustering, and synchronization clustering have
been presented and gained some attention.

In this paper MLlib clustering algorithms are described. Rest of the paper is struc‐
tured as follows: Sect. 2 consists of related works, Sect. 3 describes Spark MLlib clus‐
tering algorithms. Section 4 includes comparison by experimental setup. Section 5
represents conclusions.

2 Related Works

In this section, we provide a brief description of the related works. Daniel Gómez et al.
[2] introduced a hierarchical clustering algorithm in networks based upon a first divisive
stage to break the graph and a second linking stage which is used to join nodes. They
show that this algorithm is very flexible as well as quite competitive in relation with a
set previous algorithms.

Madjid Khalilian et al. [4] proposed method Divide-and-Conquer Stream and
compared it with Stream and incremental online Con-Stream for efficiency and accuracy
in clustering results in data stream clustering. Stream utilizes Divide-and-Conquer
method to overcome difficulties in data stream clustering and should be distinguished
from the proposed method. Divide-and-Conquer Stream uses Divide-and-Conquer
method based on length of vector as it is described later whereas Stream divides data by
using sampling. In another study [5], he evaluate different aspects of existing obstacles
in data stream clustering.

Renxia Wan et al. [6] extended Fuzzy C-Means and proposed a weighted fuzzy
algorithm for clustering data stream. The algorithm tries to fuzzily cluster data stream.
Their Experimental results on both standard datasets KDD-CUP’99 and synthetic data‐
sets show its superiority over the traditional FCM algorithms.

Jingdong Wang et al. [7] proposed a novel approximate k-means algorithm to greatly
reduce the computational complexity in the assignment step. Their approach is moti‐
vated by the observation that most active points changing their cluster assignments at
each iteration are located on or near cluster boundaries.

Francesco Finazzi et al. [8] considered two approaches for clustering of time series.
The first is a novel approach based on a modification of classic state-space modelling
while the second is based on functional clustering. For the latter, both k-means and
complete-linkage hierarchical clustering algorithms are adopted. The two approaches
are compared using a simulation study. For more details see [8].

Matthias Brust et al. [9] proposed a 3-D clustering algorithm for autonomous posi‐
tioning (virtual forces based clustering algorithm) of aerial drone networks based on
virtual forces. These virtual forces induce interactions among drones and structure the
system topology. According to their statements, the advantages of their approach are

62 S. Harifi et al.



that virtual forces enable drones to self-organize the positioning process and virtual
forces based clustering algorithm can be implemented entirely localized.

Celal Ozturk et al. [10] improved searching mechanism of the discrete binary arti‐
ficial bee colony algorithm by the efficient genetic selection and they tested its perform‐
ance on the dynamic clustering problem, in which the number of clusters is determined
automatically. Moreover, they demonstrated the superiority of their proposed algorithm
by comparing it with the discrete binary artificial bee colony, binary particle swarm
optimization (BPSO), genetic algorithm (GA), Fuzzy C-means (FCM) and k-means
algorithms on benchmark problems.

Shifei Ding et al. [11] reviewed the development and trend of data stream clustering
and analyzes typical data stream clustering algorithms proposed in recent years, such as
Birch algorithm, Local Search algorithm, Stream algorithm and CluStream algorithm.
They also summarized the latest research achievements in this field and introduced some
new strategies to deal with outliers and noise data.

Yan et al. [12] proposed a multitask clustering framework for activity of daily living
analysis from visual data gathered from wearable cameras. Their intuition is that, even
if the data are not annotated, it is possible to exploit the fact that the tasks of recognizing
everyday activities of multiple individuals are related, since typically people perform
the same actions in similar environments. For more details see [12].

3 Spark.MLlib Clustering Algorithms

Apache Spark is a cluster computing platform that is used for general purposes and
designed to be fast [13, 14].

On the speed side, Spark expands MapReduce model to support more types of
computing like interactive queries and stream processing. Speed is very important in
processing large datasets, as it means the difference between exploring data interactively
and waiting minutes or hours. One of the main features that Spark proposes for speed,
is the ability to compute in memory. But this system is more efficient than the Hadoop
MapReduce to run complex applications on disk, as well.

On the generality side, Spark is designed to cover a wide range of workloads that
were previously required separate distributed systems, including batch applications,
algorithms, iterative, interactive query and streaming. By supporting these workloads
in the same engine, Spark makes easy and inexpensive, the combination of different
types of processing are often required in production data analysis pipelines. Spark offers
APIs in Java, Scala and Python. Spark components are shown in Fig. 1.

MLlib package includes common machine learning functionality that is the focus of
this paper. MLlib includes several types of machine learning algorithms such as classi‐
fication, regression, clustering and collaborative filtering and also includes model eval‐
uation and data import. In the following MLlib clustering algorithms are described.
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Fig. 1. Spark components [13].

3.1 Gaussian Mixture Model

Model-based clustering is assumed the data comes from a source with several subpo‐
pulations. Each subpopulations are modeled individually and the entire population is a
mixture of these sub-populations. The final model is a finite mixture model [15]. When
data are multivariate continuous observations, the component parameterized density is
usually a multidimensional Gaussian density [15].

According to the model-based perspective, each cluster can be mathematically
provided by a parametric distribution. All datasets can be modeled by a mixture of these
distributions [16]. The model widely used is a mixture of Gaussians:

P(x|Θ) =
∑K

i=1
𝛼ipi(x|𝜃i). (1)

where each pi is a Gaussian density function parameterized by 𝜃i and

Θ =
(
𝛼1,… , 𝛼K , 𝜃1,… , 𝜃K

)
 such that 

K∑

i=1
𝛼i = 1. Here it is assumed k component densities

mixed together with k mixing coefficients 𝛼i. In Eq. (1)X =
(
x1,… , xm

)
 is a set of data

points. It is expected to find Θ such that p(X|Θ) is a maximum. This is known as the
Maximum Likelihood (ML) estimate for Θ. In order to estimate Θ, it is typical to intro‐
duce the log-likelihood function defined as follows:

(Θ) = log P(X|Θ) = log
∏m

i=1
P
(
xi|Θ

)
=
∑m

i=1
log

(
K∑

j=1

𝛼ipj

(
xi|𝜃j

)
)

. (2)

3.2 Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) is a generative probabilistic model of a corpus. The
basic idea is that documents are represented as random mixtures over latent topics, where
each topic is characterized by a distribution over words [18]. More generally, LDA helps
to explain the similarity of data by grouping features of this data into unobserved sets. A
mixture of these sets then constitutes the observable data [19]. LDA was first introduced
by Blei et al. [18]. The modeling process of LDA can be described as finding a mixture
of topics for each resource, i.e., P(z|d), with each topic described by terms following
another probability distribution [19], i.e., P(t|z). This can have such formula as:
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P
(
ti|d

)
=
∑z

j=1
P(ti|zi = j)P(zi = j|d). (3)

where P(ti|d) is the probability of the i th term for a given document d and zi is the latent
topic. P(ti|zi = j) is the probability of ti within topic j. P(zi = j|d) is the probability of
picking a term from topic j in the document. The number of latent topics Z has to be
defined in advance and allows to adjust the degree of specialization of the latent topics.

3.3 Power Iteration Clustering

For power iteration, Consider a set of data points: {x1, x2,…, xn}, where x is a d-dimen‐
sional vector, and some notion of similarity, for example:

s
(
xi, xj

)
= exp

⎛
⎜
⎜
⎜
⎝

−

‖
‖
‖

xi − xj

‖
‖
‖

2

2

2𝜎2

⎞
⎟
⎟
⎟
⎠

. (4)

where 𝜎 is a scaling parameter that controls the kernel width. An affinity matrix A can
built with aij = s

(
xi, xj

)
 if i ≠ j and aij = 0 if i = j. The degree matrix associated with A,

denoted by D, is a diagonal matrix with the diagonal entries equal to the row sums of
A, i.e., Dii =

∑

j

Aij. A normalized random-walk Laplacian matrix L is defined as

L = Δ − D−1A [26], where Δ is the identity matrix. The intrinsic clustering structure is
often revealed by representing the data in the basis composed of the smallest eigenvec‐
tors of L. The very smallest eigenvector is a constant vector that doesn’t have discrim‐
inative power. In another matrix W = D−1A defining, the largest eigenvector is the
smallest eigenvector of L. A well-known method for computing the largest eigenvector
of a matrix is Power Iteration (PI), which randomly initializes an N-dimensional vector
𝜐0 and iteratively updates the vector by multiplying it with W,

𝜐t = 𝛾W𝜐t−1, t = 1, 2,… (5)

where 𝛾 is a normalizing constant to keep 𝜐t numerically stable.
An interesting property of the largest eigenvector of W discovered by Lin and Cohen

[21]. They called their algorithm Power Iteration Clustering (PIC), which its details is
in [21]. PIC is computationally efficient since it only involves iterative matrix–vector
multiplications and clustering of the one dimensional embedding of the original data,
which is relatively easy to do. However, similar to other spectral clustering algorithms,
a bottleneck for PIC when applied to large datasets lies in the calculation and storage of
big matrices [22].

The spark.mllib includes an implementation of PIC using GraphX as its backend. It
takes a resilient distributed datasets of (srcId, dstId, similarity) tuples and outputs a
model with the clustering assignments. The similarities must be nonnegative. PIC
assumes that the similarity measure is symmetric. A pair (srcId, dstId) regardless of the
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ordering should appear at most once in the input data. If a pair is missing from input,
their similarity is treated as zero.

3.4 k-means

k-means clustering is a method commonly used to automatically partition a dataset into
k groups [23]. The number of clusters k is assumed to be fixed in k-means clustering.
Let the k prototypes 

(
w1, w2,… , wk

)
 be initialized to one of the n input patterns

(
i1, i2,… , in

)
. Therefore, wj = il, j ∈ {1, 2,… , k}, l ∈ {1, 2,… , n}. Cj is the jth cluster

whose value is a disjoint subset of input patterns. The quality of the clustering is deter‐
mined by the following error function [24]:

E =
∑k

j=1

∑

il∈Cj

|
|
|
il − wj

|
|
|

2
. (6)

The number of iterations required can vary in a wide range from a few to several
thousand depending on the number of patterns, number of clusters, and the input data
distribution. Thus, a direct implementation of the k-means method can be computation‐
ally very intensive. This is especially true for typical data mining applications with large
number of pattern vectors.

k-means||. The spark.mllib implementation includes a parallelized variant of the k-
means++ method called k-means|| [17]. A parallel version of the k-means++ initiali‐
zation algorithm is obtained and empirically demonstrate its practical effectiveness. The
main idea is that instead of sampling a single point in each pass of the k-means++ algo‐
rithm, O(k) points in each round is sampled and repeat the process for approximately
O(log n) rounds [25]. At the end of the algorithm, O(k log n) points are left form a solution
that is within a constant factor away from the optimum. These O(k log n) points into k
initial centers for the Lloyd’s iteration are clustered again. This initialization algorithm,
which is called k-means||, is quite simple and lends itself to easy parallel implementa‐
tions. However, the analysis of the algorithm turns out to be highly non-trivial, requiring
new insights, and is quite different from the analysis of k-means++.

Bisecting k-means. Bisecting k-means can often be much faster than regular k-means,
but it will generally produce a different clustering [17]. Bisecting k-means is a kind of
hierarchical clustering. Hierarchical clustering is one of the most commonly used
method of cluster analysis which seeks to build a hierarchy of clusters. Also the bisecting
k-means has a time complexity which is linear in the number of documents. If the number
of clusters is large and if refinement is not used, then bisecting k-means is even more
efficient than the regular k-means algorithm.

Streaming k-means. When data arrive in a stream, we may want to estimate clusters
dynamically, updating them as new data arrive. The spark.mllib also provides support
for streaming k-means clustering, with parameters to control the decay or forgetfulness
of the estimates. The algorithm uses a generalization of the mini-batch k-means update
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rule. For each batch of data, all points to their nearest cluster are assigned, compute new
cluster centers, then update each cluster.

4 Comparison by Experimental Setup

In this section at first the system configuration is introduced and then datasets used in
this paper are described. Then the experiments along with their tables are explained and
finally the graph of each experiment is shown.

4.1 Configuration

All evaluation experiments have been run on a Core™ processor Intel® CPU i7-4930MX
3.00 GHz with 32 GB RAM and GNU/Linux Ubuntu 16.04 operating system. Imple‐
mentations have been run on Spark 1.6.1-Scala 2.10.5 for coding.

4.2 Data Sets

We use three benchmark datasets to evaluate the large scale clustering performance:

Forest Cover Type. The Forest Cover Type dataset [27] is composed of 581,012 data
points from the US Geological Survey (USGS) and the US Forest Service (USFS). Each
data point is represented by a vector of 54 dimensions and assigned to one of 7 classes,
each class representing a Forest Cover Type. This is a challenging dataset for any clus‐
tering algorithm as it contains ten continuous features, and 44 binary features (four
wilderness types and 40 soil types) [28].

KDD Cup 99. Since 1999, KDD’99 has been the most wildly used dataset for the
evaluation of anomaly detection methods. This dataset is built based on the data captured
in DARPA’98 IDS evaluation program. DARPA’98 is about four gigabytes of
compressed raw (binary) tcpdump data of seven weeks of network traffic, which can be
processed into about five million connection records, each with about 100 bytes. The
two weeks of test data have around two million connection records. KDD training dataset
consists of approximately 4,900,000 single connection vectors each of which contains
41 features and is labeled as either normal or an attack, with exactly one specific attack
type [28].

Internet Advertisements. The Internet Advertisements dataset is available through
the UCI Machine Learning Repository [30]. The 3279 instances of this dataset represent
image advertisements and the rest do not. There are missing value in approximately 20
percent of the instances. The proposed task is to determine which instances contain
advertisements based on 1557 other attributes related to image dimensions, phrases in
the URL of the documents or the images, and text occurring in or near the image’s anchor
tag in the documents. The first three attributes encode the image’s geometry. The binary
local feature indicates whether the image URL points to a server in the same internet
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domain as the document URL. The remaining features are based on phrases in various
parts of the documents [29].

4.3 Experiments

In this subsection, the experiments and their tables are explained. Please note that in all
experiments, the unit of time is second and time refers to training time1. Also, unit of
cohesion is Davies Bouldin Cohesion [20].

Table 1. Running k-means on KDD Cup 99 with/without Max Iterations

K Value A. k-means on KDD Cup 99 B. k-means on KDD Cup 99 (Max Iterations)
1. KDD Cup 99 (10%) 2. KDD Cup 99 (100%) 1. KDD Cup 99 (10%) 2. KDD Cup 99 (100%)
Cohesion TT(S) Cohesion TT(S) Cohesion TT(S) Cohesion TT(S)

10 19.59062076 2.707 20.46709771 13.452 19.21086 2.472 20.15667 12.907
20 17.60970038 2.553 15.83935119 19.674 18.08498 3.773 19.62121 29.413
30 13.75523234 2.855 14.70325715 22.295 17.55708 5.778 19.4199 42.413
40 14.38443687 3.085 17.22224174 23.761 18.82096 3.213 18.88906 26.718
50 13.09798986 4.047 15.13062897 23.970 18.63252 3.701 19.83298 24.724
60 12.68632938 3.572 14.56952279 25.982 21.96627 3.250 19.8327 37.368
70 11.07109838 3.275 14.75204737 35.910 22.90242 4.655 19.00778 22.229
80 10.80793379 3.887 13.5979721 29.095 17.91366 3.836 22.73483 27.774
90 9.862917001 4.027 12.2244106 32.993 21.45907 6.883 19.41999 47.379

100 8.850165571 4.767 10.57837409 40.724 17.62087 3.485 19.18537 35.456

Experiment 1. In the first experiment k-means algorithm is applied on 10 percent KDD
Cup 99 dataset and its iteration is considered 10. The results are shown in Table 1(A-1).
As can be seen in the Table 1(A-1), if the lowest value (10) considered for k, In terms
of time the best clustering time is achieved, but the cohesion of clusters are not suitable.
If the value of k is increased, the cohesion is increased too, and therefore more time is
spent on clustering. So the best time of clustering is when k value is low, and most
coherent clusters are achieved when k value is high.

Experiment 2. In this experiment, experiment 1 is repeated with 100 percent data of
KDD Cup 99 dataset. The expected results are achieved. The obtained time and cohesion
in experiment 1 are repeated with higher scale in experiment 2. Table 1(A-2) shows k-
means experiment with 100 percent of KDD Cup 99 data. As can be seen in Table 1(A-2),
if k value is considered the highest value (100), the cohesion becomes very appropriate
and the time becomes very inappropriate. The time is approximately 40 s.

Experiment 3. In this experiment, the previous experiments are done with max itera‐
tions. The results of experiment 3 are shown in Table 1(B). As can be seen in the
Table 1(B-1), with max iterations the time is improved generally and clusters becomes
more coherent as well. As can be seen in the Table 1(B-2), k-means algorithm run with

1 TT(S) in all Tables describes Training Time (Second).
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max iterations on full KDD Cup 99 dataset. If the iterations become more, the more
coherent clusters with lower time of running are achieved.

Experiment 4. In this experiment, k-means algorithm is applied on the Forest Cover
Type dataset. The iteration is considered 10 in this experiment. The results are shown
in Table 2(C-1).

Table 2. Running k-means and Bisecting k-means on Forest Cover Type and Ads Dataset

K Value C. Forest Cover Type dataset D. Internet Advertisements dataset
1. k-means 2. Bisecting k-means 1. k-means 2. Bisecting k-means
Cohesion TT(S) Cohesion TT(S) Cohesion TT(S) Cohesion TT(S)

10 43.0750461 4.034 44.0392431 11.906 1300.92123 1.340 1328.03257 2.107
20 32.5306901 9.409 38.6940653 17.051 1232.96979 1.725 1263.92542 1.927
30 27.413065 9.927 33.0507343 20.645 1153.17953 2.470 1213.8558 1.954
40 19.6669817 9.025 29.1864917 17.280 1066.70068 2.978 1141.27995 2.353
50 20.8943908 9.829 26.4425548 32.512 1035.76626 4.043 1051.90256 2.414
60 12.5754266 11.644 21.0348994 29.417 987.513667 4.500 1006.61273 2.994
70 14.8703284 13.782 20.0067657 25.880 873.877784 5.043 934.134936 3.113
80 10.0004226 15.651 18.7004353 26.935 816.97583 5.738 826.726687 3.107
90 9.5745834 17.078 17.4730561 28.264 784.340603 6.267 803.771187 3.787

100 10.9289989 16.593 17.0222951 26.964 727.975713 11.114 756.455351 3.847

Experiment 5. In this experiment, the Bisecting k-means algorithm is applied on the
Forest Cover Type dataset and the iterations considered 10, the same as experiment 4.
The results are shown in Table 2(C-2). Experiments 4 and 5 show that k-means algo‐
rithm, has better performance both in terms of time and in terms of cohesion in compar‐
ison with Bisecting k-means algorithm on the Forest Cover Type dataset.

Experiment 6. In this experiment k-means algorithm is applied on the Internet Adver‐
tisements dataset. The iteration is also considered 10 like the previous experiments. The
results are shown in Table 2(D-1).

Experiment 7. In this experiment, Bisecting k-means algorithm is applied on the
Internet Advertisements dataset and the iteration is considered 10 again and results are
shown in Table 2(D-2). Experiments 6 and 7 show that in Internet Advertisements
dataset, Bisecting k-means algorithm has better performance in terms of time. Both k-
means and Bisecting k-means algorithms are approximately similar in terms of cohesion.

4.4 Comparisons

In this subsection for a better understanding of the results of the experiments, separately
and based on dataset, time and cohesion, the algorithms are compared. Figures 2, 3, 4
and 5 show graphs related to each comparison.
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Fig. 2. Left graph: Comparison of k-means and k-means maxIterations training time on KDD
Cup (10%). Right graph: Comparison of k-means and k-means maxIterations cohesion on KDD
Cup (10%).
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Fig. 3. Left graph: Comparison of k-means and k-means maxIterations training time on KDD
Cup (100%). Right graph: Comparison of k-means and k-means maxIterations cohesion on KDD
Cup (100%).
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Fig. 4. Left graph: Comparison of k-means and Bisecting k-means training time on FCT dataset.
Right graph: Comparison of k-means and Bisecting k-means cohesion on FCT dataset.
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Fig. 5. Left graph: Comparison of k-means and Bisecting k-means training time on Ads dataset.
Right graph: Comparison of k-means and Bisecting k-means cohesion on Ads dataset.

5 Conclusions

In this paper, at first MLlib library clustering algorithms are described in details. Being
brief and usefulness of descriptions can help the researchers for future works. Then
comparison of two algorithms, Bisecting k-means and k-means on three datasets, KDD
Cup 99, forest cover type and was Internet Advertisements is done. Algorithms that
compared with each other, were the same. In the experiments, Power-Iteration algorithm
was not compared because it uses graph as an input. Low speed of GMM algorithm on
the selected datasets was the reason of ignoring it in comparison with other algorithms.
For example, for GMM algorithm in conditions similar to experiment 1, if the value of
k equals 10, the amount of cohesion is 27.813 and train time is 973.058 s. So, this
algorithm is non-optimal and slow and is not suitable for using in big data. LDA algo‐
rithm is also using with documents. The results of experiments and the comparisons
show that depending on the circumstances, type and dimension of data, each algorithm
can be best in clustering. Graphs of time and cohesion are applied in this paper to find
a better view of the results of the experiments.

Future works can be the comparison of other MLlib library clustering algorithms.
Even other parts of spark such as GraphX, Spark Streaming and Spark SQL can be
compared. Being brief and usefulness of descriptions of other parts also can help to the
quality of studies and reducing the time of research.
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Abstract. Density peaks (DP) clustering is a new density-based clustering
method. This algorithm can deal with some data sets having non-convex clusters.
However, when the shape of clusters is very complicated, it cannot find the
optimal structure of clusters. In other words, it cannot discover arbitrary shaped
clusters. In order to solve this problem, a new hybrid clustering method, called
L-DP, is proposed in this paper combines density peaks clustering with the leader
clustering method. Experiments on synthetic datasets show L-DP could be a suit‐
able one for arbitrary shaped clusters compared with the original DP clustering
method. The experimental results on real-world data sets demonstrate that the
proposed algorithm is competitive with the state-of-the-art clustering algorithms,
such as DP, AP and DBSCAN.

Keywords: Clustering analysis · Density peaks clustering · Hybrid clustering
method · Leader clustering method

1 Introduction

Clustering analysis has become one of the popular technologies of unsupervised
learning, due to its usefulness in many applications, including pattern recognition, data
mining, document retrieval, computer vision, and so forth [1–5].

Recently, Rodriguez and Laio [6] propose a density-based algorithm, called density
peaks (DP) clustering. Unlike traditional density-based clustering methods, such as
DBSCAN [7], the algorithm can be considered as a combination of the density-based
and the centroid-based. DP clustering has wide applications in many fields, including
image processing [8], text processing [9], community detection [10] and etc., due both
to its low complexity and its ability to recognize non-spherical clusters. There still exist
some shortages in the effectiveness and the efficiency of this algorithm. In the past years,
researchers have made substantial contribution to improving density peaks clustering.
For example, to eliminate the parameter, Mehmood et al. [11] propose a nonparametric
method, called CFSFDP-HD. It proposes a nonparametric method for estimating the
probability distribution of a given dataset. DP only has taken the global structure of data
into account, which leads to missing many clusters. In order to overcome this problem,
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Du et al. [12] propose a density peaks clustering based on k nearest neighbors (DPC-
KNN) which introduces the idea of k nearest neighbors (KNN) into the original and has
another option for the local density computation.

When the shape of clusters is very complicated, DP may not be able to generate the
optimal structure of clusters. In order to solve this problem, we develop a new assigna‐
tion strategy based on the leader clustering method [13]. We improve the leader clus‐
tering method to allow it to be incorporated into the density peaks clustering method.
Then we introduce the assignation strategy based on the improved leader clustering into
the density peaks method, and further propose a modified density peaks clustering algo‐
rithm, called L-DP.

The rest of this paper is organized as follows. Section 2 describes the related work.
We make a detailed description of L-DP in Sect. 3. Experimental results are given in
Sect. 4. Finally conclusions and future works appear in Sect. 5.

2 Related Work

The proposed algorithm is mainly based on the density peaks clustering and the leader
clustering method, so this section provides a brief introduction to these two methods.

2.1 Original Density Peaks Clustering

We briefly introduce DP’s idea and algorithm in this sub-section. The idea of the density
peaks clustering is based on an assumption that the cluster centers generally can be
regarded as a high-density point surrounded by neighbors with lower densities, and they
are separated apart from each other.

For each point, DP needs to calculate two quantities, namely, its local density
(denoted as 𝜌i) and minimal distance to data points with higher density (denoted as 𝛿i).

A “cut off kernel” density estimator is adopted to estimate the local density 𝜌i, as
follow:

𝜌i =
∑

j

𝜒
(
dist

(
𝐱i, 𝐱j

)
− dc

)
,

𝜒(x) =

{ 1, x < 0
0, x ≥ 0

(1)

Where dist
(
xi, xj

)
 represents the Euclidean distance between objects 𝐱i and 𝐱j, dc

represents a cutoff distance.
𝛿i is calculated as:

𝛿i =

{
maxj dist

(
𝐱i, 𝐱j

)
if 𝜌i is the highest local density

minj:𝜌j>𝜌i
dist

(
𝐱i, 𝐱j

)
otherwise, (2)
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For the point 𝐱i with the highest density, its distance 𝐱i is defined as
maxjdist

(
xi, xj

)
. In other cases, 𝛿i is the minimum distance between the point 𝐱i and other

points with higher density.
According to the local density and delta values for each point, DP draws a decision

graph, where horizontal axis represents 𝜌i and vertical axis represents 𝛿i. Based on the
decision graph, this method identifies the cluster centers by searching anomalously large
parameters 𝜌i and δi. In fact, cluster centers always appear on the upper-right corner of
the decision graph.

After determining cluster centers, DP adopts a simple and intuitive assignment
strategy. Remaining points are sorted by local density, from largest to smallest. It assigns
these points to the cluster to which its nearest neighbors with higher density belong, in
that order.

2.2 Leader Clustering Method

The leader clustering method is an incremental algorithm that makes only a single pass
through the data set and finds a set of leaders as the cluster representatives. Each leader
representing a cluster is generated using a suitable threshold value 𝜏.

For a user specified threshold distance 𝜏, the leader clustering method works as
follow. L denotes a set of leaders. In the beginning, L is an empty set and the method
randomly selects any of the objects as the initial leader. For each object 𝐱i in the data
set, it finds the most similar cluster (the nearest leader lk ∈ L). If dist

(
𝐱i, lk

)
< 𝜏, then 𝐱i

is assigned to the cluster represented by lk and is called as a follower of the leader lk,
otherwise, the object 𝐱i becomes a new leader and is added to L. Note that L is incre‐
mentally built, so before the method generates all leaders, L represents the set of all
currently available leaders rather than the set of final leaders.

3 The Proposed Algorithm

Inspired by the leader clustering method, we propose a new assignment strategy for the
remaining points in order to reduce the misclassification rate of DP. In other words, we
propose a hybrid clustering method that combines density peaks clustering with the
improved leader clustering method. The key idea of the proposed algorithm is based on
adopting the improved leader clustering method to assign the remaining points to their
correct clusters after cluster centers have been detected. This section makes a detailed
description of L-DP and analyzes its complexity.

The hybrid clustering scheme can find cluster centers using the same way as DP, but
it uses a new assignment strategy instead of the original strategy. In other words, the
main difference between the hybrid scheme and DP is in using assignment strategy.

The proposed assignment strategy is inspired by the idea of the leader clustering
method. However, the leader clustering method cannot be directly incorporated into the
density peaks clustering method. Moreover, the leader clustering method is unsuitable
for non-spherical distribution data due in part to its assignment based on centroids
(leaders). Last but not least, the leader clustering method is highly sensitive to the initial
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leader and the access-order for points. To overcome these shortcomings, the leader
clustering method is modified as enumerated below:

For each object 𝐱i in the unvisited set, it finds the nearest visited point 𝐱j (a leader or
a follower). If dist

(
xi, xj

)
< 𝜏, then 𝐱i is assigned to the leader lk which the point 𝐱j follows

(that is, 𝐱i is assigned to the cluster represented by lk), and is marked as visited, otherwise,
the object 𝐱i is replaced in the unvisited set. Repeat the process, until the unvisited set
is empty or the number of iterations exceeds the maximum limit users specify.

It is easy to find that the above method is sensitive to the order in which the data set
is accessed. To avoid this issue, points in the data set are sorted by local density, from
largest to smallest. This order is based on an assumptions that a cluster in a data space
is a contiguous region of high point density. This means that cluster centers (or leaders)
are closer to points with higher density than points with lower density.

Based on this assignment strategy, the L-DP algorithm is proposed. The L-DP algo‐
rithm can be summarized as follows:

Algorithm. L-DP. 
Inputs: 
The samples n m×∈ℜX
The parameter cd ,τ
Outputs:

The label vector of cluster index: 1n×∈ℜy

Method:
Step 1: Calculate distance matrix according to the distance measure, such as Eu-

clidean measure
Step 2: Calculate iρ for point ix according to Formula (1)
Step 3: Calculate iδ for point ix according to Formula (2)

Step 4: Plot decision graph and select cluster centers
Step 5: Assign other points according to the proposed assignment strategy

4 Experiments and Results

In order to test the power of our method, we select some synthetic data sets covering
different separation and shape properties. To demonstrate the clustering performance of
L-DP, we test it on some real-world data sets obtained from the UCI repository. The
performance of the proposed method is compared with well-known clustering algo‐
rithms including AP [14], DBSCAN and DP. We select these algorithms as the compar‐
ison partner because they and L-DP have the common characteristic that the number of
clusters does not need to be given in advance.
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To test the clustering performance of L-DP, we select some synthetic data sets that
cover the most important factors and properties influencing the methods’ output. These
properties include shape, separation and compactness. Moreover, the real world data
sets used in the experiments are all from the UCI Machine Learning Repository. Brief
information on these datasets is tabulated in Table 1.

Table 1. Synthetic and real world data sets

Data Sets No. object No. dimension No. class
Twomoons 400 2 2
S3 5000 2 15
Iris 150 4 3
Wine 175 13 3
Waveform 5000 21 3
Penbased 10992 16 10

Table 2 shows comparisons against AP, DBSCAN and DP in terms of ACC and
running time.

Table 2. The performance comparison of the proposed algorithm on the data sets

Twomoons ACC Time Parameter S3 ACC Time Parameter
L-DP 1 0.0629 dc = 2 L-DP 0.8552 3.1681 dc = 6
DP 0.86 0.0575 dc = 2 DP 0.8552 2.1609 dc = 6
DBSCAN 1 0.6381 𝜀 = 1.5,

k = 10
DBSCAN * * *

AP 0.855 1.2222 p = 8 AP 0.8556 169.1537 p = 2
Iris ACC Time Parameter Wine ACC Time Parameter
L-DP 0.9667 0.042 dc = 6 L-DP 0.9213 0.0367 dc = 2
DP 0.9 0.0384 dc = 6 DP 0.8315 0.0342 dc = 2
DBSCAN 0.8267 0.0536 𝜀 = 1.5,

k = 10
DBSCAN 0.5056 0.0552 𝜀 = 2.1

k = 4
AP 0.9067 0.3411 p = 2 AP 0.8539 0.4084 p = 6
Waveform ACC Time Parameter Penbased ACC Time Parameter
L-DP 0.593 27.3174 dc = 1 L-DP 0.8157 27.3174 dc = 0.5
DP 0.588 16.435 dc = 1 DP 0.7611 16.435 dc = 0.5
DBSCAN * * * DBSCAN * * *
AP 0.5316 87.1189 p = 100 AP 0.6903 1033.1142 p = 100

The symbol “*” means that the corresponding algorithm cannot work on the corre‐
sponding data set (e.g., the corresponding algorithm generates only one cluster on the
corresponding data set). Twomoons data set consists of two moon-shaped groups which
are two non-spherical (or non-convex) clusters. Only DBSCAN and our methods
achieve perfect clustering results on this data set. S3 has 15 overlapping clusters. On
this data set, L-DP gives favorable performance compared to the state-of the-art clus‐
tering algorithms. Over all the real world data sets, results from Table 2 illustrate that
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the proposed clustering method holds against some of the state of the art methods,
although most of the time slightly inferior to the DP clustering in terms of running time.
From the above detailed analysis, we can conclude that L-DP has given an overall good
performance in clustering.

5 Conclusions

In this paper, we propose a hybrid clustering algorithm, L-DP, to better find the true
structure of clusters. Inspired by the leader clustering method, we introduce the idea of
the leader clustering method to develop a new assignment strategy to improve clustering
quality. That is, our method combines density peaks clustering with the leader clustering
method. On a variety of synthetic data sets, our algorithm is very effective in grouping
data with different separation and shape. Especially, some data sets with non-convex
clusters, DP fails to find the optimal structure of clusters arbitrary, but L-DP obtains the
best clustering results among four methods. We evaluate L-DP on a wide range of real
world clustering tasks. Experimental results demonstrate that our proposed method gives
favorable performance compared to other clustering algorithms in terms of both clus‐
tering quality and efficiency. However, L-DP has higher running cost compared with
the original DP clustering method.
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Abstract. Accurate power demand forecasts can help power distributors to
lower differences between contracted and demanded electricity and minimize the
imbalance in grid and related costs. Our forecasting method is designed to
process continuous stream of data from smart meters incrementally and to adapt
the prediction model to concept drifts in power demand. It identifies drifts using
a condition based on an acceptable distributor’s daily imbalance. Using only the
most recent data to adapt the model (in contrast to all historical data) and
adapting the model only when the need for it is detected (in contrast to creating a
whole new model every day) enables the method to handle stream data. The
proposed model shows promising results.

Keywords: Power demand forecasting � Stream mining � Concept drift

1 Introduction

Processing of data streams coming from smart electricity meters is nowadays one of the
biggest challenges in the data analytics area. The directive 2009/72/EC of the European
parliament and of the Council states that EU members shall equip at least 80% of the
consumers with intelligent metering systems by 2020. The smart meters send the
measurements of consumption regularly, e.g., every 15 min. Power distributors collect
this vast amount of measurements. The responsibility of the distributor is to effectively
utilize information from these data to prevent imbalance in the grid (i.e. to minimize the
online gap between the contracted energy supplies and the actual power demand) and
to minimize regulation costs resulting from it. The accurate short-term forecast of the
aggregated power demand of all distributor’s customers for the next 24 h is important
for trading energy on the liberated electricity market where the electricity can be
contracted even 10 min ahead of its consumption.

The characteristics of this very specific type of data change over time are affected
by many external factors. The power demand depends on the season, day of the week,
time of the day, the type of the consumer (e.g., household, factory), weather, social
activities, public events, and others [8]. Some of these factors are periodical, and one
can predict them easily, e.g., seasonality, while others are quite unpredictable because
there is often a lack of information about them, such as consumer behavior. Because of
this, it is very important to consider sudden changes in power demand and to employ a
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stream change detection mechanism that can quickly identify the ongoing changes in
the monitored data – also called the concept drifts [5]. Drift detection can help to
correct (or to adapt) the prediction model which can no longer (because of the drift)
predict the values correctly. The challenge is to perform these model adaptations
online. The parameters of the forecasting model are usually based on the data in a
training set. But in the large online stream processing, there are usually no such data
available nor there is enough time or memory to train new models from scratch. The
aim of this paper is to propose a method for power demand forecasting with respect to
the two main requirements for this type of predictions – incremental computing and
adaptivity to concept drifts.

The rest of the paper is organized as follows: In Sect. 2 we present the related work
concerning stream mining, power demand forecasting and concept drift. Sections 3
describes the proposed method. The performed experiments and their evaluation are
outlined in Sect. 4. Section 5 is the conclusion and future work.

2 Related Work

Two basic properties (volume and velocity) of data stream, i.e. ordered sequence of
samples transferred at the stable (high-speed) rate, determine the way it is processed.
The third important property – variability – refers to the constantly changing data over
time and the dynamic environment that affects it. The ideal stream mining method
requires a short constant time per stream sample; uses a fixed amount of memory;
builds a model by using a single scan over the data; can deal with concept drift; and its
accuracy is comparable to a batch learner [6].

The concept drift can be formally defined as a change in joint probability distri-
bution between a set of input variables and the target variable over time. The changes in
data can be then seen as changes in the components of the relation, i.e. the input data
characteristics or the relation between the inputs and the target variable [2]. There are
different patterns of drifts in data (see Fig. 1). In power demand, the drift can be caused
by replacement of a sensor with a differently calibrated one (abrupt), a broken sensor
that loses its precision (incremental), or a change of tariff in a household (gradual). The
reoccurring concepts represent the events that are repeated over time but in contrast to
the seasonality they are not periodical. Therefore, we don’t know when exactly they
will happen, e.g., holidays, sport events, etc.

The prediction methods should therefore be able [5]: to detect the concept drift as
soon as possible and adapt the prediction model to it if needed; to distinguish drifts

Fig. 1. Different patterns of concept drifts in power consumption (reoccurring, incremental,
abrupt). The x-axis represents the time and the y-axis the consumption in kWh.
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from noise; and to operate in less than stream sample arrival time and use a fixed
amount of memory. The procedure of changing the prediction model over time is
referred to as the adaptive learning and consists of three steps: prediction; diagnose –
after arrival of the next sample (the true value), the loss is estimated (usually as a
difference between the predicted and the actual value); and update. By monitoring the
losses, the changes in data can be detected. The update step of the procedure can be
then carried out as an informed decision based on the detected changes (cf. [5, 14]).

The power demand forecasting methods can be divided into two groups – statistical
and artificial intelligence (AI). The advantages of the statistical methods (e.g. linear
regression, ARIMA [3], exponential smoothing [13]) are the solid theoretical foun-
dations and simple, robust and explainable prediction models. On the other hand, they
can usually model only linear relations between input variables and the target variable.
In general, it is sufficient for the short term forecasting without weather variables (the
relation between weather and power demand is usually nonlinear) [7]. AI methods
(e.g. neural network, SVM, expert systems, fuzzy logic) can model the nonlinear
relations and have low requirements for domain or statistics’ knowledge.

The adaptive power demand forecasting methods we encountered in the literature
usually use blind adaptation to cope with continually changing data. The most com-
monly utilized approach is the regular batch learning. The prediction model is created
from scratch with the arrival of a new batch of data, e.g., once a day/hour/15 min. The
new batch is appended at the end of the existing data and the new model is built from
all available data. Sometimes only a part of data (i.e. a window) is used to speed up the
training process, e.g. the last few (similar) days. Another popular approach is to create
a large group of context-specific models, e.g. separate models for each day of the week,
hour of the day, holiday. A proper model is chosen from this group for current cir-
cumstances [4]. Periodical model parts’ updates assure the currency of the prediction
model by updating its (all or some of) parameters regularly to minimize prediction
error. The variations of the least squares’ algorithm are employed for this purpose [9].
Some adaptive models’ designs do not require the parameter updates. Instead, the
parameters are defined as functions, e.g. STES [11].

Blind adaptive prediction methods are more common. They always update the
prediction model on arrival of a new sample from a stream. The informed adaptive
prediction methods utilize a concept drift detector and perform updates only when a
drift is detected. This way, the possibility of overfitting is reduced and computing and
memory resources can be spared. It has been shown that a concept drift detector can
improve the prediction model accuracy [1]. In the next section, we propose a power
demand forecasting method that is built on the incremental adaptive learning.

3 Incremental Adaptive Power Demand Forecasting

Our method predicts the aggregated power demand of a group of consumers for the
next 24 h. The power demand is affected by multiple factors, such as seasonality
(intra-day, intra-week and intra-year cycle), weather (temperature and humidity) and
calendar or social events (holidays, summer leaves in factories, etc.). Figure 2 depicts
the essence of our method based on the adaptive learning scheme. We assume that an
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initial prediction model exists. The first step – prediction – is executed on arrival of
new data. Diagnostics happens after the arrival of the actual value of demand. The error
is evaluated and sent to the change detection mechanism. If the prediction error
increases over time, the alarm is set off and the third step – update – is triggered. The
parameters of the prediction model are re-estimated from a sliding window of the most
recent data. To complete our method, we had to choose a proper prediction model with
a possible and effective parameter re-estimation in a stream environment, and design a
proper change detection mechanism to timely spot demand changes.

3.1 Prediction Model and Parameter Estimation

The main criteria for the prediction model selection were simplicity, robustness, the
ability to model the multiple seasonal cycles of power demand, the possibility to
compute the predictions incrementally and easy parameter re-estimation. We decided to
use the multiplicative variant of the double seasonal exponential smoothing
(HWT) method [10], which conformed our criteria and was shown to have very good
accuracy [12]. It calculates the predicted value recursively in a constant time utilizing
the past results, so it is very suitable for incremental computing. The forecast for kth
horizon from time t is defined as (1).

fcasttþ k ¼ ðlevelt þ k � trendtÞ � dailyseast�dsþ k � weeklyseast�wsþ k þ/k � errort ð1Þ

It is a combination of 4 time series’ components; each is smoothed by its smoothing
parameter: level (a), trend (b), and two seasonal components (daily – d and weekly – x).
To improve accuracy, a simple adjustment for first-order autocorrelation (/) is included.
The parameters of this method come from the interval (0,1) and are estimated by the
least squares method. ds and ws are lengths of daily and weekly cycles, e.g. 96 and 672
for 15-minute load measurements, errort is the difference between actual and the
forecasted value at time t. We assume that the seasonal smoothing parameters (d and x)
do not change significantly over time and the concept drifts affect only the level of the
time series and can be managed by adjusting only the parameters a and /. The
parameters’ values are re-estimated on drift detection by minimization of the sum of
squared errors in a sliding window with the most recent stream data (2 weeks). The

Fig. 2. The power forecasting method consists of three steps: predict (1), diagnose (2) and
update (3), (yt is the actual value of power consumption at time t, ŷt is the predicted value of
power consumption at time t, et is the error of prediction at time t).
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length of the window was determined experimentally, to be long enough to reflect the
double seasonality and short enough to reflect the ongoing concept drift.

3.2 Change Detection

The timely warnings about the changes in the stream gives the distributor the oppor-
tunity for flexible reaction, e.g., to sell or to buy the electricity on short-term market.
We propose a change detection mechanism that monitors the prediction errors, i.e. the
differences between the predicted and the real values of power consumption
(et ¼ yt � ŷt). It is based on the acceptable daily deviation of a power distributor. His
difference between contracted and demanded electricity should not be higher than 5% a
day. We evaluate the percentage absolute error (2) over the past day (e.g., in case of
15-min. measurements it is the last 96 observations).

pet ¼ et�95j j þ . . .þ et�1j j þ etj j
yt�95 þ . . .þ yt�1 þ yt

ð2Þ

We use the absolute errors to penalize both higher and lower power supply. When
the percentage error exceeds the defined threshold, we assume that the accuracy of the
prediction model over time lowers and the concept drift is detected. The re-estimation
of the model’s parameters is triggered. We set the threshold to be 5% (pet [ 0:05).

4 Evaluation

We tried to answer the following questions: (1) Can the informed adaptation be as
accurate as blind adaptation? (2) Does informed adaptation require more time or
memory? Is it suitable for stream processing? (3) Does the change detection improve
the demand forecasting? If so, to what extent?

4.1 Data

Slovak smart meters measure in 15-min. intervals (i.e., 96 measurements per day). We
used aggregated data from 6 regions in Slovakia – 12 weeks (8 for training, 4 for
testing) with concept drifts (19 May to 10 August 2014) and 12 without drifts (13
January to 6 April 2014). As a second dataset, we selected 4 concept drift patterns from
Slovak data (see Fig. 1). We found two test sets for each drift pattern.

4.2 Experiments

Comparison of blind and informed adaptation. Firstly, we applied our informed
adaptive method and evaluated the prediction accuracy on data with and without
concept drifts. We trained the initial double seasonal exponential smoothing model on
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the first 8 weeks of data. The remaining 4 weeks were used to sequentially analyze the
residuals and improve the model’s accuracy on the fly. To evaluate the accuracy, we
used the mean absolute percentage error (MAPE), which is the widely-used measure in
power demand forecasting. Furthermore, we recorded how many times a drift was
detected, i.e. the model was adapted (a and / re-estimated from a sliding window).

Secondly, we computed the predictions on the same data with the use of the blind
adaptive batch learning. Each day, the prediction model was created from scratch on all
available data (the first 8 weeks of data plus the days that have passed until that
moment) to predict the next day’s demand. We used the 4 weeks long test set (28
models were created). In the end, we compared the blind and the informed adaptive
approaches with respect to the accuracy and the needed computing resources.

Comparison with other prediction methods. We applied our method and seven
incremental blind adaptive batch learners on 4 types of concept drift in power demand
(see Fig. 1) and evaluated MAPE. The batch learners were re-trained every day from a
sliding window to forecast the next 24 h (see Table 2). We used blind HWT model,
seasonal random walk (RW), i.e. ARIMA 0; 0; 0ð Þ 0; 1; 0ð Þ96, seasonal and trend
decomposition using Loess with ARIMA (STL+ARIMA), multiple linear regression
(MLR), artificial neural networks (ANN, feed-forward, one hidden layer), support
vector regression (SVR, e ¼ 0:06, C ¼ 1, RBF kernel) and random forest (RF).

4.3 Results

Comparison of blind and informed adaptation. The accuracy of both blind and
informed adaptive approaches was comparable. We observed that their MAPE was
slightly worse when the concept drift was present in data (cca by 1%, see Table 1). The
informed adaptation had on average a 0.36% higher error than the blind approach.
Wilcoxon signed rank test confirmed that this is not a significant difference. In several
cases the accuracy of the informed approach was better (see green cells in Table 1). So,
the informed adaptation can be as accurate as the blind one although it adapts only two
model parameters (a and /), only when the drift is detected and the learning is based
only on the sliding window (14 days).

Secondly, we recorded the number of times the prediction model needed to be
adapted during the test period. The informed adaptation required on average 55.35%
less updates than the blind adaptation. With the respect to the memory usage, the
informed adaptation needed only the last 14 days and the blind adaptation recomputed
the model every day from all the available data. Since the accuracy results were very
similar, we consider the informed adaptation more suitable for stream processing.

We managed to further improve the accuracy of the informed adaptive method at
the cost of the needed resources. Figure 3 shows an example of the informed adaptation
on data without (left) and with (right) drifts. To detect them, the error pet (2) of the last
96 observations is evaluated. So, after the prediction model is adapted, the next drift
can be detected no sooner than after the next 96 observations arrive. We can’t consider
the prediction errors of the previous prediction model in the drift detection, because
those were already too high to trigger the model adaptation. The mean value of those
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errors with the error from the adapted model would instantly result in drift detection.
Also, it would not reflect the accuracy of the current model. Sometimes it is too late to
start monitoring the prediction errors again after the 96 observations. The percentage
error can be too high then (e.g., in Fig. 3 right, the error after the adaptation at day 70).
We added a condition to detect drifts also when the percentage error of the last 48
observation exceeds 7.5%. This modification helps to react to drift sooner, preventing
the higher absolute errors, but also results in more frequent model adaptations. In this
case, the informed adaptation had on average a smaller error than the blind adaptation
by 0.16% and required on average 38% less updates than the blind adaptation.

To sum up, the concept drift detection significantly improved the power demand
forecasting when considering time and memory resources. This feature is extremely
useful in the stream environment. In return, the accuracy of the predictions did not
significantly drop and we managed to maintain the daily 5% deviation that is accept-
able in the power demand forecasting. Additional tests showed that if we would keep
adapting the prediction model for another month (beyond the 4-week test set), the
accuracy would drop on average by 0.86%. To maintain the accuracy, once in a longer
period of time a new “initial” model should be created from the longer chunk of data,
e.g. once in a few months. This model can be then maintained by the informed
adaptation. We believe that even with this limitation, the informed adaptive forecasting
is more suitable for the stream data than a blind adaptive approach.

Table 1. The MAPE results of blind and adaptive approaches on 4-week Slovak test sets with
and without concept drifts. Legend: region name (# of consumers), #r – # of model adaptations.

region 

with concept drift without concept drift
blind informed blind informed

MAPE #r MAPE # r MAPE #r MAPE # r
BA (1314) 4.439 28 3.659 12 5.203 28 3.051 9
ZH (773) 3.680 28 4.143 13 1.777 28 3.202 5
TT (733) 4.064 28 3.949 13 3.486 28 3.745 11
PN (706) 4.013 28 6.134 14 1.932 28 2.764 5
ZV (605) 4.086 28 5.302 16 3.814 28 3.788 10
PE (584) 3.980 28 3.231 7 2.879 28 3.832 11
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60 65 70 75 80 85
0

10

60 65 70 75 80 85
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10
60 65 70 75 80 85

20
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Fig. 3. Predictions (top) and prediction errors (bottom) for ZH region during days 59-84 (test
set). Data without (left) and with concept drift (right). Measured in MW/15 min. The grey lines
denote the times when a concept drift was detected and the prediction model was adapted.
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Comparison with other prediction methods. The accuracy of our method (informed
HWT) on datasets, which contained 4 concept drift patterns (see Fig. 1), was signifi-
cantly higher than the accuracy of the HWT method with blind adaptation, three
AI-based methods (artificial neural networks, random forest, support vector regression)
and multiple linear regression (see Table 2). Two ARIMA-based models (RW and STL
+ARIMA) had comparable accuracy. These models had lower number of parameters
and lower training requirements.

The highest errors were achieved on abrupt drift pattern (type 1), the lowest on
incremental drift pattern (type 2). The accuracy on combined incremental-abrupt drift
pattern (types 3 and 4) was better on the longer version of this pattern (type 3). The
informed adaptation manifested better accuracy for most of the concept drift types.

5 Conclusion and Future Work

We introduced an informed adaptive approach for predicting the values of power
demand time series. The precise short term forecasts are essential for minimizing the
imbalance in power grid and resulting costs via operations on short term electricity
market where electricity can be contracted even 10 min ahead of its consumption. It
utilizes a simple, robust and easily interpretable statistical method – double seasonal
exponential smoothing. A concept drift detector is employed to identify changes in
power demand, particularly caused by holidays, summer leaves and weather. It mon-
itors the daily percentage error and when it exceeds a defined acceptable threshold
(e.g., 5%), the prediction model is adapted to the new concept in the data. The concept
drifts manifest by time series level shifts, so the parameters concerning the level and
residuals’ correction are adapted based on a short window of recent values.

Table 2. MAPE comparison of our method (informed HWT) with random walk (RW), seasonal
and trend decomposition using Loess with ARIMA (STL+ARIMA), blind HWT, multiple linear
regression (MLR), artificial neural networks (ANN), support vector regression (SVR) and
random forest (RF) on 4 concept drift patterns (2 test sets for each pattern). The length of the
sliding window was set experimentally for each prediction method.

informed 
HWT RW STL+ARIMA HWT MLR ANN RF SVR

1 4.607 4.179 3.991 10.804 5.768 4.633 5.769 6.171
4.656 5.221 4.231 8.896 5.941 9.201 5.843 6.072

2 2.963 4.494 4.828 5.279 4.296 4.973 4.289 3.972
3.699 4.701 5.132 5.515 5.152 4.849 5.154 5.511

3 3.574 3.764 3.963 5.220 4.846 3.876 4.845 4.865
4.052 5.899 5.860 4.932 7.046 5.847 7.049 7.257

4 6.534 5.034 5.315 6.275 6.076 5.157 6.072 6.203
3.450 5.227 4.803 4.060 6.032 11.035 5.900 6.228

sliding w. (days) 10 10 14 4 10 4 4
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A further improvement might be achieved if the adaptations were based on data
from a dynamic-length window. The shorter window is appropriate when drifts occur
often, a longer one is suitable when there are no drifts for a longer period of time. In the
future, external factor variables like temperature or humidity can be incorporated into
the change detection. The indirect inclusion of the external factors makes the predictor
more robust and functional even when the additional data are not available.

The proposed method is suitable especially for streams of numerical data with
inherent seasonal dependencies. We made one-day ahead predictions of electricity
demand and achieved similar error as the regular batch learning, which is a form of
blind adaptation. The batch learner was trained every day and based on all historical
data. With the informed adaptive method, the need of model adaptations decreased
significantly, what can be considered a great benefit in the stream environment.

Evaluation of the method on datasets that contained four types of concept drift,
which are typical for power demand time series, showed that the informed adaptive
method had significantly better accuracy than several widely-used batch learners (e.g.,
multiple linear regression, artificial neural network, random forest). The method works
best on incremental or partially incremental drifts.
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Food Sales Prediction with Meteorological
Data — A Case Study of a Japanese
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Abstract. The weather has a strong influence on food retailers’ sales, as
it affects customers emotional state, drives their purchase decisions, and
dictates how much they are willing to spend. In this paper, we introduce
a deep learning based method which use meteorological data to predict
sales of a Japanese chain supermarket. To be specific, our method con-
tains a long short-term memory (LSTM) network and a stacked denoising
autoencoder network, both of which are used to learn how sales changes
with the weathers from a large amount of history data. We showed that
our method gained initial success in predicting sales of some weather-
sensitive products such as drinks. Particularly, our method outperforms
traditional machine learning methods by 19.3%.

Keywords: Sales prediction · LSTM · Autoencoder · Meteorological
data

1 Introduction

In Japan, each year as much as 6.42 million tons of food are thrown away and
wasted due to expiration and left-over issues. Particularly, more than half of the
waste which amounts to 169 billion JPY are occurred at the distribution stage
of the delivery. To improve the situation, we should rely on forecasting as an
important support of making decisions. Accurate forecasting of food sales can
not only help in reducing waste but also in optimizing the supply chain system
and enhancing efficiency of the whole society.

Meanwhile, the weather has a strong influence on food retailers’ sales. First,
it can affect customers’ purchase method. For instance, during warm and sunny
days customers often enjoy big, low-price, but relatively distant supermarkets,
while during periods of inclement weather, customers often visit small, local, but
relatively expensive convenience stores. Second, it can have impact on consumers
emotional state and drives their demand. For example, a hot, humid summer can
boost demand for fruits, vegetables, soft drinks while dampening demand for
high calorie meats. Therefore, it is appropriate to connect weather to predicting
food retailers’ sales.
c© Springer International Publishing AG 2017
Y. Tan et al. (Eds.): DMBD 2017, LNCS 10387, pp. 93–104, 2017.
DOI: 10.1007/978-3-319-61845-6 10



94 X. Liu and R. Ichise

In this paper, we introduce a deep learning based method which use mete-
orological data to predict food sales. As a case study, we focus on the sales of
a Japanese chain supermarket which has more than 200 shops1. Our method
contains a long short-term memory (LSTM) network [20] followed by a stacked
denoising autoencoder network [2,3,17,29]. The LSTM network is used for learn-
ing how the sales depends on the variation of weathers. The autoencoder network
is used to reduce dimensions of the features which are learnt from the LSTM net-
works. Experiments showed that our method gained initial success in predicting
sales of some weather-sensitive products such as drinks. In addition, our method
outperforms traditional machine learning methods by 19.3% in accuracy.

The rest of the paper is organized as follows. Section 2 reviews related
research. Section 3 gives a review of LSTM and autoencoder, which are used
in our method. Section 4 formalize the problem of predicting food sales using
meteorological data. Section 5 introduces our method in detail. Section 6 presents
experimental results, followed by a conclusion in Sect. 7.

2 Related Works

Walmart has been basing decisions on meteorological data for years in obvious
ways, such as putting up umbrella or snow-shovel displays in advance of rain or
snow. In recent years, there has been a surge of interests in applying meteoro-
logical data to demand forecasting in various field, such as electricity demand
[11], water and irrigation demand [6]. Particularly, NEC developed a commod-
ity demand forecasting solution by applying the heterogeneous mixture learning
technology [23]. However, their method needs various kinds of input data such as
shipment data, warehouse-out data, advertising data. Such data are not always
available. Besides, their forecasting models need to be reviewed and modified
periodically to maintain the accuracy.

Our work is also closely related to deep learning for time-series analysis
[14,25]. Recent work include the usage of Elman recurrent neural networks for
chaotic time series prediction [7], employing neural network ensemble approach
to forecast the amount of traffic in TCP/IP based networks [9], using multilayer
perceptrons for modeling the amount of littering in the southern North Sea [26],
using autoencoders to address the traffic flow prediction problem which consid-
ers the spatial and temporal correlations inherently [22], applying FPGA-Based
Stochastic Echo State Networks for time-series forecasting [1], and comparing
the performance of Convolutional Neural Network (CNN) with LSTM for the
classification of visual and haptic data in robotics settings [15].

3 Preliminaries

Our proposed method builds upon LSTM and autoencoders. We first provide a
brief description of them.

1 Due to privacy issues, the supermarket’s name has been omitted.
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Fig. 1. A memory cell of LSTM.

3.1 LSTM

A recurrent neural network (RNN) is a class of artificial neural network where
connections between units form a directed cycle and has the ability to process
sequential data. Unfortunately, conventional RNNs are hard to be trained prop-
erly due to the vanishing gradient and exploding gradient problems [5]. To
address these problems, Hochreiter et al. proposed LSTM [20], which uses mem-
ory cells to store information and is better at modeling long-range dependencies.
Figure 1 illustrates a memory cell, which contains a few gate vectors to control
the flow of information. Let us use x = 〈x1, · · · , xt〉 and y = 〈y1, · · · , yt〉 to
denote input and output sequences, where xj ∈ Rl and yj ∈ Rs, for 1 ≤ j ≤ t.
LSTM computes a mapping from x to y using the following equations iteratively
from j = 1 to t:

ij = σ(W ixj + U ihj−1 + bi), (1)
fj = σ(W fxj + Ufhj−1 + bf ), (2)
oj = σ(W oxj + Uohj−1 + bo), (3)
cj = fj � cj−1 + ij � tanh(W cxj + U chj−1 + bc), (4)
hj = oj � tanh(cj), (5)
yj = W yhj + by, (6)

where σ is the sigmoid function, tanh is the hyperbolic tangent function, � is
the element-wise product of two vectors, i, f , o, c and h are respectively the
input gate vector, forget gate vector, output gate vector, cell activation vector,
and hidden state vector of cell j, W i,W f ,W o, U i, Uf , Uo ∈ Rs×l, W y ∈ Rs×s,
bi, bf , bo ∈ Rs and by ∈ Rs are weight matrices and bias vectors to be learned.

In addition, we can stack multiple LSTM layers on top of each other. Specif-
ically, the hidden state hj from the lower LSTM layer, is the input xj of the
upper LSTM layer. This stacked architecture, which can combine multiple lev-
els or representations with flexible use of long range context, had a significant
performance improvement compared with the shallow one [16].
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Fig. 2. A basic autoencoder.

3.2 Autoencoder

An autoencoder is an unsupervised neural network which attempts to reproduce
its input [2,3,17,29]. Specifically, the basic autoencoder in Fig. 2 locally opti-
mizes the hidden representation h ∈ Rs of its input x ∈ Rl, such that h can be
used to accurately reconstruct x

h = ρen(x) = ψ(Whx + bh) (7)

x̃ = ρde(h) = ψ(W x̃x + bx̃) (8)

where x̃ is the reconstruction of x, the learning parameters Wh ∈ Rs×l, and
W x̃ ∈ Rl×s are weight matrices, bh ∈ Rs and bx̃ ∈ Rl are bias vectors for the
hidden and output layers respectively, and ψ is a nonlinear function such as
the sigmoid function and the hyperbolic tangent function. Equation (7) encodes
the input into an intermediate representation and Eq. (8) decodes the resulting
representation.

The training objective is the determination of parameters θ =
(Wh,W x̃, bh, bx̃) that minimize the average error between a set of inputs
{x1, · · · , xt} and a set of reconstructions {x̃1, · · · , x̃t}:

θ̂ = arg min
θ

1
t
Σt

j=1L(xj , x̃j) (9)

= arg min
θ

1
t
Σt

j=1L(xj , ρde(ρen(xj))) (10)

where L is a loss function such as cross-entropy.
The training criterion with denoising autoencoder is the reconstruction of

clean input x given a corrupted version τ(x) [27–29], where τ is a noise masking
function that randomly sets a fraction of x’s elements to 0. The underlying idea
is that the learned latent representation is good if the autoencoder is capable
of reconstructing the actual input from its corruption. Then, the average error
becomes

θ̂ = arg min
θ

1
t
Σt

j=1L(xj , ρde(ρen(τ(xj)))) (11)

Multiple autoencoders can be used as building blocks to form a deep architec-
ture, known as the stacked autoencoder [4,27,29]. For that purpose, the autoen-
coders are pre-trained layer by layer, with the current layer being fed the latent
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representation of the previous autoencoder as input. Using this unsupervised
pre-training procedure, initial parameters are found which approximate a good
solution. Subsequently, the original input layer and hidden representations of all
the autoencoders are stacked and all network parameters are fine-tuned.

4 Problem Settings

In this section, we formalize the problem of food sales prediction with meteoro-
logical data. Suppose we focus on some product p. The task is to predict sales of
p in shop s on day n, which is denoted by Salns . Since the absolute sale depends
on shops, instead of simply taking the task as a regression problem we convert
it to a classification problem. Specifically, we predict the label

Labelns =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, if Raten
s ∈ [0, 0.7)

1, if Raten
s ∈ [0.7, 0.9)

2, if Raten
s ∈ [0.9, 1.1)

3, if Raten
s ∈ [1.1, 1.3)

4, if Raten
s ∈ [1.3,∞)

(12)

where Raten
s = Salns /Saln−7

s . One truth is that sales fluctuate with day of
the week cycle. For example, sales on Sunday is often higher than on Monday.
Therefore, the essence of Labelns is to take Saln−7

s which is the sales on the same
day of the week as a reference, and predict how Salns depends on the weather.

To predict Labelns , the following information are provided.

• Sales of p in shop s on the previous d days: Salcs for c = n − 1, · · · , n − d.
• Forecasted weather condition in shop s on day n. Weather information

includes 6 aspects:
• Solar Radiation: Slr
• Rainfall Precipitation: Rain
• Relative Humidity: Hmd
• Temperature: Temp
• North Wind Velocity: Nwd
• East Wind Velocity: Ewd

That is, Wean
s = (Slrn

s , Rainn
s ,Hmdn

s , T empn
s , Nwdn

s , Ewdn
s ).

• Weather in shop s on the previous d days: Weac
s, for c = n − 1, n − 2, · · · ,

n − d.
• Date information of day n and its previous d days. Date information includes

2 aspects:
• Day of the week: Dayw
• Month of the year: Mthy
• Holiday or not: Hld

That is, Datec = (Daywc,Mthyc,Hldc) for c = n, n − 1, · · · , n − d.
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Fig. 3. The diagram of our method.

In other words, we use a bunch of features (the sales features, the weather
features, and the date features) to predict Labelns . To be specific, the features
are expressed as

Fean
s = (Saln−1

s , Saln−2
s , · · · , Saln−d

s ,Wean
s ,Wean−1

s , · · ·
Wean−d

s ,Daten,Daten−1, · · · ,Daten−d) (13)

In addition, we have a training dataset which is history data about the
features and labels. The training dataset is {(Feam

i , Labelmi )|i ∈ I,m ∈ M},
where I = {All of the shops for which history data are available} and M =
{All of the days on which history data are available}.

5 Our Method

Our basic strategy is to learn a prediction model based on the training dataset.
It contains 2 steps to learn the model. In Step 1 we use a LSTM network, which
learns how the sales depends on the variation of weathers. In Step 2 we use an
autoencoder network, which helps to reduce dimensions of the features which are
learnt from the LSTM network. A diagram is shown in Fig. 3. In the following,
we explain each step in detail.

5.1 Step 1: LSTM

To predict Labelmi , we use sales, weather, and date features of day m and the
previous d days. Each day’s features are not independent of each other, but
are closely related and determines the label in a joint way. For example, in
summer if the temperature of previous days is low and it suddenly rises by 10
degrees then the sales of drinks will probably increases dramatically. However,
if the temperature has been keeping high for a long time then the sales will not
change so much. In other words, it is not the high temperature but the relative
variation of temperature that affects the sales. Therefore, one important point
to the success of our prediction is to understand how the sales depends on the
variation trend of previous days’ features. For this purpose, we use LSTM.
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Fig. 4. The diagram of Step 1. A (d + 1)-sequential data which includes the weather
and date features are taken as input of the LSTM network. The LSTM network has l1
layers which are stacked on top of each other. Each layer contains d+1 cells. Finally, a
sequence of labels are calculated based on the softmax function on the output of each
cell of the last layer. This sequence of labels is compared with a sequence of true labels
to train the parameters of the LSTM network.

In step 1, from the training dataset we prepare a set of sequential data
{(SeqXm

i , SeqY m
i )|i ∈ I,m ∈ M} and feed it to a LSTM network. Specifically,

SeqXm
i = 〈SeqX1, SeqX2, · · · , SeqXd+1〉 (14)

SeqY m
i = 〈SeqY1, SeqY2, · · · , SeqYd+1〉 (15)

The sequence length of SeqXm
i and SeqY m

i is d+1. The j-th element of SeqXm
i

SeqXj = (Weam−d−1+j
i ,Datem−d−1+j), for j = 1, 2, · · · , d + 1 (16)

denotes the weather and date features of day m − d − 1 + j in shop i. The j-th
element of SeqY m

i

SeqYj = Labelm−d−1+j
i , for j = 1, 2, · · · , d + 1 (17)

denotes the label of day m − d − 1 + j in shop i.
We take {SeqXm

i |i ∈ I,m ∈ M} as input to the LSTM network, which
contains l1 layers. Let the output of LSTM be

SeqOm
i = 〈SeqO1, SeqO2, · · · , SeqOd+1〉 (18)

where SeqOj has the same dimension as SeqXj . Then we calculate the softmax
outputs of SeqOj , for j = 1, 2, · · · , d + 1, and suppose them as a sequence of
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Fig. 5. The diagram of Step 2. The latent features learnt from step 1 in concatenation
with the sales features are taken as input of the autoencoder network. The autoencoder
network has l2 layers which are stacked on top of each other and are trained indepen-
dently. Finally, a label is calculated based on the softmax function on the output of
the last layer. This label is compared with a true label to fine-tune the parameters of
the whole network.

predicted labels for day m − d, m − d + 1, · · · , m in shop i. So, the loss function
which is used to train parameters of the LSTM network is calculated as the
mean of the cross entropy of the sequence of predicted labels and true labels. A
diagram of step 1 is shown in Fig. 4.

5.2 Step 2: Autoencoder

In step 1, we use sequential data which is composed of weather and date features
to produce a sequence of hidden features. In this step, we use this hidden features
plus sales features to predict Labelmi . We use Salesm

i to denote the sales features
of the previous d days in shop i

Salesm
i = (Salm−1

i , Salm−2
i , · · · , Salm−d

i ) (19)

We first flatten SeqOm
i and then concatenate it with Salesm

i to obtain a high
dimensional vector Hvec. That is,

Hvecm
i = (SeqOm

i , Salesm
i ) (20)

Hvecm
i represents latent features that can be used to predict Labelmi . However,

The dimension of Hvecm
i is so high that we cannot directly arrive at an accurate
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prediction based on it. Therefore, we feed {Hvecm
i |i ∈ I,m ∈ M} to a stacked

denoising autoencoder to learn an efficient shortened features, and then use that
shortened features to predict Labelmi . A diagram of step 2 is shown in Fig. 5.

6 Experiments

In this section, we present experiment results of our method in comparison to
other machine learning methods. We mainly studied the sales of the Japanese
chain supermarket during Jan 2012 to Dec 2013. As an initial try toward pre-
dicting food sales with meteorological data, we set p = drinks, d = 28. As a
result, our dataset contains 131,493 examples. That is

|{(Feam
i , Labelmi )|i ∈ I,m ∈ M}| = 131493 (21)

The percentage of the five labels are 9.32%, 25.50%, 29.85%, 19.03%, 16.30%,
respectively. We split the dataset randomly with the ratios of 0.8 and 0.2 into the
training and test datasets, respectively. We feed the training dataset to a method
and evaluate its performance by the test dataset. We compare our method with
five traditional machine learning methods.

– SVM: The support vector machine classifier [8] with radial basis function as
kernels and based on one-vs-one scheme [21] for multi-class classification.

– LR: The regularized logistic regression classifier [10] based on one-vs-rest
scheme for multi-class classification.

– RandForest: The random decision forests classifier [18,19] based on ensemble
learning.

– AdaBoost: The adaptive boosting classifier [12] with decision tree classifier
[24] as the base estimator.

– GBDT: The gradient boosting decision tree classifier [13].

We also consider using LSTM and autoencoder alone for comparison. For
SVM, LR, RandForest, AdaBoost, GDBT, and autoencoder, we directly take
Feam

i as input to learn the output label. For LSTM, we also prepare a set of
sequential data {(SeqXm

i , SeqY m
i )|i ∈ I,m ∈ M}. In order to effectively utilize

the sales feature, we incorporate it into SeqXm
i . However, since we do not know

Salmi , we shift the sales feature by one day. That is,

SeqXj = (Weam−d−1+j
i ,Datem−d−1+j

i , Salm−d−2+j
i ), j = 1, 2, · · · , d + 1(22)

Besides, the label Labelmi is calculated as the softmax function on the last cell.
The average accuracy of different methods are shown in Table 1. We can

find that our method outperforms traditional methods by a large margin.
Particularly, our method achieved an average accuracy of 0.6194, 19.3% =
(0.6194/0.5193 − 1) ∗ 100% higher than SVM and GBDT which achieved the
best result among the traditional methods. Our method which combines LSTM
and autoencoder is also better than using alone. Table 2 shows a confusion matrix
obtained by our method. We can find that most of the mistakes by our method
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Table 1. The average accuracy of different methods achieved on the test dataset.

Method Accuracy (%)

Our Method 0.6194

LSTM 0.5573

Autoencoder 0.5821

SVM 0.5193

LR 0.5145

RandForest 0.4963

AdaBoost 0.4317

GBDT 0.5193

Table 2. Confusion matrix of our method.

Predicted

0 1 2 3 4

True 0 1573 835 42 2 0

1 506 4266 1827 98 10

2 13 1427 5102 1160 147

3 0 125 1777 2257 846

4 2 8 246 939 3091

Table 3. Accuracy of our method on each label.

Label Precision Recall F1-Score

0 0.75 0.64 0.69

1 0.64 0.64 0.64

2 0.57 0.65 0.61

3 0.51 0.45 0.48

4 0.76 0.72 0.74

are not so serious, as the mistakes are just made for adjacent labels. For exam-
ple, our prediction is label 2 for an “invariant” sales in the range of [0.9,1.1),
while the true label is 1 for a slight drop in the range of [0.7,0.9). When look at
performance for each label, as shown in Table 3, we can find that our method
is good at predicting label 0 and 4 while struggling in label 1, 2, 3. As omitted
here, this trend is evident for all of the methods we compared, meaning that it
is easy to predict an abrupt increase/decrease in sales.

7 Conclusion

We introduced a deep learning based method which use meteorological data to
predict food retailers’ sales. Our method gained initial success in predicting the
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sales of drinks of a Japanese chain supermarket. We plan to use our method to
predict sales of other whether-sensitive products, such as fruits, ice-cream.

However, food sales prediction is still difficult to achieve, because it is easily
affected by other factors except for weathers, such as how many populations and
how many competitive supermarkets, convenience stores, or food retailers in the
same area, the price strategy, the advertising campaigns, and the sales area of a
particular shop. As part of our future work, we plan to collect more data about
such factors to enhance the accuracy of prediction.
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Abstract. Recent years have witnessed a growing interest in air quality pre-
diction and a variety of predictions models have been applied for this task.
However, all of these models only use local attributes of each site for prediction
and neglect the spatial context. Indeed, the concentrations of air pollutants
follow the first law of geography: everything is related to everything else, but
nearby things are more related than distinct things. To that end, in this paper, we
apply the spatial autoregression model (SAR) to air pollution prediction, which
considers both local attributes and predictions from the neighborhoods.
Specifically, as SAR can only handle a snapshot of spatial data but our input
data are time series, we develop the cascade SAR, which is able to take care of
both spatial and temporal dimensions without incurring extra computation.
Finally, the effectiveness of the cascade SAR is validated on the dataset of the
London Air Quality Network.

Keywords: Cascade spatial autoregression � Air pollution prediction

1 Introduction

It has been recognized long ago that suspended particle matter in the atmosphere lead
to harmful health effects [2, 7]. Since accurate prediction of air pollution would help a
lot in planning of more efficient actions to protect the people involved, recent years
have witnessed a growing interest in air pollution prediction. So far, classical statistical
methods and neural networks have been used by researchers for short term prediction
of gas and particulate matter pollution. These prediction models use the pollution data
from the past, some plus meteorological information, to predict average pollutant
concentrations between one half and 24 h in advance [5, 6].

Although various prediction models have been employed, most of them only use
local attributes and discard the spatial context. That is, to predict the pollutant con-
centrations of a site, they only use the past pollution data of that site, without touching
the data of its neighbors. On the other hand, the concentrations of air pollutants are
spatially correlated in that a site’s air pollutant concentrations are more similar to those
of its neighboring sites than the sites farther away. Normally, the concentration is
highest at the site of the pollution source, and decreases gradually as the site’s distance
to the source increases. Indeed, the distribution of air pollutants also follows the first
law of geography: everything is related to everything else, but nearby things are more
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related than distinct things [3]. Hence, to better predict the air pollution, we need to
make use of both local attributes and information from the neighbors.

To that end, in this paper, we apply the spatial autoregression model (SAR) to air
pollution prediction. SAR is a linear autoregression model that incorporates the spatial
context [1]. The standard input to SAR is a snapshot of data for a set of sites in a region
at a time instant. For instance, if we predict hourly average concentrations of PM10 at
any hour of the day with the 24 hourly average concentrations measured on the pre-
vious day, the input to SAR is the hourly average concentrations of PM10 at an hour for
all of the sites. However, our history data record hourly average concentrations for a
period, which are essentially time series. Apparently, it is impractical and unreasonable
to construct an SAR model for each time instant. To make use of the whole time series
with still one SAR model, we extend standard SAR by cascading it to suit time series.
Finally, the effectiveness of the cascade SAR model is validated on the well-known
London Air Quality Network.

The rest of the paper is organized as follows. Section 2 gives problem formulation
and related work. Section 3 presents the cascade spatial autoregression model.
Section 4 reports the experimental results. Finally, Sect. 5 concludes this paper.

2 Problem Formulation and Related Work

2.1 Problem Formulation

Here we forecast the air pollution concentration for a set of sites with countable indices.
Let S denote the set of locations. S could be {(i, xi, yi)}, the set of triple (index, latitude,
longitude). Let si = (i, xi, yi) 2 S denote a site. Then the problem of air pollution
prediction can be formulated as follows.

• Given

1. A spatial framework of n sites, S = {si} with a neighbor relation N � S � S. Sites si
and sj are neighbors iff (si, sj) 2 N, i 6¼ j. Let N(si) � {sj: (si, sj) 2 N} denote the
neighborhood of si. We assume that neighbor relation N is given by a
row-normalized contiguity matrix W, where W(i, j) = 1/|N(si)| iff (si, sj) 2 N and
W(i, j) = 0 otherwise.

2. Associated with each si, there is a d-dimensional feature vector of explanatory
attributes xi and a dependent variable yi to be predicted. In our case, we make
pollution prediction for n sites and m days, so the input data are time series for
m days. Let yti denote the hourly average concentration at a certain fixed hour of the
day t, xt�1

i the 24-dimensional vector of the 24 hourly average concentrations
measured on the previous day t − 1. Let yt � [yt1, …, ytn]

T.

• Find

A function f that maps xt�1
i to yti. Let ŷ

t
i � f ðxt�1

i Þ, ŷt � ŷt1; . . .; ŷ
t
n

� �T
.

106 Y. Li et al.



• Objective

Let y denote the nm-dimensional vector concatenating the n-dimensional yts of m days
and ŷ its estimator. Our objective is to maximize similarity between y and ŷ: We
employ the commonly used regression criterion, mean squared error (MSE). Since we

make prediction for n sites and m days, MSE is ð y1 � ŷ1
�� ��2. . .þ . . . yD � ŷD

�� ��2Þ=nm:
• Constraint

Spatial autocorrelation exists, that is, yi is not only affected by its own xi, but also by xj
and yj of its neighbors sj 2 N(si).

2.2 Related Work

A wide variety of empirical, causal, statistical and hybrid models have been developed
in order to forecasting air pollution [8]. Besides the conventional linear regression
models, neural networks, multilayer perceptron particularly, have been used for the
forecasting of a wide range of pollutants and their concentrations at various time, with
good results. The findings of numerous research studies also exhibit that the perfor-
mance of neural networks is generally superior in comparison to traditional statistical
methods, such as multiple regression, classification and regression trees and autore-
gressive models [4].

The advantage of multilayer perceptron over traditional statistical models like linear
regression is not surprising, for multilayer perceptron is essentially a two-layered
composite function, which consists a nonlinear function at the hidden layer and a linear
function at the output layer. In principle, given enough hidden nodes, multilayer per-
ceptron can approximate any function. However, compared to the fast parameter
estimation of linear regression, the training of multilayer perceptron is much more
expensive. Furthermore, the learning of linear regression is deterministic and will
output global optimal solutions, while the learning of multilayer perceptron is
non-deterministic and will output local optimal solutions. Finally, during air pollution
prediction, both standard linear regression and multilayer perceptrons do not consider
spatial context and only use the local attributes of each site.

3 Cascade Spatial Autoregression

In this paper, we incorporate the spatial context into the linear regression model.
Specifically, on one hand, we want to remedy the simple assumption of linear
regression by making the pollutant concentration of each site depend on both its local
attributes and its neighbors as well. On the other hand, we still want to retain its fast
learning feature. Hence we introduce the SAR model to the air pollution prediction.
SAR is a linear regression model, which ensures fast parameter estimation. Meanwhile,
SAR assumes every site’s pollutant concentration is affected not only by its local
attributes, but also by its neighboring sites. Such incorporation of spatial context into
the dependence assumption enables SAR to yield more accurate forecasting than
conventional linear regression models.
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3.1 Linear Regression

With standard linear regression modeling, the relationship between xt�1
i to yti can be

described in matrix form in (1),

y ¼ Xw: ð1Þ

where each row of the nm � 24 matrix X is the 24-dimensional vector of the 24 hourly
average concentrations measured on the previous day, y is the nm-dimensional vector
concatenating the m yt s, and w = [w1, …, w24]

T is the 24-dimensional vector of
weights to be estimated. Differentiating MSE with respect to w and solving the
resulting normal equations for w yields the least square solution in (2), where
pseudo-inverse Xþ ¼ ðXTXÞ�1XT

ŵ ¼ ðXTXÞ�1XTy

¼ Xþ y
: ð2Þ

3.2 Spatial Autoregression

The general model of spatial data, which is the underlying model for spatial statistics
[3], is as follows.

spatial data = trend + dependence + error ð3Þ

According to this model, SAR takes the form

yt ¼ Xt�1wþ qWyt: ð4Þ

where the i-th element of yt is the concentration on day t for site si, the i-th row of Xt−1

is the corresponding 24-dimensional vector on day t − 1, W is the contiguity matrix
that encodes the neighborhood relationship. w is the weight vector to be estimated and
Xt−1w represents the spatial trend. q is the coefficient that weighs the spatial depen-
dence Wyt. When it is set to zero, SAR is reduced to standard linear regression. It can
be either fixed in advance or jointly estimated with w. In the latter case, computa-
tionally expensive techniques such as Monte Carlo sampling may be applied. In the
former case, with identity matrix I, the MSE solution is

ŵ ¼ I� qWð Þ�1Xt�1
h iþ

yt: ð5Þ

One can see that SAR can only be directly applied to data at a time instance t, while
our input is time series of length m. At first glance, we can construct one SAR model
for each t and combine the results. In a way, this is related to multiple regression.
However, on one hand, the extra learning for combination brings more computation.
On the other hand, since test data may be time series of any length, it may make the
combination inapplicable.
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3.3 Cascade Spatial Autoregression

To make the SAR model applicable to time series, we extend it by cascading the
contiguity matrix W. In this way, we fold the time series into a “flat” time instant.

Specifically, we use the input matrix X and y for the whole time series, as in
standard linear regression in (1). The new cascaded contiguity matrix Wc is a diagonal
matrix, with m Ws on its diagonal.

Wc ¼
W 0 . . . 0
0 W . . . 0
0 0 . . . 0
0 0 . . . W

0
BB@

1
CCA: ð6Þ

Then the cascade SAR for the time series of length m becomes

y ¼ Xwþ qWcy: ð7Þ

One can see that for any dependent variable yti, the dependence relationship is
correctly retained during the multiplication of its row r in Wc with y. In detail, if
another dependent variable y is from the same day, its corresponding element in r must
be in the t-thW ofWc and hence nonzero. If y is from a different day, its corresponding
element in r cannot be in the t-th W of Wc and hence must be zero.

Therefore, the cascade SAR is not only flexible to cope with time series of any
length, but also simple in its solution determination. With fixed q, the new solution is

ŵ ¼ I� qWcð Þ�1X
h iþ

y: ð8Þ

4 Experimental Evaluation

In this section, we evaluate cascade SAR on the London Air Quality Network.

4.1 Data

Due to the availability and comprehensiveness, we select the database of the hourly
average concentrations of various pollutants, including PM2.5, PM10, NOx, and O3,
from 2000 to 2006. There are a total of 2557 days from 2000 to 2006. Thus, for each
pollutant, we have 61368 (2557 � 24) hourly concentration records at the monitoring
site. Because not all pollutants are recorded at every site, due to lack of space, below
we only report the prediction of PM10. Figure 1 gives its hourly average concentration
grouped by month. It is observed that the peak values happen around 8:00–10:00 and
20:00–21:00. In general, these peaks overlap with or lag a little behind the commuter
time.
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4.2 Experimental Setting

We use the data of 2000 for model training and the data of 2001–2006 for testing.
Before feeding the data into the models, they are normalized to [0, 1] with the con-
version function,x0 ¼ x� xminð Þ= xmax � xminð Þ: After we get the prediction values, we
convert them back to their original scale with unit lg/m3.

As for the coefficient q, we choose to fix it in advance and then solve for the MSE
weights analytically. After all, the major advantage of linear regression lies in its fast
training, which is only feasible with a fixed q. We sample a wide range of [0, 2] for q
and find the best results are obtained around q = 1. Hence, all results reported below
are obtained at this value.

The results are evaluated with two measures. One is mean relative error (mre),
mre ¼ avgy ðŷ� yÞ=yj j; where avg denotes the average function, y and ŷ denote the true
value and the predicted value, respectively. The other measure is squared error,
S ¼ avgyðŷ� yÞ2, which is equivalent to MSE.

4.3 Empirical Results

Tables 1 and 2 give the test results of 24 h for the linear regression and cascade SAR,
respectively. For each hour, we learn a linear model separately and use it for testing.
One can see that cascade SAR beats the standard linear regression consistently, while
their training costs are comparable.

Figure 2 plots the prediction results for cascade SAR. In terms of squared error, the
error increases with the hour. However, in terms of mre, the peak values happen around
4:00 and 24:00. This can be explained by the denominator in mre definition, which
takes on low values of true concentration, as illustrated in Fig. 3. For comparison, in
Fig. 3, we also plot the average values of true concentration and prediction for each
hour, which help explain again the peak values of mre.

Fig. 1. The PM10 hourly average concentration over 2000–2006 grouped by month.
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Table 1. Prediction of PM10 hourly average concentration by linear regression

hour 1:00 2:00 3:00 4:00 5:00 6:00 7:00 8:00
mre% 29.72 42.53 48.17 62.89 56.48 42.53 35.91 39.27
S 11.47 15.18 20.67 21.38 27.64 25.97 33.23 28.62
hour 9:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00
mre% 39.94 40.46 30.70 38.61 41.32 36.91 41.51 33.02
S 31.82 32.54 34.59 40.667 41.97 41.48 47.18 42.99
hour 17:00 18:00 19:00 20:00 21:00 22:00 23:00 0:00
mre% 35.18 40.07 37.89 38.25 36.15 31.05 41.57 49.43
S 47.69 47.93 51.75 52.30 47.55 50.14 50.13 52.46

Table 2. Prediction of PM10 hourly average concentration by cascade SAR

hour 1:00 2:00 3:00 4:00 5:00 6:00 7:00 8:00
mre% 17.5 28.95 46.27 49.19 47.00 41.07 31.74 31.07
S 4.69 7.61 13.24 17.46 21.09 24.26 26.17 28.31
hour 9:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00
mre% 30.37 30.82 29.13 28.91 31.75 32.06 33.51 31.61
S 30.16 32.27 34.01 35.72 37.81 39.58 41.48 42.79
hour 17:00 18:00 19:00 20:00 21:00 22:00 23:00 0:00
mre% 30.97 30.92 29.97 28.66 29.6 30.7 33.08 40.1
S 44.18 44.88 45.63 45.94 46.06 46.23 46.57 47.29

Fig. 2. The average prediction results of PM10 hourly average concentration by cascade SAR.

Fig. 3. The average of true (t) and predicted (y) PM10 hourly average concentrations.
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5 Concluding Remarks

In this paper, we applied the SAR model to air pollution prediction, which considers
both local attributes and predictions from the neighborhoods. Specifically, we extended
SAR by cascading the contiguity matrix, so that it can handle time series instead of a
snapshot of spatial data. Finally, the experiments on the database of the London Air
Quality Network validated the effectiveness of the cascade SAR model. For the future
work, we plan to improve the learning process of SAR. For example, instead of using
the data of the whole year for training, we can learn a model separately for each month
or season. This is expected to yield more accurate prediction.

Acknowledgments. This work was supported by SDPD (No. 2014106101003 and
201510414000079).
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Abstract. Large data storage has to serve high volume transactions of data
everyday when users request the data that can cause latency. Therefore, intel-
ligent methods are required to solve the insufficient data storage experienced by
some providers. Pre-fetching technique is one of the best techniques that enable
assuming the data will be needed by the user in the near future. Consequently,
users easily access their data at high speed to avoid latency. However, pre-fetch
the wrong objects cause slow down the data management performance. In this
context, this research proposes Machine Learning (ML) techniques to predicting
the pre-fetched objects accurately. This paper also compares the Rough Decision
Tree (RDT) with others ML techniques including J48 Decision Tree, Random
Tree (RT), Naïve Bayes (NB), and Rough Set (RS). The experimental results
reveal the propose RDT performs better compared with RS single-alone.
However, J48 performs well in classifying the web objects for IrCache, UTM
blog data, and Proxy Cloud Storage (CS) data sets. Hence, J48 was proposing to
be implementing into the future work of mobile cloud storage services.

Keywords: Pre-fetching � Machine Learning � Prediction � Big data storage �
Latency

1 Introduction

Pre-fetching is one of the most popular techniques that deals with the slow access speed
of the World Wide Web (WWW), is commonly used and has quite effective algo-
rithmic approach to reduce latency [1, 2]. However, overaggressive pre-fetching affects
the performance because pre-fetching overhead occurs if the pre-fetching data is
unused. The latency problem occurs when the big data not handle wisely. Hence, it
needs the best pre-fetch algorithm to optimize the performance. Therefore, in this paper
proposes a new work to determine and analyze the ML techniques that can be applied
in optimizing the pre-fetching performance [2, 3]. There is no single technique that is
better than others in solving all problems as discussed by several authors. Therefore,
conducting a test of multiple algorithms and parameter settings is the best way to
determine which algorithm is suitable in this research work.
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In this study, we investigate the performance of J48, RT, NB and RS to test their
ability to discover patterns and make accurate pre-fetching predictions. These tech-
niques were mainly applied by earlier researchers [4, 5]. In addition, further analysis
was made in this research by analyzing a hybrid method of Decision Tree and Rough
Set, so called as a Rough Decision Tree (RDT). The hybrid method RDT analyzed the
prediction of pre-fetched objects because in this study the researcher wanted to see the
accuracy of hybrid method as DT is limited in reduction while RS in feature selection
[6, 7]. Then, we reveal the technique with the highest accuracy, which can be applied in
generating the rules for pre-fetching of future objects being requested. Thus, an ML
technique is required to enhance the pre-fetching techniques because ML can learn and
predict the right data requested by users even on big data. If only pre-fetching is used, it
may pre-fetch the wrong data that will cause overhead and use a lot of memory that
store useless data. This is important to ensure the techniques have efficient use of the
limited amount of memory available in mobile devices for big data storage.

2 Proposed Methodology

The experimental framework of this research was illustrates in Fig. 1. Three log
datasets were used, which are IrCache, UTM blog data and proxy CS. A pre-processing
step was first necessary to clean and normalize the data as explained in Sect. 2.1. Then,
the data was split using 10-fold cross validation into training and testing, and the
appropriate ML algorithms were applied as discussed in Sect. 2.2.

Machine Learning Techniques for Prediction on pre-fetched Data Objects

Data Object Collection and Pre-processing 

Analyze data based on Machine Learning Techniques (J48, RT, NB, RS, RDT) 
to predict the pre-fetched data objects

Compare each of the ML techniques with several comparison features

Find the best result of each feature

Generate Rules of predicting on pre-fetched objects

Split data using 10-fold cross validation to train and test dataset

Fig. 1. The experimental framework for the ML techniques for prediction of pre-fetched objects

114 N.S. Hussien et al.



2.1 Datasets and Pre-processing

The process flow in identifying the most effective technique for this research included
collecting data from the web log data. This research studies three datasets such as the
IrCache, UTM blog and Proxy CS, from which the features were extracted. The first
data from IrCache was collected from a proxy server installation ftp://ircache.net.
IrCache is a National Laboratory of Applied Network Research project that encourages
web caching and provides data for researchers. In this study we use 10591 files for
IrCache log data. IrCache regularly makes traces available for academic researchers.
Besides, IrCache data is often used by other researchers in their research studies [8, 9].
The second data is obtained from the UTM blog data consisting of 9103 requests for
data transfer. The data was recorded on 13 January 2013, accessed by different client
addresses. In addition, the third dataset that we use in this study is proxy CS dataset.
Proxy CS is obtained by tracing the log data using Squid [10, 11]. All these three
datasets were chosen because the log data field features were similar to the proposed
work which is cloud computing data source. This research also conducted tests on
cloud computing data, the Proxy CS. The data pre-processing was conducted by
removing all irrelevant data. Then, RDT was used in the analysis by comparing them
with other algorithms, J48, RT, NB, and RS. WEKA and ROSETTA tools were used to
analyze the ML techniques that provided high accuracy in prediction. In this research
used about 70% of each dataset for training and the remaining [4, 12, 13], were for
testing purposed. The performance of trend prediction systems is evaluated using the
cross validation method [14]. In cross-validation, a user needs to decide on a fixed
number of folds or partitions of the data to find the best value. The data is randomly
divided into 10 parts in which the class is represented in approximately the same
proportions as in the full dataset [15].

2.2 Machine Learning Techniques

In this paper, J48, RT, NB, RS and RDT were analyzed to determine the best ML
prediction.

A. J48
We use a simple C4.5 decision trees for prediction of the DT, the J48 classifier in this
research. J48 is an open source java implementation of the C4.5 decision tree algorithm
in the WEKA data mining tool that creates a binary tree. The DT approach is most
useful in predicting problems [4, 16, 17]. We use this technique to construct a tree to
model the prediction process. While building a tree, J48 ignores the missing values. For
example, the value of the item can be predicted based on what is known about the
attribute values for the other records. The basic idea is to divide the data into range
based on the attribute values for the item found in the training sample. J48 allows
classification via either decision trees or rules generated from them [16].

B. Random Tree
RT is built in two stages; the first is built independently from the training data, whereby
a feature and cut value are randomly selected. Sometimes, the result structure is called a
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tree skeleton. It repeats until the tree achieves the specified depth [18]. The algorithm
consists of two steps. The first step (BuildTreeStructure) generates the structure of each
random tree. This is referred to as the skeleton since the leaves do not contain class
distribution statistics. Building the skeleton does not require any training data, but
instead only information about the features. In the second step called UpdateStatistics,
the data training is used to compute class statistics for the leaf nodes.

C. Naïve Bayes
NB is based on Bayes’ theorem and the theorem of total probability. The probability that
a document d with vector x = <x1,…,xn> belongs to hypothesis h as in Eq. (1) [16]:

P h1jxið Þ ¼ P:xi:P : h1ð Þ
P:xijh1:P:h1 þ P: xijh2ð Þ:P: h2ð Þ : ð1Þ

Based on Eq. (1), P(h1|xi) is posterior probability, while P(h1) is the prior probability
associated with hypothesis h1. Thus, Eq. (1) can be simplified as shown in Eq. (2),

P h1jxið Þ ¼ P: xijh1ð Þ:P: h1ð Þ
P xið Þ : ð2Þ

D. Rough Set
RS, originally introduced by Pawlak in [19], is a valuable mathematical tool in dealing
with imprecise or vague concepts. RS theory allows a concept to be described in terms
of a pair of sets, lower approximation and upper approximation of the class. Let Y be a
concept. The lower approximation Y and the upper approximation Y of Y are defined
as in Eqs. (3) and (4) [20]:

Y ¼ e 2 Ej e 2 Xi andXi�Yf g: ð3Þ

Y ¼ e 2 Ej e 2 Xi andXi \Y ¼ ;f g: ð4Þ

Lower approximation is the intersection of all those elementary sets that are con-
tained by Y, and upper approximation is the union of elementary sets that are contained
by Y. In the proposed work, mathematical RS is applied to calculate the accuracy of
classification. The method works as follows.

1. Calculate number of items pre-set in the dataset.
2. Discretization on data
3. Reduction based on Johnson’s algorithm is implemented
4. Do cross validation to minimize the side effects of choosing a training set and a test set

Discretization is applied to training and testing set. Data reduction is an important
step in knowledge discovery from data. This research use 10-fold cross validation
method in proposed work, applying the ROSETTA, two algorithms namely, John-
sonReducer and BatchClassifierfor cross validation [21]. The first algorithm is the
JohnsonReducer, which searches for reducts and produces rules. It is applied on the
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training set in each cross validation iteration. The second algorithm is the
BatchClassifier, which uses the rules from the JohnsonReducer algorithm to predict the
test set in that iteration.

E. Rough Decision Tree
The implementation of RDT is based on ROSETTA, which contains several rough set
learning algorithms as well as discretization methods, but lacks algorithms for per-
forming features selection. Hence, this research also includes hybrid method. These
missing algorithms are used based on decision tree (J48) based on WEKA. The
experimental results are revealed in Sect. 3. We analyze ML technique, which is
effective and simple to use. The method to analyze the data based on RDT is as
follows:

1. Select dataset
2. Extract features from the dataset
3. Select features using J48 algorithm decision tree
4. Apply rough set on trained data

a. Calculate number of items pre-set in the dataset
b. Discretization on data
c. Reduction based on Johnson’s algorithm is implemented
d. Do cross validation to minimize the side effects of choosing a training set and a

test set
5. Prediction is generated
6. Final results

3 Experimental Results

In order to evaluate the performance of ML techniques, it is important to measure its
performance. Therefore, some common performance measures were used to evaluate
the performance of particular ML techniques including J48, RT, NB, RS and RDT.
Tables 1, 2 and 3 reveal the comparison of performance for J48, RT and NB used
WEKA, then RS by using ROSETTA for three datasets. In addition, the hybrid
method, based on RDT used J48 decision tree to select relevant features from the
extracted feature set. The selected features were then applied onto a rough set based
system to predict pre-fetched data objects. The results of features selection for the
IrCache dataset were elapse time, size and hit; while for the UTM blog dataset were
request method, size and hit. In addition, results for the Proxy CS dataset were elapse
time, size, user agent and hit for. This evaluation helped to choose the most suitable
ML algorithm to be implemented in the future proposed work of Mobile Intelligent
Cloud Storage (MOBICS).

In this research, mean of accuracy and Standard Deviation (STD) were used as a
statistical validation to verify the performance of the proposed algorithms. The accu-
racy was executed based on five types of ML algorithms namely, the J48, RT, NB, RS
and RDT while the accuracy was measured as shown in Eq. (5).
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Accuracy ¼ Number of correct data
Total data

� 100%: ð5Þ

STD is a measure used to quantify the amount of variation of a set of data values [22].
STD close to 0 indicates that the data points tend to be very close to the mean which is
also called the expected value of the set, while a high STD indicates that the data points

Table 1. Mean and STD for accuracy of IrCache dataset based on fold 1 to 10 using five
different algorithms.

Fold Accuracy IrCache data set (%)

Training set Test set
J48 RT NB RS RDT J48 RT NB RS RDT

1 99.97 99.97 95.37 92.17 100 99.85 99.91 96.67 94.03 99.69
2 100 100 95.47 91.50 100 99.85 99.70 95.86 94.03 100
3 99.84 99.72 95.53 93.12 100 99.74 99.69 95.67 92.45 100
4 99.97 99.97 95.34 91.23 100 99.87 99.65 95.40 96.23 100
5 100 99.97 95.85 89.88 100 99.84 99.77 95.78 93.40 100
6 99.87 99.87 95.62 92.31 100 99.85 99.91 95.60 94.03 99.69
7 99.94 99.91 95.62 91.09 100 99.81 99.77 95.41 92.14 100
8 99.94 99.81 95.47 92.98 99.87 99.92 99.95 95.50 95.91 100
9 99.84 99.91 95.63 92.04 100 99.85 99.76 95.59 94.34 100
10 99.97 99.91 95.47 89.66 100 99.84 99.77 95.76 94.60 100
Mean 99.93 99.90 95.54 91.60 99.99 99.84 99.79 95.72 94.11 99.94
STD 0.057 0.081 0.140 0.112 0.004 0.042 0.095 0.347 0.113 0.001

Table 2. Mean and STD for accuracy of UTM Blog dataset based on fold 1 to 10 using five
different algorithms.

Fold Accuracy UTM blog data set (%)

Training set Test set
J48 RT NB RS RDT J48 RT NB RS RDT

1 97.18 95.57 91.21 75.98 90.42 98.57 96.19 87.38 65.93 82.78
2 97.36 97.44 91.17 73.78 88.07 98.48 93.53 88.02 66.67 79.12
3 97.00 97.00 91.21 74.25 90.89 98.41 95.68 87.00 63.00 80.95
4 96.52 95.02 90.70 74.73 87.13 98.95 96.50 88.89 65.57 79.85
5 96.96 97.03 91.54 75.67 84.93 98.46 93.64 89.45 65.20 78.75
6 96.78 95.13 91.25 74.10 89.80 98.63 95.64 88.29 65.57 71.79
7 97.22 95.61 91.58 72.21 88.07 98.65 94.19 89.30 69.60 78.02
8 97.62 96.08 91.43 77.55 90.89 98.85 96.17 88.60 61.90 77.29
9 97.03 95.31 90.11 74.57 87.60 98.76 93.80 86.99 65.20 75.09
10 97.33 97.47 91.79 75.20 88.21 98.85 96.19 88.38 72.63 82.42
Mean 97.10 96.17 91.20 74.80 88.60 98.66 95.15 88.23 66.13 78.61
STD 0.097 0.925 0.458 0.314 0.119 0.076 1.147 0.839 0.131 0.103
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are spread out over a wider range of values [23]. The formula for calculation of STD is
shown in Eq. (6) where

P
is sum of, x is each values in the dataset, x is mean of all

values in the dataset and n is number if value in the dataset.

STD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

x� xð Þ2
n� 1

s
: ð6Þ

Tables 1, 2 and 3 show a comparison between the performance measures of J48,
RT, NB, RS and RDT for the three datasets in both the training and testing datasets. In
Tables 1, 2 and 3, the first best and second best values of the measures are highlighted
with bold font. Based on Eq. 1, on average, J48 provided high accuracy compared with
other ML. The J48 accuracy was 99.93%, 97.10% and 99.28% for IrCache, UTM blog
data and proxy CS training datasets respectively. These were the best accuracy among
the algorithms for all datasets. The full results are presented in Tables 1, 2 and 3. The
results of data testing also showed that J48 had the best accuracy for UTM blog and
proxy CS. Hybrid RDT was better than RS single-alone because DT overcame the
limitation of RS in feature selection. In addition, RDT provided the best accuracy, but
only for IrCache dataset. This is because the size of IrCache dataset was the biggest
among the datasets and RS was not suitable to analyze small dataset. In this research,
RS was not suitable for too small data analysis and less efficient in feature selection
algorithm [24]. However, the hybrid RDT gave good result of accuracy compared with
stand-alone RS based on trend prediction system, without any feature selection for all
datasets. Nevertheless, RDT was not stable in this research as its performance was not
highly accurate for all the UTM blog data compared with DT; besides, RDT was
complex in processing the data. The results have determines J48 as the best ML
technique in this research study and it was supported by the value of STD. Based on

Table 3. Mean and STD for accuracy of proxy CS dataset based on fold 1 to 10 using five
different algorithms.

Fold Accuracy proxy CS data set (%)

Training set Test set
J48 RT NB RS RDT J48 RT NB RS RDT

1 100 99.34 94.08 95.77 100 98.59 95.07 93.80 74.19 96.77
2 99.67 98.36 92.11 90.14 100 98.59 96.91 93.67 80.65 96.77
3 99.34 96.38 93.42 90.14 98.59 93.39 95.92 93.53 83.87 90.32
4 100 99.67 93.75 92.96 98.59 94.80 96.62 94.37 80.65 96.77
5 99.34 99.01 93.09 90.14 100 97.61 95.36 93.39 70.97 93.55
6 99.34 98.36 91.80 91.55 100 96.20 96.48 93.39 80.65 96.77
7 97.70 98.03 91.15 90.14 98.59 90.58 95.78 94.09 77.42 100
8 99.67 98.36 92.76 95.77 100 99.30 99.86 93.53 80.65 93.55
9 98.68 96.38 91.45 91.55 100 99.30 96.48 93.66 77.42 96.77
10 99.01 97.70 93.75 94.44 100 95.36 95.78 93.11 73.08 100
Mean 99.28 98.16 92.74 92.26 99.58 96.37 96.43 93.66 77.95 96.13
STD 0.053 1.053 0.995 0.123 0.007 0.073 1.270 0.347 0.141 0.130
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Tables 1, 2 and 3, J48 had the averagely lowest STD, which means low error because
the value was nearer to 0. Based on this result, J48 algorithm is proposed to be applied
in the future work to generate the rules.

The accuracy of ML is used for evaluation the techniques as mentioned earlier.
However, accuracy of prediction alone is insufficient to measure the performance of
datasets. Therefore, like several previous researches works the precision, recall, error
rate, sensitivity, specificity, area under ROC and F-Measure were also used in this
study to evaluate the performance of ML techniques, as shown in Tables 4, 5 and 6.
The confusion occurred only in the case of finding True positive (TP), False negative
(FN), False positive (FP) and True negative (TN) [4, 16, 25].

Table 4. IrCache performance metric results

IrCache J48 RT NB RS RDT

Precision (%) 99.96 99.96 95.00 97.31 94.64
Recall (%) 99.29 98.72 5.19 84.90 85.23
Error Rate 0.0037 0.0066 0.4754 0.1662 0.1867
Sensitivity 0.9929 0.9872 0.0519 0.8490 0.8523
Specificity 0.9996 0.9996 0.9973 0.5298 0.0331
Area under ROC 0.9963 0.9934 0.8572 0.7512 0.4427
F- MEASURE (%) 99.26 98.89 90.60 90.68 89.69

Table 5. UTM blog performance metric results

UTM Blog J48 RT NB RS RDT

Precision (%) 92.34 90.01 95.20 93.92 94.69
Recall (%) 99.38 99.22 89.37 98.27 92.56
Error Rate 0.0444 0.0589 0.0757 0.0549 0.0392
Sensitivity 0.9938 0.9922 0.8937 0.9828 0.9256
Specificity 0.9175 0.8899 0.9549 0.8653 0.9766
Area under ROC 0.9794 0.9772 0.9870 0.9310 0.952
F- MEASURE (%) 97.96 97.32 93.44 96.04 93.61

Table 6. Proxy CS performance metric results

Proxy CS J48 RT NB RS RDT

Precision (%) 99.47 98.87 92.97 98.94 99.98
Recall (%) 98.85 96.56 92.08 94.44 97.47
Error Rate 0.0084 0.0227 0.0744 0.0426 0.0164
Sensitivity 0.9885 0.9656 0.9208 0.9444 0.9747
Specificity 0.9947 0.9890 0.9304 0.9813 0.9989
Area under ROC 0.9944 0.9825 0.9652 0.9626 0.4427
F- MEASURE (%) 98.86 97.08 88.90 96.64 98.72
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Precision can be thought of as a model’s ability to discern whether a document is
relevant from a returned population and recall can be thought of as a model’s ability to
select relevant documents from the population at large [16]. Sensitivity is a probability
that a test result will be positive when the disease is present (true positive rate,
expressed as a percentage). Specificity is a probability that a test result will be negative
when the disease is not present (true negative rate, expressed as a percentage) [16].
F-measure is a measure that combines precision and recall is the harmonic mean of
precision and recall. The area under the ROC curve is called the Area Under the Curve
(AUC), and takes on a value between 0.5 and 1.0 [21, 26]. It can also be said that the
larger the value of the AUC, the better the classifier will be. Those performance metrics
were evaluated with the results obtained from a sample data set collected from three
datasets. The performance metric result values were evaluated and shown in Tables 4,
5 and 6 for IrCache, UTM blog and Proxy CS respectively. Based on the results output
on Tables 4, 5 and 6, it is concluded that the most significant and best performance
metric measurements averagely used J48 algorithm compared with other algorithms.
The second best performance result was RDT. Although RDT was not the best per-
formance, it proved that the hybrid of RDT was better than RS single-alone. Thus, J48
was selected as a propose algorithm to be used in propose MOBICS by implementing
the rules generated by J48.

Previous results showed the proposed five ML techniques and J48 was one of the
best algorithms for prediction of pre-fetched objects, especially for UTM blog and
Proxy CS datasets while RDT produced better result compared to single RS. Due to the
earlier analysis, the significant analyses of ML techniques were evaluated by using
paired-samples t-test. The results of evaluation are tabulated in Tables 7, 8 and 9. The
results of t-test in Tables 7, 8 and 9 show the accuracy of training and test set for
IrCache, UTM blog and Proxy CS dataset respectively. The accuracy criterion for
proposed RDT was significantly better than all other classifiers with a p-value <0.05
excluding J48 and RT for IrCache and Proxy CS dataset. This observation means that
the performance of RDT and J48 was similar. However, a statistical significance was
reported for all three datasets, as the p-values were always less than 0.05 for paired test
of RDT - RS. It proved RDT is better than RS single-alone.

Table 7. Paired-samples t-test for accuracy of IrCache training and test set

Paired sample Paired-samples T-test result of IrCache

Training set Test set
t-value df p-value t-value df p-value

RDT - J48 2.22188 9 0.053 2.13339 9 0.062
RDT - RT 3.29780 9 0.009 2.25225 9 0.051
RDT - NB 94.77863 9 p < 0.001 29.22477 9 p < 0.001
RDT - RS 22.29624 9 p < 0.001 14.15100 9 p < 0.001
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4 Discussions

There are many types of ML techniques used to optimize the current pre-fetching
techniques. This research analyzed different ML techniques used to predict whether to
pre-fetch web objects. The common ML techniques analyze the big data are J48, RT,
NB, RS and RDT. The results reveal that RDT give better accuracy compared with RS
single-alone. However, J48 was more precise with better accuracy in predicting web
objects compared with other techniques of all three datasets with 99.84%, 98.66% and
96.37% for the IrCache, UTM blog data and Proxy CS respectively. In addition, it is
supported by another performance metrics evaluation including precision, recall, error
rate, sensitivity, specificity, area under ROC and F-measure which provided good
results of evaluation. Hence, J48 algorithm was proposed to be implemented in future
work of MOBICS to predict whether or not to pre-fetch the data objects so it would
reduce the unused data web object that handles overhead of pre-fetching. Thus, the user
can access the data more effectively and rapidly, even when there are big data on
MOBICS. Besides, the use of J48 algorithm in predicting the cloud storage availability
makes it easy for users to store their data without checking the availability of CS.
However, in this research the RS was not suitable for small data because the results
show slow accuracy for small datasets. Although the size of dataset influences the
performance of pre-fetch object data, based on the result, J48 was a perfect algorithm in
this research because high accuracy was maintained for both, small and big datasets.
Hence, in this research propose to use J48 for generating rules on future work of
MOBICS.

Table 8. Paired-samples t-test for accuracy of UTM blog training and test set

Paired sample Paired-samples T-test result of UTM blog

Training Set Test Set
t-value df p-value t-value df p-value

RDT - J48 −14.78692 9 p < 0.001 18.90532 9 p < 0.001
RDT - RT −10.65016 9 p < 0.001 −16.38626 9 p < 0.001
RDT - NB 4.28344 9 0.002 8.64623 9 p < 0.001
RDT - RS 20.54985 9 p < 0.001 10.32427 9 p < 0.001

Table 9. Paired-samples t-test for accuracy of Proxy CS training and test set

Paired sample Paired-samples T-test result of proxy CS

Training Set Test Set
t-value df p-value t-value df p-value

RDT - J48 1.14679 9 0.281 −0.17048 9 0.86840
RDT - RT 3.57798 9 0.006 −0.26770 9 0.79496
RDT - NB 17.11172 9 p < 0.001 2.67605 9 0.02537
RDT - RS 10.57826 9 p < 0.001 9.72821 9 p < 0.001
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5 Conclusions

This research is an accomplishment of different ML techniques for prediction of
pre-fetched objects mainly for IrCache, UTM blog data and Proxy CS datasets. Hence,
this research determines the predictor that provides the highest accuracy with different
datasets. Based on the result, the hybrid techniques RDT produced a better result
compared to RS single-alone technique with any feature selection. However, the
algorithm with the highest accuracy is J48. In addition, it is supported with the lowest
value of STD which value is nearest to 0, indicating the lowest error occurrence among
other ML techniques. Moreover, there are evaluations by another performance metrics
to support the results of accuracy and averagely provide good result values. Hence, we
propose J48 algorithm to be applied in Mobile Cloud Storage (MCS) as a future work.
The result will be evaluated by comparing it with traditional MCS and MCS that
applies rules based on J48algorithm called MOBICS. Due to this situation, we propose
that the future work provides an intelligent MCS that produces more effective pre-fetch
without useless data; hence, the work increases the performance in prediction of
pre-fetched objects even on big data.
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Abstract. In the field of remote sensing, the value of the large number of hyper
spectral bands during classification is well documented. The collection of labeled
samples is a costly affair and many semi-supervised classification methods are
introduced that can make use of unlabeled samples for training. Due to the nature
of these images, high dimensional spectral features must be distinctive with
preservation of absorption band in mineral mapping. We propose the method in
which we consider the band parameters of the spectral data combined with the
neighborhood spatial information for mineral classification using Active Label-
ing to compensate for the lack of a large number of labeled samples. Here we
demonstrate that by using these parameters for classification in conjunction with
their spatial information, higher accuracies can be achieved during classification.

Keywords: SVM � RF � UV/VIS � MLR � RBM � EM � AL-MS � MLP

1 Introduction

In pattern recognition, classification of Hyperspectral images is used for discrimination
and identification of minerals present on the surface. In this application, unique spectral
signatures provide the recognizable feature corresponding minerals. Regarding this, a
lot of research on machine learning comes to the light like SVM, RF, logistic
regression etc. [1, 2, 3, 7]. These algorithms are under experimental observation as
lunar data are collected at different instances and corruption level of space weathering
is unpredictable in real scenario. The lunar surface is mainly made up of very few
minerals including feldspar, pyroxene, olivine and ilmenite [14] which can be detected
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with the use of hyperspectral images as they are sensitive to visible and infrared
spectroscopy. Presence of silicate and ilmenite has been detected in Clementine data set
obtained in 1994. The distribution of major lunar silicates was mapped based on a
radiative transfer model. Once the composition of the minerals on the lunar surface was
studied and documented, various methods were used to classify the spectral signatures
and extraction of end members from hyper spectral data. In study of abundance
mapping, several kinds of feature vectors are entertained according to their distinctive
nature. In [5], several band parameters are introduced on the UV/VIS data processing.
The parameters observed in the above study include, band strength values which are
calculated from 1000/750 nm ratio. Band strength values are high for rocks with low
ferrous absorption and high weathering. Band Curvature is measured along the 750
−900−1000 nm range and high curvature indicates presence of orthopyroxene. Band
tilt find the presence of clinopyroxene when it is high.

However, these parametric studies suffer from impurity in pixels due to the limi-
tation of our satellite configuration. The high spatial resolution can only assure of a
single mineral at each pixel. Naturally, the task of labelling of mixed pixels become
challenging during unmixing. As a consequence, the accuracy in proper labelling of
minerals becomes an attentive research area. In this regard, the idea of active learning is
very efficient to train a classifier on a small set of well-chosen samples. In this way, it
can generalize the classification performance on the randomly chosen large data sets. In
the literature, researchers mainly come up with three kinds of methodology: committee
based, large margin based and posterior probability based active learning [7] for
choosing the unlabelled data sets. In [8], Maximum Likelihood and Binary Hierarchical
Classifier are implemented to get the classified hyper spectral data set using active
learning approach. Unsupervised method of learning helps explore new findings on the
investigation area. To acquire this achievement, a lot of semi supervised methods draw
remarkable results in research. Jordi Munoz-Mari et al., introduces a semiautomatic
procedure for selection of unlabeled samples that begins with the construction of a
hierarchical clustering tree to find the most informative pixels with respect to the
available classes [9].

In active learning, the cost of acquisition of labelling is not same for the data set at
all times practically. Spatial dependency plays a key role in this context. In [10], a time
bound regarding the cost of labelling of individual pixels is introduced. This paper
outlines a method that relies on three variables: the cost of labelling a single point, the
speed of the labeler’s vehicle and the maximum time allowed per iteration. The spatial
distribution of datasets also influences the classification accuracy in active learning. In
[11], Mr Li et al., presents the effects of class imbalance in data sets to predict the
unlabeled data and uses the Multinomial Logistic regression (MLR) via Logistic
Regression with augmented Lagrangian in the learning stage. The data distribution
should be learned from both spectral and spatial information to initialize the labelling
phenomenon. Owing to this information, Jun Li et al., in [12] introduces loopy belief
propagation for finding the marginal probability distribution. This work motivates
authors to take into consideration the spatial information into the active labelling stage.
The active labelling strategy is also studied with RBM in [4]. The randomness in
selecting active samples, should also consider the spatial neighborhood information of
the datasets.
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This paper is organized as follows. Section 2 contains the information regarding the
area under study. Section 3 states the basics and a description of our implementation
strategy for active learning in our approach. In Sect. 4, the problem statement is defined.
The following Sect. 5 shows the details for the implementation of our proposed
approach. Section 6 discusses the results obtained during the experimentation done on
the specified data sets. Finally, in Sect. 7 the conclusion with a future work is discussed.

2 Study Area

The Moon Mineralogy Mapper (M3) is reflectance spectrometer which is used for
mapping and analyzing lunar surface [6]. It is configured with a spatial resolution of
140 to 280 m/pixel, across a 40 to 80 km swath. Spectral data were collected across 85
channels between 460 and 2980 nm at a resolution of 20 nm (from 750 to 1550 nm)
and 40 nm (from 460 to 700 nm and 15802980 nm) and later all spectrums were
smoothed [16]. This data set is available at http://pdsimaging.jpl.nasa.gov/data/m3/
CH1M3_0004/DATA/20081118_20090214/200901/L2/. Photometrically and ther-
mally corrected Level-2 data are used in this paper. A subset of image obtained from
Planetary Data Archive (PDS) of size 1000 � 300 � 83 is used.

3 Active Learning

Let train X ¼ xi; yif g be the set of training samples where xi 2 train X feature set and
labels yi ¼ 1. . .train Nf g where train N is the length of the training set. Also
active X ¼ axif g be the set of active samples where axi 2 active X and length of
active X is equal to train N.

Let n in be the number of features in the samples, pretrain epochs be the number
of pretraining epochs, n epochs be the number of epochs for training the active
samples and pretrain lr and lr the learning rate for pretraining and active samples
training respectively. n add is the number of active samples that are chosen every
epoch to be added to the training set.

Active Learning is a semi supervised method in which a selection of the most
suitable samples from an unlabelled data set is added to the training data set. Avail-
ability of a large number of labelled samples for remote sensing compared to unlabelled
samples is very low. In order to make use of these massive data sets of unlabelled
samples in the training process, we can employ semi supervised learning methods that
use these samples in order to fine-tune the weights of the network.

Active Labelling [4] specifies three methods in which the uncertainty of unlabelled
samples can be calculated in order to select the most suitable samples. One of the three
methods involves calculating the difference between the highest two classification
scores for all the active samples and then choosing a specified number of samples with
the least difference i.e. the highest uncertainty during classification. By choosing the
most uncertain samples as predicted by the pre-trained network, we ensure that we are
not choosing samples that only reinforce what the network has already learnt well
during pre-training.
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By choosing the most uncertain samples, we make sure to better the generalization
of the network during testing. The learning rate during the training of the active
samples is kept higher in order to learn the features faster as the number of samples is
lower compared to the number of original training samples. The number of epochs of
training with the active samples is kept lower compared to pre training in order to
reduce the impact of propagation of error from the originally trained network into the
final network. The variation of these two parameters during training can result in an
impact on the classification accuracy that depends on how low the error rate is of the
original network that was pre-trained.

4 Problem Statement

In mineral mapping, machine learning algorithms must assign the class label corre-
sponding to minerals with proper distinctive features. On the lunar surface, the com-
positions of rocks are most of the time influenced by the mixtures of feldspar, pyroxene
(orthopyroxene and clinopyroxene), olivine, plagioclase and ilmenite [15]. Most of
these minerals show specific absorption bands near 1000 nm and 2000 nm. These
parametric values lose their uniqueness in data sets most of the time due to several
kinds of noise. The label information also may be corrupted from the presence of mixed
pixels in the investigation area. Because of these difficulties, it is very necessary to get
the optimal training feature set for machine.
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5 Proposed Methodology

As discussed in the previous section, we propose that the neighborhood weighted
spatial mean features are computed and added to the band parameters feature vector for
better classification accuracies. The active learning is carried out with these combined
feature set.

5.1 Band Parameter Estimation

The entireM3wavelength region is divided into two regions: namely the 1000 nm region
and 2000 nm region. Around these area band parameters are calculated. Band Strength
(BS) is defined as the area of highest reflectance value in a given region. Band Center
(BC) is defined as the wavelength at which peak absorption occurs. Band Area(BA) is
defined as the area under the curve represented by a given region. Area is obtained by
performing trapezoidal integration by taking M3 wavelength on the x-axis and reflec-
tance values in the y-axis. Band Area Ratio(BAR) is defined as the ratio of areas of
2000 nm to that of 1000 nm region. These parameters are calculated for both regions.

5.2 Initial Labeling Using EM Clustering Algorithm for Supervised
Learning

Expectation–maximization (EM) algorithm is used iteratively method to find maximum
likelihood or maximum a posteriori (MAP). It is a natural generalization of maximum
likelihood estimation of the incomplete data case which is used for initial labeling in
this case. A feature vector comprising of Band Strength, Band Center, Band Area for
both the areas and Band Area Ratio as features is given as an input to the Expectation
Maximization algorithm (Fig. 1).

Start

Input: Spectral Features

Band Parameters Estimation

EM clustering algorithm

Labeled output

Stop

Fig. 1. Flowchart of initial labelling
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5.3 Addition of Spatial Information to Band Parameters

The neighborhood spatial features for the calculate band parameters are computed for
each pixel and added onto the feature vector in order to help increase classification
accuracy. The inclusion of spatial features results in greater accuracy as seen in [12].
The spatial features are extracted using weighted mean of the surrounding pixels using
the following formula:

pixel x½ � y½ � ¼ pixel x½ � y½ � � exp � i2 þ j2
� �

=2rS
� � � exp � pixel i½ � � pixel j½ �ð Þ2=2rR

h i

ð1Þ

where i and j move from 0 to window size and rS and rR are set to 0.1 and 0.8
respectively.

5.4 Algorithmic Flow of Active Learning

The band parameters augmented with the surrounding spatial features is first computed
for both the training and the active sample set. The network is then pretrained with the
provided training set in order to initialize the weights. Fine-tuning is then carried out
using the active samples selected using AL-MS [4] selection criteria that adds nadd
samples onto the training set every iteration. Using these added samples, the network is
trained again with a lower learning rate in order to avail the information from the added
samples while maintaining the accuracy of the underlying network (Fig. 2).

For every epoch

Predict Xu

Select most uncertain 
n_add samples

Add samples to training 

Predict the testing set 

Pretrain the network with 
Xt

Fig. 2. Flowchart for active labelling
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6 Experimental Study and Results

The investigation area is studied by Shivakumar et al. [13]. The result shows that Low
Ca-Pyroxene, Plagioclase and the composition of (Olivine + Plagioclase) are present.
The presence of Olivine composition indicates the hydrous phase in magmas.

For the experiment of active learning, 3 different sets of training and active sample
sets are chosen in the following manner, as represented in the image below. This
selection helps to generalize the learning in terms of both spectral and spatial
information.

(1) 1200−1260 and 480−540
(2) 1380−1440 and 360−420
(3) 1140−1200 and 480−540

The above three sets are used to train the network and the entire set of 1500 X 300
samples is used for testing. Each of the training and active samples contain 60 X 300
samples each (Fig. 3).

Fig. 3. Dataset partitions
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6.1 Experimental Setup

In the experiment, the proposed methodology is implemented using a Multilayer
Perceptron (MLP) with a single hidden layer with a multinomial logistic regression as
the last layer for classification. The number of input features is 8 (band parameters) and
the only hidden layer contains 7 nodes. C-support vector classification (gamma =
0.001 and C = 100) variant of SVM with an rbf kernel is also used to provide a
comparison point for the accuracy of our network. The data set is classified using the
above mentioned partitions of the data sets using SVM, MLP and MLP with the
addition of spatial information along with Active Learning.

6.2 Results and Discussion

We can observe that the distribution of classes among each of the data sets is as follows
(Table 1).

Table 1. Classwise distribution in the dataset

Data set Class 1 Class 2 Class 3 Total

Training set1 9115 7722 1163 18000
Active set1 12404 4650 946 18000
Training set2 8677 8786 537 18000
Active set2 11662 4973 1365 18000
Training set3 9356 7030 1614 18000
Active set 3 11662 4973 1365 18000
Testing set 262243 153150 34607 450000

Table 2. Parameters during classification

pretrain_epochs 400
n_epochs 200
pretrain_lr 1
lr 4
n_add 45
n_in 8
n_out 3
windowX and windowY 3
rS 0.1
rR 0.8
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Using the above selected samples (Table 1), we obtained the following results.

From Table 3, by adding spatial data along with the spectral information from the
neighborhood pixels, classification accuracy increases. In further experiments, the
authors found that subtle increases in classification accuracy can always be noticed
whether in the overall or class wise prediction accuracy for other portions of the data
set. Any increase in the active samples, epochs or the learning rate used for the same,
caused the classification accuracy to decrease. With an increase in the number of pre
training epochs, the classification accuracy rises across the board but the advantages of
adding spatial information becomes less noticeable. Active Labeling is implemented
for the spectral + spatial data sets where 45 X 200 samples are added to the training set
by the end of the training. There is also a noticeable increase in accuracy by adding
only a subset of the active samples when compared to adding all the samples.

7 Conclusion

In the present era of research in active labeling for classification of hyperspectral
imagery, this paper shows that the addition of spatial neighborhood information to the
spectral band parameters increases accuracy either class wise or overall. Active
Labeling as implemented is successful in the usage of unlabeled samples for semi
supervised classification of data using a pretrained network with a set of labeled
samples. In future, different methods for selection and extraction of spatial information
from hyper spectral data and their impact on the classification accuracy need to be
studied.

Table 3. Classification accuracy for each of the sets

Data set Class 1 Class 2 Class 3 Overall

Spectral 1 -SVM 95.77 85.15 86.11 91.41
Spectral 1 - MLP 94.96 90.42 87.21 92.82
Spectral + Spatial 1 + AL - MLP 95.70 94.77 82.43 94.36
Spectral 2 - SVM 96.52 82.26 83.44 90.66
Spectral 2 - MLP 96.17 88.58 85.75 92.79
Spectral + Spatial 2 + AL - MLP 97.38 91.96 84.93 94.57
Spectral 3 - SVM 97.95 84.89 88.21 92.76
Spectral 3 - MLP 95.91 90.62 87.23 93.44
Spectral + Spatial 3 + AL - MLP 96.36 92.02 90.39 94.42
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Abstract. In various RFID application scenarios, RFID generates real-time and
inherent unreliable raw data continually, which contain valuable enterprises
business event. How to detect valuable event from RFID raw data has becoming
a key issue. A Rete-based RFID complex event detection method called
R2CEDM is proposed. Firstly, a_detecting net is established to detect all attri-
bute of RFID primitive events in R2CEDM. Then b_detecting net is used to
assemble RFID events into RFID complex events with the business rules, and
concerned RFID complex events is obtained. The comparative experiments
show the proposed R2CEDM can effectively improve the processing efficiency.

Keywords: Complex event detection � RFID � Rete � Rule match

1 Introduction

RFID system consists of tags, readers and management information systems. RFID is a
non-contact automatic identification technology, which has some characteristic such as
batch identification, fast mobile identification in comparison with the barcode. In recent
years, RFID technology has been widely used in logistics, transportation, medical,
agriculture, animal husbandry, special materials management, manufacturing lines and
other fields [1]. In various application scenarios, RFID system will generate vast
amounts of real-time raw data continually. Although these raw data contain valuable
enterprises business event, they are difficult to be used directly by enterprises appli-
cation system. There are also redundant, incorrect and other characteristics in the RFID
raw data [1–3]. How to detect enterprises business logic events from RFID raw data,
which are concerned by enterprises, has becoming a key issue that must be solved in
RFID application system [4]. Event is a meaningful change in the system, or an
occurrence of the interested content, such as a RFID reading process in the RFID
system. In general, the RFID events can be classified into RFID primitive event and
RFID complex event [5].

RFID event process is shown in Fig. 1 [6]. Through the data cleaning from event
filter, the redundant and erroneous RFID primitive events have been removed. Then,
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RFID complex event can be detected through RFID event aggregation according to the
business logic rules, and actively inform to the business system such as WMS,
ERP. RFID complex event detection is the key for RFID event processing, which
directly affects the application of RFID system.

RFID complex event detection is an important topic in RFID application system.
Now, there are some popular RFID complex event detection methods such as finite
automata-based methods [7], matching tree-based methods [8], directed graph-based
methods [9] and Petri net-based methods [10]. In the actual application scenarios such
as manufacturing process, these objects such as materials, products, personnel and
location are composed of many logical attributes. In addition, these objects always will
extend some other attributes at any time as needed. When determining the concerned
complex events, the user must decide several attributes and make their range as the
detection rules. However, it is difficult that how to directly determine which kinds of
primitive events are interested in, then we need to detect the attributes of each primitive
event to determine whether it meets the rules.

Focusing on multi-attribute detection scenarios for RFID primitive events, this
paper proposes a Rete-based RFID complex event detection method called R2CEDM,
which expands attributes of primitive event. The aim of this method is to do as follows:

(1) To extend object attributes for primitive events and do complex events detection.
Extending all their attributes of the primitive events, and then transferring them to
do complex event detection.

(2) To create an event detection network. Firstly, finding out the primary component
events with detecting the attributes of input events. Secondly, generating parent
events continually from Rete network. Finally, outputting the target complex
events.

2 RFID Complex Event Detection Model

The primitive event is defined as PE = <OID, RID, T> [2] in traditional studies, but
the definition is unsatisfied in actual application environment and cannot be used
directly in complex event detection. Take a manufacturing workshop for example,
managers are interested in all events which batch number is “M20160923”. When the
complex event detection system receives a primitive event <O1, R1, t> , it can’t
determine whether the object O1 belongs to the batch of “M20160923”, unless we
query all objects of the batch “M20160923” in the database.

Fig. 1. RFID event process
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In most scenarios, the complex event detection mainly focuses on those events,
which are about a type of objects or happen in a region or period, rather than an
individual, which is uniquely labeled by an OID. Moreover, the biggest drawback
about focusing on the individual will generate a huge number of complex events, which
are not all interested by the actual application. Therefore, in order to be more suitable
for RFID complex event detection system in real scenario, this paper proposes
expanding primitive event to expansion primitive event.

Definition 1: Expansion primitive event. EPE = <TypeID, O, R, L, T> , where
TypeID is an identification of the expansion primitive event. O, R, L and T are defined
as follows.

Definition 2: Monitor object. O = {OID, a1, a2, …, an}, where O denotes a finite
attribute set of RFID tag object, and its content can be increased or decreased on
demand. OID denotes the object’s unique identification (OID as a default tag data), and
a1, a2, …, an denote the other attributes of the monitor object. OID is the key of this
data field, expressed as O.ID = OID.

Definition 3: RFID reader. R = {RID, ReadPointID, a1, a2,…, an}, where Rdenotes a
finite attribute set of RFID reader, and its content can be increased or decreased on
demand, RID denotes a unique identification of the reader, ReadPointID is used to
associate the incident locations of events, and a1, a2, …, an express other attributes of
the RFID reader. RID is the key of this data field, expressed as R.ID = RID.

Definition 4: Incident location of event. L = {ReadPointID, BusinessLocationID, a1,
a2, …, an}, where L denotes a finite attribute set of incident location of event, and its
content can be increased or decreased on demand. ReadPointID denotes the identifi-
cation of physical reading position. BusinessLocationID denotes the location identifi-
cation specified by the upper system. And a1, a2, …, an denotes other attributes to
incident location of event. ReadPointID is the key to incident location of event,
expressed as L.ID = ReadPointID.

Definition 5: Event time. T = {Timestamp, a1, a2, …, an}, where T denotes a finite
attribute set of event time, and its content can be increased or decreased on demand,
Timestamp is defined in primitive event PE, and a1, a2, …, an denotes other attributes
of event time. Timestamp is the key to event time, expressed as T.ID = Timestamp.

In the definition of PE, the location of fixed RFID reader is treated as the incident
location of event, but actually, this has the following three questions:

(1) There may have multiple readers at the same location.
(2) Without being specified explicitly, the reader located between two areas cannot

judge where the object with tag enters into.
(3) The reader is moving in control scene, so it may read the tag in many locations not

just one.

Therefore, we propose to define L separately. In practical applications, to solve the
above problems is to read the “location tag”. When the reader’s location changes, the
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reader can read the location tag, which is previously fixed on a specified object, to
update the associated relationship between RFID reader and incident location of event.

We can do complex event detection after expanding PE to EPE for the processing
object. The R2CEDM model is shown in Fig. 2.

3 R2CEDM

The complex event consists of component events according to certain rules, so it is
suitable to Rete algorithm, which is widely used for rule-based system. The main idea
of Rete algorithm is as following: Firstly, to do routine detecting in a net. Secondly, to
do detection and combination to these data arriving b net. Finally, to output rules which
are triggered. EPE is also need to detect attributes and judge primary component event
where it belongs at first, do combination to triggered primary component event with
rules, and generate triggered target complex event at last. Consequently, we propose a
Rete-based RFID complex event detection method.

3.1 R2CEDM Network

R2CEDM network consists of two stages, attribute detection and event logic rela-
tionship detection. Attribute detection, called a net, detects attributes of O, R, L and T
in EPE to determine whether it matches the attribute constraint of the primary com-
ponent events of target complex event. Event logic relationship detection, called b net,
detects to determine whether it matches the logic relationship between primary com-
ponent events of target complex event for the EPE from a net.

Fig. 2. RFID complex event detection model
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Let’s take the event rules of SASE language [11] described as Table 1 for example
to illustrate and show the structure of R2CEDM network shown in Fig. 3.

Table 1. Example of SASE described target complex event

Event_Description Remarks

Rule 1 EVENT ANY(2;A,B,C)
WHERE (A.O.model = B.
O.model)[
(B.O.model = C.O.model)[
(A.O.model = C.O.model)

ANY(2;A,B,C) represents the complex event that any two
occur in events A,B and C.

Rule 2 EVENT OR(A,B,C)
WHERE A.L.BLid=’assembly
line’[B

Rule 3 EVENT SEQ(AND(A,B),C)
WHERE (A.O.size > B.size)\C.
O.model=’TX125’
WITHIN 10 min

Rule 4 EVENT NObserve(AND(A,B);3)
Rule 5 EVENT TNObserve(A;6;tbegin,

tend)

Fig. 3. The example of R2CEDM network
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Because there need to record and transfer intermediate results of detection in b net,
we define an event_token structure to illustrate R2CEDM algorithm.

Definition 6: Event_token. It is an event flag to record and transfer intermediate results
in a memory and b memory. Event token ¼ Component event List; Eventð
DescriptionÞ, where Event_Description denotes complex event expression with SASE
language [11], Component_event_List denotes recording the entering component
events and their attributes in WHERE clause of Event_Description and discarding
attribute values which are unconcerned.

3.2 The Steps of R2CEDM Algorithm

As shown in Fig. 4, the steps of R2CEDM algorithm are as following:

(1) To execute b net to construct b_construct: querying rule configuration database,
constructing b net, and generating b_node.

(2) To execute a net to construct a_construct: constructing a net according to attri-
butes of O, R, L and T in information database, generatingarea_node, attribute_-
node and value_node, establishing connection between value_node and
corresponding a_node.

(3) To execute a_Detecting algorithm of a net: waiting the input of EPE, calculating
primary complex events triggered by EPE.

(4) To execute b_Detecting algorithm of b net: waiting event_token output by
a node, calculating whether there are rules to be triggered.

The difference between Rete algorithm and traditional RFID complex event
detection is as following: Every input processed by Rete is statement and has a single

Fig. 4. R2CEDM algorithm flow chart
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attribute that has a unique value. However, RFID events need to detect every attribute
of each data area, compare every value to determine which type of event it belongs to.
Based on the comparison above, it is important for R2CEDM to optimize a_Detecting.

3.3 b_Construct Algorithm

b_construct algorithm works as follows: Taking out the rule from rule database one by
one, constructing b net, a node and a memory according to EVENT clause, WHERE
clause and WITHIN clause of the rules, and determining the event_token structures of
a memory and b memory.

3.4 a_Construct Algorithm

3.4.1 Algorithm Description

Process description: Creating attribute_node and value_node according to the attri-
bute which appears in the event_token’s WHERE clause of a node, and establishing a
connection between a node and value_node.

Initialization:

(1) Generating root_node and 4 area_node of O, R, L and T respectively.
(2) Constructing Hash mapping between root_node and area_node.
(3) Using constraint to represent a comparison condition of WHERE clause.

3.4.2 Algorithm Steps

Step 1: To take out the next unprocessed node ai 1� i� 4ð Þ. If ai ¼ null, it
represents all a node have been disposed, then go to step 6. Else, go to step 2

Step 2: To take out the next unprocessed constraintj 1� j� ai:compare conditionð
countÞ in ai. If constraintj ¼ null, it represents all attribute constraints of ai
have been disposed, iþþ, then go to step 1. Else, go to step 3

Step 3: To take out an unprocessed attribute constraint constraintj in ai. If the
attribute of constraintj is not in a net which has constructed, we need to
construct a new attribute node required by constraintj. Construct Hash
mapping between attribute node and corresponding area node, and let
attribute node:a relate set ¼ aif g. Else, let attribute node:a relate set ¼
attribute node:a relate set[ aif g. Then, go to step 4

Step 4: If the attribute value required by constraintj is not in a net, we need to
construct a value node for the attribute value, connect ai, construct Hash
mapping between attribute node and its value node, let value node:a
relate set ¼ aif g. Else, let value node:a relate set ¼ value node:a
relate set[ aif g. Then, go to step 5

Step 5: j++, go to step 2
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Step 6: For all attribute node, sorting the values of attribute node:value
node count descending, if the value of attribute node:value node count
is equal to attribute node, sorting descending according to the value
attribute node:a relate setj j, and outputting Sequence attribute node to
end a_construct

3.5 a_Detecting Algorithm

a_Detecting in R2CEDM algorithm is based on bidirectional reasoning of production
system: Firstly, reasoning from the attribute values of EPE to a node. Secondly,
selecting appropriate time to do verification from the alternative targets a node set
Set target að Þ, whose range has been narrowed, to the attribute values of EPE to find
the triggered primary complex event quickly. This a_Detecting algorithm avoids
comparing each attribute of EPE or every rule.

So, there are two problems in a_Detecting: One is how to greatly reduce the
number of target a node by less comparison times. The other is when reverse rea-
soning starts.

For the first problem, we detect an attribute value of EPE in a net. To choose a
corresponding attribut node to do Hash mapping for an attribute value of EPE to see if
it can hit the corresponding of the attribut node. Assuming the hit rate of each
value node is roughly equal. If we compare the attribute value of this attribut node in
EPE at first, the greater the number of value node, the greater the probability of being
hit, and the more a node related by value node which is not hit being ruled out at the
same time. Even if not being hit, it also can directly rule out all a node related by this
attribut node. So the target scope is narrowed quickly. If we compare those
attribut node whose quantity is small in value node at first, not only the smaller the hit
rate, but also the less the irrelevant a node being ruled out. The target scope is
narrowed slowly. By the same token, it also can narrow the scope quickly to compare
this attribute item at first whose attribute node:a relate setj j is greater. So a_detecting
compares those attribut node that the quantity of arewaa node is greater and the value
of attribute node:a relate setj j is bigger at first. In addition, the ID value of a data area
can uniquely determine all the other attribute values of this data area, therefore, if the
ID attribute value of an EPE is hit, the EPE’s other attributes can no longer be detected.
This can greatly avoid unnecessary comparison and reduce detection times.

For the second problem, the paper proposes that we should set different inputs to
different rules and amend the opportunity according to the actual situation. It is not
always high efficiency to set a fixed bidirectional reasoning conversion opportunity. So
we use configurable parameters d in a_Detecting algorithm to set when the event
detection process satisfies the Eq. (1), we can start backward reasoning. In Eq. (1),
a node:wait fulfil constraint denotes the number of constraint to be compared in
a node of detection process, and EPE:wait check attribute node denotes the number
of attributes to be compared in EPE of detection process. That is to say, when the
number of attributes to be compared in default rules is less than the number of input
attributes in EPE, we can start backward reasoning.
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X Set target aj j
m¼1

a nodem:wait fulfil constrait\
1
d
� EPE:wait check attribute nodeðd� 1Þ ð1Þ

a_Detecting Algorithm description is as following.
Process description: according to the sequence of attribute nodes in Sequence

attribute node ,detecting the attributes of EPE in the sequence to narrow the target
scope, when the Eq. (1) is satisfied, reversely detecting attributes of EPE putting the
target a node as the starting point to make those a node active.

Input: every attributes of EPE.

Output: Set target a, whose event token is output by the a node to corresponding
b node.

Initialization:

(1) To let a net:a node count denote the total number of a node in a net. EPE:
wait check attribute node ¼ Sequence attribute nodej j, where Sequencej
attribute nodej denotes the number of elements in the attribute of the queue.

(2) To let Set target a ¼ Pa net:a node count

j¼1
aj

� �
denote the set of alternative target

a node, where Set target aj j denotes the number of elements of alternative target
a node.

(3) To let a node:constraint count denote the number of attribute constraint condi-
tion of a node.

(4) To let SEQ wait check attribute node denote the attribute node queue to be
compared and SEQ wait check attribute node ¼ Sequence attribute node.

(5) To generate the ID attribute queue ID node list according to the sequence of the
ID attribute in each data area of O, R, L, T in SEQ_wait_check_attribute_node.

3.6 b_Detecting Algorithm

Because b_Detecting algorithm is not the emphasis of R2CEDM, we simply expound
the work process as follows: To b-node whose input comes from a_node, to detect the
constraints of EVENT clause, WHERE clause and WITHIN clause of b-node. To
record the input of the satisfied constraint. If the event_token in b-node is activated,
outputting down to trigger the father b-node to do the same detection, and traveling all
b-node which has received input until the target complex event is output.

4 Experiment

R2CEDM is for multi-attribute detection scenes of RFID primitive event, and optimize
algorithm for event detection at the primary complex events stage of attribute detection.
So one of the core of R2CEDM is a_detecting algorithm. Generally, the multi-attribute
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procession is not considered by the complex event processing mechanism. Therefore,
we treat each EPE to be detected as a simple primitive event in the experiment. In this
condition, we do the performance test for optimized a_detecting algorithm, and
compare it with non- optimized a_detecting algorithm. Experimental platform are as
follows: Inter (R) Core (TM) 2 T5500 1.66GHZ, 1.5 GB RAM. Win-
dows XP. JRE1.6.0 compiler environment.

To set there are 200 attribute items at most in the data areas of O and R of EPE, 80
and 20 attribute items in the data areas of L and T of EPE respectively. 60 primitive
complex events are averagely divided into 3 groups A, B and C, that each contains 4, 3,
2 attribute constraints and has 20 events respectively. Group A is divided equally into 5
parts, that each contains 4 to 0 attribute constraints and has 4 events respectively.
Group B is divided equally into 4 parts, that each contains 3 to 0 attribute constraints
and has 5 events respectively. Group C is divided into 3 parts, and each has 5, 5 and 10
events. To set each attribute has the range of 100 discrete attribute values, meanwhile to
randomly set the constraint value of primary complex events.

As shown in Fig. 5, the optimized a_detecting algorithm has certain advantage
comparing to non-optimized a_detecting algorithm, and with the increase in the
number of expansion primitive events, the advantage of optimized a_detecting algo-
rithm in efficiency increases gradually. The experiment result shows that a_detecting
algorithm has the feasibility, and has improved the computation efficiency.

5 Summary

With the wide application of the RFID technology in various industries, the efficiency
of RFID complex event processing will be a key issue. Taking manufacturing enter-
prise environment as the background, this paper proposes a Rete-based RFID complex
event detection method called R2CEDM, using expansion primitive event and Rete

Fig. 5. The comparison of optimized and non-optimized a_detecting algorithm
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algorithm to do complex detection. The core of the R2CEDM is a_Detecting. On the
attribute detection stage of R2CEDM, we use the method of rapid narrowing the scope
of the target nodes and bidirectional reasoning to improve the efficiency. Experiment
shows that the optimized algorithm have improved the processing efficiency and
reduced the processing time.
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Abstract. With the increasing interest of social media usage among the stu-
dents, we are motivated to integrate this informal mode of socialized learning
environment into the formal learning system to engage students for their
learning activities. The existing Learning Analytics (LA) focused only on
analyzing formal data obtained from controlled online learning environments
and the social connections and learning experience of students are not analyzed.
The expected output for this proposed work is a SNS-integrated Virtual
Learning Environment (VLE) named Shelter which provides formal and
informal learning for any subject domain area. User testing is conducted and
both informal and formal data are stored and elicited from Shelter to investigate
the impact of this data combination for more insightful LA results.

Keywords: Learning Analytics (LA) � SNS-integrated VLE � Formal �
Informal

1 Introduction

In the traditional learning environment, there exists lacking of fair monitoring on all
levels of students by the educators due to time and learning technology constraint. To
overcome these limitations, there has been an increasing number of Virtual Learning
Environment (VLE) developed and used to facilitate the learning and teaching activ-
ities. However, the engagement of learners to use the learning system is always a
challenge as they are easily distracted, lack of motivation and interest. The factors
which contribute to the problems are mainly the availability of the learning resources in
the system and the lack of interactive components. With the increasing of social media
usage among the students, we are motivated to integrate this informal mode of
socialized learning environment into the formal learning system to engage students for
their learning activities. The existing Learning Analytics (LA) process has focused
mainly on analyzing formal data gathered from learning management systems,
face-to-face learning or controlled learning environments [1–4]. The social connections
and learning experience of students are not discovered and being analyzed. On the
other hand, the existing social networking sites are mainly focusing on communication
and socialization aspect and learners only utilize some of the features such as chatting
to facilitate their learning process. Also, not all students are active in social networking
sites to expose their feelings and thoughts. For the existing literature on mining social
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media data (informal data) proposed by [5], LA is only being performed on informal
learning environment with social networking sites (i.e. Twitter) whereby student-posted
content is directly analyzed from uncontrolled spaces on the social web to understand
students’ learning experiences. No analysis has been done so far on the combination of
both formal (student academic performance) and informal (social network services)
data.

With the motivation as stated, we are developing a SNS-Integrated VLE, Shelter,
which facilitates both formal and informal learning with the aim to increase learning
interest and engagement. The impact of combining formal and informal data to be used
for performing LA will be evaluated and analyzed. Few general goals are specified to
derive the experiments design for performing LA: to predict student performance, to
identify student which needs assistance or at risk of failing a particular course and thus
affecting study duration, to understand learning experience/behavior and to discover
social connections. The following sections describe our work as such: Sect. 2 explains
the motivation of proposing a SNS-Integrated VLE and reviews on LA and educational
data mining. Section 3 includes the literature on related works on LA. Section 4
reflects the stages of work and proposed solution. Finally, we conclude our proposed
work in Sect. 5.

2 Learning Activities in SNS-Integrated VLE

The main limitations of VLE include lack of personalized control for learners over
learning process and collaboration manner between learners and educators [6]. A VLE
with Web 2.0 in a university environment which includes adaptation and adoption of
few types of SNS was developed by [7]. [8] is a “revolutionary social learning platform
that integrates learning content, assignment tracking facilities and social learning”. [9]
presented a socialized learning system whereby it allows educators to perform tasks
such as tracking attendance, grades and performance. [10] proposed an e-learning
application which is able to work with Google Applications. It has the quality factors of
ease-of-use and fun to interactive with. Besides, [11] presented an online learning
system and a social network environment that enables institutions to conduct an online
academic program. There is a need to implement new assessments, faculty course and
syllabus redesign and communication channel between educators and students. The
data sources for all these activities can be gathered and analyzed from student learning
activities [12].

LA and mining techniques analyze data generated in learning systems to under-
stand students’ learning behavior and consequently generating suggested decision
making ideas [13]. Educational Data Mining focuses on applying “clustering, classi-
fication and association rule mining” to facilitate educators and students in analyzing
learning activities [14]. According to [15], LA refers to “the analysis of a wide range of
data produced by students in order to assess academic performance progress and
predict future performance”. [16] explained that LA uses intelligent and
learner-produced data as well as analysis models to predict on learning and to discover
information and social connections. LA is used for predicting and modelling learner
activities in [17] and this facilitates adaptation or integration into existing learning
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content or services. LA is used to increase student retention, improve student success
and identify the flows or learning process [18]. The data sources for LA consist of
formal or informal [19] whereby in informal environment, data is being extracted from
social networks. For our type of data sources, we are extracting from our proposed
VLE, Shelter, which has both formal and informal data captured.

3 Related Works on Learning Analytics

A system named “Signals” that analyzed student performance data from Blackboard
course system was created by a group of researchers at Purdue University [20]. LA
support educators in the continuous process of improving quality of their teaching
content or materials and to improve students’ learning interest and performance [21].
[22] presented a LA framework for 3D educational virtual worlds that focuses on
discovering learning flows and by using processing mining approach, the conformance
can be checked and verified. [23] proposed different components for LA in order to
help learners to improve their learning achievement continuously through an educa-
tional technology approach. [24] presented a cloud-based assessment tool called
Learning Analytics Enriched Rubric (LAe-R) which is integrated into Moodle. [25]
introduced time and students’ perceptions as important predictors of actual perfor-
mance in their study. Machine learning and statistical analysis techniques are applied to
examine the effect of students’ response time on the prediction of their learning per-
formance [26].

Social Learning Analytics (SLA) gathers data from online learning activities and
focuses on social activity engagement process. The interaction process includes mes-
saging, friending, tagging or rating [27]. Interaction process can be reflected through
our SNS-integrated VLE, Shelter, and it also better justifies our motivation to embed
social communication components in our formal learning environment. SLA utilizes
the data generated by learners’ online activity to identify behaviors and patterns within
the learning environment [28]. [29] proposed a e-learning analytics framework for
asynchronous discussions where the interaction data is collected and to compute
indicators for analyzing the teaching style and behavioral patterns of online asyn-
chronous interaction. [30] proposed a set of services for the lecturer to evaluate the
learners’ progress and thus allowing the evaluator to easily track down the learners’
online behavior. [5] extended the data scope of learning analytics to include informal
twitter data. They also extended the understanding of students’ experiences from stu-
dents’ academic performance to the social and emotional aspects based on their
informal online conversations. However, not all students are active in Twitter to expose
their real feelings and thoughts and the workflow proposed requires human effort and
intervention for data analysis and interpretation.
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4 Methodology and Proposed Solution

The proposed methodology consists of four main stages. For the first stage of the
project, proposed SNS (Facebook service) is integrated with the designed learning
services in the VLE implementation (Overall Architecture as shown in Fig. 1).

The proposed system named ‘Shelter’ (as shown in Fig. 2) includes discussion and
comments posting in both open threads and group learning environment, materials
management and collaboration portal (for group discussion and diagramming). Users
are allowed to edit and draw three types of UML diagrams collaboratively by using the
collaboration portal. The diagrams include Use case Diagram, Class Diagram and
Sequence Diagram. Members are able to communicate and collaborate using real-time
chatting component in the collaboration portal. Notepad++, node.js, jsUML2 library
and MongoDB server are used for the development of Shelter.

For the second stage of the work, user testing is carried out for data collection and
storage. 80 undergraduate students which taking Software Engineering subject were
using Shelter to learn the subject for one semester. Shelter is deployed to a cloud server
and learning interaction has been logged. Figure 3 shows the Collaboration Portal Page
whereby a Use case Diagram is generated collaboratively.

The third stage of work includes data preprocessing. Table 1 presents the range of
each particular group of data. The attributes have been discretized into 4 groups based
on their quartile 1, median, and quartile 3 dividing points (sorted by data frequency).
The 4th and 5th attributes are discretized to only 3 groups as they share similar quartile
whereby 75% of the value is 0 and 1. Some of the attributes extracted (both formal and
informal data) include the total time spent using Shelter (in minutes), frequency of
posting comments, participation rate, number of likes on the threads, total materials
downloaded and the total number of mentioned keywords in Shelter in matching with
the keywords provided by the teaching lecturer. The discretized data will later be
analyzed to find out the relation between the attributes and the grades performance.

Fig. 1. Overall architecture
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Finally during the fourth stage of work, we are performing LA on both formal and
informal data as stated in Table 1. The collected formal data can be analyzed using
descriptive statistics method, such as the mean and standard deviation of students’
time-spent reading materials, the correlation between time-spent engaging in discussion
forums and final exam grades. Once the collected formal data that contribute signifi-
cantly towards learning performance are identified, it is interested to discover the
strength of the correlation between the identified formal data and learning performance.
By examining the strength level between the identified formal data and learning per-
formance, it is able to predict student performance and further identify student who
needs help and at the risk of failing.

To discover social connections and understand student learning behavior, social
network analysis using informal data is performed by [5, 24]. In this proposed work,

Fig. 2. Open threads page

Fig. 3. Collaboration portal page
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social network analysis is conducted using the collected informal data as mentioned in
Table 1. A social network is quantified by transforming the social network into a
“directed graph G = (V, E), where V is a set of nodes, indicating actors and E is a set of
edges, indicating ties”. The directed graph G is then transformed into square adjacency
matrix [14]. Finally, we aim to analyze student performance and learning behavior
based on the combination of formal and informal data. Association rule mining and
classification with decision trees will be applied. For examples, are the time-spent
(formal data) and the number of posted comments (informal data) significantly
affecting student performance? Or, whether the percentage of material read (formal
data) and the density level in the social network (informal data) has a significant impact
on learning behavior? Figure 4 shows the overall architecture of the proposed LA
framework. It consists of User Layer, UI Layer, Services Layer which includes VLE
services (i.e. collaboration panel, open threads page, etc.) and SNS (Facebook ser-
vices), Data Layer and finally proposed LA techniques to analyze the extracted data.

Table 1. Data distribution

No. Attributes Group 1 Group 2 Group 3 Group 4

1. TotalTimeSpend [169–
666]

[709–1042] [1139–
1852]

[2014–
4456]

2. Freq_of_post [0] [2–7] [8–13] [14–48]
3. ParticipantRate [0] [0.0119–

0.0595]
[0.0714–
0.1429]

[0.1548–
0.3452]

4. NumOfLikeOnThread [0] [1] [2–27] [X]
5. TotalDownload [0] [1] [2–5] [X]
6. TotalMaterial [1–3] [4–5] [6–7] [8–21]
7. NumGroupThread [0] [1] [2–5] [6–28]
8. NumInitiateGT [0] [1] [2–3] [5–12]
9. TotalMentionKeyWords [0] [13–43] [44–98] [104–458]

Fig. 4. Overall architecture of LA framework
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5 Conclusion and Future Work

Student’s learning behavior has evolved recently with the introduction of social media
in our daily lives. They are showing lack of interest and easily distracted to learn in the
traditional learning environment or either using the formal learning system. Students
tend to spending time in using social network services for connectivity with peers. With
this motivation, we are developing a learning environment which integrates both formal
and informal learning approach to allow students to learn in a socialized environment
for any subject domain. Both informal and formal data are stored and then to be elicited
from the designed SNS-Integrated VLE, Shelter, to investigate the impact of this data
combination for more insightful LA. With the proposed work, we aim to provide more
insightful and useful information to students’ learning performance prediction and to
understand learning behavior. Future works include conducting in-depth LA evaluation
based on the collected data from user testing and analysis results will be presented in a
visualization tool.
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Abstract. Texture classification algorithms are utilised in various image
analysis and medical imaging applications. A number of high perform-
ing texture algorithms are based on the concept of local binary patterns
(LBP) characterising the relationships of pixels to their local neighbour-
hood. LBP descriptors are simple to calculate, are invariant to intensity
changes and can be calculated in a rotation invariant manner as well as
at different scales. Incorporating variance information, leading to LBP
variance (LBPV) texture descriptors, has been claimed to lead to more
versatile and more effective texture features. In this paper, we investigate
this in more detail, benchmarking and contrasting the classification per-
formance of several LBP and LBPV descriptors for generic image texture
classification as well as two medical tasks. We show that while LBPV-
based methods typically lead to improved classification performance this
is not always so and that thus the inclusion of variance information is
task dependent.

1 Introduction

Texture classification algorithms are employed in many computer vision and
biomedical image analysis applications and consequently much research has been
devoted to identifying powerful and efficient texture descriptors that can also
cope with challenges such as changes in orientation, scale, or illumination.

Local binary patterns (LBP), originally introduced in [14], provide a rela-
tively simple yet powerful texture descriptor describing the relationships of a
pixel to its local neighbourhood. This approach is generalised in [15] where rota-
tion invariance for LBP is derived, ‘uniform’ LBP patterns are proposed, and, by
calculating descriptors at different scales, multi-resolution LBP features are pro-
posed. These latter multi-scale texture descriptors can also be more effectively
formulated in terms of multi-dimensional LBP histograms [17].

Local contrast information can be combined with LBP as demonstrated
in [10] where an LBP variance (LBPV) descriptor is proposed. LBPV is obtained
by using the local variance as adaptive weights to adjust the contribution of LBP
codes. In [4], it was found that multi-scale LBPV provides very good classifica-
tion performance for textures captured under different orientations and different
illuminations.

In this paper, we compare the performance of LBP and LBPV-based descrip-
tors for several texture classification tasks. In particular, we benchmark them
c© Springer International Publishing AG 2017
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on a test suite of texture databases as well as two medical imaging applications.
Our results show that while in general incorporating variance information leads
to improved classification performance this is not always the case, and thus that
the choice of texture features is typically task dependent.

2 Local Binary Patterns (LBP)

Local binary patterns (LBP) allow for simple yet effective texture analysis. The
original LBP variant [14] operates on a per-pixel basis, and describes the 8-
neighbourhood pattern of a pixel in binary form. If {g1, g2, . . . , g8} is the set of
8-neighbourhood pixels of a centre pixel gc, then the neighbouring pixels are set
to 0 and 1 respectively by thresholding them with the centre pixel value. An
LBP pattern is thus obtained by

LBP =
8∑

p=1

s(gp − gc)2p−1, (1)

where

s(x) =
{

1 if x ≥ 0
0 if x < 0 . (2)

The 256 possible resulting patterns are then typically used to build a histogram,
which serves as a texture feature for an image or an image region.

Alternatively, a circular neighbourhood can be employed [15] by R and P ,
where R defines the distance of the neighbours to the centre, and P is the number
of samples at that distance that are employed as neighbours. Locations that do
not fall exactly at the centre of a pixel are obtained through interpolation.

Rotation invariance can be easily achieved in LBP. If a texture is rotated,
essentially the patterns (that is the 0s and 1s around the centre pixel) rotate
with respect to the centre. Rotation invariant LBP codes can thus be obtained
by grouping together corresponding rotated LBP patterns [15].

LBP patterns can also be grouped based on the number of spatial transi-
tions from 0s to 1s and vice versa in the bit pattern. These patterns are called
uniform [15], and are defined by a uniformity measure (typically set to 2) which
corresponds to the maximum number of spatial transitions in the LBP code.

Clearly, rotation invariant and uniform patterns can be combined. For eight
neighbours, there are nine rotation invariant uniform LBP codes, two without
any 0–1 changes (i.e., one with all 0s and one with all 1s) and the remaining seven
with 1, . . . , 7 ones in sequence. It has been shown [15] that focussing on these
uniform patterns while aggregating all other (i.e., non-uniform) patterns into one
group leads to improved texture descriptors. While LBP generates 256 patterns
for an 8-neighbourhood, rotation invariant LBPri generates 36 patterns, while
rotation invariant uniform LBPriu2 results in 10 pattern classes for the same
neighbourhood.

By defining several radii around a pixel multiple concentric neighbour-
hood LBP codes can be extracted and thus multi-resolution texture descrip-
tors obtained [15]. While in principle any radius is feasible, attention is often
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restricted to the sets r = {1, 3} and r = {1, 3, 5}. Also, while in general any
number of neighbours could be defined, we found in our experiments that choos-
ing 8 neighbours at all distances does not compromise accuracy while also corre-
sponding to those directions (horizontal, vertical, and plus/minus 45◦) to which
the human visual system is most sensitive to.

When recording multi-resolution texture information using LBP, a histogram
is generated for each scale/radius, while the histograms are concatenated to
form a one-dimensional feature vector. In [17], it was shown that storing multi-
scale LBP features in such a fashion leads to a loss of information between
the different scales and added ambiguity. The joint distribution of LBP codes
at different scales can be preserved by building a multi-dimensional LBP (MD-
LBP) histogram [17]. To do so, LBP codes are calculated at different scales while
the combination of the codes identifies the histogram bin that is incremented.

3 LBP Variance (LBPV)

The contrast in an image

VARP,R =
1
P

p−1∑

p=0

(gp − μ)2 (3)

with μ = 1
P

∑P−1
p=0 gp can be combined with LBPP,R to generate a joint distribu-

tion of LBPP,R/VARP,R which gives a powerful texture descriptor as it contains
both local pattern and local contrast information. An alternative is the use of
a hybrid scheme, LBP variance (LBPV) [10], which also captures joint LBP
and contrast information but where the variance VARP,R is used as an adaptive
weight to adjust the contribution of the LBP code in histogram calculation.

LBPV histograms are calculated as

LBPVP,R(k) =
N∑

i=1

M∑

j=1

ω(LBPP,R(i, j), k), (4)

with

ω(LBPP,R(i, j), k) =

{
VARP,R(i, j) if LBPP,R(i, j) = k

0 otherwise
, (5)

and k ∈ [0,K] defining the various LBP codes.
An approach similar to MD-LBP can also be devised to obtain multi-

dimensional LBPV (MD-LBPV) texture descriptors, which incorporate image
variance information as adaptive weights to build multi-dimensional LBP his-
tograms [5]. MD-LBPV histograms are calculated as

MD-LBPVP,R={r1,r2,...,rn}(k1, k2, . . . , kR) (6)

=
N∑

i=1

M∑

j=1

ω(LBPP,R={r1,r2,...,rR}(i, j), k1, k2, . . . , kR),
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with

ω(LBPP,R={r1,r2,...,rR}(i, j), k1, k2, . . . , kR) (7)

=

{
f(V) if LBPP,R=rs(i, j) = ks ∀s ∈ {1, 2, . . . , R}
0 otherwise

,

and
V = {VARP,r1(i, j),VARP,r2(i, j), . . . ,VARP,rR(i, j)}. (8)

MD-LBPV based on 2 radii will hence yield a 2-dimensional histogram, MD-
LBPV based on 3 radii a 3-dimensional one and so on.

While in MD-LBP the histogram is always incremented in unit values and
local contrast information is not utilised, in MD-LBPV local contrast is inte-
grated into the way multi-dimensional texture histograms are generated. Of the
various ways of how variance information can be incorporated into MD-LBPV
histograms [5], we chose the maximum variance method which uses the maximum
value of variance over all scales

f(V) = max{VARP,r1(i, j),VARP,r2(i, j), . . . ,VARP,rR(i, j)} (9)

and typically gives the best results.

4 LBP vs. LBPV Descriptors for Texture Classification

In the first of the three experiments we conduct, we evaluate the performance
of LBP and LBPV-based texture descriptors on a set of benchmark texture
classification tasks. For this, we select the Outex texture benchmarking suite [13],
which provides both the diversity as well as the size required for an appropriate
evaluation of texture descriptors. In total, we use eight Outex datasets which
provide variations in terms of scale, rotation, etc. in order to evaluate texture
classification performance.

For classification, we employ – throughout the paper – a standard approach
based on support vector machines (SVMs). SVMs achieve classification of two
separable classes by maximising the margin between the two classes [18]. Since
we have more than two classes, we employ a one-against-one multi-class SVM [11]
where for each SVM, we use a linear kernel, and optimise the cost parameter
C ∈ [−1.1; 3.1] using a cross validation approach [1]. The results, on all Outex
datasets, and for both LBP and LBPV-based descriptors are given in Table 1.

As we can see from Table 1, all LBP features yield relatively good texture
classification performance. We can however also notice that LBPV-based descrip-
tors consistently give higher classification accuracies and that thus incorporating
variance information is beneficial here.
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Table 1. Texture classification results on Outex datasets.

TC 00 TC 01 TC 10 TC 11 TC 12 TC 13 TC 14 TC 15 Average

LBPriu2 93.80 85.98 82.76 76.88 63.47 86.03 31.18 73.56 74.21

LBPriu2
R=1,3 98.87 95.72 95.81 80.83 85.35 90.59 48.75 82.18 84.76

LBPriu2
R=1,3,5 99.73 97.65 94.61 87.29 86.18 91.32 54.34 83.33 86.81

MD-LBPriu2
R=1,3 99.15 97.19 97.58 83.75 90.76 90.29 53.24 83.46 86.93

MD-LBPriu2
R=1,3,5 99.60 97.95 95.34 86.04 91.96 89.41 60.96 84.29 88.19

LBPVriu2 95.52 93.58 88.41 87.50 73.13 87.50 43.24 76.01 80.61

LBPVriu2
R=1,3 97.90 96.52 97.42 91.46 92.44 87.21 54.34 80.50 87.22

LBPVriu2
R=1,3,5 98.65 97.66 98.13 92.71 93.81 88.09 58.31 81.83 88.65

MD-LBPVriu2
R=1,3 98.66 97.33 97.81 92.50 94.29 87.65 57.57 82.64 88.56

MD-LBPVriu2
R=1,3,5 99.00 97.68 98.59 88.13 96.00 87.35 59.85 82.95 88.69

5 LBP vs. LBPV Descriptors for HEp-2 Cell
Classification

Indirect immunofluorescence (IIF) imaging is routinely used for the screening
of antinuclear antibodies (ANAs) based on HEp-2 cells. Analysis of ANAs is
important and employed in the diagnosis of systemic rheumatic disease, sys-
temic sclerosis and mellitus (type-I) diabetes [9]. Typically, an expert observes
cultured HEp-2 cells under a fluorescence microscope and categorises the cells,
based on fluorescence intensity and the type of staining pattern, into a num-
ber of groups (often six: homogeneous, fine speckled, coarse speckled, nucleolar,
cytoplasmic, and centromere cells, examples of which are shown in Fig. 1). This
visual classification is challenging as it is not only subjective and relies on the
expertise of the specialist, but is also a laborious and time consuming process.
Recently, there is hence significant interest in computer-aided approaches to per-
form this analysis to both speed up the task and provide objective, reproducible
results.

In our experiments, we use the ICPR 2012 HEp-2 classification contest
dataset [16] which is based on 28 HEp-2 images stored in 24-bit true-colour
format with a resolution of 1388 × 1038 pixels. Cells were manually segmented
and annotated by a specialist to obtain a ground truth.

The training dataset provided to contestants comprises 721 samples of indi-
vidual cells, extracted from part of the captured images. There are 150 homo-

Fig. 1. Sample HEp-2 cell images (with manually defined borders in white) from the
ICPR 2012 contest dataset. From left to right: homogeneous, fine speckled, coarse
speckled, nucleolar, cytoplasmic, centromere.
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geneous, 94 fine speckled, 109 coarse speckled, 102 nucleolar, 58 cytoplasmic,
and 208 centromere cells (an example for each is given in Fig. 1). The testing
dataset provided comprises 734 samples of individual cells obtained from differ-
ent images. There are 172 homogeneous, 114 fine speckled, 101 coarse speckled,
139 nucleolar, 51 cytoplasmic, and 149 centromere cells to classify. The results
obtained on the testing dataset are given in Table 2.

Table 2. Classification accuracy of HEp-2 cell images from the ICPR 2012 contest
dataset.

Accuracy(%)

LBPR=1,3 64.99

LBPR=1,3,5 67.03

MD-LBPriu2
R=1,3 66.62

MD-LBPriu2
R=1,3,5 70.30

LBPVriu2
R=1,3 53.30

LBPVriu2
R=1,3,5 56.27

MD-LBPVriu2
R=1,3 54.77

MD-LBPVriu2
R=1,3,5 58.58

It is evident from Table 2 that while conventional LBP methods provide very
good classification performance (for comparison, the winner of the ICPR compe-
tition achieved a classification accuracy of about 68%), LBPV-based descriptors
give relatively poor results. For this application, incorporating variance informa-
tion thus not only does not help, it actually leads to significantly deteriorated
classification performance.

6 LBP vs. LBPV Descriptors for Nailfold Capillary
Image Analysis

Nailfold capillaroscopy (NC) is a non-invasive imaging technique employed to
assess the condition of blood capillaries in the nailfold. It is particularly use-
ful for early detection of scleroderma spectrum disorders and evaluation of
Raynaud’s phenomenon. Diagnosis using NC images involves the classification
into Early, Active and Late groups, also known as NC patterns or scleroderma
(SD) patterns [2] (see Fig. 2 for example images) based on the identification of
enlarged or giant capillaries, haemorrhages, loss of capillaries, disorganisation of
the vascular array, and ramified/bushy capillaries in the images [3].

The degree of these abnormalities indicates the severity and progression of
the disease. Three NC patterns can be defined and characterised by [2]:

– Early: few giant capillaries, few capillary haemorrhages, relatively well pre-
served capillary distribution, no evident loss of capillaries.



162 G. Schaefer and N. Doshi

Fig. 2. NC image samples, from left to right: healthy subject, early SD pattern, active
SD pattern, late SD pattern.

– Active: frequent giant capillaries, frequent capillary haemorrhages, moder-
ate loss of capillaries with some avascular areas, mild disorganisation of the
capillary architecture, absent or some ramified capillaries.

– Late: irregular enlargement of the capillaries, few or absent giant capillaries,
absence of haemorrhages, severe loss of capillaries with large avascular areas,
severe disorganisation of the normal capillary array, frequent ramified/bushy
capillaries.

While diagnosis based on NC is typically performed by manual inspection,
computerised nailfold capillaroscopy can help to reduce the inherent ambigu-
ity in human judgement while greatly reducing the time for diagnosis [6]. This
is typically approached by trying to segment the capillaries and analysing the
extracted structures [8,12,19]. In contrast, in [7] a novel holistic approach for
analysing NC images was proposed based on texture analysis using multi-scale
LBP information.

Since LBP features were used in [7], in here we inspect the performance of
LBP and LBPV as well as their multi-scale extensions for the purpose of NC
image analysis on a dataset of 12 subjects with NC images captured for three
to four fingers for each patient and three patients for each class (i.e. control,
early, active, and late). The outcome of this is presented in Table 3, which gives
results both based on classification of individual finger images as well as ‘patient
classifications’ based on a simple majority rule.

From Table 3 we can see that texture descriptors based on conventional
LBP do give relatively poor results. On the other hand, LBPV-based features

Table 3. Classification accuracy of nailfold capillary classification experiment (reject
refers to cases where the majority vote did not yield a single winner).

Finger classification [%] Patient classification [%] (reject)

LBPriu2
R=1,3 46.34 33.33 (33.33)

LBPriu2
R=1,3,5 51.22 50.00 (16.67)

MD-LBPriu2
R=1,3 43.90 41.67 (8.33)

MD-LBPriu2
R=1,3,5 43.90 33.33 (25.0)

LBPVriu2
R=1,3 70.73 66.67 (8.33)

LBPVriu2
R=1,3,5 70.73 75.00 (8.33)

MD-LBPVriu2
R=1,3 73.17 83.33 (0.00)

MD-LBPVriu2
R=1,3,5 65.85 83.33 (0.00)
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yield significantly better performance and make useful descriptors for identifying
Scleroderma patterns in NC images.

7 Conclusions

In this paper we have investigated the performance of LBP and LBP vari-
ance texture features for several texture classification problems. In particular
we benchmarked them on a set of generic texture databases and on two medical
image analysis tasks. We have shown that while in general incorporating vari-
ance information gives improved classification performance this is not always the
case and thus that the choice of appropriate texture features is task dependent.
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Abstract. Ignition point, the temperature at which a chemical com-
pound begins to burn naturally, is one of the important values from the
viewpoint of industry and safety. This manuscript addresses a trial pre-
diction of the ignition point for relatively simple chemical compounds
including carbon, oxygen and hydrogen via data mining such as decision
tree and random forest. I used fundamental material values and the num-
ber of characteristic structures as descriptors for chemical compounds.
Our input data file includes 240 kinds of chemical compounds and we
prepared other 10 as the test data. At first, I used “rpart” package of
the “R”, one of the statistical programming language, in order to process
decision tree. Furthermore I used “randomForest” with more data and
more number of descriptors and I got better estimation of ignition point.

Keywords: Ignition point · Decision tree · Random forest · Chemical
compound · Molecule

1 Introduction

Recently, data mining technology has became well-matured so that anyone can
use data mining without difficulty. This paper reports a trial result of data mining
techniques applied to material science field. Chemical compounds already have
an enormous varieties over 20 million and continue increasing everyday. When
we use a new, unknown chemical compound, the prediction of its characteristics
by data mining will be helpful. Thus this paper reports the result of a trial
prediction about the ignition point for simple chemical compounds using well-
known data mining technique such as decision tree and random forest.

Prediction of ignition point is mainly studied in chemoinformatics [1] field,
especially using the Quantitative Structure-Activity Relationship (QSAR) app-
roach. With the QSAR approach, the estimated ignition point for a chemical
compound is based on the linear equation of,

Te = Σn
i=1CiDi, (1)

where Te represents the estimated ignition point, n is the number of descrip-
tors, Di is the value of the i-th descriptor and Ci is the coefficient for the i-th
c© Springer International Publishing AG 2017
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descriptor. The natural complexities of chemical compounds are included on
the descriptors or on the coefficients. The method to select descriptors is still a
difficult problem in QSAR field [2] so that there are many works about it.

I will introduce a few recent works about the prediction of ignition point with
QSAR approach. Tsai, Chen, Liaw predicted ignition point using 820 observation
and 4 descriptors [3]. They got predictions with 89K of maximum error and 36K
of average error. Their descriptors are based on numerical simulation result of
molecular structure optimization so that the descriptors are notional. Shi, Chen,
Chen used 265 observations and descriptors based on the fragments of molecules
and they got the prediction with the error between 50K and 90K [4]. In the
QSAR approach with linear combination formula, primitive material data cannot
predict ignition point directly so that the descriptors have a tendency to be far
apart from primitive material characteristics.

This manuscript uses data mining approach [5] with descriptors based on
primitive material characteristics so that the natural complexities such as non-
linearity will be included in data mining processes. Here I use decision tree [6] at
first with the anticipation for automatic extracting important descriptors, then
I use random forest [7] for comparing with decision tree. Our target chemical
compounds are simple molecules [8], because they are not too difficult and are
studied very well.

This manuscript is organized as follows: Sect. 2 shows the detail of data and
descriptors; In Sect. 3, both of the results using decision tree and random forest
are explained; Sect. 4 compares the two methods’ estimations of ignition point
for test data; Sect. 5 concludes the remarks.

2 Data and Descriptors

In this manuscript, I selected the observations of the chemical compounds include
carbon atoms and hydrogen atoms mainly. Oxygen atoms are also available, but
other elements are excluded in order to limit the variety of chemical charac-
teristics. I used 240 observations for learning data to make decision tree and I
prepared 10 independent observations as the test data. Furthermore, I added 44
more observations for learning data to execute random forest. The observations
are obtained from ICSC database [8], a database containing ignition point if
available, molecular formula, molecular weight, CAS number, and other infor-
mation about safety such as toxicity.

Figure 1 shows the histogram for ignition point in the learning data. I used
240 observations for making decision tree at first, then I added 44 observations
for random forest. Therefore Fig. 1 has two parts: bars filled with dot pattern for
original 240 observations and bars filled with a pattern of slanted lines for addi-
tional 44 observations. In Fig. 1, many observations have ignition point between
200 ◦C and 600 ◦C. Additional 44 observations seem to have almost same distri-
bution with original 240 observations.

Table 1 shows examples of an observation called “diketene”, one of the cyclic
ester chemical compound. In this manuscript, descriptors include the fundamen-
tal material data such as molecular weight, boiling point and melting point.
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Fig. 1. Histogram for ignition point in the learning data.

Furthermore, the number of carbon atoms and oxygen atoms, the number of
other chemical structures such as benzene rings are also used as descriptors.
After the analysis using decision tree, more detailed descriptors seemed to be
suitable so that I added descriptors represent several chemical structures for
random forest as shown in Table 1.

Some of the descriptors have inclusion relationships. For example, an ester
includes an ether and a ketone. The descriptors for decision tree are decided
exclusively and the highest level of structure has the priority so that “the number
of ester” descriptor for diketene is “1” in Table 1, but do not count the number of
ether and the number of ketone. In order to deal with chemical substructures as
same as superstructure, the descriptors for random forest are decided inclusively:
in Table 1, diketene is cyclic ester so that many descriptors such as “number of
cyclic”, “number of cyclic ester”, “number of ester”, “number of cyclic ether”,
“number of ether” and “number of ketone” are “1” for random forest.

3 Decision Tree and Random Forest Execution

3.1 Decision Tree for Ignition Point

The decision tree in this manuscript is processed by “R” [5], one of the statistical
programming environment. R is open-source and there are many data mining
packages now so that we can execute various data mining technique with R. Here
I use “rpart” package [6] to process decision tree.

Using “rpart” package, we can get a decision tree, but the tree often includes
over-fitting so that we should discuss pruning at first. Figure 2 shows the rela-
tionships between the size of original decision tree or complexity parameter with
relative cross validation error. The dotted horizontal line in Fig. 2 means the
summation of the average cross validation error and a standard deviation; the
line of the guide for over-fitting. In Fig. 2, the first point under the line from the
left side indicates the number of terminal node often selected to avoid the effect
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Table 1. Examples of input data: C4H4O2, diketene of cyclic ester.

Descriptors Decision tree Random forest

Molecular weight 84.1 84.1

Boiling point [◦C] 127 127

Melting point [◦C] −7 −7

Number of carbon atoms 4 4

Number of oxygen atoms 2 2

Number of benzene rings 0 0

Number of double bonds between carbon atoms 1 1

Number of triple bonds between carbon atoms 0 0

Number of hydroxy, −OH parts 0 0

Number of aldehyde, −CHO parts (undefined) 0

Number of ketone, −C(= O)− 0 1

Number of ether, −O− 0 1

Number of cyclic ether (undefined) 1

Number of carboxy −COOH 0 0

Number of ester −COO− 1 1

Number of cyclic ester (undefined) 1

Number of ring structure (undefined) 1

Straight-chain (undefined) 0

Ignition point [◦C] 275 275

of over-fitting. From the Fig. 2, the number of effective terminal node seems to
be 2, but it is few so that here I adopt 4 as the number of terminal node of the
tree because of almost same cross validation error.

Figure 3 shows the pruned decision tree with 4 terminal nodes. From Fig. 3,
we can mention top three important rules:

Rule 1 (on the root node of the tree): If a compound has no benzene ring,
the average ignition point is 343 ◦C, otherwise, a compound has at least one
benzene ring, the average ignition point is 494 ◦C.

Rule 2: Among the compounds with no benzene ring, if a compound has two
or more ether linkage, the average ignition point is 246 ◦C. Otherwise, the
average ignition point is 352 ◦C.

Rule 3: Among the compounds have no benzene ring and one or no ether link-
age, if a compound has seven or more carbon atoms, the average ignition
point is 306 ◦C. Otherwise, the average ignition point is 369 ◦C.

The rule 1 is already known empirically so that it seems to be a valid rule.
Ether is known as one of the relatively stable chemical structure so that the
rule 2 also seems to be a valid rule. The rule 3 requires more detailed discussion
because there are some relationships about the size of molecule and vaporization
and they will have some influence on ignition point.
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Fig. 2. The relationships between complexity parameter between cross validation error
on original decision tree.

Fig. 3. Pruned decision tree with 4 terminal nodes.
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From the decision tree, we could get a few rules for estimation about ignition
point, but it means we have only four ignition point class. It is inadequate for
effective estimation so that I tried another data mining method: random forest
and I will describe the result in the next subsection.

3.2 Random Forest for Ignition Point

R also has the packages named “randomForest” [7] for random forest, one of the
well-known methods because of its robustness on over-fitting. Random forest
makes many trees using sample data sets extracted from the original learning
data. When we use random forest, we should set two parameters: the number of
descriptors for each tree and the number of trees. Using R, we can examine the
optimum number of descriptor, from the viewpoint of Out-of-bag error estima-
tion with “tuneRF” command. From the result of executing tuneRF command,
I selected six as the number of descriptor on each tree. Moreover, we have to
confirm enough number of trees are created and the error converged sufficiently.
Figure 4 shows the relationships between the number of trees and the error. In
the Fig. 4, the error on 500 trees seems to be enough converged so that here I
show the result with 500 trees.

Fig. 4. The relationships between the number of trees and the error.
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Unlike decision tree, random forest does not show rules to decide ignition
point, but shows the importance of the descriptors. Figure 5 shows the rela-
tionships between the decrease of node impurities using Geni index and the
descriptors. In Fig. 5, upper descriptors are more important and the expres-
sions for descriptors omitted the words “number of”. From the Fig. 5, the most
important descriptor is the number of benzene, as same as the result of decision
tree. Melting point, molecular weight, boiling point and the number of carbon
atoms are also important descriptors, but they have some correlation each other
actually.

Fig. 5. The relationships between importance and descriptors.

4 Prediction Quality Evaluation

Table 2 show the result of estimation for same ten test data using decision tree
and random forest described in Sect. 3. In Table 2, decision tree’s result show
that the difference from the actual ignition point is over 150 [◦C] in the worst
case. On the other hand, random forest gave better result and the difference from
the actual value is smaller than 110 [◦C] in the worst case. RMSE values from
the ten estimation results also show the random forest gave better estimation
than decision tree.
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Table 2. Summary of estimation results for ignition point.

The worst case Actual ignition
point [◦C]

Decision tree Random forest

Estimation difference Estimation difference

(decision tree’s) 202 369 167 251 49

(random forest’s) 238 369 131 347 109

RMSE 79 53

5 Conclusions

In this manuscript, I tried to estimate ignition point using well-known data min-
ing method: decision tree and random forest. I used 240 learning data and 13
descriptors, but I could not get enough number of rules for sufficient estimation.
Therefore I tried random forest with 284 learning data and 18 descriptors. I com-
pared two methods’ estimation for the same ten test data. As the result, random
forest gave better estimation than decision tree. The two methods gave the same
importance for the descriptor of the number of benzene, but for other descrip-
tors, two methods gave different importance. My future work will be about the
suitable descriptors from the viewpoint of correlation among descriptors.
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Abstract. The purpose of this study is to identify different consumption
behaviors of pet owners in a veterinary hospital so as to provide proper mar-
keting strategies. A case study was conducted by combining data mining
techniques and RFM model for a veterinary hospital located in Taichung City,
Taiwan by examining its transactions data focusing on pet mice in 2014. The
development of marketing strategies for the veterinary hospital is important to
improve its service quality and strengthen the positive relationship between the
pet owners and the case veterinary hospital.

Keywords: Data mining � Customer relationship management � Veterinary �
Marketing strategies

1 Introduction

Retaining the existing customers costs less than attracting new customers [1]. Customer
relationship management (CRM) has been viewed as the core marketing activity for
firms facing increasingly complex transaction types and service processes that can
provide an effective way to achieve relationship marketing by building good interac-
tions with customers [2]. CRM can effectively record customer behaviors in transac-
tions and enhance customer profitability such as customer retention and loyalty by
retaining existing customers and finding new customers [3]. Many industries rely on
CRM to maintain a long-term and stable relationship with their customers.

The pet markets have grown rapidly in Taiwan. Based on the survey of a recent
census in Taiwan, pet owners have increasingly spent much on pet-related products and
services. The increasing expenditure on pets shows the rapid growth of the pet industry,
reflecting the pet industry has become more and more competitive [4, 5]. Hence, the
veterinary hospital faces fierce competitions due to the great demand for veterinary
services from pet owners [6].

Data mining techniques are an essential tool to achieve CRM, particularly the
cluster analysis for market segmentation. This study intends to use cluster analysis
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along with RFM (recency, frequency, and monetary) model to examine customer
behaviors of a veterinary hospital located in Taichung City, Taiwan by analyzing the
transactions data focusing on pet mice in 2014 as well as developing its marketing
strategies.

2 Literature Review

2.1 Data Mining

Data mining (DM) is defined as the process adopting computer learning techniques to
automatically search abundant data to analyze and summarize them into useful infor-
mation [7]. DM plays an important role in CRM and has been widely applied in different
areas such as medicine, tourism, telecommunications, banking, and retailing [8].
Clustering analysis, one of the DM techniques, is to discover knowledge based on the
data similarity by minimizing variance within groups and maximizing variance among
groups [2]. Self-organizing maps (SOM) and K-means methods are the most commonly
seen approaches in cluster analysis.

SOM is an unsupervised learning algorithm that uses a visualization method to dis-
cover statistical insights and models from big data by a two-dimensional discrete map to
seek the underlying hidden patterns [9–11]. K-means method which is a non-hierarchical
approach has been widely applied in practice due to its ease of use [12, 13]. K-means
method has the following steps: (1) beginning with choosing the number of clusters, k,
and calculating the centroid of these clusters; (2) assigning each point to the nearest cluster
centroid; (3) after reallocating all data, computing the new centroid of the clusters; and
(4) repeating the two prior steps until centroids do not change any more at each step [2].

Kuo et al. [14] proposed a two-stage clustering approach to improve the weak-
nesses of SOM and K-means by adopting SOM followed by the K-means method.
Prior findings show that the combination of these two methods outperforms either
SOM or K-means method [14, 15]. This study adopts the two-stage approach for
cluster analysis. That is, SOM is applied to identify the number of the clusters. Later,
the determined number of the clusters is adopted for K-means method to partition the
data set.

2.2 RFM Model

RFM model consists of recency (R), frequency (F), and monetary (M) [15]. Recency is
calculated according to the number of periods since the last purchase. Frequency is
computed in accordance with the number of purchase made in a given time period.
Monetary is to sum the dollar value that customers spent in a specified time period. To
sum up, RFM model measures when customers buy, how often they buy, and how
much they buy [8, 16].

Traditionally, RFM model is implemented by sorting the customer database and
then dividing the data into five equal segments for each measure. The top 20% segment
is coded as a value of 5; the next 20% segment is coded as a value of 4, and so forth
[17, 18]. Wei et al. [8], on the other hand, used the original data to perform RFM model
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rather than the coded numbers, and their definitions of RFM model is as follows.
Recency refers to the number of days since the most recent purchase; frequency is the
number of purchase in a specified time period; and monetary is the dollar value spent
on all purchases in the same time period. This study follows Wei et al. [8] to use the
original data to implement RFM model.

2.3 The Classification of Customer Types

Ha and Park [19] used average RFM values of each cluster to compare the total average
RFM values of all clusters to segment customers. An upward arrow (") is given to a
particular symbol if the average value is greater than the total average, whereas a
downward arrow (#) is denoted if the average value is less than the total average. That
is, there are eight combinations of RFM model. Following Wei et al. [8], R is defined as
the number of days since the last visit when the first day of the specified time period is
set to one. Larger R value indicates that the customer has visited the organization more
recent. Four major types pf customers based on Ha and Park [19] include lost cus-
tomers (R#F#M# and R#F"M"), new customers (R"F#M#), loyal customers
(R"F"M"), and promising customers (R"F#M"). In addition, the customer value
matrix using F and M variables can group the customers into best customers (F"M"),
spender customers (F#M"), uncertain customers (F#M#), and frequent customers
(F"M#) as shown in Fig. 1 [20]. With different RFM combinations, customer value can
be evaluated and, more importantly, different marketing strategies can be designed to
meet different customer needs.

3 A Case Study of a Veterinary Hospital in Taiwan

The purpose of this study is to identify valuable customers in a veterinary hospital in
Taiwan. The transactions data set which focuses solely on pet mice in 2014 from a
veterinary hospital located in Taichung City, Taiwan is adopted. The data set has the
basic information with 175 customers, including membership numbers, owners’

Fig. 1. Customer value matrix
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genders, pets’ birthdays, visiting dates, monetary spent each time, and examination
records. Data integration, cleaning, and transferring were implemented. Those con-
sumptions of zero dollar records were deleted. To transform the data set into frequency,
the number of purchase for a specific customer in 2014 was counted. Furthermore, if a
customer visits more than once in a specific day, this study regards that the customer
only has one visit. The definitions of the RFM model are as follows. Recency (R) is
defined as the number of days since the last visit in 2014. This paper coded a value of
one to January 1, 2014, a value of two to January 2, 2014, and a value of 365 to
December 31, 2014. Accordingly, the values of recency are between 1 and 365. Fre-
quency (F) is defined as the number of visit in 2014. Monetary (M) is defined as the
total money spent in 2014.

Table 1 reports the descriptive statistics of recency, frequency, and monetary and
the symbol of R, F, and M above the average. Larger variables (R, F, and M) represent
the customer visits more recent, visits more frequent, and spends more money,
respectively. The maximum and minimum values of recency are 363 and 6, respec-
tively. The maximum and minimum frequency values are 9 and 1, respectively. The
respective maximum and minimum monetary values are $4,714 and $60, respectively
(reported in New Taiwan Dollars).

This study uses IBM SPSS Modeler 14.1 to perform cluster analysis. The
“Kohonen node” (i.e., SOM) with default values along with the Kohonen mode set to
“simple” are used. The input variables are recency, frequency, and monetary. Figure 2
indicates that twelve clusters is the best number of clusters among 175 customers
recommended by SOM. Then, twelve is chosen for K-means method.

Table 1. The descriptions of recency, frequency, and monetary

Maximum Minimum Average Standard deviation

Recency 363 6 189.51 102.79
Frequency 9 1 1.71 1.31
Monetary 4,714 60 768.07 756.49

Fig. 2. Twelve clusters generated by SOM technique
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4 Marketing Implications

Table 2 shows the descriptive statistics of twelve clusters based on sample size,
average numbers of R, F, and M of the customers, and the symbol(s) of R, F, and M
greater than the averages of R, F, and M. These twelve clusters can be further classified
into four types including RFM, FM, R, and none. Most of the customers are in Clusters
2, 5, 8, 9, and 12. Five clusters (Clusters 1, 3, 7, 10, and 11) with all R, F, and M values
greater than the average values are the customers providing high profitability to this
veterinary hospital, regarded as loyal customers. Clusters 8 and 12 with the symbol of
R"F#M# are new customers in this veterinary hospital. In contrast, Clusters 4, 5, and 6
have higher F and M values but lower R values (R#F"M") and Clusters 2 and 9 with
the symbol of R#F#M# are all regarded as lost customers.

To simplify the RFM analysis, two types of customers based on the customer value
matrix are identified, i.e., best customers (F"M") and uncertain customers (F#M#).
Clusters 1, 3, 4, 5, 6, 7, 10, and 11 are classified as best customers, whereas Clusters 2,
8, 9, and 12 are classified as uncertain customers (Fig. 3).

Clusters 1, 3, 7, 10, and 11 are defined as the best or loyal customers, indicating
that these customers are core customers. This veterinary hospital can develop cus-
tomized services and products to meet their unique needs via observing their trans-
actions to understand their shopping habits. For example, the veterinary hospital can
offer compassionate and personalized care and delicate food for the pets of the cus-
tomers so that the customers can enjoy their visit here without worrying about their
pets. It is suggested that enhancing customer perceptions of services and products can
achieve CRM effectively [21]. Besides, the veterinary hospital can provide VIP dis-
counts for the customers when they purchase particular product and service packages,
such as dental service package (covering teeth cleaning and other medical

Table 2. Descriptive statistics of twelve clusters

Cluster Sample size Average R Average F Average M Item(s) above average

1 1 347.00 9.00 4,714.00 RFM
2 28 39.71 1.18 478.29 –

3 8 325.38 2.75 918.50 RFM
4 1 184.00 2.00 4,658.00 FM
5 22 144.91 2.36 1,157.59 FM
6 2 37.50 3.00 3,132.00 FM
7 4 295.50 6.50 2,435.25 RFM
8 37 218.35 1.30 563.95 R
9 35 133.20 1.09 355.97 –

10 5 228.40 3.80 1,977.60 RFM
11 3 363.00 5.33 2,519.67 RFM
12 29 327.66 1.00 415.72 R
Average 189.51 1.71 768.07
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examination). Moreover, the veterinary hospital can extend its hospital operating time
for VIP customers based on their demand.

In contrary to the similarities, Clusters 4, 5, and 6 have significant differences.
Clusters 4, 5, and 6 are classified either the best or lost customers and Clusters 2 and 9
are classified either uncertain or lost customers. Uncertain customers include lost
customers and new customers. Although Clusters 4, 5, and 6 are lost customers, they
are also best customers due to the high visiting frequency and high monetary spent.
This reveals that this veterinary hospital must target and retain the customers by
adopting particular marketing strategies to mend fences with them. That is, the vet-
erinary hospital can provide particular promotional channels for them such as holding
particular activities to invite them to participate and sending mobile phone text mes-
sages regarding particular price discounts for limited time only. It is necessary for the
veterinary hospital to examine the reasons why the customers are not interested in their
services and products and further utilize the feedback information to restore their
interests to regain them.

Clusters 2 and 9 are classified either uncertain customers or lost customers. The
veterinary hospital can still further strengthen customer relationships with them
because they are likely to be interested in the services and products in the future. As the
customers only can provide limited contributions, the veterinary hospital should reduce
marketing resource allocation on them. Cheap and convenient marketing channels
become the first choice, such as informing the promotional news via instant messaging
software. In addition, Clusters 8 and 12 are classified either uncertain customers or new
customers. Despite of little visit and consuming amount, the customers visit recently
and still have the potential to become the core customers in the future.

The veterinary hospital can motivate the lost and new customers to come often and
consume more by offering preferential price discounts for bundled service and product
packages such as dental services and geriatric pet care. In addition, the veterinary
hospital can enhance its brand by actively participating in community events to
enhance its awareness in the community. The brand enhancement can attract new
customers and regain lost customers. Therefore, lost or new customers are likely to

Fig. 3. Distributions of twelve clusters in customer value matrix
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become other types of customers when the veterinary hospital aims to improve par-
ticular dimensions of RFM model by making particular marketing strategies. Obvi-
ously, a particular type of customers is likely to be upgraded to other types of
customers when particular dimensions of RFM model are improved. For example,
customers in Cluster 4, 5, and 6 can be upgraded to the loyal customers when R can be
increased.

5 Conclusions

This study adopts a two-stage cluster analysis by combining SOM and K-means
method to analyze the transactions data focusing on pet mice in 2014 from a veterinary
hospital located in Taichung City, Taiwan. Twelve clusters have been found based on
175 customers. In order to develop marketing strategies, this study first compares
average RFM values of each cluster to the total average RFM values of all clusters
based on the study of Ha and Park [19] to segment customers. The customers can be
grouped into loyal customers with the symbol of R"F"M", lost customers with the
symbol of R#F#M# or R#F"M", and new customers with the symbol of R"F#M#.
Second, customers are further grouped based on the customer value matrix by devel-
oping a 2 � 2 matrix combining R and M. The customers can be classified into two
types of customers, i.e., best customers with the symbol of F"M" and uncertain cus-
tomers with the symbol of F#M#.

Considering these two types of analyses for segmenting customers, this study
develops different marketing strategies for the veterinary hospital so as to keep good
relationships with the loyal customers, regain lost customers, and attract new cus-
tomers. It is necessary to pay attention to the adoption of different RFM variables
which leads to different viewpoints in examining customer value. Clusters 4, 5, and 6
are regarded as best customers based on the suggestions of Ha and Park [19] whereas
these clusters are regarded as lost customers when Marcus’s [20] suggestions are
considered. Besides, Clusters 8 and 12 have relatively higher R value, revealing that the
customers have visited this veterinary hospital more recent and thus can be regarded as
new customers. However, from the viewpoint of Ha and Park [19], Clusters 8 and 12
are regarded as uncertain customers.

More insights from the customer types for this veterinary hospital can be obtained
when different variables are included in the analysis. In order to offer further marketing
implications, future studies can analyze more customer demographic features such as
age and gender or even their real viewpoint of the veterinary hospital such as their
satisfaction for the veterinary hospital. The implications of this study may be limited
due to the examination on customer transactions data that are only related to recency,
frequency, and monetary. Moreover, the results of this study are likely not to be
generalized to the pet markets outside Taiwan because of the differences in consuming
habits of customers and the culture.
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Abstract. The rapid development of big data techniques provides growing
opportunities to investigate large-scale events that emerge over space and time.
This research utilizes a unique open-access dataset, “The Global Data on Events,
Location and Tone” (GDELT), to model how China has connected to the rest of
the world, as well as predicting how this connection may evolve over time based
on an autoregressive integrated moving average (ARIMA) model. Method-
ologically, we examined the effectiveness of traditional time series models in
predicting trends in long-term mass media data. Empirically, we identified
various types of ARIMA models to depict the connection patterns between
China and its top 15 related countries. This study demonstrates the power of
applying GDELT and big data analytics to investigate informative patterns for
interdisciplinary researchers, as well as provides valuable references to interpret
regional patterns and international relations in the age of instant access.

Keywords: Time series analysis � ARIMA � Inter-country relations � Mass
media events � GDELT

1 Introduction

In recent decades, the rapid development of techniques and theories in the big data field
has introduced new challenges and opportunities to analyze the large amount of
information available online [1–3], including user-contributed (personalized) infor-
mation such as social media data and traditional mass media that targets a larger
audience. Social media are best characterized by a series of Social Network Sites
(SNS) (such as Facebook and Twitter) that have attracted worldwide users to com-
municate, socialize, and share their daily lives, whereas mass media refers to various
forms of media technologies that aim to reach a large audience via mass communi-
cation, including broadcast, print, film, and new channels developed with the growth of
the world wide web (WWW), such as online news reports [4]. Although many studies
have focused on how user-generated content has revolutionized the traditional media
landscape, especially in the marketing field [5, 6], there has not been sufficient study on
how these mass media datasets (e.g., massive online news archives) can be utilized to
track, analyze, and model societal issues, such as the conflict and interaction between
regions and countries. Realizing the necessity to explore the geographic component of
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these geotagged news reports, this research utilizes an open-source dataset, “The
Global Data on Events, Location and Tone” (GDELT), to analyze the time series of
China’s inter-country connections with respect to time. GDELT monitors print,
broadcast, and web news media in over 100 languages worldwide and automatically
encodes such data into a structured database. Although researchers in various fields
such as sociology and communication have explored the potential of such data in
analyzing societal events [7, 8], there is very limited research in utilizing these
extracted mass media data in geography, such as analyzing the evolution of a geo-
graphic entity or the connection between geographic entities upon time [9, 10]. We
adopt an autoregressive integrated moving average (ARIMA) model to analyze time
series due to its capability of dealing with both Autoaggressive (AR) moving average
(MA) and “Integrated” components. These models are appropriate for time series data
either to better interpret the autocorrelation of the data or to forecast future points in the
series [11]. Additionally, the ARIMA model is capable of dealing with non-stationary
time series data, which is typically associated with long-term news events. This
research concentrates on demonstrating the effectiveness of applying time series
analysis to geotagged mass media data. We do not aim to interpret these patterns from a
sociological or political perspective. The applied methodology can be further extended
to other fields as a data pre-processing strategy, such as public relations, communi-
cations, and political geography.

2 Related Work

In the age of instant access, the wide spread usage of the Internet has introduced multiple
new channels in the field of communication. On the one hand, researchers have
investigated how “individual-oriented” SNS have revolutionized where, when, and how
people communicate and share their daily life [12–14]. These social media platforms not
only provide multiple avenues for communication, but they also generate rich data
sources that allow researchers to analyze human behavior patterns from both individual
and aggregated perspectives [2]. On the other hand, compared to individual-oriented
social media data, traditional mass media channels, such as newspapers and TV pro-
grams, concentrate on delivering information to a larger audience [4, 15]. Researchers
have realized the advantages of mass media content in its professorial nature: compared
to social media, traditional mass media often addresses significant and aggregated events
[16], thereby playing an important role in analyzing the social, economic, and cultural
status of a society. Many researchers have applied mass media data to modeling
short-term events [17], such as the response of the stock market corresponding to major
social events [18]. In addition, since traditional mass media has evolved for decades (or
even centuries), and the data are often collected over a longer time span, they are more
appropriate for investigating long-term socio- economic trends and patterns, such as the
evolution of an urban system over decades or the collective patterns of a society or the
connection between societal systems [17]. For example, the machine-coded GDELT
dataset [19] utilized in this research is updated daily and consists of over a
quarter-billion news event records dating back to 1979. It captures what has happened/is
happening worldwide [7, 17], and therefore has been utilized in many previous studies
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to analyze various long-term collective patterns [20]. One example study was conducted
by Yonamine [8], in which the researchers constructed a predictive model to explore
conflict levels in Afghanistan by incorporating various socio-economic indicators such
as unemployment levels and ethnic diversity. Yuan, Liu, and Wei [17] also utilized
GDELT to analyze how China was connected to other countries in the past few decades
and how these patterns can be clustered into different categories. As mentioned in
Sect. 1, this study focuses on constructing ARIMA time series models to predict the
strength of international relations, which can be considered an extension of Yuan, Liu,
and Wei [17] from a time series modeling perspective.

3 Methodology

The GDELT data used in this research include multiple columns such as the source,
actors, time, and approximated location of recorded events. For instance, in a news
report entitled “In Malaysia, Obama carefully calibrates message to Beijing,” Actor 1
would be “United States government” and Actor 2 would be “Chinese government”.
The associated geographic locations of Actor 1, Actor 2, and the actual action are
“Beijing, China”, “Washington DC, United States”, and “Kuala Lumpur, Malaysia”.

As discussed in Sect. 2, this research concentrates on the inter-country relatedness
between China and foreign countries. The analyses will be conducted using the fol-
lowing two steps:

• Data Preprocessing

First, we extract all news records involving China and another country as two parties.
Note that the location of “action” is not a substantial factor here since an event related to a
certain country can happen inside or outside of that country. Based on the pre-processed
data, we calculate descriptive statistics to provide a general interpretation of the trend at
various spatio-temporal scales. For each year and each country, we calculate the fre-
quencies of “co-occurrence” with China (donated as C) in the dataset. The frequencies
are noted as Fy(i,c), which stands for the “co-occurrence” frequency between China and
country i in year y. Here we first define connection strength as follows:

Coyði; cÞ ¼ Fyði; cÞP

j6¼c
Fyðj; cÞ : ð1Þ

where
P

j6¼c
Fyðj; cÞ is the total number of records that involve China and another country

as two actors. Note that the connection strength is not normalized by the total occur-
rence of country i.

To explore the changing dynamics of this pattern, we compute the yearly connection
strength between China and the top 15 countries, represented as time series data.
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The following series provides an example series between United States and China,
which indicates that the connection strength is 0.162 in the year 1979 and 0.179 in 2013:

US [0.162, 0.174, 0.191, 0.193, 0.189, 0.189, 0.181, 0.177, 0.174, 0.169, 0.17,
0.165, 0.162, 0.157, 0.157, 0.161, 0.17, 0.165, 0.164, 0.165, 0.166, 0.16, 0.164,
0.16, 0.159, 0.155, 0.153, 0.151, 0.153, 0.156, 0.162, 0.169, 0.175, 0.178, 0.179]

• Modeling and interpreting time series data

As discussed in Sect. 1, ARIMA models can be applied to both stationary and
non-stationary time series data. Due to its flexibility in data processing, this research
constructed ARIMA models to better interpret the summarized time series. ARIMA
model is generally referred to as an ARIMA(p,d,q) model where three parameters p, d,
and q are non-negative integers. They refer to the autoregressive, integrated, and
moving average parts of the model respectively, and are interpreted as follows:

– p: the autoregressive parameter indicates how much the output variable depends
linearly on its own previous values (e.g., how much the value in 2010 depends on
the years 2009, 2008, etc.).

– d: the integrated parameter is the number of non-seasonal differences and long term
trend. For instance, the random walk model Y(t) – Y (t − 1) = µ (where the average
difference in Y over time t is a constant, denoted by µ), since it includes (only) a
non-seasonal difference and a constant term, is classified as an “ARIMA(0,1,0)
model with constant.”

– q: the order of lagged forecast errors in the prediction. For instance, if series µt can be
represented by the weighted average of q white noise patterns (Eq. 1, where et are
white noise series, h1 … hq are constants), then µt corresponds to ARIMA (0,0,q).
q can be interpreted as a level of uncertainty in time series analysis:

lt ¼ et þ h1et�1 þ � � � hqet�q: ð2Þ

The construction of ARIMA models provides quantitative evidence of how the
inter-nation connection of China has changed upon time, and the fitted parameters can
be applied for predictions and estimates of future patterns.

4 Results and Discussion

The ARIMA models are constructed based on the yearly connection strength defined in
Sect. 3 step 1. Table 1 presents the models and fitted results. To test the effectiveness
of the models, we utilized data from 1979–2010 as a training set and the years 2011,
2012, and 2013 as a testing set for model validation.
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The fitted ARIMA models in Table 1 show interesting patterns. The non-zero
d value (integrated parameter) for most countries indicates that a non-stationary long
term trend exists in the connection between China and these countries. Figure 1 shows
an example time series in South Korea showing a clear increasing trend (d = 1). This
reflects the rapidly growing connection between China and South Korea since the 1970s.

Table 1. ARIMA models and predicted results (‘Obs.’ indicates observed data)

Country ARIMA
model

Fitted
2011

Obs.
2011

Fitted
2012

Obs.
2012

Fitted
2013

Obs.
2013

United States US (1,1,0) 0.172 0.175 0.1732 0.1781 0.1737 0.1792
Japan JA (1,0,0) 0.0991 0.0946 0.0984 0.0927 0.0977 0.0929
Russia RS (1,0,0) 0.0858 0.0806 0.087 0.0806 0.0881 0.0808
South Korea KS (0,1,1) 0.0525 0.0493 0.054 0.0467 0.0555 0.0465
North Korea KN (0,1,1) 0.0488 0.0455 0.0503 0.0423 0.0517 0.0424
United
Kingdom

UK (1,0,2) 0.0446 0.0409 0.0458 0.0413 0.0483 0.0414

France FR (0,1,0) 0.0295 0.0292 0.0289 0.029 0.0285 0.029
Iran IR (0,1,0) 0.0225 0.0215 0.0232 0.0235 0.0239 0.0238
Pakistan PK (2,0,0) 0.0242 0.0249 0.0234 0.0236 0.022 0.0236
India IN (1,1,0) 0.0236 0.0226 0.0245 0.0226 0.0252 0.0227
Australia AS (1,1,0) 0.022 0.022 0.0226 0.022 0.0232 0.0219
Vietnam VM (1,2,0) 0.0191 0.0208 0.0192 0.0195 0.0198 0.0193
Germany GM (0,1,1) 0.0183 0.0186 0.0175 0.0184 0.017 0.0184
Philippines RP (0,1,1) 0.0109 0.0127 0.0139 0.0151 0.0149 0.0152
Canada CA (2,1,0) 0.0128 0.0124 0.0133 0.0138 0.0135 0.014

Fig. 1. Yearly connection strength between China and South Korea
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Moreover, Table 2 indicates that the 15 countries can be characterized into the
following categories (Table 2):

Table 2 indicates varying patterns between different countries and China. For
instance, the connection strength between China and Russia is fitted as a stationary
process, in which the connection strength for a certain year auto-correlates with the
value of the previous year. However, between China and France, the connection
strength is a basic random walk model (ARIMA(0,1,0)) where the difference between
two consecutive years can be modeled as a constant. To validate the models, we also
computed the predicted connection strength in 2013. The forecast accuracy level of the
model is evaluated using mean absolute percentage error (MAPE):

MAPE ¼ 1
n

Xn

t¼1

Yt � Ft

Yt

����

����: ð3Þ

where n is the number of time points, Ft is the forecast value at time t, and Yt is the
actual data. In Table 2, the average MAPE values for the years 2011, 2012, 2013 are
4.20%, 6.26%, and 7.79%. As can be seen, the error inevitably propagates over time;
however, the result still indicates a reliable model with low prediction error rates (<8%
for all three testing years).

Table 2. Categorized ARIMA models and countries

Heading level Characteristics Countries

Autoregressive
models
(p > 0, d = 0, q = 0)

The output variable depends linearly on its own
previous values

JA, RS, PK

Autoregressive
integrated models
(p > 0, d > 0, q = 0)

Autoregressive models with non-stationary behavior
(e.g., long-term trend)

US, IN,
AS, VM,
CA

Integrated moving
average models
(p = 0, d > 0, q > 0)

For moving average models, the output variable is
conceptually a linear regression of the linear
combination of q + 1 white noise variables.
Integrated moving average models is MA model
with non-stationary behavior

KS, KN,
GM, RP

Autoregressive
moving average
models
(p > 0, d = 0, q > 0)

A combination of MA and AR models without a
non-stationary component

UK

General integrated
models
(p = 0, d > 0, q = 0)

The output variable depends only on the orders of a
non-stationary component

FR, IR
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5 Conclusion

This paper applied the GDELT dataset to examine the connection between China and
foreign countries based on time series analysis. We examined the effectiveness of
ARIMA models in predicting trends in long-term mass media data. Although ARIMA
has been previously applied in fields such as political geography and communication,
its utility for determining inter-country relations in the big data era is limited. We also
demonstrated the power of applying GDELT and big data techniques to investigate
informative patterns for interdisciplinary researchers. This research does not aim to
provide in-depth interpretation of the causes and consequences of these international
events from a political perspective; instead, we proposed a method to discover the
patterns that can provide insights in different research fields.

Potential future directions include extending this method to other countries to test
its robustness. GDELT provides a rich data source to analyze inter-region relations at
various spatial scales, such as investigating the connection between different provinces
in China. Another valuable direction is to compare the performance of mass media and
social media in characterizing urban-level patterns. Future study can also look into the
correlation between connection strength and various demographic variables such as
population, economic status, and the tone of each event record.
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Abstract. Novel pedagogical approaches supported by digital technolo-
gies such as blended learning and flipped classroom are prevalent in
recent years. To implement such learning strategies, learning resources
are often put online on learning management systems. The log data on
those systems provide an excellent opportunity for getting more under-
standing about the students through data mining techniques. In this
paper, we propose to use sequential pattern mining (SPM) to discover
navigational patterns on a learning platform. We attempt to address the
lack of literature support about conducting SPM on Moodle. We propose
a method to apply SPM that is more appropriate for mining user naviga-
tional patterns. We further propose three sequence modeling strategies
for mining patterns with educational implications. Results of a study on
a statistics course show the effectiveness of the proposed method and the
proposed sequence modeling strategies.

Keywords: Sequential pattern mining · Educational data mining ·
Learning management systems · Moodle · Navigational patterns

1 Introduction

Novel pedagogical approaches supported by digital technologies such as blended
learning and flipped classroom are prevalent in recent years. To implement such
learning strategies, learning resources such as lecture notes, simulations, videos,
and quizzes are often put online on learning management systems (LMSs). Since
the LMSs usually store information about students and log their access, they
provide an excellent opportunity for getting more understanding about the stu-
dents through data mining techniques.

Sequential pattern mining (SPM) [6,14] is a data mining technique for finding
patterns among sequences of ordered items. It was first proposed for studying the
customer purchase sequence for pattern discovery [1]. With the growing interest
in e-learning and educational data mining [2,9], SPM has also been applied in
education to further facilitate teaching and learning with technology.
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Despite the report of many successful cases showing that the implementation
of approaches such as blended learning is effective in enhancing students’ learn-
ing, few studies have explored the ways that students navigate and interact with
the learning resources in the online learning environment and the possible peda-
gogical implications derived from the activities of students online. One possible
reason is that the volume of data acquired for the users’ activities can be large.
Although current LMSs such as Moodle provide different reports with user statis-
tics, such information might not be sufficient for instructors to draw meaningful
conclusion regarding the whole course or behaviors of users online [10,12,13]. In
view of this, this study proposes to use SPM to discover sequential patterns, or
navigational patterns, on LMSs.

Previous studies have attempted to apply SPM to analyze the usage patterns
on various e-learning systems. Surprisingly, few studies have attempted to apply
this technique to LMSs for the analysis of learning behavior of students. [15] use
both association rule mining and sequential pattern mining to look for resource
access patterns of students on Moodle for exam preparation. However, their
study does not discuss the potential issues in the implementation of SPM on
Moodle. Romero et al. [11] introduce the theoretical and practical way to apply
various data mining techniques on Moodle, but the coverage on SPM is limited
due to the wide scope of their paper.

This paper attempts to address the lack of literature support about conduct-
ing SPM on Moodle. We aim to discover the navigational patterns of students.
We propose a method to apply SPM that is more appropriate for mining naviga-
tional patterns on LMSs. We further propose three sequence modeling strategies
with reference to Zhou et al. [14] for mining patterns with educational impli-
cations. We show some results using the proposed method and strategies in a
statistics course.

2 Sequential Pattern Mining

Consider a set of items such as resources on a learning management system. A
sequence is an ordered list of items. It may indicate the order of which resources
are accessed by a student. An item can occur multiple times in a sequence.
The number of items in a sequence is known as its length. A sequence α =
〈a1a2 . . . an〉 is called a subsequence of another sequence β = 〈b1b2 . . . bm〉, or α
is contained in β, if there exists integers 1 ≤ j1 ≤ j2 ≤ · · · ≤ jn ≤ m such
that a1 = bj1 , a2 = bj2 , . . . , an = bjn . In other words, the subsequence α can be
formed by removing some items from β with the order of the remaining items
preserved. For example, the sequence 〈a, c, d〉 is a subsequence of the sequence
〈a, b, c, d, e〉, where a, b, c, d, and e are items. Due to brevity, we do not consider
the general case where an element of a sequence can be a set of items.

Let S be a set of sequences. We refer to the number or proportion of sequences
in S that contain a sequence α is known as the support of α in S. We denote the
support as supportS(α) and omit the subscript when it is clear from context.

Sequential pattern mining (SPM) aims to discover frequent subsequences
among a set of sequences. The frequent subsequences are also called sequential
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patterns. Specifically, given a set of sequences S and a real number ξ ∈ [0, 1]
as threshold, the problem of SPM is to find all the sequences α such that
supportS(α) ≥ ξ. The threshold ξ is also known as the minimum support.

Often we are interested in only the set of closed sequential patterns. A sequen-
tial pattern α is closed if it is not contained in another sequential pattern that has
the same support. More formally, α is closed if there exists no other sequential
pattern α′ where α is a subsequence of α′ and support(α) = support(α′).

As an example, consider a database with four sequences 〈a, d, c〉,
〈a, c, d, c, b, a〉, 〈b, a, d, c〉, and 〈a, c〉. The items a, b, c, and d may refer to four
different resources or pages on Moodle. If the minimum support is set to be
1.0, the set of sequential patterns resulting from SPM should comprise the three
sequences 〈a〉, 〈c〉, and 〈a, c〉. We can check that each of them is contained in all
the sequences in the database and hence their supports are all equal to 4. As a
counter example, the sequence 〈a, d〉 has a support of 3 and thus is not included
in the result. The result set will be reduced to {〈a, c〉} if only closed sequence is
considered.

Many algorithms have been developed to mine sequential patterns efficiently.
Some of the earliest attempts, e.g. [1], are based on the well-known Apriori
algorithm for association rule mining. However, Apriori-like algorithms need to
consider an exponential number of candidate sequences in the worst case and
they require repeated scanning of the data set to check the support of candidate
sequences [6]. Those problems make Apriori-like algorithms infeasible for large
data sets or when the sequential patterns are expected to be long.

PrefixSpan [7], on the other hand, avoids those problems by taking another
approach. Its main idea is to project the database of sequences into a set of
smaller databases based on a set of frequent subsequences. The frequent sub-
sequences are then grown and checked in the smaller projected databases sep-
arately. The projection step and the growth step are done recursively until no
more longer frequent sequences are found. PrefixSpan has been shown empir-
ically to be considerably faster than another Apriori-like algorithm.

SPM may result in a large number of sequential patterns. This may lead to
a long processing time and make the mining results hard to understand and use.
Therefore, constraints have been imposed to limit the mining results to those
more interesting to users [8]. Among other constraints that have been used, three
kinds of constraints are related to our work. The first kind is item constraint,
which specifics a subset of items that should or should not be present in the
sequential patterns. The second kind is duration constraint, which requires the
duration of sequential patterns to be shorter or longer than a given period. The
third kind is gap constraint, which requires the time difference between two items
in sequential patterns to be shorter or longer than a given gap.

To support the duration and gap constraints, a sequence database has to
been extended to contain time information. A time-extended database is defined
to be a set of time-extended sequences α = 〈(t1, a1), (t2, a2), . . . , (tn, an)〉, where
each item ai is annotated with a timestamp ti. The gap between two items with
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consecutive indices i and j is then defined as |tj − ti| and the duration of a
sequence is defined as |tn − t1|.

Algorithms have to been adapted to respect the constraints specified. Hirate
and Yamana [5] extend PrefixSpan to support mining sequential patterns with
constraints on minimum and maximum gaps and minimum and maximum dura-
tions in a time-extended database. Their algorithm was further extended by
Fournier-Viger et al. [4] to give only closed sequential patterns.

3 Mining Navigational Patterns on Moodle

Potential Issues. There are some potential issues when conducting sequential
pattern analysis based on the log from LMSs. Zhou et al. [14] suggest three main
challenges. The primary challenge concerns the granularity level of log data. If
fine-grained events such as a single key-stroke or mouse click are recorded by the
system, it may obscure the mining of patterns with coarse-grained events. The
second challenge concerns the mined results from SPM algorithms. Most exist-
ing algorithms are not designed to be applied in educational context, so exces-
sive patterns with limited relevancy and value could be generated, which also
cost additional processing time. The last concerns the identification of learning
strategies in the pattern analysis process. Domain knowledge would be needed
during the mining and post-hoc stage in order to deduce the educational impli-
cations from the discovered patterns. In the following, we describe our proposed
approach and explain how we handle those three challenges.

Context of Study. We have chosen Moodle1 to conduct our study for two
reasons. First, Moodle is a free and open-source LMS widely used in educational
institutions. Second, unlike other cloud-based platforms, Moodle can be deployed
on a private server allowing access to the data for data mining.

Our study was conducted in a statistics course. The main types of digital sta-
tistics resources provided on Moodle were simulations, online videos and online
quizzes in three selected topics: sampling distribution, central limit theorem, and
confidence interval. Students could access the learning platform for pre-learning
before class. Teachers also offered some learning activities for student to conduct
online after the face-to-face lessons. A total of 123 students participated in the
course.

Data Extraction. In Moodle, the log data contain fine-grained information
about the interaction behaviors of students on the system. Consider the quiz
activity on Moodle as an example. Moodle has different descriptions in the log
to record every action of students when answering the quizzes (e.g. “view the
quiz”, attempt the quiz, “submit the quiz”, “review the quiz”, etc.). If we include
all those actions, we may find many trivial patterns showing sequences of work
on a single quiz. Therefore, we aggregate those actions by combining consecutive
1 https://moodle.org/.

https://moodle.org/
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Table 1. Targeted actions under study.

Behavior Description from Moodle as in the pattern

Visited simulation Viewed the url “[name of the simulation]”

e.g. Viewed the url “[Simulation] What is sampling distribution”

Watched online videos Viewed the page “[name of the video]”

e.g. Viewed the page “[Video] What is sampling distribution”

Answered questions

within the quizzes

Has viewed the attempt for the quiz “[name of the quiz]”

e.g. Has viewed the quiz “[Quiz] Definition of sampling distribution”

quiz-related actions into a single quiz action. We originally recorded the access
to individual questions in a quiz, but it also turned out to be excessive.

The actions (or items) we included in the sequential pattern analysis are
listed in Table 1. The time at which an action is taken is used as the timestamp
in the input to a SPM algorithm if it is needed.

SPM Algorithms. We used a Java library called SPMF [3] for the implementa-
tion of SPM algorithms. We consider three algorithms in our study. PrefixSpan
is used due to its efficiency. To allow constraints, we use also the algorithm by
[4], called Fournier08 below following the convention in SPMF. We use the
maximum gap constraint to restrict the time interval between two actions in a
sequential pattern to be shorter than 30 min.

An issue was discovered with Fournier08 during our trial. The algorithm
considers the time gap as part of an item in a sequence. For example, the sequence
〈(0, a), (1, b)〉 is contained in 〈(10, a), (11, b)〉, but not in 〈(10, a), (20, b)〉 due to
difference in time gap. This restriction is unrealistic in our study because it
means that the actions of students must be carried out with exactly the same
amount of time elapsed for that sequence to be considered as frequent.

To avoid the above issue, we propose to preprocess the timestamps as follows
before we use Fournier08. If the time gap of an action with its previous action
is smaller than 30 min, we change the timestamp to 0. Otherwise, we keep the
original timestamp. We further specify the maximum duration constraint to
30 min. As a result, the proposed method ignores the time gap difference between
two sequences and restricts the time gap to be less than 30 min. Note that
the change voids the maximum duration constraint and the resulting sequential
patterns could last longer than 30 min in the actual sequences.

Sequence Modeling Strategies. The introduction of time constraint in the
SPM algorithm could effectively filter patterns which are not educationally
meaningful for the interpretation of students’ learning behavior online. How-
ever, the pattern discovery process could be further stratified for the exploration
of specific patterns under different research contexts. Zhou et al. [14] consider
this step in processing the log files before pattern discovery as sequence modeling.
In the current study, three different sequence modeling strategies are proposed.
They aim to yield results with various implications in different perspectives.



196 L.K.M. Poon et al.

Quiz-performance sequence modeling. The students in the course are divided
into different groups based on their performance in the online quizzes available
in the system. The sequential patterns obtained from each group could tell the
common patterns leading to good results in the course or the patterns which
indicate students are not performing well in the course.

Resource oriented sequence modeling. Sometimes we are interested about the
access situation of certain resources. For example the access patterns before or
after watching a video. Therefore, we can include only students that have used
certain resources in the analysis. The support of a sequential pattern would then
refer to the proportion of students following the pattern among those who have
used certain resources. An additional advantage of this filtering is the significant
reduction of processing time.

Evaluation oriented sequence modeling. The integration of evaluation results
based on online questionnaires and log data could provide more information for
us to investigate the behavior of students on the platform. Results from ques-
tionnaires, such as those adopting a Likert-scale, could only provide an average
numerical rating for reference and hence offering limited insights. However, if
students are grouped based on the evaluation results (e.g. high and low ratings)
before aggregating their log data for pattern discovery, the obtained patterns
could further reveal how the ratings from students reflect their navigational
behaviors. Teachers could be better informed about the needs of students for
possible adjustments on the platform and resources.

4 Empirical Results

In this section we present some results from the study described in the previous
section. We first compare the three SPM algorithms described in Fig. 1. As shown
in the left chart, PrefixSpan is drastically slower than the other two meth-
ods with time constraints. The proposed method is slower than Fournier08
when the minimum support is low. The reason can be explained by the right
chart. We see that the proposed method can discover much more sequential pat-
terns with low minimum support. Besides, our experimental results show that
when minimum support is set to 0.2, the length of sequential patterns found by
Fournier08 is at most one, whereas the length of those found by the proposed
method can be seven. This shows that our proposed method can successfully
relax the unnecessarily restrictive constraints imposed by Fournier08.

We now look at the sequential patterns returned by the proposed method
when minimum support was set to 0.2. Some generated patterns indicate that
students often attempted a quiz after watching a video on the same topic. For
example, 40% of the students attempted the quiz “Definition of sampling distri-
bution” after watching the video “What is sampling distribution”. On the other
hand, there are some patterns containing only quiz activities. For example, there
is a pattern with 0.2 support showing the access solely to seven different quizzes,
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Fig. 1. Comparing the proposed method with Fournier08 and PrefixSpan.

which implies 20% of students attempted all the quizzes without taking any
break longer than 30 min. This might suggest students with such pattern were
unengaged in learning online and finished the quizzes in a casual manner, rather
than using the quizzes and feedbacks for reflection and knowledge consolidation.
These students hence deserve more attention from teachers.

We also tested two sequence modeling strategies in the study. The results
show that these strategies can yield some interesting patterns.

For quiz-performance sequence modeling, the overall mean score of all quizzes
were calculated and students were divided into two groups, one group with stu-
dents scored above the mean and another below the mean. SPM was ran sep-
arately on both groups’ data and the generated patterns were compared. The
patterns show that those students scored above the mean demonstrate a better
utilization of the learning resources. For example, there are two patterns “view-
ing a video → attempting a quiz → using statistical simulations → attempting
a quiz” and “viewing a video → viewing a video → using statistical simulation”
for the topic of sampling distribution with a support value of approximately 0.4.
In contrast, the patterns obtained from the group of below mean score mostly
consist of one or two actions only with limited implications.

Among the three types of resources, students were found to be less familiar
with the simulations. We used resource oriented sequence modeling to focus on
students who had used any one of the three available simulations and obtained
three sets of sequential patterns. In general, the results show that students who
have accessed the simulations would also access other kinds of resource. Among
the 28 students who used the simulation for confidence interval, some exhibited
navigational behaviors in accessing other resources within the same topic such
as “viewing a video → attempting a quiz → viewing a video → attempting a
quiz → using the statistical simulation”. Such behaviors indicate an effective use
of online resources for learning.

5 Conclusion

This paper attempts to provide some insights for researchers who are interested
to investigate the navigational patterns of students on Moodle. We discuss some
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challenges in mining navigational patterns with SPM on Moodle. We propose a
method for SPM based on Fournier08 [4] and further propose three sequence
modeling strategies. Our results show that the proposed method can find more
patterns than Fournier08 and the proposed strategies can discover patterns
that cannot be found without them.

Acknowledgment. The study was funded by Teaching Development Grant
(HKIED7/T&L/12-15) under the Hong Kong University Grants Committee.
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Abstract. This paper presents a design and measures the performance
of a dynamic electricity trade scheduler employing genetic algorithms
for the convenient application of vehicle-to-grid services. Arriving at and
being plugged-in to a microgrid, each electric vehicle specifies its stay
time and sales amount, while the scheduler, invoked before each time
slot, creates a connection schedule considering the microgrid-side demand
and available electricity from vehicles for the given scheduling window.
For the application of genetic operations, each schedule is encoded to
an integer-valued vector with the complementary definition of C-space,
which orderly lists all combinatory allocation maps for a task. Then,
each integer element indexes a map entry in its C-space. The perfor-
mance measurement result, obtained from a prototype implementation,
reveals that our scheduler can stably work even when the number of sell-
ers exceeds 100 as well as improves demand meet ratio by up to 6.3%
compared with the conventional scheduler for the given parameter set.

Keywords: Vehicle-to-grid · Dynamic schedule · Genetic algorithm ·
Encoding scheme · Demand meet ratio

1 Introduction

Electric vehicles, or EVs in short, make the transportation system as a part of the
power network, as they obtain energy for driving from the grid [1]. The energy
comes not from gasoline or diesel engines but from nuclear, thermal, or other
power plants. Moreover, EV batteries can alleviate the time disparity problem
between generation and consumption of renewable energies. In the meantime,
EVs can send electricity stored in their batteries, back to the grid, enabled by
two-way communication and bidirectional energy flow. Called V2G (Vehicle-to-
Grid), this technology can shave the peak load over the grid. Here, EVs can be
charged during the low-load interval and inject electricity to the grid during the
peak-load interval. As power plants are built to catch up with the peak energy
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demand across the community, such V2G capability can suppress the construc-
tion of new power generation facilities, bringing many benefits in environmental
and economic aspects [2].

However, as indicated in [3], V2G poses several critical problems stemmed
from increased uncertainty in day-to-day system operations and extended poten-
tial disturbance in the power network. Here, uncontrolled charging or discharging
can possibly lead to voltage instability and other malicious situations. Hence,
the penetration of V2G strongly requires sophisticated control and coordination
strategies for the safe operation of the power system. V2G coordination must
put emphasis on power balancing, that is, power generation and consumption
must be always equal, for EVs to be invited in energy markets [4]. Here, it is
important to make EVs send electricity to the grid at an optimal location at an
optimal time interval [5]. The coordination can take fully advantage of real-time
interaction mechanisms supported by modern information and communication
technologies just like other smart grid services [6].

In V2G electricity trades, microgrids having their own battery systems will be
active purchasers in practice. They can buy electricity by autonomously select-
ing line frequencies to control the direction of electricity flow as well as making
an appropriate reward plan to EV owners [7]. Microgrids essentially comprise
distributed generators, storage devices, and smart meters, possibly making a
decision on whether they will buy electricity from the main grid, EVs, or other
renewable energy sources [8]. Here, the energy supply strategy can be selected
upon the demand forecast created from the past data analysis. From the view-
point of a microgrid, it wants to take EV-stored electricity, especially when it
is forced by a demand response plan which imposes a high rate during peak
hours. It must be mentioned that when there are many EVs to sell electricity at
a specific time interval, the microgrid must decide from which EVs it will buy
now and from which next according to the demand forecast.

In the meantime, the number of EVs will get larger. This situation is easily
expected considering the ever-growing penetration of EVs into our daily lives
and the well-available web interface allowing massive participation in Internet-
based trade [9]. Then, brokering between the two parties will be a problem
of severe time complexity. It is not possible to find an optimal solution for a
specific goal such as minimization of the demand-supply mismatch within an
acceptable response time. To solve this problem, this paper designs a genetic
algorithm for scheduling V2G electricity trade. Here, it is necessary to encode
a V2G trade schedule into an inter-valued vector to apply genetic operations
such as crossover, selection, mutation, and fitness evaluation [10]. The encoding
process may define an additional data structure to efficiently represent a trade
schedule and integrate given constraints.

This paper is organized as follows: After issuing the problem in Sects. 1 and 2
reviews related work. Section 3 explains the system model and designs a genetic
scheduler, focusing on the encoding scheme. Section 4 measures the performance
of the proposed scheme in terms of demand meet ratio. Finally, Sect. 5 summa-
rizes and concludes this paper with a brief introduction of future work.
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2 Related Work

To begin with, as an example of energy source selection in a microgrid, M. Lopez
et al.’s scheme exploits an auction to get a better price for both buyers and sell-
ers [8]. The auction is carried out for each round until no available generation
remains or no demand can be satisfied. It does not consider a scheduling mech-
anism integrating the next round allocation. Next, in S. Xie et al.’s work, a
V2G control scheme is considered targeting at a distribution network serving a
number of houses equipped with EV chargers [11]. Assuming that the limited
number of EVs are plugged-in for quite a long time, for example, 20 h a day,
the scheduler selects EVs to discharge or to be charged, mainly using a fleet of
EVs as static spinning reserve equipment. In this approach, EVs with high SoC
(State-of-Charge) will be picked to discharge and obtain a profit, by which the
EV will be prioritized in charging phases.

In a survey on energy trading in smart grids, different objectives for the opti-
mization problems are categorized into cost minimization, cost-emission min-
imization, power-loss minimization, and peak-to-average minimization [5]. In
addition, one more important aspect is whether the schedule is carried out
dynamically or a priori. On cyber-physical modeling for smart grids [12], our
previous work has designed a one-day ahead electricity trade scheduler [7]. First
of all, it takes the demand forecast on each time slot and the feasible arrival time
provided from each EV. Then, it builds a whole day trade schedule pursuing the
goal of minimizing the demand-supply mismatch. The schedule can arrange the
arrival time of each EV at the microgrid. To reduce the enormous search space
brought by a large number of EVs participating in the trade process, this scheme
develops a heuristic which iteratively pairs the slot having the smallest number
of available EVs and the EV having the least slack. Dynamic schedulers are
also needed for those EVs which cannot reserve time slots for energy trading in
advance.

3 Scheduling Scheme Design

3.1 System Model

Figure 1 depicts our system architecture. Upon arrival, an EV specifies its stay
time and amount to sell via any available mobile terminal such as a cell phone or
a tablet PC. The EV is also plugged-in to the microgrid, but the electricity does
not flow yet. This sales request is stored in the predefined database table. The
scheduler periodically runs once a fixed size time slot. The scheduler retrieves
all requests from the table. We assume that a demand forecast model of suitable
accuracy is already available. By the demand forecast, it knows the number of
EVs to select for each slot and decides the EVs to sell electricity for each slot
during the given window. Then, the trade coordinator allows those EVs to inject
electricity to the microgrid by connecting the switch between them. Here, the
EV which leaves the parking lot soon will be more prioritized to better match the
demand. At the end of each slot, or just before the beginning of a new scheduler
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invocation, the stay time of each EV is decreased by one, while the amount-to-sell
of an EV which has sold its electricity during the last slot will be updated.

System

Scheduler

Connection

Database

Web

controller

Microgrid

Power

Fig. 1. Data processing framework

To make the scheduling time manageable, this paper assumes the fixed size
time slot, and the slot length corresponds to the price signal change interval [13].
Each parameter is aligned with the time slot length. The stay time of an EV
can be represented by the number of slots without any problem. In addition,
the amount of electricity to sell can be also expressed by the number of slots,
considering most power lines allow about 3 kw electricity flow per hour. If the slot
length is 20 min, 1 kwh can flow during a single slot. Hence, in case an EV wants
to sell 2 kwh, it is equivalent to 2 slots. We also assume that each EV decides
the amount of electricity it will sell based on the current SoC and daily driving
plan, as there are quite many SoC consumption models available [14]. The per-
slot demand is also represented by the number of slots and it can be forecasted
either for short or long term basis, mainly exploiting past consumption records.

In addition, it is not necessary to make a whole day plan as no prior knowledge
is available to the scheduler on how many EVs will arrive and how much they
want to sell. The schedule is required to embrace the average stay time. We set
the scheduling window to 6 to 8 slots, as this paper mainly targets at microgrids
such as shopping malls. The stay time or sales amount exceeding the scheduling
window will be trimmed to the window size. For a slot, there can be insufficient
number of EVs, while others have more than their demand. Hence, it is important
to select EVs to discharge considering the demand on subsequent slots and the
stay time of EVs. For an EV staying m slots and expecting to sell e slots,
the scheduler has mCe options. If the number of EVs grows, the search space
will explode soon. For a shopping mall microgrid, tens or hundreds of EVs can
possibly gather in a small number of time slots. It is not possible to traverse the
whole search space to find the optimal solution.

3.2 Genetic Algorithm Design

Even if the time scale in the physical world is much larger than in cyberspace,
the execution time approaching several minutes cannot be tolerable. Hence, a



Design of a Dynamic Electricity Trade Scheduler 203

suboptimal scheme, such as genetic algorithms, is preferred to generate a reason-
able quality schedule within an acceptable time bound. The genetic algorithm is
one of the most widely-used suboptimal search techniques, built upon the princi-
ple of natural selection and evolution [10]. Beginning from the initial population
consisting of a given number of feasible solutions, genetic iterations improve the
fitness of chromosomes generation by generation. In our scheme, a feasible solu-
tion corresponds to a V2G trade schedule. Each generation is created from its
parent generation by applying genetic operators such as selection, crossover, and
mutation. As details on genetic operations are quite well known, we just mention
that our implementation takes the roulette-wheel selection scheme and random
initial population, as they empirically show a better performance.

To apply genetic operators, each trade schedule must be mapped to an integer
vector, and how to encode is the core of genetic algorithm designs in a specific
problem. Our encoding scheme is explained by an example shown in Fig. 2. To
begin with, suppose that 4 EVs are plugged-in to the microgrid and ready to
be scheduled at a specific scheduling time. They are denoted as tasks from T0

to T3, and the stay time and amount-to-sell of each task is listed in Fig. 2(a).
Our scheduler adds one more column, named Cnum, which is the number of
combinations of the previous two column values. For example, the Cnum field of
T0 will be 4C2, namely, 6. Cnum will be the number of feasible allocations for
each task. For T0 again, the EV will stay 4 more slots and wants to sell for 2
slots. Then, to meet its request, the scheduler needs to pick 2 slots out of 4, and
there are 6 ways for this selection.

If we restrict the scheduling window to a fixed value, say 6, the number of
feasible pairs of a stay time and an amount-to-sell is calculated. They will be
1C1, 2C1, 2C2, ..., 6C5, 6C6. We can build C-space as a 2-dimensional matrix as
depicted in Fig. 2(b). Here, only 3C1, 3C2, 4C2, are shown due to space limitation,
and each column lists all feasible combinations. As can be inferred intuitively,
the number of rows is equal to Cnum. The maximum number of rows will be 20
(6C3) when the scheduling window is 6 slots, and 70 (8C4) when 8 slots. Now,
a chromosome (4, 2, 2, 1) is given in this figure and each location is associated
with a task sequentially. Obviously, the vector length is equal to the number of
EV tasks. The first element is an allocation for T0 and as Cnum of T0 is 6, those
numbers from 0 to 5 can appear at this location. This number is an index within
C-space. As the number for T0 is 4, the allocation vector in C-space is 1010. It
means that electricity will flow from T0 to the microgrid at the first and third
slots. Likewise, the index of T1 is 2, and we can find 110 at the indexed C-space
of 3C2.

Figure 2(c) shows the electricity trade schedule mapped from (4, 2, 2, 1).
Hence, any valid trade schedule can be encoded by an integer-valued vector
with an additional definition of C-space, which is built just once before starting
the genetic iterations. Now, it is necessary to evaluate a trade schedule. Our
approach aims at meeting the demand from the microgrid as much as possible.
For a given slot by slot demand and a trade schedule, the fitness function first
calculates the available electricity for each slot by summing up all rows for each
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task stay sales Cnum

T0 4 2 6
T1 3 2 3
T2 4 2 6
T3 3 1 3

(a) Task set

chromosome 4 2 2 1

0 1 2 3
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(b) Encoding scheme

slot 0 1 2 3 4 5

T0 1 0 1 0 - -

T1 0 1 1 - - -

T2 0 1 1 0 - -

T3 0 1 0 - - -

(c) Electricity trade schedule

Fig. 2. Example of trade schedule encoding

column. In the example of Fig. 2(c), the per-slot supply will be (1, 3, 3, 0, 0, 0).
If the demand is (2, 0, 2, 3, 1, 1), 3 slots can be met, namely, 1 at the first slot
and 2 at the third. In the second slot, the demand is 0 but the supply is uselessly
3. It is impossible to meet the demand in the 5-th and 6-th slots, as none of 4
EVs will stay at those slots.

4 Performance Measurement

This section implements a prototype of the proposed allocation scheme using
a C program on an average-performance desktop computer to assess its perfor-
mance. For a task, the stay time randomly distributes from 1 to the scheduling
window size, which is set to 6. The amount to sell distributes exponentially with
the given average. For performance comparison, Random allocation generates
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random schedules and evaluates to find the best one during the approximately
same time interval needed to execute the proposed scheme. This selection works
quite well as the candidate allocation is selected only within the valid range for
each set. Particularly, if the stay time is not so long for some tasks and the
number of tasks is small, this scheme can be sometimes efficient. After all, for
fair comparison, the same task sets are given to both schemes in each parameter
configuration.

The experiment measures how much microgrid-side demand is covered by
EV-supplying energy, according to the number of EVs, population size, average
amount to sell, and demand-supply ratio. For the performance metric, we define
demand meet ratio, which is the ratio between the amount of bought electricity
and total demand. In addition, with the given demand-supply ratio, the average
of the exponential distribution of per-EV sales amount will be adjusted. Hence,
even if the number of EVs increases, the total supply will remain almost constant.
In the subsequent experiments, the demand meet ratio is measured changing one
performance parameter with the others fixed to their default values. By default,
the number of EVs is 50, the population size is 100, the per-slot demand is
1.5, and the demand-supply ratio is set to 1.0, respectively. For each parameter
setting, 10 sets are generated and their results are averaged.

The first experiment measures the effect of the number of EVs ranging from
20 to 100. Here, with more EVs, the amount to sell for an EV is adjusted to make
the demand-supply ratio close to 1.0. Each addition of an EV task extends the
search space size by

√
3
6

times for the scheduling window size of 6 [15]. However,
both schemes show quite stable performance behavior. It is true that they may
fail in finding a reasonable solution within the limited number of iterations and
random generations, but such a case is not observed. For the case of 20 EVs,
both schemes find the same solution for all generated task sets, possibly equal
to the optimal. However, the gap gets enlarged on a large number of EVs. The
genetic scheduler shows just 4.2% degradation in the demand meet ratio even
if the number of EVs changes from 20 to 100. For 100 EVs, the performance
gap reaches 6.3% and more than 81.7% of demand is covered by the electricity
purchase from EVs for the whole range (Fig. 3).

Next, Fig. 4 shows the effect of population size to the demand meet ratio.
A large population can accommodate more candidate solutions, improving the
diversity of chromosomes to mate. However, as each genetic loop necessarily
includes a sorting procedure to select the solutions of better fitness, the execution
time increases. In the experiment, population size is changed from 30 to 120.
When population size is 120, the execution time becomes tens of seconds, and
the number of random generations is made to increase to approximate the equal
execution time. For each population size, different 10 sets are generated, yet the
demand meet ratio for the random scheduling scheme is almost same. However,
in the genetic scheduler, demand meet ratio is improved by 3.2%. Actually, a
large population hardly leads to performance improvement beyond a certain
point, it is necessary to find an optimal size considering the trade-off between
execution time and performance.
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Figure 5 plots the result of the experiment on the effect of the sales amount
to demand meet ratio. In this experiment, the average sales amount for an EV is
changed from 0.5 to 3.0 slots, actually, 0.5 to 3.0 kwh. Those values are fed to the
exponential distribution generator. When this average increases, the supply will
increase. However, we made the demand also increase to maintain the demand-
supply ratio close to 1.0, as more supply definitely leads to a better demand
meet ratio. As shown in this figure, when the average sales amount is 0.5, all
electricity can be purchased by the microgrid with both schemes. It indicates
that both schemes work efficiently in relatively small search space. However,
according to the increase in the sales amount, the demand meet ratio decreases.
The genetic scheduler meets demand better, the performance gap reaching 6.2%
when the average is 2 slots. Meanwhile, when the average becomes 3.0 slots, the
improvement is cut down to just 1.4%.

Finally, Fig. 6 plots the result of the experiment on the effect of the sales
amount to demand meet ratio. If the demand-supply ratio is 0.5, supply is twice
as much as demand. In this case, both schemes meet the given demand by
up to 97.6% and 96.6%, respectively, enjoying abundant supply. The demand
ratio decreases as expected as supply gets smaller than demand. The genetic
scheduler seems to be less affected by supply insufficiency, showing the maximum
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performance gap of 6.2% when the demand-supply ratio is 1.1. Beyond this point,
the improvement also gets smaller. In the random scheme, demand meet ratio is
almost linearly cut down according to the increase in the demand-supply ratio.

5 Conclusions

Sophisticated computer algorithms can make V2G services smarter and more
convenient to microgrids and EVs. In this paper, we have designed a dynamic
energy trade scheduler which decides EVs to inject electricity to the microgrid
on each time slot during the upcoming time interval. EV arrival patterns are not
known in advance, and an EV specifies its stay time and amount to sell just when
it is plugged-in to the microgrid. To build a reasonable quality schedule within an
acceptable time bound, genetic algorithms are exploited and C-space is defined
to encode a trade schedule. Each vector element is the index to the allocation
map entry. Judging from the performance measurement result obtained from a
prototype implementation, we can find out that the genetic scheduler can stably
work even when the number of sellers exceeds 100, improving demand meet
ratio by up to 6.3% compared with the random scheduling scheme for the given
parameter set.

As future work, we are planning to conduct the performance analysis with
the actual demand pattern of a microgrid and its price plan. In addition, as our
region is accumulating an enormous amount of monitoring data stream from
a variety of smart grid entities, a research on how to orchestrate them to find
valuable information is scheduled.
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Abstract. Campaigns based on information spreading processes within online
networks have become a key feature of marketing landscapes. Most research in
the field has concentrated on propagation models and improving seeding
strategies as a way to increase coverage. Proponents of such research usually
assume selection of seed set and the initialization of the process without any
additional support in following stages. The approach presented in this paper
shows how initiation by seed set process can be supported by selection and
activation of additional nodes within network. The relationship between the
number of additional activations and the size of initial seed set is dependent on
network structures and propagation parameters with the highest performance
observed for networks with low average degree and smallest propagation
probability in a chosen model.

Keywords: Information spreading � Supporting seeding � Viral marketing �
Word of mouth � Complex networks

1 Introduction

The development of electronic platforms and social big data [1] has led to a situation in
which the most crucial point to understand the patterns, behaviours, and predispositions
of millions of users online [5]. Online marketers use new opportunities and put
increasing effort to engage consumers in propagation of information about the products
and services. In many cases, viral marketing results in better outcomes than conven-
tional advertising campaigns due to the presence of social influence and the spreading
of information among close friends [29]. Such socially-orientated recommendations
have a higher influence on target consumers than conventional commercial messages
owing to higher trust in such a communication received from strong ties within social
network [9]. Early research in the field applied a diffusion of innovations framework
and offered a macroscopic view on the quantity of acquired customers [24]. Online
social networking websites allowed more detailed microscopic monitoring of the
process of commercial information spreading by identifying and assessing message
senders and recipients [3]. Research related to viral marketing and diffusion of

© Springer International Publishing AG 2017
Y. Tan et al. (Eds.): DMBD 2017, LNCS 10387, pp. 209–218, 2017.
DOI: 10.1007/978-3-319-61845-6_22



marketing content within complex networks has considered identification of factors
affecting successful campaigns [2, 8], modelling diffusion processes with the use of
epidemic models and extensions [13], selection of initial seed sets for campaign ini-
tialization [7]. More recent research has been related to spreading processes within
temporal networks [20, 28] and multilayer structures [25]. While most of the earlier
research concentrated on initial seed set selection [7], the research presented in this
paper focuses on supporting seeding during the process and improvement of coverage.
Our study assumes differing intensity of support during the process and comparison of
results with reference based on primary seeding only. The rest of the paper is organized
as follows: Sect. 2 provides a review of literature,

Section 3 presents the conceptual framework and assumptions for the proposed
approach. Next, in experimental part, empirical results are presented, and Sect. 5
concludes the work.

2 Related Work

The growing number of users of social networking platforms has increased the interest
of marketers in campaigns targeting users as well as in social big data analysis [1].
Differing from typical forms of contextual advertising or the use of demographics and
behavioural targeting, marketers try to motivate their users to spread information about
products among friends within social connections. Research in this field follows an
interdisciplinary approach and attracts marketers, computer scientists, physicists and
sociologists with a broad scope of research aims and approaches [7, 9, 13]. For
modelling the spread of information models from epidemic research such as SIR or SIS
are implemented [13], as well more dedicated solutions such as independent cascades
model [14] or linear threshold [24]. Macroscopic analysis of total number of activations
within network is used as well as microscopic view for detailed monitoring of pro-
cesses at the social network and its participants level [23].

Several directions of current research in the field can be identified. A bulk of studies
have been related to selection of network nodes in a form of seed set to initiate the
spreading processes. Such approaches are often based on structural network measures
such as degree centrality, closeness or betweenness centrality for creation of rankings
of nodes and selection of top nodes with assumed high potential of spreading infor-
mation due to important role within network structures [7]. Due to limited computa-
tional resources required, such approaches are often used albeit failing to deliver
optimal seed set. More sophisticated solutions such as greedy based selection and its
extensions deliver better results but their usage is associated with substantial compu-
tational costs and very limited ability of implementation on real complex networks
[14]. Other research further optimizes the usage of structural measures to refrain from
selecting nodes in the same segments of network for better allocation of seeds. Solu-
tions of this type are based on sequential seeding for better usage of natural diffusion
processes [10], sequential seeding with dynamic rankings [11], targeting communities
to avoid seeding of nodes within same communities with close intra connections [6]
a usage of voting mechanisms with decreased weighs after detection of already
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activated nodes [30]. In other studies, a k-shell based approach was implemented to
detect central nodes within the networks [15].

Most of earlier approaches are based on static networks and modelling within them
dynamic processes while recent studies take into account dynamic networks with used
temporal characteristics and closer to reality specifics than static snapshots [20]. Other
directions are based on multilayer networks and intra layer information spreading
processes [25]. While most of solutions are targeted to processes initiated by seed set,
attempts are observed to use additional knowledge about the ongoing process to
improve results in a form of adaptive seeding [26]. Other approaches take into account
multiple ongoing campaigns and relations between them [4].

Solutions based on single stage seeding are simplified representation of real world
marketing campaigns where marketers divide marketing budgets into several stages for
better allocations based on campaign monitoring. Then more natural and close to
reality solutions should assume usage of initial budgets and then implementing sup-
porting activities during campaign.

3 Conceptual Framework

The review of literature presented shows that most of research concentrates on seed set
selection on the beginning of the process with further goal to maximize final coverage
at the end of the process. Real viral marketing campaigns started by initial seeding are
subject of monitoring and companies are using various mechanisms to improve the
results including teasers, incentives during campaign and other techniques to attract
more users within networks. Techniques of this type can be based on selection of
additional seeds within network apart from initial seed set. The main goal of research
presented was to evaluate results with the use of additional seeding during information
spreading process. The main assumptions for research are presented in Fig. 1 with
distinguished primary seeding (PD) denoted by red line and secondary seeding
(SS) with three variants of intensity denoted with green, light blue and blue.

Conventional information spreading process initiated by seed set is illustrated in
Fig. 1A. Primary seeding PS is based on p selected nodes from the network with high
potential to influence others. Various strategies can be used to select initial seed set
discussed in the literature based on centrality measures or more sophisticated
approaches like k-shell, VoteRank or community based seeding. Primary seeding
initiates information spreading process and it continues until process terminates after
SPS steps with achieved coverage CPS. Results from process based on primary seeding
are treated as reference for further research in terms of coverage and number of steps
till process end. The goal of research is analyse effect of additional seeding on the
process with various intensities. It is assumed additional seeding is based on SF * p
seeds (SF denotes support intensity factor as a percentage of number of seeds used in
primary seeding) divided by the number of steps SPS in which process terminates.
Additional seeds are selected with the use of same seed selection strategy as in the
primary seeding. If primary seeding was based on p = 100 seeds and process termi-
nates in SPS = 5 steps and support intensity factor SF1 = 50% then supporting seeding
SS takes place in 5 steps and in each s1 = 10 seeds are used as is illustrated in Fig. 1B.
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Due to additional support process reaches coverage CSS1 > CPS and the duration of the
process SSS1 > SPS. Higher intensity of support is illustrated in the Fig. 1C where
SF2 = 75% and s2 seeds are used in each step. Higher coverage and the duration of the
process is reached. If the intensity is increased the further growth of coverage and
duration is assumed as illustrated in Fig. 1D. Following the above assumptions, the
main goal of research is to evaluate effect of additions seeds on the ongoing infor-
mation spreading processes with the use of real social networks, various characteristics
of information spreading processes and seed selection strategies used for seed selection.

4 The Empirical Study

In the study, experiments were conducted with the use of agent based simulations with
the main goal to analyse the effect of number of additional activations within network
on final coverage represented by a number of affected nodes. As a methodological
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basement for simulations, the independent cascades model (IC) was used with five
propagation probabilities PP of activation of contacted neighbours during the process
with assigned values 0.05, 0.1, 0.15, 0.2 and 0.25. All parameters used in simulations
related to information propagation process, networks, and strategies for seeds selection
are presented in Table 1.

Parameters of simulations create experimental space N � SP � A � P � R with
2200 simulation configurations with results averaged from 100 runs on each config-
uration. Simulations seed selection approaches are based on typical heuristics for the
selection of nodes within network with high potential to influence others such as degree
based selection (D), PageRank based selection (P), eigenvector based selection (E),
betweenness (B) and for comparison random selection (R). Seeding percentage SP
represents the initial number of seed selected at the beginning to initiate the information
spreading process. For the experiments, eight networks were used with the number of
nodes in the range 4039–16264 with specification presented in Table 2. For each
network average values of man parameters such as degree (D), second level degree
(D2), closeness (CL), PageRank (PR), eigenvector (EV), clustering coefficient
(CC) affecting the dynamics of information spreading processes are presented. The
number of nodes in each network was enough to initiate diffusion processes with used
seeding percentage and the number of additional activations assigned to each step of
simulations.

In the first stage, simulations were performed to detect the processes duration SPS
represented by the number of simulations steps for each configuration when process
dies out. It was used to establish the number of steps in which additional activations
take place for each network N, seeding percentage SP, propagation probability PP and
seed selection strategy R. Number of additional activations was starting from 10% to
100% of initial seeds and was divided by a number of steps after which the process
finished SPS. Results from additional activations were compared with the process
without any additional support. Improvement of coverage after each increase of
additional activations was dependent on overall process performance within network as
is visible in Fig. 2. For total coverage below 20%, differences each additional package

Table 1. Parameters used for simulations

Symbol Parameter Variants Values

N Network 8 Real networks N1–N8 from various areas
SP Initial seeding

percentage
1 1%

A Percent of
additional
activations

11 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%,
90%, 100% and 0% as reference

PP Propagation
probability

5 0.05, 0.1, 0.15, 0.2, 0.25

R Seed ranking
method

5 R - random, D - degree, P - PageRank
E - Eigenvector, B - Betweenness
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of activations was improving total results, while for processes with coverage above
50% additional activations did not affect the process. Example results from network
N1, propagation probability PP = 0.05 and betweenness based seeds selection are
presented in Fig. 3 with showed the distance between results for 20, 40, 60, 80 and 100
percentage of additional activations.

The results of each additional seeding percentage were compared with approach
based on initial seed set only with the use of Wilcoxon test for dependent group. Com-
parison showed the measure of difference represented by Hodges-Lehmann estimator
D = 0.21 for 10% of additional seeds,D = 0.38 for 20%,D = 0.55 for 30%,D = 0.71 for
40%, D = 0.88 for 50%, D = 1.03 for 60%, D = 1.19 for 70%, D = 1.35 for 80%,
D = 1.51 for 90% andD = 1.68 for 100%with p-value < 2.2e-16 for all additional seeds
percentages. Results averaged for each network N1-N8, propagation probability PP and
seed selection strategy R are presented in the Table 3. The results show that using
additional initial seeds for additional activations resulted increase of coverage by 2.94%
up to 22.84% for the 10% and up to 100% of initial seed set, respectively.

Table 2. Characteristics of real networks used in experiment

Network Nodes Mean values of main network measures Reference
D D2 CL PR EV CC

N1 16,726 5.85 40.68 0.000363 0.000061 0.005384 0.637985 [21]
N2 4,941 2.67 10.16 0.053679 0.000202 0.004790 0.080104 [22]
N3 4,039 43.69 717.17 0.276168 0.000248 0.040473 0.605547 [17]
N4 5,242 11.05 30.85 0.000769 0.000191 0.010351 0.106230 [18]
N5 12,591 7.90 248.11 0.009886 0.000079 0.009543 0.116553 [19]
N6 6,474 3.88 567.14 0.276570 0.000154 0.010303 0.252222 [16]
N7 6,120 45.33 5449.57 0.477727 0.000163 0.007144 0.259767 [27]
N8 6,327 46.93 504.37 0.003694 0.000161 0.036107 0.597632 [12]

Fig. 2. Coverage improvement for each addi-
tional 10% of activations used. Fig. 3. Example diffusion process for mix-

tures with different proportion of seeds with
high degree.
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Table 3. Coverage increase for additional activations

Activations 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

All results 2.94 5.29 7.56 9.94 12.27 14.31 16.35 18.66 20.73 22.84
Network N1 3.17 5.74 8.38 10.93 13.21 15.6 17.68 20.01 22.23 24.52

N2 9.17 19.09 29.06 38.87 48.89 57.47 66.34 75.93 84.47 93.62
N3 0.96 1.21 1.43 1.54 1.79 1.86 1.99 2.18 2.29 2.51
N4 7.49 11.36 14.6 19.1 23.04 26.4 29.71 34.3 37.88 41.2
N5 0.72 1.35 1.9 2.56 3.16 3.73 4.26 4.73 5.26 5.79
N6 1.49 2.61 3.76 4.75 5.91 6.84 7.96 8.86 9.98 10.88
N7 0.3 0.52 0.75 0.99 1.21 1.45 1.67 1.93 2.18 2.4
N8 0.27 0.43 0.61 0.78 0.97 1.09 1.22 1.36 1.53 1.77

Probability PP 0.05 5.03 8.95 12.63 16.21 19.83 23.21 26.81 30.33 33.67 37.57
PP 0.10 3.89 6.54 9.02 12.12 14.85 17.26 19.4 22.36 24.99 27.31
PP 0.15 2.65 4.52 6.58 8.58 10.74 12.47 14.25 16.02 17.66 19.32
PP 0.20 1.69 3.41 5.02 6.7 8.4 9.73 11.1 12.86 14.28 15.58
PP 0.25 1.47 3.03 4.56 6.09 7.54 8.86 10.21 11.75 13.04 14.41

Selection Random 2.52 4.28 5.91 7.83 9.79 12.04 14.1 16.25 18.31 20.3
Degree 3.02 5.68 8.38 11.23 13.32 14.94 16.72 18.95 21.09 23.2
PageRank 2.99 5.24 7.3 9.54 11.71 13.62 15.54 17.68 19.39 21.47
Eigenvector 2.75 4.94 7.09 9.4 11.78 13.84 16.29 19.37 21.6 23.9
Betweenness 3.44 6.31 9.12 11.7 14.76 17.09 19.12 21.08 23.26 25.31

Fig. 4. Coverage increase for each used
network and additional seeds percentage

Fig. 5. Coverage increase for each used
propagation probability and additional seeds
percentage
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The results for each network are presented in Fig. 4. The highest increase after
100% more activations than in initial seed set was observed for network N2 with
coverage higher by 93.62%. The lowest performance was observed for network N7
with only 1.77% increase. Results were dependent on propagation probability PP as is
visible in Fig. 5. The best results were achieved for the lowest propagation probability
PP = 0.05 with total 37.57% coverage increase while lowest improvement 14.41% was
observed for PP = 0.25. Analysis based on used seed selection strategies (Fig. 6)
shows that results were similar for all used seed selection strategies; however the lowest
improvement 20.3% was observed for random selection (R) while the highest
improvement 25.31% was observed for selection of additional nodes with the usage of
betweenness centrality measure.

Apart from aggregated values, analysis was performed on all simulation cases.
Figure 7 shows results for all simulation cases from supporting activations sorted by
coverage improvement. For about 25% of simulation cases in the range 0–50 differ-
ences are small while 25% of cases above 150 show substantial differences. Cases in
the range 50–100 show small differences and cases in the range 100–150 show medium
differences.

5 Conclusions

The presented study focused on the influence on ongoing information spreading pro-
cesses by activation of additional nodes during the process launched by initial seed set.
While most of earlier research concentrated on the initial seed set, the present research
shows how additional seeds used during the process affected number of activated nodes
within the network. Results showed that using the same quantity of additional seeds
such as were used to initiate the diffusion process increase the coverage within the

Fig. 6. Coverage increase for each used
seed selection strategy and additional seeds
percentage

Fig. 7. Results from all simulation cases sorted
by coverage improvement
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network by 22.84% while small additional package of seeds equal to 10% of initial
seed set has the potential of coverage increase by 2.94%. Results were highly
dependent on networks and their characteristics. The lowest improvement was
observed for networks N3, N7 and N8. Those networks had a high average degree with
values and the final coverage was very high regardless of whether additional seeds were
used. Similar conclusions come from influence of propagation probabilities on final
results. The best coverage increase was observed for the lowest propagation probability
while the highest propagation probability delivered much lower improvement. Results
were dependent on the seed selection strategies used. Heuristics based on degree,
betweenness of eigenvector delivered up to 20% better results than random selection of
additional seeds. The presented research opens several questions for future research.
Apart from flat number of additional seeds in simulation stages other distributions can
be used to minimize number of additional seeds at the beginning and maximizing when
the dynamics of the process drops. Another direction can be based on wider range of
used additional seeds exceeding initial seed set.
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grant no. 2016/21/B/HS4/01562.
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Abstract. Is presents a case study in a descriptive work of qualitative Court
that seeks to evaluate the advantages of the deployment and the use of the
b-learning methodology and big data in pedagogical processes. There is the need
for evolution of the type of traditional education currently practised in the
University by a methodology that allows for greater participation and respon-
sibility on the part of the student and which present an opportunity for devel-
opment of independent learning skills. Initially develops a theoretical reference
framework associated with the traditional teaching, B-learning and Big data with
its approach to the field of education. Subsequently, is an approach to the
existing problems in a case study employing the use of descriptive records,
participant observation and interviews not structured to analyze and compare the
academic performance of students in a course implementing b-learning vs. a
course with traditional methods.
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education

1 Introduction

Technological progress, and especially information and communication technologies
have influenced many fields one of these education sector, in which it is possible to
appreciate some changes such as cases of Board and marker, which has been replaced
by multimedia (video beam) projectors; billboards and the centers of copied, replaced
by virtual space or emails that make it possible to maintain communication in real time;
Therefore the current cultural settings are crossed and stained by these new tech-
nologies. In this direction, [1] says that “the market of the future and the labour
demands will rotate around information and information management” and “media
transformed the world and transforming teaching”.

This work is carried out in the field mechanical processes, belonging to industrial
engineering of the Universidad Distrital Francisco José de Caldas (Colombia). In order
to anticipate changes in ICT is used the platform Moodle from the second half of 2010.
the use of a Virtual Classroom, which includes the development of a series of activities
to distance was introduced as an additional and complementary educational resource.
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The design is oriented to a b-learning (blended or mixed learning) system, combining
distance learning and blended since the formation of engineers demanding the per-
manent pursuit of pedagogical alternatives, as well as the continuous use of techno-
logical resources offered by today’s world, to achieve higher levels of training [2].

2 General Information

Teaching through a traditional method as it is usually done in different engineering
subjects, is characterized by a work in which the teacher teaches a series of concepts, the
student tries to assimilate them and at the same time they are evaluated by quizzes and
partial. In this, the student is a passive actor, who only uses group work in some cases at
the time of study for evaluations written from textbooks, and the notes taken in lectures.
Of course,many leaders, academics, and practical to believe that traditional approaches in
education, as a dependency in the textbooks, mass instruction, lectures and
multiple-choice tests, are obsolete in the age of information [3]. It is necessary to highlight
the differences showing with respect to the traditional ICT-based education: concerning
the modification of spaces, roles and methods characteristic of virtual education versus
the traditional or face-to-face, paradigm according to media and handlings that were
given by the institution, and its interrelation with contemporary paradigms, between them
it was digital and the globalization as epicenter political, social and economic [4].

2.1 B-Learning

The simplest definition and also the most precise b-learning describes it as that mode of
learning that it combines teaching through traditional classroom activities with
non-contact technology: “which combines face-to-face and virtual teaching” [5].
Therefore, the blended learning, approaching more a hybrid training model that is able
to collect the best of teaching at a distance and the best of classroom teaching; i.e., use
correctly the electronic resources and infrastructure available digital and use appro-
priate methods of active participation in class in order to facilitate learning.

A drawback that the incursion of ICT in different fields of society, is the resistance
to change and especially in the field of education, where some professors disagree of
any change in an educational system that has worked for many years. Centuries. On the
subject [7] justifies the “blended learning” as a “soft” option to enter the information
technology between a reluctant Faculty, and especially the technologies of information
and communication, it has often been acclaimed as a catalyst for change, but this
change need not be radical. “Some useful ICT through well-planned easy ways can be,
I suggest to use widely available technologies combined with more familiar approaches
to teaching and learning”.

2.2 Platform LMS

Authors as [8] give us an overview of the development of the e-learning over time,
explaining that applied to the process of teaching-learning ICT can be classified as:
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training-based computer (CBT), Web (WBT) or management platforms (LMS) learn-
ing based training. Within the platforms commercial more known are WebCT and
Blackboard, which possess few institutions Latin American due to its high cost and
difficulty to manage and maintain. In contrast are free software (available for free on the
Internet)-based LMS platforms such as Claroline, Dokeos and Moodle (Modular
Object-Oriented Dynamic Learning Environment) among others. The latter can be
copied and modified and allow you to create a virtual learning environment with ease,
without having to be expert programmers favoring the social construction of knowl-
edge through a process of gradual transfer of control, as points out it [9]. Moodle is a
virtual learning environment based on internet. It is a project in development designed
to support a social constructionist education framework, therefore, is a system of free
course management that helps the learning process-online collaborative learning. Some
of the modules of academic activities integrated into the platform that can be used
through Moodle are: chat, forums, quizzes, blogs and wikis. Additionally allows the
link to Web pages, files and videos in order to make more interactive virtual education.

2.3 Big Data

The big data can be defined as a concept that refers to the collection, storage and
processing of a set of data that is too large for the purpose of finding repetitive patterns
within them, that it is impossible to manage them with databases and conventional
analytical tools. The sector of information and communication technologies has been
the leader in the trend to manipulate huge amounts of data that are generated in real
time and that come from different media such as social networks, sensors, platforms
and devices audio and video requiring to use such information in reporting statistical
and predictive models that can be used in many areas of human endeavor. These
volumes of data collected are usually classified in three main groups [10].

• Structured data: data that are formatted in order to clearly define aspects such as its
length. Examples of this group are: dates, numbers or character strings. Typically,
databases and spreadsheets contain structured data.

• Semi-structured data: data that have been processed to some extent, i.e., data which
do not correspond to a specific format, but its elements are separated by markers
[10]. An example of this type of data are those who come from web pages tradi-
tional (HTML)

• Unstructured data: are data that do not have any format, since they are as they were
collected. Some examples of this type of data are PDFs, multimedia documents and
e-mail [11].

Could mention are some of the possible applications of the big data in different
fields. One of these medicine, where more clearly you are drawing these benefits,
treatments and personalized medicine are certainly a desirable future for all. In the trade
sector, allow greater visibility of the needs of customers, and the role of the customer in
his social circle could be determined through an analysis of social networks. Similarly,
there are other areas where being built the foundations to harness the potential of Big
data, such as nutrition, sport, advertising and transport, among many others [12].
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2.4 Exploration of Big Data in Education

Big technology data has dabbled in different fields, but the field of education as it has
happened frequently, has never been a field pioneered the implementation of innova-
tions. This has been characterized by changes perhaps late in terms of technological
tools, something when other sectors did successfully [13]. The concepts of big data and
data analysis can be applied to a variety of fields of higher education; in the admin-
istrative and instructional field, process admissions, financial planning, monitoring of
teacher and student performance. This article also aims to identify the Big data and its
analytical can support decision-making in environment b-learning. Thus, students of
the platforms using educational LMS generate an amount of data that need to be
analyzed. According to [14], these systems of registration of information on the results
of the students, could be used by institutions to study the patterns of student perfor-
mance over time. And collected data for each entry of a student in an online course.
That is, input the Forum of discussion, blog or wiki activity input, completion of
examinations, among other data [15]. This amount of data and transactions in real time
of the students not only a course but an entire semester requires data mining Software
to establish processes of conversion of data into useful information, in order to discover
patterns and take corrective actions to the learning process of the students in real time.
Although the majority of current data mining tools are too complex for teachers and
their functions go far beyond the scope of which could require a teacher [16].

According to [17] you can set the Analytics of learning as the use of smart data;
data produced by the student, and the analysis of models to discover the information
and social relations, and thus predict and advise on their learning process. This can be
supported by teachers and students to take action based on the evaluation of educa-
tional data. However, the technology to deliver this potential is still very young and
research in the understanding of the pedagogical usefulness of learning Analytics is still
in its infancy [18]. According to [19], there are eight categories of potential practical
applications in which it is possible to use the Analytics of learning, of which the most
common are the monitoring and early identification of weaknesses to an intervention of
the teaching-learning process and student: monitoring of the student’s individual per-
formance; breakdown of the performance of students in different ways, such as by age,
year of study, ethnicity, etc.; identification of outliers for early intervention in the
learning process; to promote the potential of the students so that they develop an
optimal learning process; avoid the wear and tear of a course or program; identify and
develop techniques for effective teaching; analyze instruments and methods of evalu-
ation; and evaluate resumes or curricula.

On the contrary Miguel Caulfield, director of learning combined and network of the
University of the State of Washington, in Vancouver, cautioned that the early research
on the effectiveness of learning and retention Analytics need additional verification and
review [20]. Thus, the analysis of learning as a retention tool is still in its nascent stage.
So much so, that society of researchers for the Analytics of the learning (SOLAR),
which is an interdisciplinary network of leading international researchers are exploring
the role and impact of analytics in the process of teaching and learning, training and
development [20].
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In accordance with [18], for the application of data mining to the b-learning it must
collect data from course management system (for example: amount of approved not
approved vs; required courses elective vs) system of qualifications and learning
management system - LMS (e.g.: information of all members who have access to the
course, frequency of use of each log in the course and data related to the activities of
teaching and learning of) each Member of the specific course). The second step called
mapping, consists of the combination of data for an ID key and before carrying out an
analysis by tools of big data, it is recommended to make an analysis of descriptive
statistics to identify the application of b-learning and identify if data, cleaning of
existing data and removal of the values are missing. Then it will be possible to classify
them by subgroups or cluster depending on the identified activities that must be ana-
lyzed by data mining for results about online activity, identify clear policies for the
reduction of working hours face to face, among others. Something similar appears [21];
for the implementation of a process of learning Analytics should be started with data
collection. Data collecting different student activities when they interact within a LMS
platform or a personal learning (PLE) environment, (are examples of activities for data
collection: the participation in collaborative, write in the Forum or reading a docu-
ment). The second stage of the analytical process involves data mining based on
different techniques, such as grouping, sorting, Association rule and social network
analysis. Subsequently, the results of the mining process can be displayed as an
application (widget), that can be integrated to PLE or LMS providing representations
charts that facilitate decision making by the teacher as soon as the impact of his
teaching method, the form for learning, student achievement, and effectiveness of his
teaching. It is worth mentioning that it should be privacy in the collection and analysis
of data from the students. Although many questions about education are not intended to
examine the records of individual students. Rather, the data of all students or subgroups
with specific characteristics, is the important thing.

2.5 Tools Big Data

He field of it education, especially in Latin America is of limited resources economic,
being this main limitations for the adoption of the technology big data in any institution
added to the of infrastructure and of capital human experienced that is require for its
instrumentation. However, below, are a number of tools that are currently in storage,
management and analysis of large amounts of data. This, with the purpose of having a
clearer perspective when choosing the right tool that will allow better use of resources
and data.

2.5.1 Hadoop
Hadoop (HDFS) is a distributed file system designed to be executed from the hardware
of a computer or information system [22]. Among its characteristics: Hadoop is made
up of hundred or thousands of connected servers that store and execute the user’s tasks;
the possibility of failure is high, since if only one of the servers fails, the whole system
fails. Therefore, the Hadoop platform always has a certain percentage of inactivity [23];
the applications executed by means of Hadoop are not for general use, since it
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processes sets of data without contact with the user; an advantage Hadoop has
regarding the other systems is that the processing of information takes place in the same
place where it is store, which does not overcrowd the network since it does not have to
transmit the data elsewhere to be processed.

2.5.2 MongoDB
MongoDB is a distributed NoSQL data manager of a documental sort, which means
that it is a non-relational database. Data exchange in this manager is done by means of
BSON, which is a text that uses a binary representation for data structuring and
mapping. This manager is written in C ++, may be executed from different operational
systems; it is open-source code [24]. This data manager has the following character-
istics: flexible storage, since it is sustained by JSON and does not need to define prior
schemes; multiple indexes may be created starting on any attribute, which facilitates its
use, since it is not necessary to define MapReduce or parallel processes.

3 Materials and Methods

Matter has groups that have on average 40 students of both sexes, with hourly intensity
of 4 h per week to master classes of exhibition type and 4 laboratory practice. It is
worth mentioning that many of the students of the University as this mostly with
population of layer 1, 2 and 3 possess features such as lack of own computers, limi-
tation of 24-hour internet access and do not have a computer culture to become
self-sufficient in their learning. Traditional teaching methodology has been based on a
transfer of knowledge from the teacher to a group of students who listen carefully,
trying to assimilate the ideas transmitted (expository teaching methodology).

3.1 Academic and Methodology Aspects

In order to advance a process of integration of the computer, educational, and other
tools available on the internet with the classes, was used as a support a virtual course
developed in the Moodle platform. The General characteristics of the phases of learning
of the development of the course with the support of the virtual tool are performed in
the following way (Table 1):

• Recognition: Design of activities which allow students to move from the preemp-
tions to the notions. I.e., motivate him engage in the initial processes of learning and
triggered their cognitive structures. Consists of: the review of Pre-sabers.

• Deepening: Design situations and activities in a didactic manner, leading to the
appropriation of concepts, theories, and procedures, according to the purposes,
objectives and competencies established in the course. In each of the units is
developed through them lessons evaluative, of them quizzes on line and
face-to-face, and partial.

• Transfer: Design of activities to be added reconceptualization and productivity
values derived competences and knowledge that is learned. The transfer is promoted
through face-to-face and collaborative group work
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The Fig. 1, shows how to integrate the two methodologies (traditional and
e-learning). The student has a series of technological resources to be described later,
from a recipient subject of information only in master class to one that has access 24 h
a day to different elements for the development of their learning. The student within
this scheme raised, must develop in the course some hours of work autonomous (HTA),
which are the Foundation of the training and of the learning. Develops through the
personal work and group work. There will be hours of work collaborative
(HTC) dedicated to orientation possibly requiring each of the preset student groups,
aims to learning through a task force, involving the socialization of the results of
personal work, development of activities in team and reporting according to scheduled
activities. And finally you will have hours of direct labor (HTD) or hours of master
classes, which are hours that the student must attend in person; in this space the teacher
exercises accompanying the set of students in charge where relevant, systematized
information is analyzed and deepens the key concepts of the course.

Table 1. Activities of the course of mechanical processes

Stage Activity Evaluation form Learning phase

Activity
unit 1

Recognition of prescriptions Individual - on
line

Recognition

Quiz 1 Individual - on
line

Deepening

First Test Single - face to
face

Deepening

Collaborative group work 1
CAD/CAM

Online - face to
face

Transfer

Activity
unit 2

Quiz 2 Individual - on
line

Deepening

Second Test Single-face to
face

Deepening

Group collaborative work 2
CAD/CAM

On line-face to
face

Transfer

Activity
unit 3

Quiz 3 Individual - on
line

Deepening

Laboratory-Workshop Single-face to
face

Transfer

Exposition Single-face to
face

Deepening

Final work Collaborative group work 3
CAD/CAM

On line-face to
face

Transfer

End test Final exam Single-face to
face

Deepening
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3.2 Technological Aspects

The methodology is generally designed in such a way that the student be reflective
about the why of the activities it carries out, so you have a better understanding of the
process and the outcome. She sets an interactive teaching leveraging resources in new
technologies, with content more attractive to the student and where it has a high degree
of participation. Then briefly describes some of the technological tools.

3.2.1 Online Moodle Course
This was created through the willing tool University (Fig. 2a), holds information such
as the agenda of the course, quizzes and pre knowledge of each one of the issues that
divides the syllabus, download link of the software CAD-CAM (computer - manu-
facturing assisted by computer-aided design), group collaborative work, etc.

3.2.2 Supporting Material
It includes the elaboration of transparencies-summaries in PowerPoint for each the-
matic block. As well as books and articles related, available in the Department, library
or via the Internet, relating to the subject matter. This serves as half of share infor-
mation to those students to facilitate their learning. Each of the thematic units has
various videos (50 links), about manufacturing processes explained in theoretical
matera and calculation of its variables in the traditional kind.

3.2.3 CAD/CAM Software
This educational resource helps the student to complement the laboratory practice
which consists in the management of various machine tools with a CAD/CAM soft-
ware called SpectraCAM Turning; likewise the virtual course has information such as
learning the same lessons (Fig. 2b), so that the student can download it and with this
make your reading online and offline. This is a help to develop some collaborative
works.

Fig. 1. Conceptual design of the propone academic work methodology
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3.2.4 Class Workshops
It involves the planning, development and solving different “base” of each of the
thematic units. There are also various exercises so that students will develop them in
their hours of autonomous work and with which doubts are resolved in the subsequent
to the issue presented master classes.

3.2.5 Displays Graphic Interactive Environment
As previously mentioned, one of the two objectives pursued this work is the create an
interactive database of inquiry with the aim that the student can establish key concepts
needed to pursue the successful course that sometimes occurs that many basic concepts
that the Professor is known, are not clear enough when the student begins with the
development of exercises. In this type of subject (theoretical-practical) is important to
the two-dimensional and three-dimensional graphics display. For this reason was
created an interactive database of inquiry with the aim that the student can establish key
concepts needed to pursue the successful course, hence is of great help show the
systems that are being studied in a graphical environment and with the possibility to
interact with them. Some used simulations were AutoCAD and Solidworks software
product (Fig. 3).

Fig. 3. Prototypes. Result final work (Model 3D)

Fig. 2. (a) Overview of the virtual course, (b) image of the.pdf study file for students
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3.2.6 Web Applications
The resource educational web application, refers to those Tools users can use by going
to a web server through Internet or one intranet by a browser. And it is precisely
through the use of this tool where is born the need to enable students one of the
resources that currently offered by the Internet, which is access to some Web pages that
contain virtual simulations and interactive exercises which the student can be found via
a simple ‘click’.

4 Results

From the use of the course online through the platform Moodle, it is possible to
generate some statistics of the behavior of the Group of students to an activity as shown
in the Fig. 4a, or perhaps a comparative analysis of each student throughout the
semester in terms of a specific activity as shown in Fig. 4b.

The average scores obtained through face-to-face system - traditional (31.1) are
slightly lower than those obtained by students through the application of education
B-learning (34.5). In terms of the standard deviation the group that received traditional
teaching had a value of 5.49 while that of B-learning teaching had a value of 4.23. In
this case, it can be concluded that the application of the methodology gave good results,
although it is expected that in the second stage of application (extension to other related
subjects), the results are better. Through a survey to students valued aspects of the
implemented methodology. With regard to”the ease of using the Moodle platform and
services that comprise”, 97% said to agree that it is easy to use in varying degrees. The
reading of these results, confirms the technological resource course virtual on line and
platform Moodle does not present major difficulties in its use, even for students who
have weaknesses when knowledge and access to computing resources. Observed the

Fig. 4. (a) Group statistics of an activity: Quiz 1 (b) example of statistics of an online course
activity
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good rating obtained for the teaching of CAD/CAM software, through the virtual
course created on Moodle. Is of highlight the 48% and 36% for them answers “enough”
and “completely” concerning the question “the teaching of the software CAD/CAM by
means of the course virtual you seemed successful”.

As regards big application data to the teaching-learning process, some & that can be
implemented after reviewing some papers were identified: is advisable to implement
selected courses teachers initially learning Analytics involved in the development of the
project already in this way, is could get feedback and immediate comments on the
analytical data processed in real time; through semi-structured interviews to identify a
set of graphical indicators and needs of users that will be displayed in the software
design. The interviews are oriented through prepared questions, but it is also possible to
spontaneously ask questions to investigate interesting details [26]; the application to
create requires indicators such as: use of documents, evaluation/performance, activity
of user and communication, among others. So therefore arises as a next stage, which is
shown in Fig. 5, in which it is required to acquire data through the interaction of the
student (producer of data) with different activities established in the Moodle platform.
Using a tool of data due to the large volume of data mining is to achieve the trans-
formation of the same as with the help of data analytics and applying algorithms and
mathematical models, It is possible view in a platform some initial graphical results.
Last planned future use of Machine Learning or machine learning which is one of the
most important applications of artificial intelligence that evolved from the study of the
recognition of patterns and computational learning theory. The aim is to create and
study algorithms that are capable of supporting data and make predictions about its
(academic activities data) base.

5 Conclusions

The raid of B-learning was a methodology which provided educational experiences of
quality in innovative formats (internet and computing), which encouraged the partic-
ipation and integration in the areas of communication and collaboration among
stakeholders in the education process and constitutes a first step to the decrease of
resistance to change not only teachers and students, but executives.

Fig. 5. The learning analytics process
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Although it is possible to obtain some results through traditional means of data
analysis by applying the methodology b-learning, the big Analytics data is the current
key resource to understand it and improve it, since there are some constraints that could
be solved. With the help of big software data, better monitoring could be made to
students in the sense of improving tutorials and activities, objectives of the evaluation,
which was seen issues and not an overall assessment of all students taking the subject
information, predict academic risks or simply to understand the behavior of school
groups.

The project is in the stage of maturity in the use of analysis of big data. Below
briefly describes the stages to develop in order to achieve the specific objectives of the
implementation and the use of the b-learning methodology and big data in pedagogical
processes: generation of a development environment on BigData (Hadoop, MongoDB
and analysis platform) technology, study of current models and development of specific
models, enabling to identify students at risk in such a way that allow decisions to
intervene in order to reduce the drop-out and increase yields, study of risks and ethical
issues. [25]

Learning Analytics, basically consists of the measurement, collection, analysis and
presentation of data on students, their contexts and interactions occurring there, in order
to understand the process of learning that is developing and optimize the environments
in which it is produced. Today, it is used to: detect the strengths and weaknesses of the
educational systems, improve courses that offer educational institutions, reflect on the
achievements and the patterns of behavior of each student regarding their colleagues or
used educational curriculum and help teachers and support staff in its interventions. It is
important to foster the analytical introduction of big data at universities in Colombia,
train human resources to perform the analytical with big data and introduce them even
more to the management of technological tools in order to find personalized learning
contexts, where each student could carry out the teaching-learning process really
adapted to their characteristics.
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Abstract. This paper was explore a scientometric analysis of the research work
in the emerging field of “Big Data” in recent years. Research on “Big Data” in
the past few years, and in a short time has gained tremendous momentum. It is
now considered one of the most important emerging research areas in compu-
tational science and related disciplines. By using the related literature in the
Science Citation Index (SCI) database from 2006 to 2016, a scientometric
approach was used to quantitatively assessing current research hotspots and
trends. It shows that “Big Data” is a new emerging field with rapid development,
the total of 2076 articles covered 131 countries (regions) and Top 3 countries
(regions) were USA (731, 38.86%), China (373, 19.83%), England (93, 4.94%).
In addition, Top 10 keywords are found to have citation bursts: epidemiology,
scalability, social media, genomics, visualization, sequencing data, integration,
intelligence, association, behavior. The results provided a dynamic view of the
evolution of “Big Data” research hotpots and trends from various perspectives
which may serve as a potential guide for future research.

Keywords: Big data � Scientometric analysis � Mapping knowledge domain

1 Introduction

With the rapid development of the Internet, cloud computing, mobile and Internet of
Things, mobile devices, RFID, wireless sensors have been are producing huge amount
data all the time, human society has entered the era of “Big Data”. The term “Big Data”
has become so important during last few years that Nature and Science have published
special issues dedicated to discuss the opportunities and challenges brought by “Big
Data” [1, 2]. Compared to traditional data, the features of ‘Big Data’ are characterized
by 5 V, namely, huge Volume, high Velocity, high Variety, low Veracity, and high
Value [3].

Cloud computing is a powerful technology to perform massive-scale and complex
computing. The recent explosive publications of big data studies have well documented
the rise of big data and its ongoing prevalence. The interest in Big Data has generated a
broad range of new academic, corporate, and policy practices along with an evolving
debate among its proponents, detractors, and skeptics. Ekbia, H et al. (2015) [4] pro-
vide a synthesis by drawing on relevant writings in the sciences, humanities, policy,
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and trade literature. Al-Jarrah, OY (2015) [5] reviews the theoretical and experimental
data-modeling literature, in large-scale data- intensive fields, relating to model effi-
ciency and new algorithmic approaches. Hashem, IAT (2015) [6] has been observed
that massive growth in the scale of data or big data generated through cloud computing.
Hilbert, M (2016) [7] uses a conceptual framework to review empirical evidence and
some 180 articles related to the opportunities and threats of Big Data Analytics for
international development. Liu, JZ (2016) [8] indicated and summarized the problems
faced by current big data studies with regard to data collection, processing and analysis:
inauthentic data collection, information incompleteness and noise of big data, unrep-
resentativeness, consistency and reliability.

In this paper, the Bibliometric analysis tools Tviz and Citespace [9] was performed
by investigating annual scientific outputs, distribution of countries, institutions, jour-
nals, research performances by individuals and subject categories to offer another
perspective on the development of research in the field of “Big Data”. Moreover,
innovative methods such as Keyword co-citation analysis, semantic clustering and
Keyword Frequent Burst Detection were applied to provide insights into the global
research hotpots and trends from various perspectives which may serve as a potential
guide for future research.

2 Data and Methods

We collected the bibliographic records from the Web of Science (WoS) of Thomson
Reuters on January 31, 2017 and determined the time frame of this analysis to 2006 and
2016. The ultimate query string about “Big Data” looked like this: TOPIC: (“Big
Data”) Indexes = SCI-EXPANDED Timespan = 2006–2016. The query resulted in
2076 bibliographic records. The whole bibliographic records were then downloaded for
subsequent analysis. Then we used a Bibliometric approach to quantitatively assessing
current research hotspots and trends on “Big Data”.

3 Result and Discussion

3.1 Characteristics of Article Outputs

Figure 1 shows the variation of article numbers of the research about Big Data between
2006 and 2016. Black curve stands for the annual number of publications about “Big
Data”. From the curve, we found that a substantial interest in “Big Data” research did
not emerge until 2012, although a few articles related to “Big Data” were published
previously. And the highest annual number occurred in the years of 2016. The red
curve stands for the cumulative number of publication in the field of “Big Data”.
According to the theory of technology maturity, the cumulative number of the publi-
cation will be presented as an S-curve in general [10]. But the cumulative number
cannot fit the S-curve which may implies that “Big Data” is a new emerging field with
rapid development.
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3.2 Characteristics of Document Type

The distribution of the document type was displayed in Fig. 2. Overall, the papers
about “Big Data” involving a total of six document types, and the details are as follows:
Article (1069, 51%), Editorial Material (574, 28%), Meeting Abstract review
(149, 7%), Review (119, 6%). The distribution of document type suggested the high
priority of Article in “Big Data” research.

Fig. 1. Variation of article numbers

Fig. 2. Distribution of document type
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3.3 Subject Categories Distribution and Co-occurring Network

The distribution of the subject categories identified by the Institute for Scientific
Information (ISI) was analyzed and the result was displayed in Fig. 3.The total of 2076
articles covered 50 ISI identified subject categories in the SCI databases. The annual
articles of the top ten productive subject categories were analyzed. The top ten cate-
gories were Computer Science (817, 28.05%), Engineering (390, 13.39%), Telecom-
munications (202, 6.93%), Science & Technology-Other Topics (136, 4.67%), Health
Care Sciences & Services (77, 2.64%), Mathematics (71, 2.44%), Pharmacology &
Pharmacy (70, 2.40%), Neurosciences & Neurology (59, 2.03%), General & Internal
Medicine (54, 1.85%) and Biochemistry & Molecular Biology (52, 1.79%). We noticed
that 41% of all articles were mostly related to Computer Science and Engineering, and
the distribution of subject categories also suggested the high priority of Telecommu-
nications, Health Care Sciences & Services, and Mathematics issues in the research
fields of “Big Data”.

We visualize a subject categories co-occurring network applying a threshold to the
network between centrality in the network of subject categories. Network centrality
measures the relative importance of nodes within networks and could be used as an
indicator of a subject category’s position within the network [11]. We can find that the
Computer Science and Engineering took part in more co- occurring relationship, and
SOFTWARE ENGINEERING took the central position in the co-occurring
network, followed by MULTIDISCIPLINARY SCIENCES, HARDWARE &
ARCHITECTURE and so on (Fig. 4).

Fig. 3. Distribution of subject categories
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3.4 Geographic Distribution Map of Countries and International
Collaboration

Data on geographic information were generated from author affiliations. Figure 5
shows the geographic distribution of countries (regions) in the field of “Big Data”.
Overall, The total of 2076 articles covered 131 countries (regions) and ten most
common countries (regions) were USA (731, 38.86%), China (373, 19.83%), England
(93, 4.94%), South Korea (68, 3.62%), Germany (59, 3.14%), Spain (57, 3.03%),
Australia (55, 2.92%), Canada (53, 2.82%), Italy (40, 2.13%), France (38, 2.02%).

Figure 6 depicts a network consisting of 82 nodes and 111 links on behalf of the
collaborating countries between 2006 and 2016. As can be seen, the major contribution
of the total output mainly came from two countries, namely, USA and China. Clearly,
USA is the largest contributor publishing 731 papers. In other words, USA and China
has a dominant status in the field of “Big Data”, which produced about which produced
about a half of world’s total during this period. An interesting observation is that there
are certain countries which have relatively low frequency but have high value of
centrality among all other countries. JAPAN leads other countries, which are shown as
node rings in purple in Fig. 6. This is followed by papers originating from FINLAND,
USA, HUNGARY, MEXICO, FRANCE, SPAIN, SAUDI ARABIA, MALAYSIA,

Fig. 4. Subject categories co-occurring network (the thickness of each link represents the
intensity of co-occurring, the size of each node represents the number of total articles, and the
purple color denotes the high betweenness centrality node)
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PAKISTAN, SOUTH AFRICA, GERMANY and so on. In other words, they are
pivotal nodes in the network with the highest betweenness centrality. In addition, ten
countries are found to have citation bursts: USA (15.93), SLOVENIA (1.9), JAPAN
(1.65), DENMARK (1.34), NETHERLANDS (1.23), GERMANY (1.13), IRELAND
(1.08), WALES (0.86), SOUTH AFRICA (0.84) and INDONESIA (0.83),suggesting
that they have abrupt increases of citations, and the details are listed in the Table 1.

Fig. 5. Geographic distribution map of Countries (regions)

Fig. 6. Cooperation network of Countries on “Big Data” research papers
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3.5 Institutions Distribution and Co-occurring Network

Overall, a total of 2163 research institutes in the world were engaged in “Big Data”
during 2006 and 2016. Figure 7 lists the top ten of them: Chinese Acad Sci (57 papers),
Harvard Univ (40 papers), Tsinghua Univ (34 papers), Univ Minnesota (23 papers),
Univ Washington (22 papers), Univ Maryland (20 papers), Johns Hopkins Univ (19
papers), Univ Michigan (19 papers), NYU(17 papers) and Stanford Univ (17 papers).

Figure 8 shows Institutes co-occurring network. In order to show the core insti-
tutions of this field, we filter out the institutions with small number of publications and
get an institute co-occurring network with 99 nodes and 90 links. Obviously, Chinese
Acad Sci in China takes the first place with a frequency of 57 articles. The second place

Table 1. Top 10 countries with the strongest citation bursts.

Fig. 7. Distribution of institutes
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is Harvard Univ with a frequency of 40 articles. We also notice that China’ institutes
such as Chinese Acad and Tsinghua Univ were on the top of the list. In addition, ten
institutes are found to have citation bursts: MIT (5.12), NYU (4.23), Natl Univ Sin-
gapore (3.98), Univ Calif San Diego (3.74), SUNY Buffalo (3.17), Univ Calif Los
Angeles (2.87), Univ Roma La Sapienza (2.77), Univ Calif Berkeley (2.77), Univ
Arizona (2.77) and Univ So Calif (2.63), suggesting that they have abrupt increases of
citations detected, and we listed the details in the Table 2.

Fig. 8. Institutes co-occurring network with 99 Nodes and 90 Links

Table 2. Top 10 institutes with high citation bursts
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3.6 Research Hotspots and Emerging Trends of Big Data

Figure 9 shows the document co-citation network derived from the whole datasets. In
this network, there are 378 unique nodes and 1360 links. These nodes represent cited
references from the collected articles, and the links in the network represent co-citation
relationships. Each link colors correspond directly to each time slice. For example, blue
links describe articles that were co-cited in 2006, and the most recent co-citation
relationships are visualized as orange or red links. Red rings around a node represent a
citation burst. Second, purple rings indicate nodes that have a relatively high
betweenness centrality in the network. Third, Larger node size implies that the article is
an important one within the knowledge domain. Obviously, the Top 5 references with
high cited counts are [11–15], and the Top 5 references with high betweenness cen-
trality are [16–20], these papers are the pivotal points or tipping points in the domain of
“Big Data”.

Table 3 presents the Top 10 articles with highly co-cited counts which can rep-
resented the research hotspots of “Big Data”. Dean, Jeffrey and Sanjay Ghemawat
(2004) [21] proposed the algorithm of MapReduce: Simplified Data Processing on
Large Clusters. Manyika, James, et al. (2011) [22] discussed the Big Data: The Next
Frontier For Innovation, Competition, And Productivity. Mayer-Schnberger, Viktor
(2013) [23] regarded Big Data as a revolution that will transform how we Live, work
and think. Lazer, D, et al. (2014) [24] discussed the problem of the parable of google
flu: traps in big data analysis. Ginsberg, J, et al. (2008) [25] detected influenza epi-
demics using search engine query data. Wu, Xindong, et al. (2014) [26] discussed the
problem of “data mining with big data”. danah boyd, and Kate Crawford (2012) [27]

Fig. 9. References co-citation network of “Big Data”
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discussed the critical questions for big data. Marx, Vivien (2013) [28] talked about the
big challenges of big data. Murdoch, Travis B., and A. S. Detsky (2013) [29] discussed
the inevitable application of big data to health care. Chen, Min, S. Mao, and Y. Liu
(2014) [30] review the background and state-of-the-art of big data. (Fig. 10)

Table 3. Top 10 articles with highly co-cited counts.

No Title First author Co-cited
counts

Year

1 MapReduce: Simplified Data Processing on
Large Clusters

Dean, Jeffrey 123 2004

2 Big Data: The Next Frontier For Innovation,
Competition, And Productivity

Manyika, James 71 2011

3 Big Data: A Revolution That Will Transform
How We Live, Work and Think

Mayer-Schnberger,
Viktor

60 2013

4 Big data. The parable of Google Flu: traps in
big data analysis

Lazer, D 47 2014

5 Detecting influenza epidemics using search
engine query data

Ginsberg, J 46 2008

6 Data Mining with Big Data Wu, Xindong 42 2014
7 CRITICAL QUESTIONS FOR BIG DATA danah boyd 36 2012
8 The big challenges of big data Marx, Vivien 35 2013
9 The Inevitable Application of Big Data to

Health Care
Murdoch, Travis B. 33 2013

10 Big Data: A Survey Chen, Min 32 2014

Fig. 10. Keyword co-occurring network
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In order to find the research hotspots and frontiers about “Big Data” in detail, A
keyword co-occurring method were used, and Fig. 8 show the result of such method.
There are 286 keyword nodes, 659 vertex in the network and the keywords with high
betweenness centrality are bioinformatics (0.54), prediction (0.43), cloud computing
(0.42),alignment (0.42), artificial intelligence (0.41), data analytics (0.32), genomics
(0.32), standard (0.32), data mining (0.31), database (0.3), big data (0.28), biodiversity
(0.24), algorithm (0.22), evolution (0.22), impact (0.21), data compression (0.2) and
so on.

In addition, twenty keywords are found to have citation bursts: epidemiology
(4.3748), scalability (2.7789, social media (2.5466), genomics (2.5052), visualization
(2.3594), sequencing data (2.1153), integration (2.1153), intelligence (1.9831), asso-
ciation (1.9385), behavior (1.8561), cohort (1.8497), data storage (1.8153), genome
(1.814), cluster (1.6885), data quality (1.6177), parallel (1.6177), genome wide asso-
ciation (1.5858), image retrieval (1.5858), sampling (1.5857) and text mining (1.5857),
suggesting that they have abrupt increases of citations detected, and we listed the
details in the Table 4.

Table 4. Top twenty keywords with high citation burst
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4 Conclusion

In this paper, we used a scientometric method to quantitatively assessing current
research hotspots and trends on “Big Data”, using the related literature in the Science
Citation Index (SCI) database from 2006 to 2016. Articles referring to “Big Data” were
concentrated on the analysis of scientific outputs, distribution of countries, institutions,
periodicals, subject categories and research performances by individuals. Moreover,
in-innovative methods such as Keyword co-citation analysis, semantic clustering and
Keyword Frequent Burst Detection were applied to provide a dynamic view of the
evolution of “Big Data” research hotpots and trends from various perspectives which
may serve as a potential guide for future research.
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Abstract. Currently, with the rapid development of industry, the amount of
data generated by industrial enterprises and industrial business website is
exponential growth, and the big data has different types. In this paper, we design
and implement an industrial big data information acquisition and query system.
The system is based on big data acquisition and analysis of industry news data
and industrial products data. We use a template based information acquisition
method to crawl data from industry related news data and industry products
data. We also discuss the query performance of text industry data with text index
and only by SQL without index. The system is useful for analysis the hot news
in industrial field and industry public opinion, and it is also useful for providing
reference and rapid search and comparison of the relevant industrial products
price, inventory and other information.

Keywords: Industry big data � Information extraction � Query system �
Template based

1 Introduction

In recent years, with the rapid development of industrial technology, the promotion of
industrial news and products information technology continue to enter the public view.
Since the era of social media, all enterprises and individuals can become the publisher
of information [1].

The system mainly faced to the industry of Internet information of collection and
analysis, and is based on the technologies including the Chinese information processing
technology, data mining technology as the core, mainly including industrial data
acquisition module, data pre-processing module, industrial data analysis processing
module and display module.

In this paper, we design and implement an industrial big data information acqui-
sition and analysis system. The system is based on large data acquisition and analysis
of Internet industry news data and industrial products information data, and it is useful
for analysis the hot news in industrial field and industry public opinion, and it is also
useful for providing reference and rapid search and comparison of the relevant
industrial products price, inventory and other information.

In this paper, we introduce the acquisition algorithm of industrial big data and
information extraction strategy based on template, and system structure, design of each
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function module and the concrete realization method of the system are also introduced.
We also discuss the performance of query text industry data with index and only by
SQL without index. The system is useful for analysis the hot news in industrial field
and industry public opinion, and it is also useful for providing reference and rapid
search and comparison of the relevant industrial products price, inventory and other
information.

2 The Overall Design of the System

2.1 System Architecture

The system architecture of the industrial big data information acquisition and analysis
system is as follows (Fig. 1).

The core part of the system has four modules: industrial big data acquisition
module, data preprocessing module, industrial data storage and data retrieval module
and industrial big data analysis module.

This module is based on Jsoup [2], which is an open source tools to design the
industrial data acquisition system, which analysis the specific targets in the Internet
resources. Firstly, it obtains a relative URL, processes the URLs according to the preset
crawling parameters (such as URL suffix, spider’s climb take depth, etc.) and forms the
crawl queue, and crawl web source resources and store them in the database [3].

The main task of data preprocessing module includes pre-built the DOM tree of the
web page, web information extraction [4], web keyword extraction, generating page
feature vector. Information extraction from web page by page purification technology
on Internet information collecting module to the page source for cleaning, extract pages
of useful information, such as news headlines, news time, news content, news writers.

Fig. 1. System architecture
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In our system, the template based information extraction method is used and a new
K-VSM model representation is proposed to extract the news Web text. In this way, the
processing of text will be converted into a form of computer processing, for the next
step of research and analysis of data preparation.

Industrial data storage module is the foundation of industrial data query, data
analysis and mining, and which provides user defined keywords or time to extract the
needed data, or view of all data, all data will be in reverse chronological order
arrangement [5].

The industrial big data query module completes the index function of big volume
text data, and 20 thousand industry news data retrieval from different sites are used to
test the query performance with Lucene and only use SQL without text index.

In the next research plan, we will use the data to do emotional analysis of the data,
the hot topic discovery, news clustering. Basic data processing consists of word
processing, and feature vector representation [6].

3 Template Based Industrial Big Data Information
Extraction

3.1 The Process of Data Acquisition

In the information acquisition system, take the Webpage as a node in the graph and the
links in it are edges points to the other Webpages. Then the Internet Webpages are
modeled as a directed graph [5]. By accessing specific areas of the page URL collection
and getting Internet resources, we realized the bulk collection of related pages.

3.2 The Realization of Template Based Data Extraction

In this paper, the open source Java package Jsoup is used to complete data acquisition
and information extraction.

In Web information acquisition, a web-based analytical method based on DOM is
often used. DOM provides a structured way to describe documents, each element in the
document, and the properties are in the tree node. At first, it uses the HTTP function to
get the DOM of the whole target Web pages, and then uses the REMOVE function to
go through all the DOM nodes in order to remove the CSS code and JavaScript which
can reduce the workload later. According to statistical data show that noise pages often
contain concentrated in the following tag: <script> </ script>, <object> </ object>,
<input> </ input> tags in a class, so our de-noising work mainly on the Tag is removed.

In our industry information extraction and query system, we used a template based
method to get information from industry news sites and products sites. And the whole
process of the realization of template based data crawling is described as below
(Fig. 2):
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3.3 Information Extraction and Data Storage

Jsoup provides very convenient APIs, with the DOM, CSS and other methods similar
to the jQuery, which retrieves data and finishes the preliminary data cleaning. For the
same web site, the pages often written based on similar template, so when extract
information from web pages from the same site, we can define the extraction rules by

Fig. 2. The process of the of template based data acquisition
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testing several pages from the site and put it into the extraction template in the template
library. When a new page comes, we firstly test whether it can be extracted by the
template library. If it’s extraction rule is new, we test to get the new rule and define it as
a new template and put it in the library.

For example, after analyzing the format of the first 100 data pages from one
industry product site, we found that data in the <td> tag was ranged like “Products -
Prices - market information - date -null-null”. This structure was dealt as a prototype in
the process to design the specific program. Each item corresponds to a link, we had to
traverse and store all the URLs. After entering the search for how many goods in the
sale, the results of the total number of pages is calculated. So we can define a template
for the site and put it in the library. As to get available and complete data. To avoid data
duplication, a unique code was generated valued as a primary key with the treated data
in the database.

The algorithm of information extraction is as below:

We can distinguish different website login IP address and get the active query
information that the server received from the browsers, in order to use CGI program to
push accurate result or product data to consumers with the realization of user
interaction.

4 Performance Analysis of Data Query

Industrial data storage and retrieval is the basis of the analysis and mining of large
industry data. The storage and retrieval of industry products big data is relatively
simple, just storage them by field in database and use SQL to retrieval can work well.
The storage and retrieval of industrial news data is complicated. For news headlines or
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news content, which query has the key words or the time limit, when the query is doing
in big text data and the results include news headlines, keywords, abstract, release time,
the original link, etc. the query performance is a big data processing system.

We use Lucene which is an open source tools to retrieve industry news big data in
our system. Lucene establishes inverted index for all data, and the query results will
return to complete the sorting result set. Lucene turns fuzzy queries into multiple
processes, which can use the index query and logical combination, and the retrieval
efficiency is greatly improved when the big data.

We selected 20 thousand industry news data retrieval from different sites to test the
query performance. Industry news headlines and news content were tested every 5000
data for a retrieval experiment, and a total of 16 sets of data having different data
volume and different data size are tested by two different retrieval methods.

The experimental results are shown in Table 1:
As shown in Fig. 4, in the search of title, the retrieval methods with Lucene index

use less time than the SQL query methods, but the gap is not large, until to the 35000
data volume, Lucene query has been significantly improved. As shown in Fig. 3, when
the amount of data increases, the time of the two retrieval methods has been improved
to some extent, but the time of Lucene retrieval on any data set is significantly lower
than that of SQL fuzzy query.

Therefore, it can be seen from the above experiments, in the large text data
retrieval, the text index can effectively improve the query performance, especially for
the content of the text data set.

Fig. 3. SQL and Lucene query time comparison in content field
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5 Conclusion

Currently, with the rapid development of industrial 4.0 and industrial products of
electronic commerce, the amount of data generated by industrial enterprises and
industrial business website is exponential growing, and the big data has the character of
big amount, unstructured, professional growth trend. It is difficult for people to quickly
retrieve and dig the industrial news from the mass of information and obtain the
information of industrial products [8].

In this paper, we design and implement a template based industrial big data
information extraction and query system. The system is based on big data acquisition
and analysis of Internet industry news data and industrial products of data, and it is
useful for analysis the hot news in industrial field and industry public opinion, and it is
also useful for providing reference and rapid search and comparison of the relevant
industrial products price, inventory and other information.

Table 1. Comparison of like query and Lucene retrieval time

Heading
level
data
volume

The query time
of content with
Lucene index

The time for SQL to
query content
without Lucene
index

The time for
query title with
Lucene index

The time for
query title
without Lucene
index

5000 5 316 8 19
10000 124 328 1 15
15000 140 312 5 16
20000 192 320 10 14
25000 169 373 9 21
30000 142 471 12 18
35000 176 415 10 17
40000 192 383 19 20

Fig. 4. SQL and Lucene query time comparison in title field
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Abstract. “Black hole” are widely spread in the mobile communication
data, which will highly downgrade the mobile service quality. OLAP tools
are extensively used for the decision-support application in the multidi-
mensional data model, which just like the mobile communication case.
As different dimensions of the mobile data are incomparable and, thus,
can hardly generate one unique final value that satisfies all dimensions.
We exploit the skyline operator as the postoperation while building data
cubes, named as data cube of skyline. As the skyline of a cuboid is not
derivable from another cuboid and the skyline operation is holistic, which
makes this problem even challeging. In this paper, we propose a method
in materializing the cube of skyline in the big communication data and
proof its effectiveness and efficiency by extensive experiments.

1 Introduction

“Black hole”, which is defined as an area with a weak quality of the wireless
signal, paging channel congestion, or inability to establish a control channel,
are widely spread in the mobile communication data. In the “black hole” areas,
mobile users will face with resetting up connection, sending messages errors or
communication interrupted problems, which will highly downgrade the mobile
service quality.

Communication data is usually stored in the multidimensional data model,
which includes delay time of different reasons, location, occur time and com-
munication data type information. OLAP tools are extensively used for the
decision-support application in the multidimensional data model, which just like
the mobile communication case. The traditional OLAP aggregation function on
data cubes generally takes a set of measure values as input content and, after
computing according to pre-defined criteria, returns a unique numeric value.
As different dimensions of the mobile data, however, are incomparable1 and,
thus, can hardly generate one unique final value that satisfies all dimensions.

1 For example, it’s meaningless to compare “year” dimension to “region” dimension.
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We, instead, resort to the skyline operator. By extending data cube with a new
perspective, this paper exploits the skyline operator as the postoperation while
building data cubes, named as data cube of skyline.

For example, Table 1 shows the China Mobile communication session data.
Each tuple represents a communication session record, with the record “Region”,
“Year”, as well as its evaluated scores “DelayAuthReq”, “DelayAuthResp”, and
“DelaySetup”. Suppose that lower delay is preferable over higher ones. If we want
to find the outstanding session of each year, the table in Table 3 can answer
the query directly. That table is called a skyline data cuboid with grouping
dimension set G = {“Type”} and skyline dimension set S = {“DelayAuthReq”,
“DelayAuthResp”, “DelaySetup”}. That essentially means that the communica-
tion sessions in D are first grouped by regions and then the skyline operation
conduct on each group to find those which are not dominated by the others on
all three delays. On the other hand, If we want to find the outstanding commu-
nication of each region in parts of “DelayAuthReq” and “DelayAuthResp”, then
the table in Table 2 can be used to solve the query.

The key in exploiting the skyline operator on data cubes is in efficient com-
putation of the data cube.

Several methods have paved ways towards this goal. For example, working
partitioning methods [3] assign the computation of different cuboids to different
nodes. Data partitioning methods [5] partition the raw data set into p subsets
and store each subset locally on one computer node. Each node computers all

Table 1. China mobile black holes database D.

ID Region Type DelayAuthReq DelayAuthResp DelaySetup

51713 Haidian 4 5 5 3

51714 Haidian 4 4 8 7

51715 Haidian 3 3 3 4

... ... ... ... ... ...

51717 Haidian 3 6 6 6

51718 Fengtai 3 2 4 2

51719 Fengtai 3 2 5 3

51720 Fengtai 3 7 7 4

Table 2. S = {“DelayAuth
Req”, “DelayAuthResp”}

Region ID Req Resp

Haidian 51715 3 3

Technical 51718 2 4

51719 2 5

Table 3. G = {“Type”}, S = {“Delay
AuthReq”, “DelayAuthResp”, “Delay-
Setup”}

Type ID DelayAuthReq DelayAuthResp DelaySetup

4 51713 5 5 3

51712 4 8 7

3 51715 3 3 4

51718 2 4 2

51719 2 5 3

Table 4. S = {“DelayAuth
Req”, “DelaySetup”}

Region ID Req DS

Haidian 51713 5 3

51715 3 4

Technical 51718 2 2
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cuboids with the subset of data which store locally. These methods aim at the
algebraic aggregate function instead of skyline ones and can hardly adapt to big
data. For the skyline ones,Index-based solutions, such as [7–9], operate on bitmap
and B+ tree indices on the skyline attributes, whereas the others operator on
an R-tree that indexes the data set by skyline attributes. Moreover, the skycube
[15–17], which focus on analysing subspace skyline, of a data set D is defined as
the collection of skyline result set Ψ(D,S) for each nonempty subset S of S∗ but
without any grouping attributes.

What’s more, as the skyline of a cuboid is not derivable from another cuboid,
he skyline operation is, therefore, holistic, which makes this problem even chal-
leging. For example, consider the cuboids in Tables 2 and 4, although they share
the same set of grouping dimensions and their skyline results are not derivable
from each other. Specifically, we can see that Table 2 is not derived from Table 4,
because the skyline black hole 51719 does not exist in Table 4. Moreover, Table 4
is not derived from Table 2, because the skyline black hole 51713 does not exist
in Table 2 as well.

Furthermore, the mobile communication dataset is usually very huge, and it’s
saved in distributed storage. However, The dimensions that define a data cube
of skyline include not only the usual grouping dimensions but also the measure
attributes, which makes the corresponding data size will be exponentially huge.

2 Implementation

Given a set S of skyline attributes, a tuple t is said to dominate another tuple
t′, denoted by t �S t′, if (∃Ai ∈ S, t[Ai] < t′)∧(∀Ai ∈ S, t[Ai] ≤ t′[Ai]) assuming
that smaller values are preferable over larger ones. Here, we use t[Ai] to represent
the value of the attribute Ai of the tuple t. Given a set D of tuples, the skyline
operation ψ on D is defined as

ψ(D, S) = {t ∈ D|�t′ ∈ D, t′ �S t}. (1)

in other words, a tuple t belongs to the skyline result set if no other tuple
dominates it.

Let R is a relation which has k attributes, and these attributes are X =
{A1, A2, ..., Ai, B1, B2, ..., Aj}. And i + j = k. Given a set G ⊂ A of grouping
attributes, which can be non-numeric, a set S ⊂ B of measure attributes, which
are all numeric. Accordingly, a data cube of skyline query is defined as follows:

Definition 1 (Data cube of skyline query). Given the sets G group
attributes and S measure attributes, a data cube of skyline query Q = (G,S)
computes a skyline result set Ψ(D(g), S) for each group instance g defined on G.

Considering the data set D in Table 1, the result of a data cube of skyline
query Q with its grouping dimension set G = {“Type”}, and its skyline dimen-
sion set S = {“DelayAuthReq”, “DelayAuthResp”, “DelaySetup”} is shown in
Table 3. And example of a group instance g is (“4”).
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In order to evaluate various data cube of skyline queries efficiently, we intro-
duce the concepts of data cube of skyline cuboid and group-by skyline cube.

Definition 2 (Data cube of skyline). Let G∗ be the set of all possible group-
ing dimensions and S be the set of skyline dimensions. Given a subset, a Two-
part group-by skyline cuboid C(G,S) is defined as a collections of cells. The
Two-part group-by skyline cube is defined as the collection of C(G,S), for any
subset.

Fig. 1. Architecture overview Fig. 2. Example of sort tree

The construction of data cube of skyline process is divided into three stages.
The Fig. 1 shows the all stages: QueryClient, PipePlan and ExecutePlan. In
the QueryClient stage, there are three steps. In these steps, Data cube query
processor aim to processing the user query, in which the algorithm can get the
skyline data cube query. Cube lattice generator can generate the proper cube
lattice for the query. As soon as getting the proper cube lattice, the prefix cuboid
finder will compute a set of cuboids sharing the same sort order together with
one scan of cuboids lattice. Then, the algorithm will launch next step – PipePlan.

2.1 PipePlan Stage

The PipePlan is a stage which generates the minimum cost sort plan tree from
a cube lattice. It uses a set of cuboids generated by prefix cuboid finder before,
and builds sort trees and pipelines from a cube lattice structure to compute data
cubes efficiently. The sort trees represent the cuboids which don’t share the sort
order of their parent cuboids thus have to sort these parents to compute them.
For example, Fig. 2 includes three sort trees whose root nodes are represented
as dotted circles(i.e. RAW , G1G2G3and G1G3 cuboids with dotted circles). The
tree in the middle of the figure shows that the cuboid G2G3 is computed by
sorting the cuboid G1G2G3 in the order of G1G2 and the cuboid G1G3 by
sorting the G1G2G3 in the order of G1G3. In order to reduce the number of
MapReduce phases and to maximize the degree of parallelism, the PipePlan
stage processes each sort tree level by level which all the cuboids in the same
level are sorted together from their parents by one MapReduce phase. Thus three
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MapReduce phases plan are generated to process the sort trees in the example of
Fig. 2. After planing the cuboids in sort trees, the Pipeplan execute next stage –
ExecutePlan – to execute all the computation to output the data cube of skyline.

2.2 Execution Stage

From the PipePlan stage, as showed in Fig. 2, there are four MR jobs. MR #1,
MR#2 and MR#3 are all from Algorithm 2. In execution stage, there are two
techniques: MapReduce jobs and multipipe procedure. The details in MapRe-
duce and MultiPipeMap are showed in Algorithm 2–4. And the most important
challenge is how to aggregate the skyline points through the MapReduce frame-
work. Since the pipe plan is built, the MapReduce procedure will be launched.
Algorithm 2,3 describe the MapReduce procedure, which are referred as MR#1-
3 in Fig. 2. In the MapReduce procedure, The Map procedure loads local data
according to sort tree, and emit key-value pair, in which cuboid as key and LSP
as value. The LSP is produced by The skylineAggregation procedure, whose
details are explained below. The Reduce procedure combines the skyline points
in the same cuboid, and outputs the final skyline points set.

In order to maximize the degree of parallelism, the FSP produced from
MapReduce procedure can be used to produce the children cuboids in paral-
lel as showed in MR#4 in Fig. 2. In this procedure, because of the skyline points
are all sorted by grouping attributes, the children cuboids’ skyline points can
be computed by skylineAggregation procedure. The SkylineAggregation proce-
dure is adopted from OSP as the skyline computation in the solution. Thus,
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This paper describe the method in detail below. The skylineAggregation pro-
cedure first sort the data set by a monotone score function F . F is simply the
SUM function in skyineAggregation procedure.

3 Experiments

In this section, we experimentally evaluate the efficiency and effectiveness of the
proposed technique.

3.1 Experimental Setup

In the experiments, we use 1 NameNode, 20 DataNodes, and total 20 PCs in
a cluster. All PCs are with 2.4 GHz Quad-Core AMD OpteronTM Processor
2378, 16 GB RAM, and a 500 GB HDD. All the PCs are installed with Ubuntu
Linux 12.04, the Java version is JDK 1.6, and the MapReduce framework is
Hadoop 0.20.2. The network speed is 1 G bps. In the experiments, this paper
compares the algorithm with four algorithms: MRNaive algorithm (which is a
naive MapReduce algorithm), MRLevel algorithm (which parallelizes the com-
putation of cuboids in each level), and MRGBLP and MRPipeSort (which are
the MapReduce version of GBLP and PipeSort, respectively).

3.2 Varying the Number of Tuples

Figure 3 shows the elapsed time for cube computation by varying the number of
tuples, where we increase the number of tuples from 20 million to 100 million. As
shown in the figure, MRNaive algorithm execution time increases significantly as
the data size increase. For the other algorithms, the difference of cube computa-
tion time is not significant. However, MRPipeLevel algorithm shows the smallest
execution time and MRLevel algorithm shows a similar rate with MRPipeLevel
algorithm.

Fig. 3. The elapsed time of different methods with regarding to number of tuples
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3.3 Varying the Number of Dimensions

Figure 4a shows the elapsed time obtained by varying the number of dimen-
sions. In this experiment, we set the number of tuples to 50 billion and we
increase the number of dimensions from three to nine by one. As shown in Fig. 4a,
MRPipeLevel algorithm is fastest in all dimensions and MRNaive algorithm is
slowest. In the case of 9 dimensions, MRPipeSort and MRLevel algorithm does
not work because they emit too much data.

Fig. 4. The elapsed time of different methods with regarding to the number of dimen-
sions and nodes

3.4 Varying the Number of Nodes

Figure 4b is a comparison among algorithms as increasing the number of nodes.
Figure 4b measured the execution time of each algorithm for 50 billion tuples
with 5 dimensions as increasing the number of nodes from 4 to 20. From the
result, 5 dimensions as increasing the number of nodes from 4 to 20. From the
result, we can observe that the execution time of every algorithms decreases as
the number of nodes increases. MRPipeLevel algorithm is fastest in all nodes
and MRNaive algorithm reduces the execution time the most significantly. Up
to 12 nodes, the execution of every algorithms is reduced in a meaningful degree.
But for more than 16 nodes, the computation time is enhanced in smaller degree,
because it is getting saturated.

4 Conclusion

In this work, we extend the notion of data cubes using the skyline operation as
the aggregated function. Moreover, to deal with big data problems, we propose
several scalable methods to store, materialize and query data cubes generated
by the skyline functions. For the future works, we will explore several more
aggregation methods on the communication problem to improve further on the
quality of communication.
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Abstract. With the advent of the era of big data, a require to discover valuable
knowledge from big data is being one of focuses. However, big data is a term
which has been described with the features of alarming velocity, super volume
and various data structures, and so how to express big data to effectively mine is
becoming a key problem. Aiming at requires of big data analyses, this paper will
construct the concept of DDS (Distributed Data Stream), and build the mining
model and some key algorithms. The experiments show integrating these
algorithms under our model can get higher mining accuracies to distributed data
streams.

Keywords: Big data � Data mining � Distributed data stream � Micro-cluster

1 Introduction

Big data is a term for data sets that are larger than traditional data. It has been described
with the features of alarming velocity, super volume and structural diversities [1]. With
development of the Internet and its applications, big data is becoming an inevitable data
phenomenon and resulting in a new data age called as Big Data Era [2]. Yet such an era
should not blind us to the fact that this is an important shift about the role of data in the
world, which is changing our thinking and activities. Actually, big data is being
generated by everything around us at all times, and their advantages in breadth and
depth can help us to make better decisions with greater operational efficiency, lower
cost and smaller risk.

In fact, many problems of mining big data are being focused on how to represent
big data. Of course, it is so complex that it is difficult to make a general data structure to
represent all kinds of big data. However, it is feasible to search out typical technical
features from a type or group of big data applications.

In general, there are two techniques to support to analyze such big data: the first is
data stream mining, which can help extracting knowledge patterns from continuous
data records; and the second is distributed computing, which can help integrating local
patterns into global patterns. Therefore, the concept of the DDS (Distributed Data
Stream) which has appeared in recent years will become an ideal data format to
represent most kinds of big data.
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Mining distributed data streams is an ongoing task, and many problems are still
studying. As far as information exchange between nodes is considered, there are two
basic processing strategies: (1) transferring all local data from multiple local nodes into
the central node, where the global patterns could be found out; (2) transferring mined
local patterns in local nodes to the central node, where integrate the global patterns. The
first strategy should suffer from not only a large transferring cost between nodes but
also very a heavy processing burden in the central servers. The second strategy can
prevent a large communication cost happening, so it is more expecting and challenging.
Figure 1 gives a data flow chart to mine global patterns in a distributed stream by the
second strategy.

2 Related Work

Some literatures have introduced concepts, strategies and frameworks for mining dis-
tributed data streams. The two of them are directly related to this paper. Parthasarathy
et al. discussed the problems and processing architectures to mine distributed data
streams [3]. Bhaduri et al. pointed out that mining distributed data deals with distributed
computing, communication and related human-factors [4].

There have been a few of efforts to design algorithms to mine distributed data
streams. Guerrieri et al. proposed an algorithm for clustering distributed data streams
called DS-means [5]. Gianluigi et al. presented an adaptive distributed ensemble
approach to mine data streams [6]. Gaber et al. gave a classifying model in distributed
wireless sensor networks [7]. Street and Kim proposed an ensemble method to mine
data streams called SEA [8]. Gibbons et al. stated the availability of sliding window
technique for mining data streams [9], and Yang et al. thought that sliding window
techniques should be sorted out into two types of data-based and time-based ones [10].

In addition, Masud et al. designed a structure, named micro-cluster [11], and used it
to do classifying to data streams. Similarly, Xu et al. also presented a learning method

Fig. 1. A possible processing path for mining distributed data streams.
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based on micro-clusters [12]. Our work in this paper will make use of the concept and
methods of micro-cluster mining.

3 Terminology

In this section, we will give some terms to well discuss our methods.

Definition 1 (Data stream). Given a time series T = < t1t2, …, ti, … > , a data stream
on T is represented as S = < r1, r2,…, ri, … > , where ri is the data record collected on
time point ti (i = 1, 2, …).

Definition 2 (Distributed data stream). Given a time series T = < t1, t2, …, ti,
… > and node number n, a distributed data stream on T is defined as DS = {S1, S2, …,
Sn}, where Sk (k = 1, 2,…, n) is a single data stream on T collected from the kth node in
the investigated distributed system.

Definition 3 (History window). Given a time series T = < t1, t2, …, ti, … > and a data
stream S = < r1, r2, …, ri, … > on T. Let a time interval [i, k) (i < k) in T, the history
window on time point k is defined as the data sequence < ri, ri+1, …, rk−1 > . For the
distributed data stream DS = {S1, S2,…, Sn}, its history window on k, denoted as Hk, is
comprised of all history windows of its local data streams on k.

Based on these concepts, we can describe a mining model for distributed data
streams. As is Fig. 2 shown, if a mining time point is t, then the knowledge patterns M
(t) on t should be incrementally reasoned from both the current collected data chunk D
(t) on Ht and the patterns of its last mining results M(t−1).

Fig. 2. A process to incrementally mine a distributed data stream.
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4 Classifying Distributed Data Streams

In many data stream mining applications, the goal is to predict the class labels for new
instances, called classifying data streams. In general, classifying distributed data
streams should be divided into three relatively separate phases:

– Local mining: classifying a local data stream at the mining point;
– Pattern transferring: sending local classifying results to the central node;
– Global mining: integrating local classifiers in the central node.

4.1 Local-Miner

We have noted that Aggarwal et al. presented an idea of data summary statistics for
mining data streams [13]. According to this idea, some micro-clusters, valuable sta-
tistical values for mined clusters, can be abstracted. Obviously, such micro-clusters can
become a better choice of local pattern expresses for mining distributed data streams.

Definition 4 (Micro-cluster structure). Given a dataset X = {x}, its micro-cluster is
defined as the 5-tuple < N, C, S, D, F > :

– N: the number of points in the dataset, i.e. N = |X|;
– C: the central point in the dataset, i.e.

C ¼
X

x2X
x

 !
=N ð1Þ

– S: the sum of square of all points in the dataset, i.e.

S ¼
X

x2X
x2

 !1=2

ð2Þ

– D: the square deviation of all points in the dataset, i.e.

D ¼ ð
X

x2X
ðx� CÞ2Þ=N ð3Þ

– F: the class flag of the dataset X

When we use micro-clusters as local patterns, a local miner at least need do the
following three main jobs:

– Chunk-collector: collecting the current data chunk by given time point,;
– Cluster-generator: dividing the dada chunk into a series of clusters;
– MS-abstractor: abstracting the micro-clusters from mined clusters.

Algorithm 1 describes the main tasks of a local miner.

266 G. Mao and J. Qiao



Algorithm 1. Local-miner.
input:
t: mined time point;
D: data chunk collected on t; 
k: the number of clusters.
output:
M: the set of micro-clusters mined.
process:
get k clusters C through k-means algorithm;
FOR each c in C
calculate c.N, c.C, c.S, c.D by Definition 4; 
flag c.F with the most label in instances of c;
integrate c.N, c.C, c.S, c.D and c.F into vector m; 
insert m into M;; 

ENDFOR
return M.

4.2 Global-Miner

Based on requires to mine distributed data streams, a global miner at least should have
the following two functions:

– MS buffer pool: collecting micro-clusters from all local nodes.
– MS-maintainer: making use of both all current micro-clusters from local nodes and

the micro-cluster set at the last mining point to incrementally maintain global
micro-clusters.

Here, a basic work is to search two micro-clusters that can be united.

Definition 5 (Operator to unite two micro-clusters). Given two micro-clusters m1 and
m2, then a new micro-cluster can be obtained through an operator called Unite: if m1.
F = m2.F, then m3 = Unite(m1, m2.); otherwise break. It can be done step by step as
follows:

m3:N  m1:Nþm2:N ð4Þ

m3:C  ðm1:N � m1:Cþm2:N � m2:CÞ=m3:N ð5Þ

m3:S 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðm1:S2þm2:S2Þ

p
ð6Þ

m3:D ðm1:S2þm2:S2 � 2� m3:C � ðm1:C � m1:Nþm2:C
� m2:NÞÞ=m3:N þm3:C

2 ð7Þ
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m3:F  m1:F ð8Þ

Using Definition 5, we can integrate a micro-cluster into the existing set of
micro-clusters in the central node. Where, a key problem is how to search the best two
micro-clusters to unite. We will use the minimum square deviation standard to search
two united micro-clusters. That is, given a set of micro-clusters M, if m1 and m2 in
M satisfy the following, then them will be first united:

minfuniteðm1;m2Þ:D j m1; m2 2 Mg ð9Þ

Algorithm 2 describes the process to update micro-clusters in the central node.

Algorithm 2. Global miner.
input:
t: investigating time point;
M*: micro-clusters from all local nodes on t;
M: existing set of clusters before t in the central 
node;
L: top threshold for number of clusters.
output:
M: the set of maintained micro-clusters on t in the 
central node.
process:
FOR each m* in M*

FOR each m in M
M ￩ M {m*}; 
LM ←LM +1;
IF LM <=L THEN break;
b ← the largest number of machine; 
FOR each m1 in M

FOR each m2 in M
IF unite(m1,m2).D < b

THENs1 ←m1; s2 ←m2; b←Unite(m1,m2).D; 
p ←unite(s1, s2);
M ￩ M {p}; 
M ￩ M {s1} {s2}; 
LM ←LM -1;

ENDFOR
ENDFOR
return M. 
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5 Experiments

To show the effectiveness of our approaches, we designed some experiments. All
experiments are done in the environment with 3 local nodes and a central node. The
raw data used in these experiments are from the dataset pen-digits [14]. It is a data set
for recognition of hand written digits with 16 numeric attributes and 9 class labels. We
use about 10000 instances of pen-digits as raw static dataset. The experiments are
based on the changing of different control parameters. Table 1 gives the main control
parameters and their meanings.

Experiment 1 (Accuracy evaluation on different time intervals between the chunks).
Fixing clustering number in k-means k = 30 and unlabeled Ratio %unlab = 25%,
Fig. 3 shows the accuracy changes with different history window sizes in 1000 s.

As is Fig. 3 shown, increasing the time lengths of chunks can improve mining
accuracy, but it also is certain to increase costs in computing and transferring.
Therefore, we cannot always expect increasing lengths of chunks in an unlimited way.
In fact, this is a problem to balance accuracy with costs. However, our method has a
good scalability. That is, when the size is increasing to a suitable value, like 20 in
Fig. 3, it can hold a better accuracy, and it can no longer enhance accuracies in an
obvious scope by increasing again window size to larger.

Table 1. Control parameters and meanings in experiments

Symbol Meaning Scope

Speed Data collecting peed in local nodes 10 * 100(sec.)
Interval Collecting time interval in local nodes 1/100(sec.)
%Unlab Unlabeled sample ratio collected 5 * 50(%)
|H| Size of history window 5 * 50(sec.)
k Number of clusters when k-means executing 10 * 100
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Fig. 3. Fixing k = 30 and%unlab = 25%, error rate changes with different history window sizes

A Solution for Mining Big Data Based on Distributed Data 269



Experiment 2 (Adaptability evaluation for unlabeled data). Fixing k = 30 and |
H| = 20. Figure 4 shows the experiment results with various ratios of unlabeled
instances in training data streams in 1000 s.

Since we investigate the problem of classifying both labeled and unlabeled data, the
influence of unlabeled data to classifying accuracy should exist in our methods. It is
natural to make accuracy decreasing when the radio of unlabeled instances increases,
but such a decreasing trend is controllable. As is Fig. 4 shown, when unlabelled data
ratios are not larger than 25%, mining accuracies are above 90%.
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Abstract. Data analytics is an ever-growing field which provides insights,
predictions and patterns from raw data. The outcome of analytics is greatly
affected by the quality of input data on which the analytics is done. This paper
explores the design of a quality-aware data capture system, which uses Data
Mining Techniques and algorithms, specifically a decision-tree based approach
for data validation and verification, with an objective of identifying data quality
issues right at a stage when data enters the system by providing appropriate
feedback through a carefully designed user-interface.

Keywords: Data quality mining � Data analytics � Data validation

1 Introduction

Analytics plays a major role in all aspects of an organization. It is the driving force
behind understanding competition, increasing profits, developing marketing strategies,
iterating over the core products and services, and improving overall business processes.

Data Analytics is used in various domains. In this paper, the authors have studied
the use of data analytics for providing personalized healthcare engagement solutions
through predictive analysis along with behavioral economics. The application neces-
sitates that huge amounts of data have to be captured and processed through complex
business processes. During the development of the data analytics pipeline, several data
quality issues were identified - such problems vary from missing values, to duplica-
tions, inconsistencies, incompleteness, lack of precision and outdated data. Data is said
to lack quality if it is either syntactically incorrect or semantically incorrect.

1.1 Literature Survey

Berti-Équille proposed a framework for Quality-Aware Data Mining [1]. In such an
approach, the Data Mining Algorithms are modified to ensure that they take into
consideration the Data Quality Issues. For example, the authors have proposed changes
to the classic Association Rule Mining Task where various Data Quality factors like
Freshness, Accuracy, Completeness and Consistency are ensured. These dimensions
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are represented as association rules of the form x ! y by using a Fusion. In such an
approach, the data on which the KDD process is carried out is not modified to increase
its quality. However, a Quality-Aware data mining approach is undertaken so that the
mining process is conscious of the inherent quality issues in data, and the output
patterns are produced along with a quality measure. Dasu and Johnson describe about
Exploratory Data Analysis that involves the use of simple statistical techniques for
exploring and understanding the data. However, the EDA approach involves under-
lying assumptions of normality and symmetry, which may not always be true in real
world scenarios. Various statistical measures are very sensitive to outliers [2].
Tamraparani Dasu et al. highlighted the issue of data sets being federated from many
databases containing thousands of tables and tens of thousands of fields, with little
reliable documentation about primary keys or foreign keys [3]. Jiawei Han et al.
suggests the methods like Data Cleaning, Data Integration, Data Transformation and
Data Reduction for enhancing data quality through Data Preprocessing [4].

2 Objectives

2.1 Preventing Fat-Fingering of Data

The most common problem with applications with a data entry component is lack of
proper validation for the data-entry fields. Some of the applications even blindly accept
the data entered without any checks for missing values or data validation. Some
applications do provide validations but due to a poor user experience, they fail to
convey the exact problem to the user, leaving him confused and frustrated.

One of the objectives of the proposed system is empowering the user with
appropriate feedback during the data entry process by providing error messages and
suggesting means to correct the error. This feedback is given by the validation engine
using the decision-tree approach.

2.2 Preventing Outliers

Like data errors, it is important to avoid any outliers in the dataset for the base model. It
becomes hard to identify outliers when data comprises of many closely related vari-
ables. In this paper, a simple approach is proposed for detecting outliers early-on with
help of feature ranking and decision trees.

2.3 Preventing Bad Modeling of Data

The previous two objectives lead us to a more general objective which is to prevent bad
modeling of data. Presence of errors and outliers in the dataset affects the performance
and outcome of the model. This can be easily avoided if both errors and outliers are
prevented from entering the pipeline. Any system cannot guarantee zero errors, but it
can be minimized using effective approaches.
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3 Experiment Setup

The experiment was performed on existing system architecture in place at Evive
Health. The main entities are Data Providers, Databases, ETLs, Business Processes and
the Web App.

The main application is written in Java along with Polyglot storage provided by
databases such as Cassandra, Redis, MongoDB etc. It is complemented by other small
services running separately for dedicated business processes. ETL is where the bulk
loading and pre-processing of data takes place. The web application consists of
different user interfaces through which users enter the data.

4 Proposed System

The entire process is divided into two phases – The Data Profiling Phase and the Data
Input and Verification Phase.

4.1 Preventing Bad Modeling of Data

a. In any operational system, the primary data modeling is done in which the input
fields (or features) along with the types (numeric, categorical etc.) are identified.

b. Various syntactic and semantic constraints are imposed on the features, as is usually
done in a well-planned and designed data project.

c. Based on the schema designed above, the input values are fed into the system. Here,
it is to be ensured that the data entered is almost correct. If getting real-world data
and ensuring its quality at this stage is found difficult, some sample manufactured
data is sufficient.

d. Such data entered is used as the input to the Feature Selection Algorithm, based on
which the importance of Features is obtained along with the Decision-Tree for
classification.

4.1.1 Feature Selection Algorithm
The Decision Tree is a hierarchical model for supervised learning whereby the local
region is identified in a sequence of recursive splits. Hall proposed a new attribute
weighted method [5] based on the degree to which they depended on the values of
other attributes. A random sampling is made from the training set and the following
operations are performed for dependency computation to estimate the degree to which
an attribute depends on others:

a. An unpruned decision tree is constructed from the training data.
b. The minimum depth d at which the attribute is tested in the tree is noted. The deeper

an attribute occurs in a tree, the more dependent it is. The depth of the root is
assumed to be 1 and the dependency D of an attribute can be measured using:

D ¼ 1=
p
d ð1Þ
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where d is the minimum depth at which the attribute is tested. Nodes with more
dependency will have a lesser D value and nodes with lesser dependency will have
a larger D value. If an attribute is not tested, we can assume its dependency as zero.

Make a vector of the dependencies of all the attributes. This dependency vector is
now an indicator of the relative dependencies of the attributes.

4.1.2 Data Input and Verification Phase

a. Based on the Feature Rank Vector, the input system is now to be designed such that
the most critical Feature is accepted as input first, followed by the next ranked
feature, and so on in the decreasing sequence of the Vector.

b. Each time an input is taken, this input is verified to see if it confirms to the Decision
Tree.

c. When an exceptional condition is met, it is ascertained from the user if it is an error
in entry, or whether it is a genuine case of deviation. In case of the former, the entry
is corrected, and the Decision Tree is not violated. However in case of the latter, if
the violation or deviation happens and the user confirms the deviation as reflecting
the real-world condition, then two conditions arise depending on the level at which
the deviation occurs.

d. If the deviation is at the upper levels of the tree, it indicates a significant difference
from the general behavior of the data, and hence, it can be flagged as an outlier. In
case the deviation is closer to the lower levels, the difference is only in insignificant
features, which do not generally have a bearing on the further classification of data.
Hence, such deviation has no significant impact, and can either be replaced with the
value of the particular branch, or can be left unchanged.

5 Experimental Results and Analysis

5.1 Analytics Before Introducing Validation

The data used for experiment is a subset of the real world data collected and processed
at Evive Health. Only few features have been taken under consideration for the per-
forming the experiment. Some features such as personal information have been
removed to ensure anonymity (Table 1).

Table 1. Features present in database

Feature name Feature type Description

Upin Quantitative Unique ID of person
Age Quantitative Age of person
Gender Categorical Gender of person
Ethnicity Categorical Ethnicity of person
GL_level Quantitative Glucose levels of person (mg/dL)
WC_level Quantitative Waist circumference of person (inches)
Outcome Categorical Feature to predict
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In the first stage, analytics is performed on the dataset before introducing any
validations. This involved data binning for GL_level and WC_level – each of the
values were assigned a corresponding value of – SAFE, ALARM, DANGER.
The logic for binning is as follows (Table 2):

Running GLM (Generalized Linear Model) on training dataset resulted in the
following coefficients (Table 3):

GLM was performed on the combined training and test dataset. Examining the
coefficients, it was found that two new levels were introduced which were not initially
present in the training dataset (Table 4):

Table 2. Levels for WC_level and GL_level

WC_level Male Female Level

[22, 40] [22, 35] SAFE
[41, 65] [36, 65] ALARM
[66, 1000] [66, 1000] DANGER

GL_level Range Level

[25, 400] SAFE
[401, 650] ALARM

Table 3. Coefficients from GLM on training data

Estimate Std. error z-value Pr(>|z|)

(Intercept) −0.9223 0.3196 −2.885 0.00391
Age 0.0051 0.0054 0.952 0.34128
genderM 0.0610 0.1016 0.600 0.54818
ethnicityET02 −0.8415 0.2578 −3.265 0.00110
ethnicityET04 0.1101 0.6170 0.179 0.85833
GL_levelSAFE −0.0975 0.1040 −0.938 0.34847
WC_levelSAFE −0.2366 0.1057 −2.238 0.02520

Table 4. Coefficients from GLM on training and test data

Estimate Std. error z -value Pr(>|z|)

(Intercept) −1.0148 0.3031 −3.349 0.00081
Age 0.0068 0.0051 1.339 0.18073
genderM 0.0363 0.0961 0.378 0.70575
ethnicityET02 −0.8404 0.2452 −3.426 0.00061
ethnicityET03 13.1849 229.565 0.057 0.95420
ethnicityET04 −0.1135 0.6127 −0.185 0.85310
GL_levelSAFE −0.1171 0.0976 −1.199 0.23035
WC_levelDANGER 0.9800 0.4521 2.167 0.03020
WC_levelSAFE −0.1930 0.0992 −1.945 0.05179
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For ‘ethnicity’ there was a new level - ‘ET03’ and for ‘WC_level’ there was a new
level - ‘DANGER’. This suggests that either all possible levels were not exhaustively
captured in the training dataset or the test dataset had some foreign values which could
be errors or outliers. As there was no validation present at the data entry level, these
new levels were inevitable.

5.2 Introducing Validation

The first step in introducing validation was to calculate the feature rank vector from the
training dataset. Following was obtained after the running the feature ranking algorithm
on the dataset (Table 5):

In the next step, the test dataset was validated row-by-row, and error identified. The
issues with the test dataset were the new levels of WC_level (DANGER) and ethnicity
(ET03) (Fig. 1).

Plotting a simple histogram for WC_level made this clear as some values were
quite apart from the rest of the data points (Fig. 2):

Table 5. Feature ranking vector

Feature Avg. estimated dependency Feature rank

Ethnicity 0.97 1
Age 0.68 2
WC_level 0.52 3
GL_level 0.52 4
Gender 0.41 5

Fig. 1. Error due to new level of WC_level in test data

Fig. 2. Histogram showing new levels of WC_LEVEL
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Further investigation revealed that some of the users had entered the WC_level
values in ‘centimeters’ instead of ‘inches’. The data-entry UI did not have out-of-range
validations and thus allowed for entry of erroneous values. These values were fixed by
converting them back to inches, adding validation to the UI and verified by another
histogram (Fig. 3):

GLM was performed again on the combined dataset after fixing the WC_level
errors. There was a significant improvement in the coefficient for WC_levelSAFE
(Fig. 4):

The only remaining issue with test data now was the ‘ET03’ level for ‘ethnicity’.
There are two approaches to handle this:

i. If it is a possible valid observation, this needs to be overcome by taking larger and
representative sample, which is outside the scope of this paper.

ii. Otherwise replace this value with the most frequent value for ‘ethnicity’ and re-run
the GLM on combined training and test dataset (Fig. 5).

Fig. 3. Histogram for corrected values of WC_LEVEL

Fig. 4. Comparison of coefficients, before and after validation

Fig. 5. Comparison of coefficients after replacing ‘Ethnicity’ values with average

Design of a Quality-Aware Data Capture System 281



6 Conclusion

The importance of data validation cannot be stressed enough when it comes to analytics
as it directly impacts the quality of results produced. Most of such validations can be
achieved at the data-entry level itself by providing appropriate feedback to the user.
The validations can be predicted and suggested by an effective data quality mining
approach, instead of rules made by the programmers. This helps in ensuring the quality
of the dataset with a refined sample space, minimal errors and outliers, hence reducing
the efforts in the cleaning and transformation process.

Also, the user experience of the application is greatly enhanced by assisting the user
through the process and ensuring that the user does not make any inadvertent errors at
the data-entry stage. Overall, the approach suggested in this paper is of immense benefit
to the analytics process as well as the end-user experience.
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Abstract. This paper analyzes Internet of Things (IoT), its use into manufac-
turing industry, its foundation principles, available elements and technologies
for the man-things-software communication already developed in this area. And
it proves how important its deployment is. In that sort of systems, information
process. Is related to manufacturing status, trends in energy consumption by
machinery, movement of materials, customer orders, supply data and all data
related to smart devices deployed in the processes. This paper describes a
proposal of data architecture of the Internet of things applied to the industry, a
metamodel of integration (Internet of Things, Social Networks, Cloud and
Industry 4.0) for generation of applications for the Industry 4.0.
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1 Introduction

Internet of Things has reached so much development and importance that several
reports foresee it as one of the technologies of higher impact until 2025 [1, 2].
Thousands of millions of physical elements and objects will be equipped with different
types of sensors and actuators, all of them connected in real-time to internet through
heterogeneous networks. This will generate high amounts of data-flows [3] that have to
be stored, processed and shown to be interpreted in an efficient and easy manner. Here
is where IoT and Cloud computing integration permits that this huge amount of data
can be stored in internet, keeping resources, services and data available and ready to
use and for end-to-end service providing [4] both in the business and in the consumer
field, from anywhere. It provides the virtual integration infrastructure for storage
devices, analysis tools, monitoring and platform. Most interactions in internet are
human-to-human (H2H). However, more and more ubiquitous and heterogeneous
objects can connect to Internet. In the future, it is expected that more objects be
connected than people [5, 6]. Objects can interact with each other, send data and
perform certain actions according to certain information. The Internet of Things has
been catalogued as heterogeneous and ubiquitous objects, all interconnected between
them and communicating with each other via the Internet [7].

The Internet of Things counts on sensors or scattered objects to generate infor-
mation from any accessible site or inside a machine. Thus, it requires the intercon-
nection of these heterogeneous objects via the Internet [8, 9]. This will lead to a future
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in which it is not only used for communication between people, but also between
human and machine, and even between different machines (M2M) [10]. Here is found
the importance of Smart Objects: physical objects with an embedded system that allows
information processing and communication with other devices, and also the processes
based on a certain action or event [11]. However, all of these complex systems present
a problem when connecting the Smart Objects due to the differences between software
and hardware used for each process [12].

Due to the enlargement of the IoT and the Cloud Computing application devel-
opment, technological problems decrease and an expansion of services is created in an
industrial context [13]. This paper outlines the need to integrate the IoT, sensors,
actuators, social networks and computing in the cloud. It will enable to build the
Industrial Internet of Things (IIoT) up.

2 Architecture of Industrial Internet of Things IIOT

The development of Internet of Things technology for industrial applications, the
implementation of sensors and detection intelligence advantages has attracted great
attention. With those implementations, it has been achieved an efficient monitoring and
control in reducing costs and power consumption in the production of goods and/or
services [14, 15] in industries. The maintenance of these machines and systems is
controllable and automatable with the help of sensors and wireless devices incorporated
in machines and industrial systems [16].

The architectures proposed have not converged to a reference model [17] or a
common architecture. In current literature, several models can be found, as can be seen
in Fig. 1 [18]. The basic model has three layers (layer application, network and per-
ception). It was designed to address specific types of communication channels and does
not cover all of the underlying technologies that transfer data to an IoT platform. Other
models based on four layers (layer of sensors, network, services and interfaces) are
designed in the context of industry 4.0 [19].

2.1 Proposal for Industrial Internet of Things Architecture

The Fig. 2, in the context of Industry 4.0, a prototype of Industrial Internet of Things
platform in 5 layers is presented pursuing the integration of sensors, actuators, net-
works, cloud computing and technologies of the Internet of Things:

Explains the integration of the data layer with the other layers of the architecture:

• Sensing layer:

This layer is composed by several types of devices. It directly determines the
implementation and production of the specific data type. From a functional perspective,
it is responsible for various activities such as manufacturing, transport, mobility,
logistics, and data collection from sensors or other devices. The detection layer is
integrated with the available hardware objects to detect the state of the things.

284 J.I.R. Molano et al.



• Databases layer:

Composed of physical databases and virtual databases. The physical databases use
a common set of SQL and nonSQL (object). It enables easy integration with external
applications, so that should not be dependent. In this architecture, there is little reliance
on proprietary database features, such as stored procedures and triggers. IoT data come
from sensors and devices, where the data can be collected and processed in real time.

Fig. 1. IoT architectures [18].

Fig. 2. Proposal of integration architecture
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Virtual data bases allow to expose schema and customized abstract data. Data
abstraction approach provides logical link to the database in the network node, where
the data are logically and physically separated and can be accessed from a single virtual
schema. These abstract databases can be placed inside containers, based on the needs of
the problem domain. Here, the acquired data are stored without processing (Fig. 3).

• Network layer:

The network layer is the infrastructure that supports connections between things
through cable or wireless. IoT network layer, connects all things and enables them to
know its environment. Through this layer all data are shared with all connected things.
The network layer adds data from existing IT infrastructure. Here, the interaction
between the Sensor layer and the User layer takes place. Also, it manages sensors and
actuators and provides information to the next layer. In industry 4.0, the provided
services are personalized according to the requirements of the application.

• Data response layer:

This layer is a data set that can be assigned to devices and applications. It maintains
the persistence of other layers. It focuses on providing automatic responses and it learns
as it processes the response. Here, the processed data are maintained. Data are stored in
a way that makes the physical database updated as stated by the user. All data received
from the sensors are processed in the network node. The cloud-based components, the
components near IoT devices and sensors are paired logically (Figs. 4 and 5).

• User layer:

In this layer, the API are used for application design. Within industry 4.0, they
preferably are ERP applications, which allow the monitoring of raw material, equip-
ment failures, quality control and programming and production. Here, several services

Fig. 3. Physical databases and virtual databases
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are provided, such as data compilation, transmission data processing. This layer is
based on the Middleware technology, which is important in enabling of IoT services
and applications, assisting in the recycling of software and hardware.

The information that is captured by the different sensors is stored in the cloud and
in physical databases. This information is processed by Big Data tools and facilitates
decision making to the user. Figure 6 shows the flow of information in the system.

Fig. 4. Data response layer.

Fig. 5. Data architecture for the Internet of Things.
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2.2 Prototype

Within the industry 4.0 framework, the developed prototype is applicable to perform
the automation of manual processes within the different productive activities in any
type of industry. It implies improvements of the availability of information and its
security, facilitating the flow of the information and improving the decision-making
process on the implementation of corrective and preventive actions. For an intermittent
system (the activation of the system depends on the change in the measurement
variable). The collection of slightly relevant information is almost zero and the pre-
sentation of the critical information is presented in an organized and systematic way,
thereby improving data mining.

The advantages of deployment of this class of prototypes within productive pro-
cesses or for tracking products [23] relates to the decrease in uncertainty and mea-
surement errors. In addition, the possibility of implementing a measurement process
has an advantage over an interrupted manual measurement. Also, by creating processes
of traceability of data and information that did not previously exist (without the
intervention of the human resource) given that the gathered information is continually
pushed towards the Big Data or cloud computing for its consolidation.

The communication environment, subject of the surveillance system, allowed to
monitor several variables. For this purpose, four sensors were used. They allowed to
determine the flow of products in a production plant. The presence of gas in the
complex, the alignment and stability of the equipment and the existence of contact
between a person and the prototype. The information on changes in the status of
sensors was processed in a microcomputer Raspberry Pi [24].

Fig. 6. Data flow in the proposed architecture
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A communication object-object between the Raspberry Pi and a mobile device was
deployed with the purpose of establishing the synchronization of data directly to the
user via smartphone or tablet. It was achieved through the connection established
between the Raspberry Pi and the storage server in the cloud [25].

The prototype has the following features:

• Use of technologies of sensors: The prototype uses different sensors for the
detection of “strange” elements in the working environment. Then it initiates
capture and data communication. The sensor acts like a link between what happens
in the process and the user.

• Data collection at any time: the prototype does not restrict the capture of images and
is always aware of each movement in the area where the system is deployed.

• Data Transfer: it is possible to transfer data within the communication network that
is composed by the user (via a mobile device) and the physical system (Raspberry
Pi) through cloud computing.

• User interface: the prototype can communicate with the user through well-known
platforms or server storage.

• Functional Independence: the prototype works automatically independently of the
user, since the capture of data and their transfer functions are carried out only with
the activation of a sensor and a wireless network.

• Communication with the mobile device: the system does not require direct inter-
vention to the hardware or software to operate. The communication is conducted
under the principles of communication machine-to-machine, in which the
micro-computer Raspberry Pi and the sensors are the prototype and the mobile
device is the terminal that enables communication with the user through a server
and a communication network. The collected data are transferred from one machine
to another in the same way, disregarding which sensor is in use.

• Total availability of data: the system generates a communication network that
allows the access to the user in any place and consultation of data at any time, due to
the connection of the physical prototype (Raspberry Pi) with the server online.

3 Tests of the Prototype and Results

Tests to the monitoring system were performed with two sensors, making in each test
the connection of each individual sensor to the Raspberry Pi. The tests were performed
on a production line of ceramics in a period of 24 h of work.

For the functional validation of the system devices were evaluated in parallel. In the
first round, the devices already in place in the production line. It generated a failure
report, stopping the process. In the second round the prototype recorded the failure and
generated the report without stopping the process because it was functioning in parallel.
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3.1 Stops Caused by Failures in the Production Flow

The data permitted to verify the actual condition of the stops in the production line.
Some registered stops were not true failures, systems recorded them as a failure
because a change in the speed of the process. The data generated by the prototype also
recorded ordinary stops of and quality control stops. It forced adjustments in the
decision making parameters (Fig. 7).

3.2 Stops Caused by Misalignment and Instability of the Computer

The current computer does not count with this type of information, therefore it permits
that the process generates failures, affecting the product. Also, it affects the equipment
itself, because it subsequently generates a greater fault. The information provided by
the prototype allowed to check and adjust the computer without generating any stop in
the process.

The test of the monitoring system with the sensor of gas detection was carried out.
Into the environment in which they were performed there was no presence of gases LP,
methane or smoke. Consequently, signals sent by the sensor to the Raspberry Pi did not
activate the collecting system nor synchronization (Fig. 8).
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Fig. 7. Stops caused by failures in the production flow
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4 Conclusions and Future Work

The technology itself is not the main obstacle for the implementation of IIoT; the
interfaces of interoperability of the systems belonging to different providers are, that
hinders its adoption. The achievement of interoperability requires standardization of
interfaces for interaction between different components of the system.

IIoT is the combination of computing technologies, communication and micro-
electronics. Thus, there are many interfaces between hardware, software and network
components. In the context of the industry 4.0, the proposed architecture let establish
communication networks between objects and people that permit the flow of infor-
mation in two ways, with minimal intervention in the network. Communication net-
works focus on direct and comprehensive transmission of data.

The change in the way of gathering and storing the information, as much as the use
of sensors, requires a change in the technology. IIOT can register automatically, pre-
cisely and timely several parameters of the production process. The traditional
industrial production performs the communication between machines via the M2M
technology, but the IIOT can achieve connections between people, machines and
physical objects. Nevertheless, in the IIOT environment, the function and the yield of
communication devices are different. Some applications need a high performance in
real-time, while others do not. Some application tasks are executed periodically while
others are activated by events. These characteristics increase the complexity of the
actual applications of the IIOT.

Future research should focus on:

• Safety of data and system accuracy
• Standardization of technology and interoperability of systems
• Actual deployments
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Fig. 8. Stops caused by misalignment and instability of the computer
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Abstract. Data silo can grow to be a large-scale data for years, overlapping and
has an indefinite quality. It allows an organization to develop their own ana-
lytical capabilities. Data lake has the ability to solve this problem efficiently with
the data analysis by using statistical and predictive modeling techniques which
can be applied to enhance and support an organization’s business strategy. This
study provides an overview of the process of decision-making, operational
efficiency, and creating the solution for an organization. Machine Learning can
distribute the architecture of data model and integrate the data silo with other
organizations data to optimize the operational business processes within an
organization in order to improve data quality and efficiency. Testing is done by
utilizing the data from the Malaysia’s and Singapore’s Government Open Data
on the Air Pollutant Index to determine the condition of air pollution levels for
the health and safety of the population.

Keywords: Data silos � Data lake � Machine learning � Big data � Prediction �
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1 Introduction

Evolving technology has a major role to the operational processes of an organization.
The ongoing process of an organization will involve several different stages (design,
material acquisition, manufacturing, distribution, sales, usage, service and others) to
obtain the meaningful, accurate, and efficient information [1]. Each stage of this pro-
cess will require the supply of accurate information as a decision-making process,
operational efficiency, and the creation of the desired solution. An organization has
variety of data, which can support transactional applications, analytical decision sup-
port, and master as a universal business object [1].

Increasing amount of organization data is creating challenges in data management to
make the hundreds of data entry into a single business view of data [1]. Lack of storage
management system in many organizations, it makes data to become overlapping and
indefinite quality. A large number of data in different types can also affect the analytics
process of data to deal with uncertainty, prediction and dynamics data [2, 3]. Data on a
large scale is a collection of various data assets which is complex and cannot be
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managed efficiently by data processing technology state-of-the-art [4]. Many organi-
zations rely on traditional data warehouses and business intelligence solutions as
decision makers to access their data and reports. But this solution will ignore most of the
external data sources because it is too large or in a format that is not easily manipulated
and stored [5]. We need to determine the best architecture, common metadata, data
integration and so on for optimizing operational business processes within an organi-
zation in order to improve data quality and more efficient [6]. It aims to improve the
quality of data, use data as a competitive advantage, manage change, comply with work
regulations, and adapted to the standards of work [7].

This research will describe the background of study trough definition of data silos,
data lake concept, and application. Next part will give the explanation about the
modification of data lake architecture with machine learning techniques for combining
the data silos. Experiment and results of this study are described and followed by the
conclusion of the study at the end of this paper.

2 Data Silos Concept

Repository of data that available under an organization called Data Silos [8, 9].
Evolving organization will certainly affect the growing amount of data. The data
collected by each organization will be different. It depends on technical priorities,
cultural, and responsibilities that come naturally. In addition, these data can be in the
form of unstructured data in heterogeneous formats such as documents, video, images
and others that do not have the scheme and come from a variety of sources [10].
Information from an organization is certainly not only from the body of an organization
only but needs the support from outside sources an organization. This data collection
can be allowed to develop the ability of an organization in the own analytic capacity
and capability. Therefore, data silos is big data because it already has characteristics
four “V” [11, 12]: Volume, Variety, Velocity, and Veracity.

Organizations must understand the needed insight to make strategic decisions and a
better operation. An organization needs to predict the future to identify trends and
correlations that encourage changes that are more useful in a business that changing
wheel rapidly [13]. Data processing needs to be done in an integrated and systematic
way to generate accurate and up-to-date [1, 14]. This process is a challenge for an
organization to analyze data and brings a high value for decision-making as an effective
solution that is influential for the future. Future prediction becomes more important
than the simple visualization of current or historical perspective.

In fact, there are some fundamental issues that occur in the analytical data access.
There are pressures, damage the user experience, the power of decision without the
data, and the ability to access the data [15]. In addition, unstructured data will com-
plicate the process of further analysis of data such as data mining process. Data mining
can help to deduce the meaning of the data, which has been designed to work in
accordance with the orientation of a database schema with structured data [16]. There
are several ways to solve the problem of data silos, namely the origin of data, analysis
of data management, enterprise, consumption data, data normalization, includes data,
data curation, data access, cloud and machine learning [11, 14].
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3 Data Lake Concept and Application

Data lake is a new concept that has the ability to secure, convert and process the data,
which make the data can be consumed with speed and value required by the user even
though that operation is impossible to run [17]. This concept is a simply storage
repository that can store data regardless of size, schema, format, and complexity [18–20].
It can catalog, indexing and metadata management that needed for its own purposes and
provide information to the invention of data and calculations analysis [19]. Data lake can
be used for log management, knowledge management, business intelligence, cloud
services, application hosting and relational databases, which can provide the advantage
of minimizing costs and risks.

Data lake has included in database semantic or conceptual models using same
standards and technologies. This concept can create a hyperlink internet, adding a layer
of context data that provides information on the meaning of data and data relationships
with other data [19]. It can also combine with SQL, NoSQL databases, online ana-
lytical processing and online transaction processing capabilities [20]. Different from
warehouse traditional, data lake does not require a rigid schema or data manipulation
(structured data, not structured or semi-structured) and size but based on an order of
arrival data. Thus, the data lake lacks a formal schema-on-write but uses various tools
which apply schema-on-read.

Data lake is center of the big data movement and often associated with Hadoop
object-oriented storage [21]. Hadoop ecosystem will implement scalable and parallel
processing framework that process data on a large scale in a subtle way and almost
impossible to lose any data [19]. All organizations which take advantage of large
datasets and diverse, it will be difficult to manage the increased volume, velocity and
variety of the latest information. Data lake is an emerging approach to extract and put
all the relevant data (e.g., logs and sensor data, social media, document collections,
images, video, audio and another data useful for integrated analysis) without losing any
data that relevant to the analysis, now or in the future [5, 21].

Data lake will store all relevant data which considered for analysis and digest in raw
format corresponding to any data model. Data lake will organize data to promote better,
more efficient access and will reuse the data management process or introduce new
tools that improve search knowledge and general knowledge of data content. Many
recent works have been used this concept in the crucial sectors such as banking,
healthcare, retail, digital risk management, and other enterprises [5, 21, 22]. The sys-
tems used to restrict the flow of data into the warehouse as well as their use in
organization, which focused on providing automation and tools to enable less skilled
workers to clean, integrate and link data [21–23].

4 Machine Learning Techniques in Data Lake Architecture

Machine learning will focus on the development of computer programs that can teach
themselves to grow and change when given a new data. Machine learning is a type of
artificial intelligence that has the ability to learn from the data, without explicit and will
follow the instructions that have been programmed [24]. There are some examples of
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machine learning products that have the ability to perform large data processing such as
Apache Spark, Hadoop, Cloudera Manager, HBase, NoSQL Database, MapReduce and
others [25]. Machine learning will assist in finding a solution, optimize performance by
using sample data or previous experience to gain new insights, reveal newpatterns and the
result of production are more accurate [11, 26]. Figure 1 depicts the modification of data
lake architecture with machine learning techniques from existing architectures [5, 27].

The data source is consists of several data silos with large scale and different
parameters. Data lake will process the data source through several phases to ensuring
its operational availability, integrity, access control, authentication and authorization,
monitoring and audit, business continuity, and find the importance solution [22]. Data
discovery will describe the data and determination data. Data governance will capture
and contextualize data by cataloging and indexing and manage incremental improve-
ments to the metadata [21]. Exploration is creating new models of this data or modifies
the existing model and can be combined with machine learning process. There are
several steps in the machine learning process. First step is pre-processing, which
convert the data into a form that can be used as input to the study through data cleaning,
integration, transformation, construction, and reduction. In Fig. 2 depicts the data
integration architecture for combining data silos in machine learning process.

In identification process, data silos will be recognized of data types, data structure,
content and semantic. Data silos will align the structure of entities and define the
relationships between the data silos. The harmonization process is unification of data
types, value, scaling, format, and dimensions to merge the data based on previously
transformation rules. The result of the merge data silos will be presented in combined
view and can be used for other processes.

Fig. 1. Machine learning in data lake architecture for combine data silos.
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The second step in machine learning is learning. In this step, we can choose
learning algorithms and model parameters to produce the desired output using the
datasets result from pre-processing. Data silos from the organizations will be used for
better decision-making and more efficient operations. These data need to be processed
promptly and correctly to identify meaningful information and can extract knowledge
from the data itself for organization needs. Various intelligent solutions have been used
to analyze the data using predicting method such as Naïve Bayes [28, 29], Decision
Tree [30, 31], Rough Set [32, 33], and K-Nearest Neighbor [34]. The powerful tech-
nique is needed for this domain in order to have accurate classification is Rough Set.

Rough Set has its own strength in managing data and generating rules that easier to
interpret. Rough Set introduced by Zdzislaw Pawlak in 1980’s is a mathematical tool to
deal with vagueness and uncertainty [35]. This method is concerned with the classi-
ficatory analysis of vague, uncertain or incomplete information or knowledge expressed
in terms of data acquired from experience. The attribute reduction algorithm removes
redundant information or features and selects a feature subset that has same discerni-
bility as the original set of the features. To lead the best prediction accuracy, the
selected features can describe the decision as well as the original whole features set.
Decision rules extracted by these algorithms are concise and valuable, which can be
benefited in data mining by enlightening some hidden knowledge from the data [36].
Rough Set is chosen in this study because the important features can be identified based
on reducts computation and thus will eliminate insignificant features in data silos.

The last step in machine learning process is evaluation, which determines the
performance of the learning model. The results of whole data processing will always be
stored in data storage and anytime can be used by users, which related to infrastructure
and operational management of the organization. The outcomes of this process can be
various forms such as intelligent applications, interactive visualization, predictive
analysis, and statistical reports depending on the needs of an organization [27].

5 Air Pollutant Index Challenges and Opportunity

Air pollution is part of significant health hazard worldwide. According to the existing
research, about 1.2% of total global annual deaths related to air pollution [37], which
half of this amount comes from developing countries. In 2015, Malaysia and Singapore
had bad haze which came from forest fires in Indonesia. The extreme weather condi-
tions caused by El Nino can increase the temperature of the sea in the Southern Ocean
[38]. In Indonesia, El Niño has delayed the rainy season, causing drought across the

Fig. 2. Data integration scheme for combine data silos.
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country, impacting the water supply and the harvest of rice and other crops. Under the
dry conditions, Indonesia’s forests and peat lands became into tinderboxes. The rainy
season is being late and being shorter than normal because of El Niño. This Phe-
nomenon happened again in early 2016.

Air pollution has been formed as a result of climate change could damage the
epidermis, affects the immune reaction, and by mixing pollen, can increase the like-
lihood of allergic diseases such as asthma, allergic rhinitis and allergic conjunctivitis
[39]. The study of human health effects caused by air pollution in developing countries
is essential in providing more detailed information to evaluate the impact on health and
the environment. Several previous studies have focused on the human health effects of
pollutants single reflecting damage air pollution overall for human health [40]. Air
Pollutant Index is a standard value of the level of air pollution which was developed by
the Environmental Protection Agency (USEPA) to provide information that is more
easily understood. API has a goal to be able to predict how long or heavy fog which has
a thickness or may have a particular pattern, it is done with proper modeling software
that includes weather, wind speed, and air mass concentration. According to USEPA,
standard API value divided into several levels, namely: Good Level (<50), Moderate
Level (51−100), Unhealthy Level (101−200), Very Unhealthy Level (201−300), and
Hazardous Level (>300).

6 Experiment and Result

Experiments were performed to present the results of combined data silos by using a
machine learning technique in data lake. This experiment use Talend Studio, Weka and
Rosetta as simulated tools for data silos management system.

6.1 Data Pre-processing

In this research was used two data silos set, there are 24574 data from Malaysia’s
Government Open Data about Air Pollution Index (API) in Malaysia and 23760 data
from Singapore’s Government Pollutant Standard Index (PSI) in 2014 until 2015. The
data samples in real value format as shown in Tables 1 and 2.

In Tables 1 and 2 show the pollutant index which has attributes date, time, state,
region, and API. The data in Tables 1 and 2 are the raw data that still needs data
pre-processing. This process includes the preparation, cleaning and selection process to
obtain better data quality. In many applications, an outcome which is represented by a
Decision Attribute based on standard API value that can be shown in Tables 3 and 4.

6.2 API Data Integration Process

The data will be integrated with several different resources. In this case, the data in
Table 3 will be combined with data from Table 4. Transformation result of merging the
source will provide a more useful format. The two pieces of combined data
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organization will be reorganized, restructured, and integrated with data from several
internal and external resources illustrates in Fig. 3.

Selected data certainly affect the amount of data. The amount of data will be
reduced because there is a lot of data which is certainly not irrelevant. There is 10427
ignored data with unknown instances. The result of combined data silo is reported in
Table 5.

Table 1. Sample data of Malaysia‘s Air pollutant index dataset.

Example Date Time State Region API

1 26/11/2014 1:00AM Kedah Langkawi 25
2 26/11/2014 1:00AM Pulau Pinang USM 51
3 05/06/2015 1:00AM Selangor Shah Alam 38
4 05/06/2015 1:00AM Johor Kota Tinggi 47
5 02/08/2015 9:00AM Sarawak Sri Aman 31
… … … … … …

… … … … … …

245752 10/06/2016 1:00PM Sabah Sandakan 29

Table 2. Sample data of Singapore‘s pollutant standard index dataset.

Example Date Time State API

1 25/11/2014 1:00AM South 45
2 25/11/2014 1:00AM East 53
3 25/11/2014 2:00AM South 43
4 27/12/2014 4:00AM East 29
5 27/12/2014 4:00AM South 28
… … … … …

… … … … …

23760 10/06/2016 1:00PM West 37

Table 3. Sample of decision system for Malaysia‘s air pollutant index dataset.

Example Date Time State Region API Decision

1 26/11/2014 1:00AM Kedah Langkawi 25 Good
2 26/11/2014 1:00AM Pulau Pinang USM 51 Moderate
3 05/06/2015 1:00AM Selangor Shah Alam 38 Good
4 05/06/2015 1:00AM Johor Kota Tinggi 47 Good
5 02/08/2015 9:00AM Sarawak Sri Aman 31 Good
… … … … … … …

… … … … … … …

245752 10/06/2016 1:00PM Sabah Sandakan 29 Good
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6.3 The Prediction Method for API Dataset Using Rough Set

This research is done using a soft computing prediction method, Rough Set. Rough Set
consists of data preparation, discretization, reduct computation, generation rules, and
classification. In this research, the rules are generated from combination of API data for
Malaysia and Singapore. This data needs to be discretized in certain interval prior to
classification using Rough Set. The discretization technique that has been chosen is
Boolean Reasoning and the reducer selected is Genetic Algorithm [32, 33]. Next, the
dataset is divided into training and test sets with 10-fold cross-validation. This splitting

Table 4. Sample of decision system for singapore‘s pollutant standard index dataset.

Example Date Time State API Decision

1 25/11/2014 1:00AM South 45 Good
2 25/11/2014 1:00AM East 53 Moderate
3 25/11/2014 2:00AM South 43 Good
4 27/12/2014 4:00AM East 29 Good
5 27/12/2014 4:00AM South 28 Good
… … … … … …

… … … … … …

23760 10/06/2016 1:00PM West 37 Good

Fig. 3. Data integration scheme for combined API data.

Table 5. Combination data of Malaysia and Singapore API.

Example Date Time State Region API Decision

1 11/26/2014 1:00AM Kedah Langkawi 25 Good
2 06/15/2015 10:00AM Johor Muar 25 Good
3 04/25/2015 10:00AM West Singapore Jurong 42 Good
4 04/25/2015 10:00AM South Singapore Bukit Merah 40 Good
5 02/08/2015 9:00AM Selangor Banting 51 Moderate
… … … … … … …

… … … … … … …

248658 10/06/2016 12:00PM Sabah Sandakan 29 Good
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dataset has been chosen to provide less biased estimation of the accuracy for the large
scale dataset [41]. Rough Set produced reducts and rules for the classifier. Table 6
shows the sample of generated rules.

The sample generated rules explanation and its rule statistics as given in Table 6.
The rules classify API into meaningful information for safety and health of population.

Rule 4: Date(2015-01-06) AND State(Selangor) AND API([*,51]) => Decision
(moderate).

Based on the value given in the rule condition, the rule can be interpreted as:
IF Date is 6 January 2015, AND State in Selangor AND Air Pollutant Index

(API) between 51 and 100 then the air condition is moderate.

The description of the rule statistics, the rule support is 11265, represents 11265
objects in the training data set that match with the rule condition. The rule accuracy is
1, represents the number of Right Hand Support (RHS) divided by the number of Left
Hand Support (LHS) is 11265/11265 = 1. The conditional coverage is 0.11265; its
represents the fraction of the records that satisfied the IF condition of the rule. It is
obtained by dividing the support of the rule by the total number of records in the
training data set. The decision coverage is 1.0, and it is the fraction if the training

Table 6. Sample rules for Malaysian and Singapore API dataset with highest support.

No Rule LHS
Support

RHS
Support

LHS
Coverage

RHS
Coverage

Rule
Length

1 API([*,
51)) => Decision(good)

11265 11265 0.17416 1.0 1

2 Time(10:00AM) AND
State(Miri) => Decision
(good)

125 125 0.01542 1.0 2

3 Date(2014-12-07) AND
Time(1:00AM) AND
State
(Sarawak) => Decision
(good)

14 14 0.00032 1.0 3

4 Date(2015-01-06) AND
State(Selangor) AND
API
([51,100]) => Decision
(moderate)

9 9 0.00042 1.0 3

5 Date(2015-03-26) AND
Time(1:00PM) AND
State(Serawak) AND
API
([51,100]) => Decision
(moderate)

5 5 0.00023 1.0 4

302 M. Wibowo et al.



records that satisfied the THEN conditions. It is obtained by dividing the support of the
rule by the number of records in the training data set that satisfied the THEN condition.
The rule length is defined as the number of conditional elements in the IF part. In Rule
1 there is one attribute being used as conditional elements; API.

The generate rules from Malaysia and Singapore dataset can help to determine
which areas have appropriate air condition. Moreover, it can help the government to
makes predictions for time and date when disasters will happen and the right decision
for the safety and health of the population in the future.

6.4 Analytics Result

The analysis results of the combination of Malaysia and Singapore API dataset using
Rough Set approach can select significant data from the main database based on the
generated rules. The selected dataset is displayed to chart [42]. This is intended to make
it easier to present the result of analysis. Based on the Malaysian Air Quality Guide-
lines (MAAGs) and NEA (National Environment Agency) that have been adapted to
the recommendations of the World Health Organization (WHO), Fig. 4 depicts APIs in
each state in Malaysia and Singapore with their API conditions with maps chart.

These results can also send warnings to the state which the measured air quality is
not appropriate to the population as it can damage the epidermis, affect the immune
response, and by mixing pollen, may increase the possibility of allergic diseases such
as asthma, allergic rhinitis and allergic conjunctivitis [33]. It is also possible to provide
the warning alarm in areas that have the highest API and governments can also be
aware of these conditions.

Fig. 4. Visualization statistical data using map chart for the combination of API data
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7 Conclusion

The improving of the quality of the data organization is considered will influence on
the processing of information from the data. The challenges consist of data selection,
description, maintenance, and governance. In order to increase profits at the operational
processes of an organization, technical limitations should be minimized. Data lake can
help to determine the best architecture, common metadata, data integration and so on
for optimizing operational business processes within an organization in order to
improve data quality and more efficient. The overall data lake process trough data
discovery, governance, explore and machine learning. The use of machine learning
techniques using soft computing approach can maximize the data management process
in data lake that used the scenario of data integration process with the different data
sources, both within a domain and across domains. It aims to improve the quality of
data, use data as a competitive advantage, manage change, comply with work regu-
lations, and adapted to the standards of work.

Testing is done by using the data from the Malaysia’s and Singapore’s Government
Open Data about the Air Pollutant Index to determine the condition of air pollution
levels for the health and safety of the population. The both of data have been combined
be a combination of the new information and have been analyzed using Rough Set as a
predicting method in the data lake scenario. The selected significant data based on
generated rules will be displayed on the map chart that is more informative and
meaningful information.
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Abstract. This paper presents a three-dimensional earth representation system
for visualization of Taiwan Ocean data, based on the mixed MySQL and HBase
databases. The Client-Server architecture is used to provide Web GIS services in
this system. In addition, the WebGIS and WebGL are adopted to enhance 3D
visualization of the ocean data. In order to achieve better data-access perfor-
mance, the architecture of HBase combined with MySQL is used to accom-
modate different data types and sizes in the back end of system. Finally, we
implement the information of sea-going onboard survey, including concentra-
tions of chlorophyll a salinity and temperature, shore-based surface current data
and PM2.5 data, onto the 3D-GIS display platform for environmental decision
making in the future.

Keywords: Three-dimensional � 3D visualization � HBase � MySQL

1 Introduction

Extreme weather caused by global warming has resulted in many natural disasters all
over the world. For the hazard mitigation purposes in Taiwan, it is very important to
collect and use the governmental monitoring information (including Environmental
Protection Bureau, Central Weather Bureau, Taiwan Ocean Research Institute) for the
environmental decision support. However, as the growth of time, the single-device
database and file system may become insufficient due to the explosion of data volume.
Under such a BigData era, the well-known HDFS and HBase in Hadoop [1] ecosystem
get more and more popularity. Wu [2] used the VM (Virtual Machine) system to test
the environment of Hadoop. Lee [3] developed a visualization platform based on the
distributed SQL servers for the environmental monitoring. General speaking, DAS
(Disk Array Storage) devices and SQL-like databases still have some superior features,
so a mixed database system may be a good alternative for engineers.
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Data visualization is a very important task for helping people to understand data. In
the past, limited by the computer’s hardware and network bandwidth, only the stan-
dalone GIS (Geographic Information System) is used to display the various geographic
information. Now, in the Internet era, the Web-based GIS have become the mainstream
to provide Web-information services. In general, the front end of the WebGIS includes
Leaflet, OpenLayers, Google Map, and the back end is the GeoServer that provides
layer information and controller. In addition, the geographic information database, such
as PostgreSQL, HBase, etc., are widely used for data storage. Recently, because
HTML5 gradually breaks the browser restrictions, users become able to use the syntax
of OpenGL to write web pages, called WebGL. Therefore, the Computer Graphics by
WebGL start to emerge in the field of WebGIS with a progress from 2D GIS to 3D GIS
display.

Recently, there are several national research institutions that have converted their
original display platforms into 3D GIS platforms, such as NASA [4]. As shown in
Fig. 1(a), NASA has the world’s largest satellite imagery information and develops the
WebGIS platform to show their satellite imagery. Similarly, as shown in Fig. 1(b),
NOAA Visualization Lab [5] displays the 3D atmospheric information on its official
website. Specifically, due to that NOAA has a dynamic flow field technology, the
dynamic GIS display makes users much easier to understand the current atmospheric
information. Besides, Hidenori Watanave’s team [6] also uses the 3D earth dynamic
technology to show the Japanese 318 earthquake and the earthquake victims of the
action record.

2 System Representation Technology

2.1 System Architecture

In this paper, as shown in Fig. 2, the Client-Server architecture is used to provide
Web GIS services. In addition to the information generated by TORI (Taiwan Ocean
Research Institute) [7], the Open Data released by the government is also collected and
post-processed to store in Data Warehouse via QA/QC (Quality Assurance/Quality
Control). Due to the growth of data, the NoSQL’s database is also adopted in this study,

Fig. 1. (sssa) NASA Web; (b) NOAA Web
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which combined Hadoop HDFS with HBase to store Big Data. For data visualization,
the Cesium [8] is adopted in the front end as a display module.

2.2 Data Types

In 2016, the ocean database developed by TORI had grown to 94TB. In this year, it is
expected to break 100TB. Below shows the types of data:

1. Cruise: When each research vessel sails, all navigational status is recorded by the
instruments, including the time of flight, latitude and longitude, wind speed, wind
direction, water temperature, water depth and other information. Some underwater
vehicle information are also available.

2. Satellite imagery: The advantage of satellite imagery is that it can obtain a wide
range of spatial data in a short time, which avoids human to reach a dangerous place
for observation. Telemetry technology is also widely used in navigation, agricul-
ture, meteorology, resources, environment, planetary science and so on. Now, the
basic water temperature, chlorophyll data have been included in the database.

3. TOROS: TOROS (Taiwan Ocean Radar Observing System) has set up 12 lon-
grange high-frequency radar and five standard radar around Taiwan, observing the
surface velocity of Taiwan’s coastal surface.

4. Drifter: Drifters are used to observe the atmosphere, ocean flow and hydrological
conditions in the South China Sea and Taiwan coast for a long time. Such infor-
mation can be provided in a real-time manner.

2.3 Mixed Databases

In the Big Data era, the traditional file systems and relational databases are gradually
unable to handle the expansion of data volume, even though through hardware
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Fig. 2. System architecture
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upgrades or the use of special computing mechanism. For example, the traditional
database MySQL may suffer from system slowing down due to the big data (the
Table just has too many records). Under such a circumstance, the Hadoop ecosystem
has drawn a great attention. Specifically, HBase is the distributed database used in
Hadoop. HBase is a big Table architecture with the distributed HRegion. Just like other
database, the data volume will grow in HBase’s Table, however, HBase can divide the
Table into several HRegions to distributedly store in different Data nodes. Hence, based
on the concept of local computing, HBase usually has a better performance while
accessing big data. Figure 3 shows the structure of HBase and flowchart, which reveals
the high scalability and distributed mechanism of HBase.

HBase is NoSQL’s data structure and based on the concept of Key-Value to access
data. Different from the traditional relational database, there is no index in the design.
Instead, through the Row, Column Family, Column Qualifier in the Table, records can
be queried. In the present study, taking the Cruise data as an example, Table 1 explains
the difference between HBase and MySQL databases as follows:

Fig. 3. HBase flowchart

Table 1. Data structure of HBase compared with MySQL for the same Cruise data

Column
family-1

Column family-2

HBase table

Row key Lat Lng Velocity Direction

2016-12-25 25.12 121.524 23.5 45
2016-12-24 25.37 122.547 21.6 50

MySQL Table

ID Date Lat Lng Velocity Direction

1 2016-12-25 25.12 121.524 23.5 45
2 2016-12-24 25.37 122.547 21.6 50
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1. Table: Like the Table in SQL, HBase has the same attributes of the data.
2. Row: It is the most basic unit in HBase database, and RowKey is the only value to

query the data stored in a column.
3. Column Family: Several Columns can be combined as a Column Family, and a

Table can have several Column Families.

3 Performance Experiment

The proposed 3D-GIS display platform was developed on Windows7 OS with Intel
Core i5-6400 2.7Ghz CPU and 16 GB RAM. The front-end web pages mainly use
Javascript and html, and the back-end programming language uses PHP5. The Data-
base uses MySQL and HBase. The system uses Cesium as a front-end package. Fig-
ure 4 shows the visualization of 3D-GIS data for coastal environment monitoring. In
Fig. 4(a), the route of ship voyage can be displayed along with the coastal information,
In Fig. 4(b), the surface velocity measured by TOROS can real-time display on the
map. In Fig. 4(c), the monitoring PM 2.5 values can be exactly located in a Taiwan
map. Furthermore, Fig. 4(d) shows the distribution of chlorophyll in the third quarter of
2016.

(a) (b)

(c) (d) 

Fig. 4. 3D visualization of environmental data
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In order to compare the computational efficiency in different database systems,
Fig. 5 shows the execution time along with the query data number in MySQL and
HBase. In the figure, one can see that when the number of query data is less than
700000, the search speed in MySQL is better than that in HBase. The reason for that
could attribute to the extra inherent latency of distributed computing in HBase. On the
contrary, when the data number is more than 700000, HBase shows a great advantage
due to the distributed computing. In this case, the speedup can reach 1.17 over 1200000
records. Therefore, the experimental result suggests that HBase is suitable for big data,
on the other hand, MySQL is suitable for small data. In the present 3D-GIS display
system, both HBase and MySQL are used as mixed databases to accommodate different
data types and data sizes.

4 Conclusion

In the present study, a 3D-GIS display system was proposed to present the oceanic data
of Taiwan for environmental decision-support purposes. In the front end, the system
combines WebGIS and WebGL to enhance 3D visualization of the ocean data, which
architecture is different from the traditional 2D WebGIS. In the back end, the system
uses mixed databases, namely HBase and MySQL, to accommodate different data types
and sizes. Through an experimental test, HBase outperforms MySQL for a relative big
data in this study. In the future, different NoSQL databases like Cassandra, MongoDB
as well as the Spark [9] big-data platform will be investigated to further improve the
performance of our 3D-GIS display system.

0
0.2
0.4
0.6
0.8

1
1.2

HBase vs MySQL

HBase MySQL

Fig. 5. Comparison of MySQL and HBase
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Abstract. In Japan, Inter-Regional Travel Survey gives rich information to
researchers and transportation planners. The current survey data was conducted
in 2010, and the newest survey data collected in 2015 will be available soon.
This national survey is mainly based on the on-site questionnaire survey which
requires an enormous budget and spends so much time to finalize and publish
the data result. Recently, ubiquitous mobile computing and the big data give us
new opportunities for exploring a new type of data resource besides the tradi-
tional survey data. This study clarifies the deviation of cell phone data at
aggregated origin-destination level of inter-regional trip flows, compared with
the traditional on-site passenger survey. Also, the mechanisms of inter-regional
trip generation are explained through travel patterns by a classification tree
analysis, one of the big data mining classification algorithms.

Keywords: Mobile phone data � Inter-regional Travel Survey data �
Classification tree � Origin-destination trips � Travel patterns � Japan

1 Introduction

The fast growth of expanding cities along with the need for long-distance travel among
regions has led a requirement to improve or find a new way to estimate inter-regional
travel demand. To meet these challenges, there are various methods such as improving
traditional four-step models and more recent activity-based models developed to utilize
available computational resources. These models usually use methods of statistical
sampling in local [1, 2] or national travel surveys [3–6] to analyze and infer trip
characteristics between areas of a city or regions of a country.

Inter-regional travel surveys are typically administered by government or regional
planning organizations and are integrated with public data such as national census with
detail demographic characteristics of their residents, made available by city, state, and
federal agencies. These surveys are designed to select representative samples in pop-
ulation carefully, so they are relatively expensive for surveying, and required much
more time in the post-survey processing. As a result, the time between two consecutive
surveys is four years or more in even the most developed cities (e.g., 1995 American
Travel Survey (ATS) with a new version so-called National Household Travel
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Survey [6], Inter-regional Travel Survey in Japan [4], and so forth). The appearance of
ubiquitous mobile phone computing has led to a noticeable increase in new big data
resources capturing cell phone user activities in nearly real time and provided solutions
to the conventional travel demand models. New data sources are collected by new
providers such as large telecommunications companies with their own applications and
network providers. Compared to the traditional survey, these big data sources provide
large and long-time samples at low cost. Along with new opportunities, however, new
mobile phone data (hereafter, called MOBI data) comes with new challenges of esti-
mation, integration, and validation of existing models since they often lack or miss
relevant contextual, social demographic information due to privacy reasons and have
their interior noise and biases. Although these issues are significant obstacles to
accommodate them to existing models, their use for regional transportation planning
has the potential to decrease the period of survey conducting, increase survey coverage,
and reduce survey costs. Therefore, it is essential to evaluate and propose a new
method to integrate the new data sources into the traditional modeling.

To make these new data sources useful for inter-regional planning, we should
clarify their biases and limitations. Moreover, we need to evaluate the appropriate level
of implementing new data sources as an input data for inter-regional travel demand
modeling. Many studies have been explored using these new massive, passively col-
lected data such as individual survey tracking and stay extraction [7], origin-destination
flows estimation and validation [8–10], traffic speed estimation [11, 12], and activity
modeling [13]. Nevertheless, these studies generally present alternatives for only urban
planning, while there is a small number of studies utilizing new data resources into
modeling inter-regional travel demand [14]. Thus, here in this study, we clarify the
characteristics of MOBI data by several comparisons of origin-destination (hereafter,
called OD) pair travel flows and try to explore inter-regional travel patterns.

This paper is organized into following sections. The next section demonstrates the
summary of data collection. Section 3 shows the methodology use in this study. The
comparisons and the results of exploring travel patterns are presented in the following
section. Section 5 illustrates the conclusions, limitations and future research.

2 Data Summary

2.1 Net Passenger Transportation Survey in Japan

In Japan, Inter-regional Travel Survey or Net Passenger Transportation Survey (from
now on, called NPTS) has been carried out since 1990 in every five years by Ministry
of Land, Transportation, Infrastructure and Tourism (MLIT) [4]. This survey collects
passenger traffic at certain cross-sections and then aggregates the data into the
inter-regional OD tables with its expansion factors. Individual characteristics of travel
are captured such as departing point (origin) and arrival point (destination) of each
transportation mode on the entire route if travelers transfer. It collects the questionnaire
sheet from a respondent, one out of about a million samples, who uses inter-regional
trains, express buses, airlines, cars or ships. The purpose of NPTS is to provide basic
information for inter-regional transportation infrastructure planning. MLIT provides the
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OD tables on MLIT website [15]. After the survey in 2000, trip information at the
individual level with the corresponding expansion factor became available.
Inter-regional net passenger traffic data used in this study was extracted from 2010’s
NPTS. The OD table records passenger trips between 207 areas of residential areas
(origins) and destinations. The database of regional resources and demographics was
compiled from 2011 Japan National Census.

NPTS provides two types of OD tables with a daily OD and an annual OD trips
table. For comparison with MOBI data, in this study, we use the daily OD trips table.
NPTS data has total 2,323,497 observations with 9,153,592 inter-regional daily trips.

2.2 Mobile Phone Data

The new MOBI data source is provided by NTT DOCOMO, the largest cell phone
service provider in Japan. This company had more than 70 million mobile phone
subscriptions as of 2016 [16] while the population of Japan was over 127 million as of
October 1, 2015, based on the national census in Japan [17]. This company developed a
new kind of small area statistics named Mobile Spatial Statistic (MSS), which is used
to make estimations of the population of a small area by using the operations records
from a mobile terminal network. The MSS’s coverage of age is from 15 to 79, which is
the generation of active mobile phone users in Japan. It also accounts for around 80%
of the total population (2010 Population Census). Another reason why MSS selects this
age range is that cell phone penetration rates are dominant in these ages, resulting in
enough sample size for MSS to provide accurate estimates.

This study used the MOBI data collected in two days, one in holidays and one in
weekdays in October 2015. There are 255,232 observations to be collected, which is
equivalent to near 473 million trips over two days. The total number of trips covers
intra-regional trips and inter-regional trips in 207 zones.

3 Methodology

The following two subsections review the algorithm for transforming MOBI data into
OD matrices, describing some indices in MOBI trip characteristics used to compare
with NPTS data regarding the number of inter-regional trips. The last subsection
describes a classification method to find inter-regional travel pattern of trip generation.

3.1 OD Inter-regional Travel Flows Matrices

Current methods, which have been employed to estimate the trips between two places,
fall into two categories: (1) four-step travel demand estimation methods; and (2) ac-
tivities based approaches. The MOBI data records the successive activity trajectory
through the mobile phone base stations. It provides an opportunity to transform the raw
data with billions of points into an OD matrix of flows. Though a mobile phone user
should have traveled between two different points at different times, we do not know
the precise departure time of their trip. Thus, to extract meaning locations, termed as
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stays, we assume that origin points are collected at mid-night time when mobile phone
users would stay in their homes or hotels, and destination points are collected at noon
of the day after they traveled. In this way, a full OD matrix is made by summing the trip
volume computed for all users between all pairs of ODs.

3.2 Indices in MOBI Trip Characteristics

For comparisons between two kinds of data sources, we put the NPTS data as a
standard reference. Therefore, from the standard reference, we clarify the deviation of
MOBI data at aggregated OD level in the number of trips in the three following cases:
(1) traveling between OD pairs; (2) generating from origin areas; and (3) distributing to
destination zones. In this study, we use three indices, including Pearson’s correlation
coefficient, Spearman’s rank correlation coefficient, and deviation index to measure
these differences.

First, we employ the Pearson’s correlation coefficient, r, which provides an indi-
cation of how closely a set of MOBI data values and a set of NPTS data values agree in
relative terms. It is noted that a perfect correlation (r = 1) does not imply perfect
reliability of MOBI data values – all MOBI data values may be biased in a consistent
direction.

Second, Spearman’s rank correlation coefficient, q, provides an indication of
similarity between the ranks of two sets of values. It ranges from −1 to +1. The use of
ranks means that, if the order of MOBI data is correct, the index will be high.

Finally, we introduce deviation index as an index for quantitatively evaluating the
size of different values of two datasets. This index is used to indicate how much they
deviate from the ideal state (i.e., when both are equal) (see Fig. 1).

Assume that for each pair of comparative values, i, the value in NPTS dataset is ai,
the value in MOBI dataset is bi, and the average of the two values is li = (ai + bi)/2.

Fig. 1. Intuitive illustration of deviation index
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The deviation index, di, for each pair of comparative values is defined as follows

di ¼ bi � li
li

ð1Þ

Substituting li into Eq. 1 gives us the new equation for deviation index as follow

di ¼ bi � ai
ai þ bi

ð2Þ

Figure 1 describes an intuitive understanding of the concept, with deviation index,
di, represented by the ratio between the distance from the point A(ai, bi) to its
orthogonal projection point B on the line ai = bi to the distance from the origin point
O to the point B. As seen from the Eq. 2, the deviation index is normalized from −1 to
1. It can be inferred that deviation index is nearer to zero indicating the smaller
difference between two values. Values are near −1 or 1, which means larger differ-
ences. Positive deviation indexes suggest that the MOBI data values are greater than
the NPTS data values and vice versa. In case of ai = bi = 0, we also set the deviation
index di = 0.

3.3 Decision Tree Analysis – A Classification Method

In the field of data mining, there are many classification methods such as decision tree,
rule-based classifiers, and so forth. In this study, decision tree method is selected
among other classification methods because of its outstanding advantages over other
methods. First, the decision tree is a nonparametric approach which does not require
any prior assumptions regarding the type of probability distributions satisfied by the
class and other attributes. Second, decision trees are relatively easy to interpret,
especially smaller-sized trees. Moreover, the accuracies of the decision trees are
comparable to other classification techniques for many simple datasets.

Decision tree method is a technique for classifying data patterns into tree structures
and consists of predicting a certain outcome based on a given input. In regression
models, the statistical relationship between explanatory and outcome is assumed before
starting the analysis, but in this technique, it is not necessary. Ture, Tokatli and Kurt
[18] also stated that the outstanding advantage of this method is to discover and give a
better explanation of the relationships between the predictors that would make it
possible to predict the outcome. Also, the decision tree model often inputs all predictor
variables, and then the representation of the outcome and predictor relationship is made
with more concise and perspicuous results. A tree structure consisting of three
sub-elements: a root node, internal nodes, and terminal nodes - the main output of a
decision tree. The development of a decision tree includes three stages: a tree growing,
a tree pruning and an optimal tree selection.

Decision tree consists of three groups such as Classification and Regression Tree
(e.g., its name is often as CRT, CART, or C&RT), Chi-Square Automatic Interaction
Detector (CHAID), and Quick-Unbiased-Efficient Statistical Tree (QUEST) [18]. Of
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these groups, the CHAID analysis has not been widely applied in travel and tourism
research field [19–23]. Van Middelkoop, Borgers and Timmermans [21] used an
Exhaustive CHAID to identify heuristic principles for transport mode choices. The
results proved that the methodology could be applied to understand tourist behavior.
Bargeman, Chang-Hyeon, Timmermans and Van der Waerden [19] investigated the
relationships between holidays choice behaviors and socioeconomic variables to
classify respondents into different clusters by using a combination of CHAID and
log-linear analyses. Chen [23] concluded that CHAID would be a useful tool to put
forward the subdivision methodology in travel and tourism research. Chen [20] made a
CHAID analysis to classify each actionable group by demographic and trips
characteristics.

CHAID analysis has a variety of advantages. First, it can produce non-binary trees,
which is different with CRT and QUEST. Another advantage of CHAID is, at each
node, the procedure of splitting and merging pairs of categories of the predictor
variables considering their differences from the outcome and using Chi-square test to
measure these differences. A modification of CHAID method, called Exhaus-
tive CHAID, was originally proposed by Biggs, De Ville and Suen [24]. Compared to
the earlier CHAID, the optimal split procedure of Exhaustive CHAID was improved by
continuously testing all possible category subsets. Fundamentally, it is a decision tree
based on the Chi-square test, which is built by repeatedly splitting a parent node into
two or more child nodes.

4 Empirical Study

4.1 Trip Weight

In order to focus on long-distance trips, the intra-zonal trips within each prefecture and
three metropolitan areas (e.g., Tokyo, Osaka, and Nagoya metropolitans) are excluded
to eliminate. In this paper, the number of study zones is 194 out of 207 zones since
isolated islands with no choice in mode are also excluded. Thus, both data utilized in
this study has a total of 36,346 OD pairs among 194 areas. Moreover, both datasets
include trips in weekday and holiday, therefore, to calculate the number of daily trips,
we introduce a daily trip weight to keep the balance between holiday trips and weekday
trips in the dataset. The trip weight, m, is calculated as follow

m ¼ Nh

Nw
ð3Þ

where Nh is the number of holidays in Japan (i.e., national holidays and non-working
days) and Nw is the number of weekdays in the autumn (from September to November
2010 for NPTS data, and from September to November 2015 for MOBI data).

Since the coverage age of MOBI data ranges from 15 to 79, all observations in
NPTS data which are out of this age range are removed. Thus, NPTS data has
2,202,466 observations with near 7.8 million inter-regional trips, and MOBI data has
91,742 observations with over 8.2 million inter-regional trips.
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4.2 Comparison of MOBI Data with NPTS Data

As mentioned in Subsect. 3.2, to clarify overall characteristics in MOBI data for
aggregated OD trips, we first computed Pearson’s correlation index and Spearman’s
rank correlation index as in Table 1. Compared to two other cases, the r value of trips
among OD pair zones is the lowest, which means there is different between two data.
This finding would be clarified in the following part of this subsection. The values of q
are near one indicating the small difference of the number of trips in MOBI data
compared to that of NPTS data.

To be more detail comparison, the deviation indexes are calculated to exam the
differences in other aspects. In order to understand the difference of OD pair trips, the
heat map is made in Fig. 2a. In this figure, the direction of left-to-right or bottom-to-top
represented for the north-to-south direction of Japan. The blue points mean that the
number of OD pair trips in MOBI data is smaller than that of NPTS data (i.e., deviation
index is near or equal minus one). Also, the opposite is true for the red points (i.e.,
deviation index is near or equal one). These two types of points mean that there is big
different between two datasets while white points indicate that there is no different or
the difference is very small.

Table 1. Summary of Pearson’s correlation and Spearman’s rank correlation coefficient

Aggregated trips r q

(1) OD pair zones 0.602 0.918
(2) From origin zones 0.955 0.942
(3) To destination zones 0.961 0.947

(a) (b)
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Fig. 2. Heat map (a) and density (b) of deviation indexes for the differences of OD pairs trips.
(Color figure online)
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As shown in Fig. 2a, most OD pairs are dominated by white and blue pixel points.
Note that there are several large white areas in the diagonal because OD trips in three
metropolitans are excluded in both NPTS data and MOBI data. Blue pixels concentrate
around three metropolitans or in OD pairs where trips are generated from or distributed
to the three metropolitans. Also, the red, green, and purple points are scattered along
the diagonal. It can be inferred that MOBI data seems to over- or under-estimate at for
trips around the densely inhabited areas and short-distance trips.

Figure 2b illustrates the density of deviation indexes and shows the relationship
between the number of OD pair trips in MOBI data and deviation indexes. The graph
indicates that the density is negatively skewed, which provides another evidence of
over-estimation as seen in Fig. 2a. This figure, also, shows that scattering in deviation
indexes decrease to near 0.2 as the number of OD pair trips increases. In other words,
there is an average of 20% differences between two datasets. This reflects that MOBI
data can capture more inter-regional trips in urbanized or the densely inhabited areas.

For evaluating the differences regarding trip generation and trip distribution, Fig. 3a
and b illustrates the density of deviation indexes by origin and destination zones,
respectively. This graph shows that there is a small difference between two datasets in
term of trip distribution at origins and destinations. As seen these figures, most of the
zones have smaller deviation indexes ranging from −0.2 to 0.2, indicating the small
difference between two datasets in term of aggregated trips at origin or destination
zones. However, some large cities such as Tokyo, Osaka, and Sapporo have large
deviation indexes, indicating the less reliability of MOBI data in those areas.

4.3 Travel Patterns by a Decision Tree Analysis

To explore travel patterns, the Exhaustive CHAID was employed with 36,346 OD pair
flows observations. The number of observations is consistent with Van Middelkoop,
Borgers and Timmermans [21] because a CHAID-based algorithm requires a dataset
with approximately 150 to 200 observations per one predictor variable. To put it
simply, with 68 predictors, we need only 13,600 observations for CHAID analysis. As
in Figs. 4 and 5, the objective variable is represented into two categories (i.e.,
“YES” = there is OD pair travel flow, and “NO” = there is no OD pair travel flow).

At a glance, travel pattern of trip generation is different. This may be because the
number of zero OD travel flows in MOBI data is much higher. This is consistent with
the previous result in Subsect. 4.2 (i.e., many blue points are seen in the OD pairs with
deviation index that is near or equal negative one).

In general, most of the child nodes have low trip generation rate in MOBI data,
while this is opposite in NPTS. More specifically, there is equivalent or similar at the
strongest predictors between two trees in term of travel distance. The strongest pre-
dictor in the tree of NPTS data is the rail travel time variable, while rail travel cost
variable is chosen in the tree of MOBI data. These two variables are closely related to
travel distance. Therefore, based on these two variables, we defined three groups by the
levels of travel distance (see detail in Figs. 4 and 5). However, in the second level of
both trees, the difference appears. In the tree of NPTS data, the division is mostly
depended on regions’ demographic characteristics such as the number of workers of the
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destination zones.
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Fig. 4. Travel patterns of trip generation in NPTS data.
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tertiary industry sector in destination zone, while that of the tree of MOBI data are
variables of level of travel services (e.g., car distance, air travel time). This phe-
nomenon is also seen in the lowest level of two trees. Regarding NPTS data, in the
group of short-distance trips, trip generation is higher when there are railway con-
nections between OD pairs and the number of tertiary sector workers in destinations is
greater. Moreover, in the group of middle-distance trips, the more number of tertiary
sector workers in destinations as well as in origins, and the more number of employees
and people aged from 30 to 34 is, the more OD pair trips are made. In the group of
long-distance trips, the number of single households in origins and destinations and the
number of people aged from 40 to 44 are significant effects on trip generation rate. In
the tree of MOBI data, trip generation rate is so low in both the group of
middle-distance trips and long-distance trips. In the group of short-distance trips, the
highest trip generation rate is seen in Node 13 where travel distance by care is lower
than 265 km, and railway connection is available between two areas.

In conclusion, compared to trip generation rate at Node 0, the higher trip generation
rate is seen in the three groups of OD travel distance in NPTS data (e.g., Node 12 to 14,
Node 17, Node 20 to 23, Node 11, and Node 29), while it is only seen in groups of
short-distance and middle-distance trips (e.g. Node 13,15,16, and Node 23). Further-
more, in the tree of MOBI data, trip generation rate drops approximately zero in the
nodes for long-distance trips. It also happens in Node 12 in the short-distance trips
group as well as in Node 18 and 20 in the middle-distance trips groups.

In order to evaluate the performance of two decision trees (or two prediction
models), re-substitution and cross-validation test are used. In cross-validation test, our
data is divided into ten portions stratified on dependent variable levels. The training
error rates are estimated and shown in Table 2. The training error estimate of around
0.2 in case of NPTS data indicates that the category predicted by the NPTS tree model
is wrong for 20% of the case or the risk of misclassifying trip generation is around

Short-distance trips Middle-distance trips Long-distance trips

Fig. 5. Travel patterns of trip generation in MOBI data.
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20%. In case of MOBI data, the risk value is around 10%. This result proves that the
tree model of MOBI data is more productive than that of NPTS data.

Table 3 shows that the tree of MOBI data classifies approximately 96.8% of the
“NO” cases correctly, which is better than that of NPTS data with 73.3%. This is not
true in case of classification “YES”. Overall percentage correct is 90% in the tree of
MOBI data compared to 81.3% in the tree of NPTS data, indicating that the classifi-
cation tree of MOBI data is better than the tree of NPTS data.

5 Conclusions

In this paper, we clarify the characteristics of MOBI data by comparing with 2010
NPTS data as a reference. MOBI data is much similar with NPTS data in case of the
number of aggregated trips from origin zones and to destination zones than in case of
the number of OD pairs trips and travel pattern of trip generation.

However, the significant different between two data may be caused by the differ-
ence in the year of two surveys collected; MOBI data is observed in 2015 while NPTS
data was collected in 2010. Thus, to clarify the difference more accurately, we should
make another comparison with the 2015 NPTS data to come. Also, in the future, we
will find new ways of accurate comparisons by controlling some side effects such as
differences in socio-demographic characteristics of respondents and then finding
another appropriate method to estimate origin-destination location more precisely.
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Abstract. Inferring users’ social role on a mobile communication net-
work is of significance for various applications, such as financial fraud
detection, viral marketing, and target promotions. Different with the
social network, which has lots of user generated contents (UGC) includ-
ing texts, pictures, and videos, considering the privacy issues, mobile
communication network only contains the communication pattern data,
such as message frequency and phone call frequency as well as duration.
Moreover, the profile data of mobile users is always noisy, ambiguous,
and sparse, which makes the task more challenging. In this paper, we
use the graph embedding methods as a feature extractor and then com-
bine it with the hand-crafted structure-related features in a feed-forward
neural network. Different with previous embedding methods, we consider
the label info while sampling the context. To handle the noisy and spar-
sity challenge, we further project the generated embedding onto a much
smaller subspace. Through our experiments, we can increase the preci-
sion by up to 10% even with a huge portion of noisy and sparse labeled
data.

1 Introduction

User profiling, which inferss users’ essential attributes, such as age, gender, and
interests, has been a holy grail in enabling efficient information services. Among
which, inferring users’ social role (a student, a teacher or a civil servant) is
especially vital to a large range of applications. For example, in China, full-time
students are banned from applying for credit cards according to financial policy.
However, for personal reasons, some students disguise themselves as employees
to fake the policy. As the phone number is typically the essential and crucial
part in the apply procedure, the detection of student applicant using mobile
communication data will alleviate the Credit Reference Center (the authorized
credit report maintainer of China) and financial institutes the suffering of such
financial fraud.
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As of 2015, the mobile phone subscriptions have reached 15.1 billion1. Pro-
filing such significant amounts of users are deserving and challenging. Most of
previous user profiling approaches target on social network and highly rely on
user-generated content (e.g. tweets or photos). For example, [3] classify user
locations from their tweets and Pennacchiotti [5] infer user’s labels like political
orientation from profile features, linguistic content features, and social network
features. These methods hardly tailor with the mobile network, where it is hard
for individuals to crawl user generated data. Sampled data are often obtained
directly from operators, including call histories, the number of short messages
(SMS), and anonymized profile data.

Moreover, Zeng [10] used label propagation model to infer user affiliation
based on social activities on the Internet. Dong [2] used a probabilistic model
which integrated users’ social properties and network features to infer users’ age
and from the mobile social network. Li [4] proposed a unified discriminative influ-
ence model which integrated network and tweets to infer user’s location. These
methods rely on the distribution of particular attributes such as age, gender,
and location. The distribution of social roles of mobile users is different from the
distributions of these attributes. Thus, existing methods that use probabilistic
model cannot be directly applied to infer mobile users’ social roles.

What’s more, the data analysis is challenged by few issues. First, the data
attributes are insufficient, which yields the richness of the data is low to leverage
many advanced methods. Second, the attribute labels are noisy and incomplete.
For instance, some users provide wrong profile data or the data are changed over
time. Third, although the data can form a structured graph, but its inherent
sparsity and lack of attributes make the existing studies proposed for social
networks inapplicable.

Our method utilizes the emerging deep learning methods on the massive net-
work data. Specifically, we firstly exploit the embedding method to represent
each user using low dimensional embedding vectors. In contrast with existing
embedding methods, we consider the label information of nodes when sampling
the context while generating the embedding vector and then project the embed-
ding into a much smaller subspace, where it can resist with sparse and noisy
data. We then feed the extracted embedding together with the previous existing
feature vectors into a feed forward neural network and achieve superior results
compared with ‘state of the art’ methods.

2 Network Embedding Based Methods for User Social
Role Identity

Let G = (V,E), where V represents the users in the network and E ⊆ (V × V )
is the set of edges between two users, each represents the communication close-
ness of the corresponding two users. And V = V L ∪ V N , where V L(V N ) is
the set of labeled (unlabeled) users respectively. Each edge e ∈ E is associated

1 http://www.itu.int/en/ITU-D/Statistics.

http://www.itu.int/en/ITU-D/Statistics
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with a weight ωuv > 0. Moreover, for each user in the network, we compute
the degree centrality, average neighbor degree, local clustering coefficient, and
embeddedness as the structure feature, which show different aspects of network
properties. We also use label propagation and homophily theory to extract con-
nection feature. Briefly, we assume that ∀vi ∈ V , an attribute vector Xi, where
|Xi| = m.

What’s more, GL = (V,E,Ω,X, Y ) is a partially labeled network, with
attribute X ∈ R

|V |×m, m is the dimension of the attribute vector, and Y ∈
R

|V |×|�|, where � is the set of labels.For each vi ∈ V , we have the attribute vec-
tor of v, denoted as Xi, and the embedding vector of v, denoted as Ei. Our goal
is to learn the hypothesis f : (X,E) � �.

Fig. 1. The framework of REBUILD

As showed in Fig. 1, our methods include the Feature Extractor, Graph
Embedding, Subspace Projection Part (dealing with noisy and sparse problem),
the Neural Network for the two parts and Combiner Part (a softmax layer).

In this work, we use LINE [8] as the primary procedure of generating the
representation of vertices. LINE is based on the idea that vertices sharing many
connections to other vertices are similar to each other. For each directed edge
(i, j), the probability of ‘context’ vj given the vertex vi is defined as:

p(vj |vi) =
exp (−→u ′

j

T · −→u i)
∑

vk∈V exp(−→u ′
k

T · −→u i)
. (1)

where V is all the ‘context’ (the whole node set) of vi, −→u i is the latent represen-
tation of vi as a vertex and (−→u ′

j is the latent representation of vj as a ‘context‘)
and the dimension is d. By learning {−→u i}i=1..|V | and {−→u ′

j}i=1..|V | that mini-
mize the sum of all the edges using Eq. 1, each vertex of the network will be
represented as a d-dimensional vector −→u i.

However, it’s very time consuming when calculating Eq. 1 and some methods
use Negative Sampling and transform Eq. 1 into:

∑
(i,j,γ)∈C

log σ(γ · −→u ′
j

T · −→u i),
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where σ(x) = 1/(1 + exp(−x)) is the sigmoid function and C is the sampled
edges set.

The framework of our method is based on the feed-forward neural networks.
Specifically, the n − th layer of the neural network is defined as: z(n+1) =
W (n)a(n) + b(n), a(n+1) = f(z(n+1)) where z(n+1) is the input of the layer n
and a(n+1) is the output of layer n, and f is a family of cunctions, here, we used
the rectified linear unit function, namely f(z(n+1)) = max(0, z(n+1)).

As illustrated in Fig. 1, we apply k layers on the attribute vector and l layer
on the embedding e. The attribute vector and embedding vector are the initial
input of the neural network. Moreover, we will use one more layer to get the
final result:

p(y|x, e) =
exp[z(l+1)(x)T , z(k+1)(e)T ]ωy∑
y′ exp[z(k+1)(x)T , z(l+1)(e)T ]ωy′

(2)

where, [·, ·] denote concatenation of row vectors and ω is the model parameter.
Combined with Eq. 2, the overall objective function will be:

− 1
L

L∑

i=1

log p(yi|xi,
−→u i) − λ

∑

(i,j,γ)∈C

log σ(γ · −→u ′
j

T · −→u i) (3)

where the first term is for the loss of label prediction and the latter one is for
the context prediction. And the context is denoted as (i, j, γ), where γ represent
whether it’s positive (γ = 1) or negative γ = −1 sample.

We adopt the stochastic gradient algorithm (ASGD) [7] to optimize Eq. 3. As
illustrated in Algorithm1, the two terms of Eq. 3 will be updated interactively.
In each iteration, Line 2 to Line 4 will sample a mini-batch of labeled instances
and then update the parameters with specified learning ratio. From Line 5 to
Line 7 the second part of Eq. 3 will be updated by sampling a batch of ‘context’
(the way that we used to sample will be discussed in Sect. 3). This loop will
repeat until the stop criteria satisfied (reach the pre-defined iteration times or
converge).

3 Optimization

3.1 Embedding Generation Considering Label Info

As previous stated, existing methods seldom consider label info. To inject the
label info into the sampling procedure, we modify the context generation part
of LINE and sample two types of context: the first type of context is based on
the graph structure, which encodes the structure information, and the second
type of context is based on the labels, which we use to inject label information
into the embedding. The intuition of our sampling method is that for an edge
(vi, vj), if the label of the edge is equal, then the edge is a positive sample,
otherwise a negative one. Then, we can minimize the objective function on the
newly mixture context. In this way, the sampled labeled pair server as the guide
for the generation of embedding vectors.
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Algorithm 1. Training Algorithm
Input: Partial Labeled Graph GL, number of samples T1, T2, λ,ratio τ
Output: Model Parameters
repeat1

/*first Batch to Update the first term of Eq. 3 */
Sample T1 labeled instances i2

L1 = − 1
T1

∑T1
i=1 log p(yi|xi, ei)3

Calculate and Update ∂L1
∂ω

with pre-defined ratio τ4

/*Second Batch to Update the Second term of Eq. 3 */
Sample T2 ’context’ (i, j, γ) using method in Sect. 3.15

L2 = −λ
∑

(i,j,γ)∈C
log σ(γ · −→u ′

j

T · −→u i)6

Calculate and Update ∂L2
∂e

with pre-defined ratio τ7

until Stopping ;8

3.2 Adapting Embedding with Subspace Projections

As only a small volume of noisy labeled data is available in the communication
network setting, the previous method is prone to over-fitting. To handle with
this, we project the previous embedding onto a smaller subspace. The intuition
of making such projection is since we only have limited labeled data, instead of
learning the underlying representation in a larger dimensional space, we express
the representation in the subspace, where the embedding can better fit the com-
plexity of our task. Moreover, we can update the subspace embedding immedi-
ately with the labeled data, thus, the labeled instances can be better captured
in the subspace. For those unlabeled ones, as the assumption that the labeled
instances are representative of the whole data (including the unlabeled ones),
a reasonable assumption, which has been validated in many previous works [1],
which means that in the subspace, there is some other points (generated by
labeled instance) that are sufficiently close enough to those unlabeled points.

Let E ∈ R|V |·|d| denote the original embedding matrix obtained, e.g. with
the structured skip-gram model described previously. We define the adapted
embedding in the subspace by using a projection factorization E · P , where
P ∈ R|d|·|s|, with s � e.

4 Experiment

In this section, we validate our methods in three parts: the effectiveness of our
methods in considering label info while sampling context, the feasibility of pro-
jecting the embedding into subspace and the performance of our framework in
inferring users’ social role.

Our data is extracted from real-world mobile communication records in China
which span three months. The data consists 15,000,000 distinct users, who gen-
erate 140,000,000 distinct calling records and totally 77,000,000 text messaging
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records. Each record contains IDs of calling and called part, frequency of com-
munication behaviors, and duration of communication behaviors. The users are
divided into three kinds of users based on the data provided by the provider:
specifically, including 77,000 students users, 77,000 non-student users and the
social roles of others are unknown.

To reach optimal performance for each baseline algorithm, we set negative
samples Λ = 5, context window size K = 10 for DeepWalk. The neural network
has three layers and is implemented using Theano. Furthermore, we tuned the
dropout ratio which reduces error in the optimization process and the neurons
were activated by the sigmoid function.

4.1 Effectiveness of Subspace Projection

We firstly randomly select part of labeled users and construct a subset of data
with different ratios of labeled users. Then we project the embedding onto dif-
ferent subspaces vary from 0 (no projection) to 15 (s = 15) and repeat the
results five times and show the average results in Fig. 2a. From the results, we
can conclude that, as the increase percentage in labeled users, the F-score will
increase gradually. And specifically, when the subspace size is 10 and 15, it
performs better than others. However, when the subspace increases to 15, the
performance will diminish. The reason of performance loss lies in as the space
increase, the projected instance will hardly become a cluster and thus, make the
total performance downgrade.

To testify the capability of subspace projection on noisy data, we randomly
transform part of labeled users into incorrectly labeled users. From Fig. 2b, we
can observe that as the fraction of incorrectly labeled users increases, the accu-
racy will overall decrease. And similar to the previous one, the subspace size
of 5and 10 perform better than others. Even when the noisy users increase to
40%, this method can still handle with a relatively high accuracy (over 80%). In
conclusion, this method can handle the situation where the data are sparse and
incorrectly labeled users exist. The subspace size with ten is a better choice and
thus, we will use s = 10 hereafter in the later experiments.

4.2 Performance of REBUILD

To demonstrate the effectiveness of our method, we compare our method against
several state-of-art methods:

KNN: As users likely contact closely with those have the same social role, so
many methods adopt the cluster methods. We can infer users’ social roles based
on the information of their neighbors.

Community Detection: Community detection is often used to infer users’
information. We use the method of [6] to infer users’ social.

Label Diffusion: Label Diffusion is often used to infer users’ information. We
use the method of [11] to infer users’ social roles.
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Fig. 3. Performance of different methods on social role identity

As showed in Fig. 3, our methods outperform the state-of-art methods by
nearly 10%. Specifically, as the existence of noisy and sparse data, the precision
of state-of-art methods is below 90%, and our methods can achieve over 95%,
which we believe is an acceptable result considering this problem.

5 Conclusion

In this work, we analyze the characteristic of user social role identity under the
mobile communication setting and propose corresponding methods using the
embedding methods. Our method mainly has two advantages: on the one hand,
we consider the label info while sampling, on the other hand, we project the
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embedding into subspace to further deal with the noisy and sparse problem.
Through extensive experiments, we validate the proposed methods.

We exploit the possibility of combing embedding methods with existing work.
In the future, we plan to solve the efficiency challenge in embedding. As compared
with existing social role identity methods, our methods are in some way slower.
This is, though, for the reason of the existing drawbacks of embedding methods,
we wanna to propose some faster methods to solve this problem even in an
on-line manner.

Acknowledgement. This work was supported by Natural Science Foundation of
China (No. 61170003).
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Abstract. Data stream sliding window is a common query method, but tradi-
tional approaches can get inaccurate data results. Due to the blocked character of
join and the infinite character of data stream, there must be some constraints on
join operations. In order to solve these constraints, this paper proposes a strategy
based on load shedding techniques for sliding window aggregation queries over
data stream for basic query processing and optimization. The new strategy
supports multiple streams and multiple queries. Through experimental tests, the
results show that the new strategy based on load shedding techniques can greatly
improve query processing efficiency. Finally, we make a comparison to other
join query strategies over data stream to verify the new method. Join query
strategy over data stream based on sliding windows is an effective method,
which can effectively reduce query processing time.

Keywords: Multiple queries � Data stream � Sliding windows � Join query
strategy

1 Introduction

With the development of network, recently a new class of data-intensive applications
has become widely recognized. The data in the applications is modeled best not as
persistent relations but rather as transient data streams [1–3]. Their continuous arrival in
multiple, rapid, time-varying, possibly unpredictable and unbounded streams appear to
yield some fundamentally new research problems. Taking some block operations for
example, it can’t be used over data streams directly. Data stream multi-sliding (DSMS)
should be developed to solve the key problems. Wang [4] proposed similarity query
based on Longest Common Sub-Sequence (LCSS) over data stream window query
processing algorithm based on possible solution domain optimization strategy. Dal-
lachiesa [5] extended the semantics of sliding window to define the novel concept of
uncertain sliding windows and provide both exact and approximate algorithms for
managing windows under existential uncertainty.

In normal case, there are standard SPJ queries over data streams. Corresponding to
select and project, join operations are more complex. Because of the blocked character
of join and the infinite character of data stream, there must be some constraints on join
operations. As a result, sliding windows [6, 7] are introduced. This paper proposed a
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strategy for basic query processing and optimization which supported multiple streams
and multiple queries. Finally, we made experiments and some comparisons to other
join query methods to verify the effectiveness of our method. The results showed that
the using of indexing techniques can greatly improve query processing efficiency.

2 Materials and Methods

The Join operations based on sliding window are widely studied, some researchers
have given various join methods, and in this section some related works will be briefly
introduced. Join processing is a complex query processing operations, many join
methods are given in the literature. Here mainly introduced are symmetrical hash join
[8], the extended ripple hash join [9] and XJoin [10].

2.1 Indexed Join Based on Sliding Windows

(1) Partition of sliding windows

Sliding windows generally have two parameters, window size and number of hops.
Partitioning method is used on the sliding window, according to the number of hops the
whole sliding window is divided into several regions, namely: the sliding window Wi is
divided into a number of BWi accordance with the number of hops hi, each BWi is
called the basic window. Noted, each basic window is actually a number of hops a
sliding window, the size is completely equal to the number of hops. Next, benefits of
this way will be introduced.

After sliding windows are divided, entire data on the window can be indexed. Here,
there are two cases with join query processing of the sliding window: the equi-join and
Non-equi-join(also called the scope join). These two cases will be discussed, but
mainly about scope join. As mentioned previously, the current study are almost based
on equi-join. Therefore, this paper focus on the scope join.

(2) Set index

The method is described in detail before, the division of sliding window method, and
each divided basic window is set indexed. After the index is created on the sliding
window, the join operation is performed based on index, which can improve the
efficiency. The indexing method and join operation using the index will be introduced
on the following.

First, a simple explanation is given in Fig. 1, it describes the partition of the sliding
window and indexing methods using this strategy.

In Fig. 1 the process is this: here sliding window size is set to 6 s, while the size of
hops is 2 s. Then the window can be divided into 6/2 = 3 BW regions. In 7 and 8, are
tuples in a new number of hops when sliding windows arrive their updating time (the
7th and 8th second), when the hops arrive, tuples of number of hops in 1 and 2 expire
(because the window size is 6), an expired hops need to be removed. Every time a
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window’s updating time arrives, query processing system adds tuple of a number of
hops to the window, these new tuples form a new basic window, and the corresponding
index is created for the new basic window. Then verify and delete the expired tuples of
the oldest one of the basic windows, as while as the corresponding index of this expired
basic window.

(3) Index-join

After the steps above, tuples in every basic window of data stream sliding window are
indexed. Thus, the join query using the index is a batch method.

Each time a window’s updating time arrives, tuples within the new scope of hops
will be generated, and also will cause the expiration of tuples in the oldest hops. In the
above diagram, take R stream as an example, if tuples within the new scope of hops
generate, they are first used to search for indexes in all the basic windows of S stream,
and the join results are matched in output. Then these tuples are added to current sliding
window of R stream. These tuples constitute a new basic window, generate the index of
this basic window. And to verify and delete all the data tuples in expired and oldest one
of basic windows, while their corresponding indexes have expired too, simply delete
the entire index tree.

Thus, considering the case which join between the two streams R and S, take R
stream generating tuples in one hop as an example (the same situation for the stream S,
it is symmetric).

After this process, all the tuples between new hops of R stream and current window
of S stream are joined and construct the results. With this method, using incremental
and batched way, processes tuples in each new hops. Under normal circumstances, the
results are immediately returned to the query users without interval. Results can be
immediately removed after returned to the user, thus release the memory resources, and
such results are the final query results; but if there are other queries beyond the join
results, then the intermediate results need to be cached. Whether to output immediately
or make temporary cache depends on actual conditions mark.

Fig. 1. Establishing indices over partitioned sliding windows.

336 Y. Sun et al.



2.2 Index Sharing and Aggregation Query

(1) Multi-linked index query

In stream applications, the system usually has many continuous queries, and if two (or
more) queries have the same hops, then indexes between queries can be shared. Only
one index is maintained for different queries instead of each query for every query, the
sharing can improve efficiency.

Under the same query hop, window sizes are still needed to be checked: window
with same size and window with different size. First, consider the same hop and the
same window size, as two queries in the following.

Q1: SELECT *
FROM Stock1[SLIDINGRANGE(10,2)], Stock2[SLIDINGRANGE(12,4)]
WHERE A.price>B.price
Q2: SELECT Stock1.sid, Stock2.sid
FROM Stock1[SLIDINGRANGE(10,2)], Stock2[SLIDINGRANGE(12,4)]
WHERE A.price>B.price

These two queries are about two stocks, within which SLIDINGRANGE denotes
that constraints of window is based on sliding window join, the two parameters are the
window size and hop (update frequency) size. These two queries have the same join
conditions and window constraints, indexes are created respectively for stream Stock1
and Stock2, according to the constraints of the window, each window can be divided
into 10/2 = 5 BW regions, for each region a red-black tree index is created. Query Q1
and Q2 can share the index while executing join query processing. Each time tuples in
one stream is used to scan the corresponding index in another stream, the join result is
returned to two queries at the same time, and then they continue to execute the rest of
query separately (the join result can be returned to Q1 directly, while projection
operation should be made to the result for Q2). And then consider the same hop and the
different window size, as three queries in the following:

Q1: SELECT *
FROM Stock1[SLIDINGRANGE(10,2)], Stock2[SLIDINGRANGE(12,4)]
WHERE A.price>B.price
Q2: SELECT *
FROM Stock1[SLIDINGRANGE(8,2)], Stock2[SLIDINGRANGE(12,4)]
WHERE A.price>B.price
Q3: SELECT *
FROM Stock1[SLIDINGRANGE(6,2)], Stock2[SLIDINGRANGE(12,4)]
WHERE A.price>B.price

These queries’ condition are the same, but the window size of stream Stock1 is
different (Stock2 can also be different, the situation is completely similar to Stock1), the
largest window size is set to 10, the indexes are maintained for those size 10 windows,
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Range of tuples are contained in the process of query, result of different range are
returned to the appropriate query.

(2) Aggregation query over data stream

Aggregation over data streams are similar to traditional database systems, include
MAX, MIN, SUM, COUNT and AVG.

Aggregation operations in traditional database generally require all data to be seen
before outputting results, even if the memory limit all the data to be seen in one time,
multi-installment algorithm is capable of reading data from the secondary storage. But
in data stream environment, memory capacity is limited, secondary storage is not an
option because real-time requirements. For the unbounded data, if results output must
wait until the end of the stream, then aggregation operation will never get data output.
In essence, the aggregation and join is the same type of query processing, changing
traditional blocked property is unavoidable, so some special processing should be done
in aggregation operations over data stream.

Similarly, to solve aggregation query blocked property is exactly the same to the
method that in join operation, is still sliding window constraints in data stream. Under
normal circumstances, the aggregation queries over data stream are also referring to the
sliding window aggregation query over data stream.

This processing is a aggregation operation with window assisting, since the
aggregation operation can not handle all the data on stream (the same as join opera-
tions), then the data scope must be limited. Operation window used by aggregation is
basically the same with window used by join operation.

Aggregation queries over data streams can also be divided into two categories
according to the nature of operation: MAX and MIN aggregation queries are extremum
operation; COUNT, SUM, and AVG are accumulate operation. Aggregation query and
join query has similarities, aggregation query processing methods are similar to join
query ones. Similarly, the sliding window partition method described above can also be
used here. Generally indexes meet aggregation queries will also be created for tuples of
data stream, which can improve the aggregation query processing efficiency. Join and
aggregation are both blocked queries over data stream, this section focuses on method
of blocked join query processing over stream. The core idea is to use indexed join over
stream. Performance evaluation in the following will be able to explain benefits of
using this indexed join strategy.

For index sharing and aggregation blocking query processing over stream, they are
not focus of this paper, so this section only gives a brief introduction and description.

3 Results and Discussion

In this section, we conduct experiments by using JAVA language under 2.2 GHz CPU,
2 GB RAM, WINDOWS XP system. Running time is within 45 s. For blocking join
query processing, nested loop join method and the indexed based on sliding window
join method are implemented respectively, compare the efficiency of the two, get
execution time of both in the same case to make performance comparison. Specific
process goes like this: system generate data tuples, simulate joining between two
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synchronous streams, these two streams have same sliding window parameters: win-
dow size is 6 M, updating frequency is 2 s. Every time updating happens, two streams
produce tuples of a hop size respectively, until tuples of 6 hops are generated. In the
following experiments, except special caption, the stream rate is 800 tuples/s, range of
joining tuples is set to [0,128), joining condition for two streams are Stream1.
Attr>Stream2.attr. Execution time of nested loop join method (NLJ) and indexing
method (INDEX) are measured respectively and compared as Fig. 2.

Selectance of join operator is 0.07. It can be seen from Fig. 2, in the case of low
selectance, indexing method benefits more with stream speed increasing. Especially,
when flow rate is 1300 t/s, the time of NLJ and INDEX are approximately 3 s and 4 s.
Then time of NLJ increases dramatically, however, that of INDEX goes up stability.
Impact induced by various ratio of sliding window size and number of hops is given in
the end, as shown in Fig. 3.

Fig. 2. Different stream speed.

Fig. 3. Different window size/hop.
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In this experiment, parameter are set like this: sliding window size is 12 s, data of
only one sliding window is generated, change the ratio of sliding window size and
number of hops, from 2 to 12 (hops change from 6 to 1), The stream rate is 2000
tuples/s, selectance is 0.078. In this experiment, method of changing range of joining
tuples is used to control the selectance of join. Sliding window parameters are changed
also to test various ratio of sliding window size and number of hops.

In this section, we also evaluate performance of the proposed join query strategy
over data stream based on sliding windows (abbreviated as JQSW) through comparison
experiments. We compare JQSW with SQLSW-PS [4], NUSW [5] and DSMFP-Miner
[11] on various parameters. This experiment is written as JAVA language and con-
ducted 10 times. We use the size of element sliding window W , element similarity
threshold e, LCSS similarity threshold D and the number of elements in query sequence
jQj to make comparison under the same conditions. In order to get the real results, we
also use the sea surface temperature data set shown at http://www.pmel.noaa.gov/tao/
data_deliv as reference [4]. The date is set from 1.JAN.2000 to 1.JUL.2016. In this
part, we only consider temperature attribute.

First, we study the relationship between W and the performance of the four algo-
rithms as Fig. 4. X-axis denotes the change of W , Y-axis denotes operation time. From
Fig. 4, we know that W has direct ratio relations with operation time. Second, we study
the relationship between jQj and the performance of the four algorithms as Fig. 5.
X-axis denotes the change of jQj, Y-axis denotes operation time. The curve has the
similar trend to Fig. 4. It is obviously that performance of the four algorithms is
different, however, the new algorithm JQSW is high effective.

In this section all the graphs of experimental tests are given, proving the advantage
of using indexing strategy. Here two charts of non-blocking query for comparison are
given, because this paper focuses on indexing join strategy over data stream based on
sliding windows. And then we conduct comparison to the latest query strategies to
illustrate the effectiveness of our method.

During the experiments, if the join query strategy over data stream based on sliding
windows is tested for window size, only for running time, it will greatly increase the
performance and quality of the method. But the window size comparison is obviously.

Fig. 4. W changes with different algorithms.
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In addition, its convergence time is very short comparing to other query methods with
different parameters. Therefore, it is a better choice for data stream query.

4 Conclusion

This paper describes the query processing techniques of indexing join, mainly focus on
join query processing based on sliding windows, and it also introduces partition of
sliding windows and indexing technique used to increase efficiency of blocking query
processing. Experimental results show that the using of indexing techniques can greatly
improve query processing efficiency.
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Abstract. In this paper, aiming at an objective evaluation of second language
(L2) learners’ proficiencies, it was tried to predict the learners’ language profi-
ciency using 94 statistics. The statistics were extracted automatically and man-
ually from English conversation data collected from groups of Japanese English
learners at educational institutions and were classified into 5 subcategories. To
estimate the learners’ English proficiencies represented as Central European
Framework of Reference (CEFR) Global Scale scores, canonical correlation
analysis was performed on the statistics and the 5 subcategories, and their cor-
relations to CEFR Global Scale scores were analyzed. As the result of the anal-
ysis, 24 statistics were selected for predicting the learners’ English proficiencies.
The estimation experiment was carried out using a neural network trained by data
set of 135 learners and the 24 statistics matrixes in cross-validation. An overall
correlation of 0.894 was shown between the predicted proficiency scores and the
L2 learners’ actual CEFR Global Scale scores. These results confirmed the use-
fulness of the 24 statistical measures out of the beginning set of 94 measures in the
objective evaluation of L2 language proficiency.

Keywords: Second language learners’ proficiency evaluation � CEFR �
Canonical correlation analysis � Neural network

1 Introduction

There are a lot of methods which are proposed for evaluating second language (L2)
learners’ proficiency. In such educational fields, data mining is usually available in
many research cases. Data mining in these areas plays important roles to find, extract
and analyze information and patterns on the L2 learners’ learning from speech and text
data [1–4]. Furthermore, these learners’ proficiency can be predicted by a combination
of data mining methods and L2 learners’ data [5–8]. These results expect to make it
possible to provide effective improvements in studying and teaching approach for the
L2 learners and language teachers.

Conventionally, many researches analyze correlations between evaluation values
assessed by human raters and statistics extracted from rating items and data for the L2
learners’ proficiency. Then, using multivariate regression methods, statistical estima-
tion models are built based on the rating items as independent variables and the L2
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learners’ proficiency as a dependent variable. However, in case that there are too many
independent variables, a phenomenon called multicollinearity can be caused by a
highly-correlational relationship in two or more independent variables to a dependent
variable, and predicted values can become unstable.

In this study, from the viewpoint of correspondence relations among rating items
and categories as independent variables, the independent variables were narrowed in
number and the L2 learners’ language proficiencies were predicted. 94 statistics clas-
sified into 5 subcategories for rating the L2 learners’ language proficiencies and
English proficiencies represented as Central European Framework of Reference
(CEFR) Global Scale scores were used. A canonical correlation analysis was performed
on the statistics and the 5 subcategories, and correspondence relations among the each
5 subcategories and their correlations to the CEFR Global Scale scores were analyzed
in order to select useful statistics for estimation of the L2 learners’ CEFR Global Scale
scores. As the result of the analysis, 24 statistics were chosen and their usefulness as
statistical measures was researched by predicting experiment using neural network and
multiple regression models.

The study proceeds as follows. In the following sections, analysis data, methods for
statistics extraction for second language learners’ proficiency estimation parameters
and predicting experiment for their proficiency scores are indicated in the next Sect. 2.
In Sect. 3, the analyzed and experimental results are showed. Finally, in Sect. 4, the
findings and discussed further works are summed up.

2 Research Data, Analysis Method and Experimental Design

2.1 Research Data

The data set for this study is English conversation data on Japanese English learners’
groups in educational institution. The data set were collected and constructed as follows;
the participants are 135 students from seven schools from among three kinds of edu-
cational institutions, namely, two junior high schools, two senior high schools, and three
universities in Japan. They are divided into a total of 45 groups having three students as
shown in the Table 1. Each group is comprised of 3 students who are randomly selected
from junior high, senior high and university students. Three students are interacted
orally as a group for 5 min on given topic such as Family, Friends, Hobbies, English,
and Culture. Their English conversations are recorded in video format, transcribed and
extracted as 94 statistics as Number of Tokens, Types and part-of-speech, Speaking
duration time, Number of syllables and so on for each student.

Proficiency rating for the students is conducted by 10 raters who are all Japanese
teachers of English holding a minimum of a master’s degree in the field of English
education or applied linguistics, and teaching English at either high schools or uni-
versities. The rating is conducted for 6 categories which are Global and 5 Subcate-
gories, such as “Range”, “Accuracy”, “Fluency”, “Interaction” and “Coherence” in the
CEFR Rating Scales. The rating criteria is 7 levels of the CEFR - Below A1, A1, A2,
B1, B2, C1, C2 - on both the Global Oral Assessment Scale and Oral Assessment
Criteria Grid. Below A1 corresponds to lower ability or “Not good” and sequentially
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C2 applies to higher ability or “Excellent” in general proficiency rating. These cate-
gorical scores of Below A1 to C2 obtained from the raters’ ratings are changed into
numerical values by Rasch model, one of normalizing methods which is generally used
in educational fields [9]. The normalized CEFR Global Scale score distribution is
shown in the Fig. 1.

2.2 Analysis Method

Canonical correlation analysis is conducted to 10 combinations consisting from each 2
category groups of the 5 subcategories in order to analyze category characteristics and
relationships between the 5 subcategories as shown in the Table 2. Canonical corre-
lation analysis is one of multivariate analysis methods for synthesize other variables by
weighting in order to maximize correlation between 2 groups consisting of one or more
variables. Using canonical correlation vectors from the analysis, relationship between
variables of the 2 groups can be identified and measured.

Table 1. Number of participants in each educational institution

Institutions Public schools Private schools Total participants Total groups
Participants Groups Participants Groups

Junior high
schools

27 (9) 27 (15)
18 (6) 18

Senior high
schools

24 (8) 24 (15)
21 (7) 21

Universities 15 (5) 15 (15)
30 (10) 30

Total 66 (22) 69 (23) 135 (45)
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Fig. 1. Normalized CEFR Global Scale score distribution

L2 Learners’ Proficiency Evaluation Using Statistics 347



In this study, the analysis is carried out for relations between variables of the 5
subcategories using 3 canonical correlation analysis outputs such as canonical variate,
standardized coefficient of canonical variate and canonical correlation coefficient. In
accordance with these outputs, corresponding relationships among statistics of the 5
subcategories are characterized and extracted statistically. Based on the canonical
variate, variates satisfying the following 2 conditions are selected.

1st condition; the canonical correlation coefficient is statistically significant.
2nd condition; the contribution rate is the highest one.

Next, regarding the standardized coefficient of canonical variate of the selected
canonical variate, statistics items which is greater than +0.900 toward positive value or
less than −0.900 toward negative value are extracted. Furthermore, correlation between
the learners’ CEFR Global Scale scores and the extracted statistics is researched, and
their availability for estimating the learners’ proficiency is investigated and the number
of the statistics using for predicting experiment is narrowed from 94 to about 20–30.

2.3 Predicting Experiment

Using the narrowed statistics, the experiment for estimating the learners’ CEFR Global
Scale scores is conducted. Characteristics of these statistics are shown as follows; all of
them illustrate relationship among the 5 subcategory groups, while some of them
indicate higher correlation to the learners’ CEFR Global Scale scores. Considering the
characteristics, in order to directly and comprehensively associate the statistics as input
with the learners’ CEFR Global Scale scores as output, a neural network is employed.
The estimated scores are compared with the learner’s actual CEFR Global Scale scores
for verifying usefulness as statistical measures of L2 learners’ proficiencies. In addi-
tion, an estimating experiment using a multiple regression model is conducted for
comparing difference between non-linear and linear prediction.

Table 2. Combinations of the 5 subcategories

Subcategory Range Accuracy Fluency Interaction

Range
Accuracy R-A
Fluency R-F A-F

Interaction R-I A-I F-I
Coherence R-C A-C F-C I-C
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3 Analysis and Experimental Results

3.1 Canonical Correlation Analysis Result

According to Table 3, 24 statistics are narrowed from the 94 statistics and there are 2
kinds of statistics as the result of the canonical correlation analysis. One shows cor-
relation to the learners’ CEFR Global Scale scores, the other does not. As a general
tendency seen at upper rank being greater than 0.600 in the correlation, there are 6
statistics.

Table 3. Narrowed statistics based on the canonical correlation analysis

Statistics Name Subcategory
Combination Subcategory

Correlation to 
CEFR GLOBAL

Scale scores

Standardized 
coefficient 

Number of words A-C Coherence 0.8516 -0.9698 

Tokens/Clause R-A Range 0.7199 -1.0563 

Tokens R-F Range 0.7091 0.9856 

Total number of words A-F Fluency 0.7091 1.6004 

Number of syllables including dysfluency A-F Fluency 0.7017 -1.3200 

Number of words/topic A-C Coherence 0.6586 1.7803 

Speaking time including 
pause time (sec)

A-F Fluency 0.5787 1.6224 

F-I Fluency 0.5787 -1.2766 

F-C Fluency 0.5787 -1.5328 

Clause R-A Range 0.4717 -1.3926 

Tokens/C-unit R-A Range 0.4550 2.6163 

Formulaic/C-unit R-A Range 0.4283 -2.1706 

More than 100/token R-I Range 0.4146 -0.9713 

Formulaic clause/token R-I Range 0.2393 2.0359 

Article A-C Accuracy 0.2375 -0.9954 

Self-correction per 100 words A-F Accuracy 0.1312 1.2818 

Total number of topic moves R-C Coherence 0.1211 -0.9965 

Noun A-C Accuracy 0.0919 -1.4078 

Continuing question per turn I-C Coherence 0.0891 -0.9416 

Ask for info/opinion I-C Interaction 0.0115 1.0618 

Individual turn-taking A-C Coherence -0.0017 -0.9265 

TOTAL A-I Accuracy -0.0082 1.3068 

1-100/token R-A Range -0.0263 -2.0437 

Number of turn/topic A-C Coherence -0.0531 -1.0453 

Verb A-C Accuracy -0.0991 -1.0728 

Number of turn-taking A-C Coherence -0.1137 1.0490 
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As for the standardized coefficient of canonical variate shown in the Table 3,
Tokens of Range, Total number of words of Fluency and Number of words/topic of
Coherence indicate toward positive value. Meanwhile, Number of words of Coherence,
Tokens/Clause of Range and Number of syllables including dysfluency of Fluency
show toward negative value. This result can say that utterance quantity works posi-
tively, though unnecessary utterance repetition does negatively in human rating.

Regarding the canonical variate, there are 2 kinds of following patterns as shown in
the Fig. 2.

• The first pattern

This pattern satisfies the following conditions.
1st condition; the contribution rate of the canonical variate exceeds 50% in the total

amount.
2nd condition; the canonical correlation coefficient of the canonical variate is greater

than 0.800.

For example, the result of the analysis between Range and Interaction corresponds
to this pattern. Figure 2 (a) shows its standardized coefficient vectors of canonical
variate. Formulaic Clause/token and Guiraud’s Root Type-Token Ratio of Range
indicate toward highly positive value. Meanwhile, Number of 1–100/token and
Number being greater than 100/token of Range show toward negative value. This result
can say that varieties of vocabulary is more important than utterance quantity from the
point of view of Range in Interaction.

• The second pattern

This pattern fulfills the following conditions.
1st condition; the contribution rate of the canonical variate is less than 50% in the

total amount.
2nd condition; the canonical correlation coefficient of the canonical variate is greater

than 0.550.
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(a) The first pattern: Range - Interaction (b) The second pattern: Accuracy- Cohehrnce

Fig. 2. Standardized coefficient vectors of canonical variate
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For instance, the result of the analysis between Accuracy and Coherence is fit to
this pattern. Figure 2(b) indicates its standardized coefficient vectors of canonical
variate. Self-corrected errors ratio of total part-of-speech of Accuracy and Number of
words/topic and turn-taking of Coherence indicate toward highly positive value. On the
other hand, Self-corrected errors ratio of noun, verb and article of Accuracy and
Number of words and turn/topic of Coherence show toward negative value. This result
can say that native-like English usage and utterance in accordance with given topics are
more important than mere utterance quantity and that errors of basic vocabulary give
negative effect to human raters.

Based on these analysis results, the statistics not showing correlation to the
learners’ Global Scale scores have important roles in the 5 subcategories of learners’
English conversation. Thereby the statistics were used for parameters of the learners’
proficiency estimation.

3.2 Predicting Experiment Result

The 24 statistics which shows correlation to the learners’ Global Scale scores and/or
relationship among the 5 subcategories were used as input information on the neural
network. By dividing the research data into three sets, each 2 data sets were used for
training data and the other was done for test data in cross-validation. The learners’
Global Scale scores were estimated by using the neural network based on the
above-mentioned input information. The correlation with the actual values of the
estimated scores showed the value of 0.894. Additionally, another estimating experi-
ment using the research data and a multiple regression model was conducted. The
correlation with the actual values of the predicted scores indicated the value of 0.870 as
shown in Fig. 3. In non-linear and linear prediction of the learners’ Global Scale
scores, these results confirmed the usefulness of the 24 statistics as L2 language pro-
ficiency measures.
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Fig. 3. Correlation between actual and estimated CEFR Global Scale scores
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4 Summary and Future Works

To estimate the L2 learner’s proficiency, the applicability of statistics extracted from
English conversation data on Japanese English learners’ groups in educational insti-
tutions by canonical correlation analysis was examined. By using neural network and
multiple regression models, the learners’ English proficiency scores were estimated by
the 24 statistics based on the 5 subcategories, such as “Range”, “Accuracy”, “Fluency”,
“Interaction” and “Coherence” in the CEFR Rating Scales. The estimated scores of the
learners showed higher correlation being greater than 0.850 to their actual scores.
These results indicate the usefulness of the statistics for the estimation of L2 learners’
proficiency that have been obtained from canonical correlation analysis. As it is con-
firmed that the 24 statistics narrowed from the total 94 statistics can be used for L2
learners’ proficiency evaluation, the statistics are expected for applying to not only
numeric rating but also categorical evaluation used in decision tree method.
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Abstract. Data mining, which is also referred to as knowledge discovery in
databases, means a process of nontrivial extraction of implicit, previously
unknown and potentially useful information from data in databases. This paper
was to explore a Bibliometric approach to quantitatively assessing current
research hotspots and trends on Data Mining, using the related literature in the
Science Citation Index (SCI) database from 1993 to 2016. It shows that the
research of Data Mining in 2016 was in the mature period with a maturity of
85.55%, the total of 11071 articles covered 131 countries(regions) and Top 3
countries(regions) were USA(2311, 21.37%), China(1474, 13.63%) and Taiwan
(904, 8.36%). In addition, Top 10 keywords are found to have citation bursts:
big data, social network, particle swarm optimization, data warehouse, gene
expression, self-organizing map, intrusion detection, recommender system,
bioinformatics, svm. This study provided scholars in the data mining research,
as well as research hotspots and future research directions.

Keywords: Data mining � Bibliometric analysis � Research hotspots

1 Introduction

Data mining, which is also referred to as knowledge discovery in databases, means a
process of nontrivial extraction of implicit, previously unknown and potentially useful
information (such as knowledge rules, constraints, regularities) from data in data-bases
[1]. In fact, Data Mining is a relatively new field of research, which has gained huge
popularity in these days.

In recent years, the literature associated with data mining has grown rapidly [2, 3].
There are many comprehensive revision on the data mining, such as: manufacturing
[4], particle swarm optimization [5], customer relationship management [6], bee Data
Mining [7], educational data mining [8], time series data mining [9], but few studies
have used bibliometrics and a visualization approach to conduct deep mining and
reveal the data mining field. Liao [10] reviews data mining techniques and their
applications and development, through a survey of literature and the classification of
articles, from 2000 to 2011. Dai [11] applied the optimized bibliometric method to
evaluate global scientific production of data mining papers of the Science Citation
Index (SCI). Wang [12] presents the evolution of the intellectual structure in tourism
destination literature as determined by means of bibliometric and social network
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analysis of 17 552 citations of 414 articles published in Social Sciences Citation Index
and Sciences Citation Index journals from 1955 to 2011. Gu [13] explore the foun-
dational knowledge and research hotspots of big data research in the field of healthcare
informatics by conducting a literature content analysis and structure analysis.

In this paper, the Bibliometric analysis tools Tviz and Citespace [14] was per-
formed by investigating annual scientific outputs, distribution of countries, institutions,
journals, research performances by individuals and subject categories to offer another
perspective on the development of Data mining research. Moreover, innovative
methods such as Keyword co-citation analysis, semantic clustering and Keyword
Frequent Burst Detection were applied to provide insights into the global research
hotpots and trends from various perspectives which may serve as a potential guide for
future research.

2 Data and Methods

We collected the bibliographic records from the Web of Science (WOS) of Thomson
Reuters on January 31, 2017 and determined the time frame of this analysis to 1993 and
2016. The ultimate query string about data mining looked like this: TOPIC: (“Data
Mining”) Refined by: RESEARCH AREAS: (COMPUTER SCIENCE) Indexes =
SCI-EXPANDED Timespan = 1993–2016. The query resulted in 11071 bibliographic
records. The whole bibliographic records were then downloaded for subsequent
analysis. Then we used a Bibliometric approach to quantitatively assessing current
research hotspots and trends on Data Mining Results.

3 Result and Discussion

3.1 Characteristics of Article Outputs

Figure 1 shows the number of articles and the prediction of the maturity of the research
about Data Mining between 1993 and 2016. Black curve stands for the annual number of
publications about Data Mining. From the curve, we found that a substantial interest in
data mining research did not emerge until 1996, although a few articles related to data
mining were published previously. And the highest annual number occurred in the years
of 2005, 2006 and 2016. The red curve stands for the cumulative number of publication
in the field of Data Mining. According to the theory of technology maturity, the
cumulative number of the publication will be presented as an S-curve in general [15]. By
using this theory, the cumulative number of data mining articles was accurately
approximated by a logistic model (y ¼ 12362

�ð1þ e530:352�0:2639xÞ; r2 ¼ 0:9972),
where x and y denote the year and article number respectively, and r2 is the Goodness of
Fit. According to this, we can divide the development of Data Mining into four stages:
infant period (before 1997), growth period (1997–2007), mature period (2008–2020)
and Decline period (after 2020). According to the above stage division, the research of
Data Mining in 2016 was in the mature period with a maturity of 85.55%.
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3.2 Characteristics of Document Type

The distribution of the document type was displayed in Fig. 2. Overall, the papers
about Data Mining involving a total of six document types, and the details are as
follows: (1,641,53.45%), article (8237,74%), proceedings paper (2332,21%), editorial
material (225,2%), review (230,2%), others (47,1%). The distribution of document type
suggested the high priority of article issues and proceedings paper in data mining
research.

Fig. 1. Variation of article numbers

Fig. 2. Distribution of document type
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3.3 Subject Categories Distribution and Co-occurring Network

The distribution of the subject categories identified by the Institute for Scientific
Information (ISI) was analyzed and the result was displayed in Fig. 3. The total of
11071 articles covered 103 ISI identified subject categories in the SCI databases. The
annual articles of the top ten productive subject categories were analyzed. The ten most
common categories were Artificial Intelligence (6300, 27.06%), Information Systems
(3959, 17.00%), Electrical & Electronic (2721, 13.69%), Theory & Methods (2202,
8.68%), Interdisciplinary Applications (1247, 5.36%), Software Engineering (1216,
5.22%), operations research & management science (1045, 4.49%), Medical Infor-
matics (81, 1.51%), Hardware & Architecture (421, 1.81%), Statistics & Probability
(404, 1.73%). We noticed that 60.44% of all articles were mostly related to Artificial
Intelligence and Information Systems, and the distribution of subject categories also
suggested the high priority of Electrical & Electronic, Theory & Methods, and Inter-
disciplinary Applications issues in the research fields of data mining.

We visualized a subject categories co-occurring network applying a threshold to the
network between centrality in the network of subject categories. Network centrality
measures the relative importance of nodes within networks and could be used as an
indicator of a subject category’s position within the network [16]. We can find that the
Artificial Intelligence and engineering took part in more co-occurring relationship, and
Information Systems took the central position in the co-occurring network, followed by
Theory & Methods, Electrical &Electronics and operations research & management
science (Fig. 4).

Fig. 3. Distribution of subject categories
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3.4 Geographic Distribution Map of Countries and International
Collaboration

Data on geographic information were generated from author affiliations. Figure 5
shows the geographic distribution of countries (regions) in the field of “Data Mining”.
Overall, The total of 11071 articles covered 131 countries(regions) and ten most
common countries(regions) were USA(2311, 21.37%), China(1474, 13.63%), Taiwan
(904, 8.36%), Spain(487, 4.5%), South Korea(426, 3.94%), Australia (413, 3.82%),
Germany(397, 3.67%), Canada(391, 3.62%), England(373, 3.45%), Italy(372, 3.44%),
India(301, 2.78%), Japan(295, 2.73%), (283, 2.62%), France (169, 1.56%).

Figure 6 depicts a network consisting of 115 nodes and 116 links on behalf of the
collaborating countries between 2000 and 2016. As can be seen, the major contribution
of the total output mainly came from two countries, namely, USA and China. Clearly,
USA is the largest contributor publishing 2311 papers. In other words, USA has a
dominant status in the field of data mining, which produced about which produced
about one fifth of world’s total during this period. An interesting observation is that
there are certain countries which have relatively low frequency but have high value of
centrality among all other countries. SWEDEN leads other countries, which are shown
as node rings in purple in Fig. 6. This is followed by papers originating from
NORTH IRELAND, MACEDONIA, PORTUGAL, ITALY and so on. In other words,
they are pivotal nodes in the network with the highest betweenness centrality. In
addition, nine countries are found to have citation bursts: USA (39.2247), JAPAN
(22.7672), GERMANY (12.5448), GREECE(9.2354), NORTH IRELAND(7.9009),
SOUTH KOREA (7.1758), FINLAND (6.7726), TURKEY (6.0673), AUSTRIA

Fig. 4. Subject categories co-occurring Network (the thickness of each link represents the
intensity of co-occurring, the size of each node represents the number of total articles, and the
purple color denotes the high betweenness centrality node)
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(5.7766) and CUBA (5.4665), suggesting that they have abrupt increases of citations,
and the details are listed in the Table 1.

3.5 Institutions Distribution and Co-occurring Network

Overall, a total of 4914 research institutes in the world were engaged in Data Mining
during 1993 and 2016. Figure 7 lists the top ten of them: Chinese Acad Sci (109
articles), Natl Taiwan Univ (86 articles), Univ Hong Kong (83 articles), IBM Corp (74
articles), Univ Illinois (73 articles), Natl Cent Univ (72 articles), Natl Chiao Tung Univ
(72 articles), Natl Chiao Tung Univ (72 articles), Harbin Inst Technol (68 articles) and
Univ Texas (66 articles).

Fig. 5. Geographic distribution map of countries (regions)

Fig. 6. Cooperation network of Countries on data mining research papers
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Figure 8 shows the visualization of the distribution of institutions. In order to show
the core institutions of this field, we filter out the institutions with small number of
publications and get an institute co-occurring network with 723 nodes and 606 links.
Obviously, Chinese Acad Sci in China takes the first place with a frequency of 109
articles. The second place is Natl Taiwan Univ with a frequency of 86 articles. Apart
from that, there are still other institutions participating in data mining research, such as

Table 1. Top ten countries with strongest citation bursts.

Fig. 7. Distribution of institutes
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Univ Hong Kong, IBM Corp and so on. We also notice that China’ institutes such as
Chinese Acad, Natl Taiwan Univ, Univ Hong Kong and Harbin Inst Technol were on
the top of the list. In addition, ten institutes are found to have citation bursts: IBM Corp
(19.0654), Univ Ulster (7.6014), Kyoto Univ (6.5962), Univ Helsinki (6.1642),
CALTECH (5.5867), Natl Univ Singapore (5.5038), CSIRO (4.5159), Bar Ilan Univ

Fig. 8. Institutes co-occurring network with 723 Nodes and 606 Links

Table 2. Top ten institutes with citation bursts.
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(4.486), George Mason Univ (3.9344) and Univ Calif Irvine (3.2768), suggesting that
they have abrupt increases of citations, and we listed the details in the Table 2.

3.6 Research Hotspots and Emerging Trends of Data Mining

Figure 9 shows the document co-citation network derived from the whole datasets. In
this network, there are 378 unique nodes and 1360 links. These nodes represent cited
references from the collected articles, and the links in the network represent co-citation
relationships. Each link colors correspond directly to each time slice. For example, blue
links describe articles that were co-cited in 1993, and the most recent co-citation
relationships are visualized as orange or red links. Larger node size simply that the
article is an important one within the knowledge domain. Second, red rings around a
node represent a citation burst. Third, purple rings indicate nodes that have a relatively
high betweenness centrality in the network. Table 3 presents the top ten high burst
articles which can represented the research hotspots of data mining.

Table 3 lists the top 10 high cited articles which represent the research hotspots in
the field of Data Mining. Witten [17] discussed Data mining: Practical machine
learning tools and techniques. Agrawal and Srikant [18] proposed a Fast Algorithms for
Mining Association Rules. Fayyad [19] discussed the advances in knowledge dis-
covery & data mining. Han [20] writes a book named “Data Mining: Concepts and

Fig. 9. Document co-citation network
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Techniques (2nd Edition)”. Han [21] discussed the problem of “Towards On-Line
Analytical Mining in Large Databases, SIGMOD Record”. Bache and Lichman [22]
issued the UCI Machine Learning Repository. Demsar [23] gave a statistical com-
parisons of classifiers over multiple data sets. Breiman [24] proposed the algorithm of
Random Forests. Guyon and Elisseeff [25] an introduction to variable and feature
selection. Cortes and Vapnik [26] proposed the algorithm of Support-Vector Networks.

In order to find the research hotspots about Data Mining in detail, A keyword
co-occurring method were used, and Fig. 8 show the result of such method(The up is
given by Citespace, and the down is by Tviz). There are 630 keyword nodes, 1044
vertex in the network and the keywords with high betweenness centrality are data
mining(0.45), decision support(0.31), learning (0.27), knowledge discovery(0.24),
classification(0.18), data clustering(0.18), uncertainty (0.18), identification(0.17),
algorithm(0.16), clustering(0.16), database (0.16), information retrieval(0.16), machine
learning(0.15), information (0.15), neural network (0.14), model (0.13), association
rule(0.13), optimization(0.13), bia(0.13), knowledge discovery (0.12), agent (0.12),
feature selection(0.11), design(0.11), feature extraction (0.11) and so on (Fig. 10).

In addition, twenty keywords are found to have citation bursts: big data (28.7044),
social network(16.1266), particle swarm optimization (13.1973), data warehouse
(11.6965), gene expression(11.2986), self-organizing map (11.0229), intrusion detec-
tion (9.9739), recommender system(8.9949), bioinformatics (8.8154), svm (8.5505),
fuzzy logic(7.6128), rough set theory(7.2184), outlier detection (6.967), ontology
(6.7049), information visualization(6.544), web usage mining (5.9487), visual data

Table 3. Top ten high burst articles.

NO. Title First
author

Burst
strength

Year

1 Data mining: Practical machine learning tools
and techniques

Witten, I.H 66.0847 1995

2 Fast Algorithms for Mining Association Rules Agrawal,
Rakesh

59.5165 2004

3 Advances in Knowledge Discovery & Data
Mining

FAYYAD
U M

53.4643 1996

4 Data Mining: Concepts and Techniques (2nd
Edition)

HAN J 44.3352 2006

5 Towards On-Line Analytical Mining in Large
Databases, SIGMOD Record.

Han, J 43.0357 1998

6 UCI Machine Learning Repository Bache, K. 40.8589 2013
7 Statistical Comparisons of Classifiers over

Multiple Data Sets.
Demsar,
Janez

36.3458 2006

8 Random Forests Breiman,
Leo.

32.9436 2001

9 An introduction to variable and feature selection Guyon,
Isabelle

28.4353 2003

10 Support-Vector Networks Corinna
Cortes

25.9236 1995
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mining (5.6966), fuzzy association rule(5.4851), distributed data mining(4.6597) and
educational data mining(4.3875), suggesting that they have abrupt increases of cita-
tions, and we listed the details in the Table 4.

Fig. 10. Keyword co-occurring network
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4 Conclusion

In this paper, we used a Bibliometric method to quantitatively assessing current
research hotspots and trends on Data Mining, using the related literature in the Science
Citation Index (SCI) database from 1993 to 2016. Articles referring to Data Mining
were concentrated on the analysis of scientific outputs, distribution of countries,
institutions, periodicals, subject categories and research performances by individuals.
Moreover, the innovative methods such as Keyword co-citation analysis and Keyword
Frequent Burst Detection were applied to provide a dynamic view of the evolution of
Data Mining research hotpots and trends from various perspectives which may serve as
a potential guide for future research.
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Abstract. Rough Sets theory is widely used as a method for estimating
and/or inducing the knowledge structure of if-then rules from a deci-
sion table after a reduct of the table. The concept of a reduct is that
of constructing a decision table by necessary and sufficient condition
attributes to induce the rules. This paper retests the reduct by the con-
ventional methods by the use of simulation datasets after summarizing
the reduct briefly and points out several problems of their methods.
Then, a new reduct method based on a statistical viewpoint is proposed
and confirmed to be valid by applying it to the simulation datasets. The
new reduct method is incorporated into STRIM (Statistical Test Rule
Induction Method), and plays an effective role for the rule induction. The
STRIM including the reduct method is also applied for a UCI dataset
and shows to be very useful and effective for estimating if-then rules
hidden behind the decision table of interest.

1 Introduction

Rough Sets theory was introduced by Pawlak [1] and used for inducing if-then
rules from a dataset called the decision table. The induced if-then rules simply
and clearly express the structure of rating and/or knowledge hiding behind the
decision table. Such rule induction methods are needed for disease diagnosis
systems, discrimination problems, decision problems and other aspects. The first
step for the rule induction is to find the condition attributes which do not have
any relationships with the decision attribute, to remove them and finally to
reduce the table. Those processes to obtain the reduced table are useful for
efficiently inducing rules and called a reduct. The conventional Rough Sets theory
to induce if-then rules is based on the indiscernibility of the samples of the table.
The reduct by the conventional method also uses the same concept and various
types of indiscernibility, methods to find their indiscernibility and algorithms for
the reducts are proposed to date [2–7].

This paper retests the conventional reduct methods through the use of a
simulation dataset and points out their problems after summarizing the conven-
tional rough sets and reduct methods. Then a new reduct method is proposed
to overcome their problems from a statistical point of view. Specifically, the
c© Springer International Publishing AG 2017
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Table 1. An example of a decision table.

U (C(1)C(2)C(3)C(4)C(5)C(6)) D

1 563242 3

2 256124 6

3 116226 1

4 416646 6

... ...... ...

N − 1 151252 2

N 513135 4

new method recognizes each sample data in the decision table as the outcomes
of random variables of the tuple of the condition attributes and the decision
attribute, since the dataset is obtained from their population of interest. Accord-
ingly, the reduct problem can be replaced by the problem of finding the condition
attributes which are statistically independent of the decision attribute and/or
its values. The statistical independence can be easily tested, for example, by
a Chi-square test using the dataset. The validity of the new reduct method is
confirmed by applying it to the simulation dataset. The experiment also gives
an idea of improving STRIM (Statistical Test Rule Induction Method [8–11])
to include the reduct function and to induce if-then rules more efficiently. The
usefulness of the reduct method and the improved STIRM are also confirmed by
applying them to a UCI dataset [12] prepared for machine learning.

2 Conventional Rough Sets and Reduct Method

Rough Sets theory is used for inducing if-then rules from a decision table S.
S is conventionally denoted S = (U,A = C ∪ {D}, V, ρ). Here, U = {u(i)|i =
1, ..., |U | = N} is a sample set, A is an attribute set, C = {C(j)|j = 1, ..., |C|} is
a condition attribute set, C(j) is a member of C and a condition attribute and
D is a decision attribute. V is a set of attribute values denoted by V = ∪a∈AVa

and is characterized by an information function ρ: U × A → V . Table 1 shows
an example where |C| = 6, |Va=C(j)| = MC(j) = 6, |Va=D| = MD = 6, ρ(x =
u(1), a = C(1)) = 5, ρ(x = u(2), a = C(2)) = 5, and so on.

Rough Sets theory focuses on the following equivalence relation and equiva-
lence set of indiscernibility:

IC = {(u(i), u(j)) ∈ U2|ρ(u(i), a) = ρ(u(j), a),∀a ∈ C}.

IC derives the quotient set U/IC = {[ui]C |i = 1, 2, ...}. Here, [ui]C = {u(j) ∈
U |(u(j), ui) ∈ IC , ui ∈ U}. [ui]C is an equivalence set with the representative
element ui and is called an element set of C in Rough Sets theory [2]. Let be
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Line No. Algorithm to compute a single global covering
1 (input: the set A of all attributes, partition {d}∗ on U ; output: a single global

covering R);
2 Begin
3 compute partition A∗;
4 P := A;
5 R := ∅;
6 if A∗ ≤ {d}∗

7 Then
8 Begin
9 for each attribute a in A do
10 Begin
11 Q := P − {a};
12 compute partition Q∗;
13 if Q∗ ≤ {d}∗ then P := Q
14 end {for}
15 R := P
16 end {then}
17 end {algorithm}

Fig. 1. An example of LEM1 algorithm.

∀X ⊆ U then X can be approximated like C∗(X) ⊆ X ⊆ C∗(X) by use of the
element set. Here,

C∗(X) = {ui ∈ U |[ui]C ⊆ X}, (1)
C∗(X) = {ui ∈ U |[ui]C ∩ X �= ∅}, (2)

C∗(X) and C∗(X) are called the lower and upper approximations of X by C
respectively. The pair of (C∗(X), C∗(X)) is usually called a rough set of X by
C. Specifically, let X = Dd = {u(i)|(ρ(u(i),D) = d} called concept D = d then
C∗(X) is surely a set satisfying D = d since C∗(X) ⊆ X and it derives if-then
rules of D = d with necessity.

The conventional Rough Sets theory seeks a minimal subset of C denoted
with B(⊆ C) satisfying the following two conditions:

(i) B∗(Dd) = C∗(Dd), d = 1, 2, ...,MD.
(ii) a(∈ B) satisfying (B − {a})∗(Dd) = C∗(Dd) (d = 1, 2, ...,MD) does not

exist.

B(⊆ C) is called a relative reduct of {Dd|d = 1, ...,MD} preserving the lower
approximation and is useful for finding if-then rules since redundant condition
attributes have been already removed from C.

LEM1 algorithm [2] and the discernibility matrix method (DMM) [3] are well
known as representative ways to perform reducts. Figure 1 shows an example of
LEM1, and A and {d}∗ at Line 1 of the figure respectively correspond to C
and {Dd|d = 1, ...,MD} in this paper. LEM1 from Line 6 to 16 in the figure in
principle checks and executes (i) and (ii) for all the combinations of the condition
attributes.

DMM [3] at first forms a symmetric N ×N matrix having the following (i, j)
element δij :
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δij = {a ∈ C|ρ(u(i), a) �= ρ(u(j), a)}; ∃d ∈ D, ρ(u(i), d) �= ρ(u(j), d) and
{u(i), u(j)} ∩ Pos(D) �= ∅, = ∗; otherwise.

Here, Pos(D) = ∪MD

d=1C∗(Dd) and ∗ denotes “don’t care”. Then, a relative reduct
preserving the lower approximation can be obtained by the following expression:

F reduct =
∧

i,j:i<j

∨
δij . (3)

3 Retests of the Conventional Reduct Method

Here we retest the ability of the reducts obtained through LEM1 and DMM
by use of a simulation dataset. Figure 2 [8–11] shows a way of how to generate
simulation datasets. Specifically let (a) generate the condition attribute values
of u(i), that is, uC(i) = (vC(1)(i), vC(2)(i), ..., vC(|C|)(i)) by the use of random
numbers with a uniform distribution and (b) determine the decision attribute
value of u(i) without NoiseC and NoiseD for a plain experiment, that is uD(i) by
use of if-then rules specified in advance and the hypotheses shown in Table 2 and
repeat the (a) and (b) processes by N times. Table 1 shows an example dataset
generated by the use of those procedures with the following if-then rule R(d)
specified in advance:

R(d) : if Rd then D = d (d = 1, ...,MD = 6), (4)

where Rd = (C(1) = d) ∧ (C(2) = d) ∨ (C(3) = d) ∧ (C(4) = d).

Rule Box &
Hypothesis

Input:

u (i)

Output:

u (i)C D

Observer
NoiseC NoiseD

Fig. 2. A data generation model for a decision table contaminated with noise.

Table 2. Hypotheses with regard to the decision attribute value.

Hypothesis 1 uC(i) coincides with R(k) and uD(i) is uniquely determined
as D = d(k) (uniquely determined data)

Hypothesis 2 uC(i) does not coincide with any R(d) and uD(i) can only
be determined randomly (indifferent data)

Hypothesis 3 uC(i) coincides with several R(d) (d = d1, d2, ...) and their
outputs of uC(i) conflict with each other. Accordingly, the
output of uC(i) must be randomly determined from the
conflicted outputs (conflicted data)
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The results of retesting both methods using the N = 10, 000 dataset showed
F reduct
LEM1 = F reduct

DMM = C(1)∧C(2)∧C(3)∧C(4)∧C(5)∧C(6) while the results were
expected to be F reduct = C(1) ∧ C(2) ∧ C(3) ∧ C(4) from the rules (4) specified
in advance. The retest experiment was repeated three times by changing the
generated dataset and obtained the same results.

These results are clearly derived from the indiscernibility and/or discernibil-
ity caused by the element set which could not distinguish the differences between
samples by the if-then rules (see Hypothesis 1 in Table 2) or those obtained by
chance (see Hypothesis 2 and 3 in Table 2).

4 Proposal of Statistical Reduct Method

As mentioned in Sect. 3, the conventional reduct methods are unable to repro-
duce the forms of reducts specified in advance from the decision table due to
a lack of abilities adaptive to the indifferent and conflicted samples in datasets
despite the fact that real-world datasets will have such samples. This paper
studies this problem with reducts from the view of STRIM (Statistical Test
Rule Induction Method) [8–11]. STRIM regards the decision table as a sample
set obtained from the population of interest based on the input-output system
as shown in Fig. 2. According to a statistical model, u(i) = (uC(i), uD(i) =
(vC(1)(i), vC(2)(i), ..., vC(|C|)(i), uD(i)) is an outcome of the random variables of
A = (C,D) = (C(1), C(2), ..., C(|C|),D) (hereafter, the names of the attributes
are used as the random variables). Then, the following probability model will be
specified: For any j, P (C(j) = vC(j)(k)) = p(j, k),

∑MC(j)

k=1 p(j, k) = 1. For any
j1 �= j2, C(j1) and C(j2) are independent of each other for simplicity. According
to the rules specified in (4), if C = (1, 1, 2, 3, 4, 5) (hereafter (112345) briefly),
for example, then P (D = 1|C = (112345)) = 1.0 by use of Hypothesis 1 in
Table 2. If C = (123456) then P (D = 1|C = (123456)) = 1/MD = 1/6 by use
of Hypothesis 2. If C = (112256) then P (D = 1|C = (112256)) = 1/2 by use
of Hypothesis 3. Generally, the outcome of random variable D is determined by
the outcome of C, if-then rules (generally unknown) and the hypothesis shown
in Table 2. Consequently, the following expression is obtained:

P (D = l, C = uC(i)) = P (D = l|C = uC(i))P (C = uC(i)). (5)

Here, P (D = l|C = uC(i) is the conditional probability of D = l by C = uC(i)
and very dependent on the if-then rules to be induced.

In the special case, if C(j) does not exist in the condition part of the if-
then rules of D = l, then the event D = l is independent of C(j), that is
P (D = l, C(j)) = P (D = l|C(j))P (C(j)) = P (D = l)P (C(j)). This indepen-
dence between D = l and C(j) can be used for a reduct of the decision table
for the concept D = l. The problem of whether they are independent or not
can be easily dealt with using a statistical test of hypotheses by the use of
{u(i) = (vC(1)(i), vC(2)(i), ..., vC(|C|)(i), uD(i))|i = 1, ..., N}. Specifically, specifi-
cations and testing of the following null hypothesis H0(j, l) and its alternative
hypothesis H1(j, l) (j = 1, ..., |C|, l = 1, ...MD) were implemented:
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Table 3. Example of contingency table by a statistical reduct (N = 3000, df = 5).

D = 1 |U(D = 1)| = 503 C

1 2 3 4 5 6

1 158 150 135 118 68 89

2 69 76 88 74 79 76

3 63 63 57 81 94 96

4 69 77 74 71 93 71

5 76 67 72 78 84 84

6 68 70 77 81 85 87

χ2 74.00 78.92 45.84 28.22 4.00 4.83

p-values 1.51E−14 1.41E−15 9.34E−9 3.30E−05 0.550 0.437

H0(j, l): C(j) and D = l are independent of each other.
H1(j, l): C(j) and D = l are not independent of each other.

This paper adopts a Chi-square test since it is a standard method for testing
the independence of two categorical variables by use of the contingency table
MC(j) × 1. The test statistic χ2 of C(j) vs. D = l is

χ2 =
MC(j)∑

k=1

(fkl − ekl)2

ekl
, (6)

where, fkl = |U(C(j) = k)∩U(D = l)|, U(C(j) = k) = {u(i)|ρ(u(i), C(j)) = k},
U(D = l) = {u(i)|uD(i) = l}, ekl = np̂(j, k)p̂(D, l), n =

∑MC(j)

k=1

∑MD

l=1 fkl,
p̂(j, k) = fk

n , p̂(D, l) = f l

n , fk =
∑MD

l=1 fkl, f l =
∑MC(j)

k=1 fkl. χ2 obeys a Chi-
square distribution with degrees of freedom df = (MC(j) − 1) under H0(j, l)
and testing condition [13]: np̂(j, k)p̂(D, l) ≥ 5. This paper proposes a reduct
method to adopt only the C(j)s of H0(j, l) that were rejected and to construct
a decision table for D = l composed by them, since the test of the hypotheses
cannot control type II errors, but only type I errors by a significance level.
This paper names the proposed method the statistical reduct method (SRM) to
distinguish it from the conventional methods.

A simulation experiment was conducted to confirm the validity of the pro-
posed method using the decision table of the samples of N = 10, 000 used in
Sect. 2, and the following procedures:

Step 1: Randomly select samples by NB = 3000 from the decision table (N =
10, 000), and form a new decision table.

Step 2: Apply SRM to the new table, and calculate χ2 every C(j) by D = l.

Table 3 shows an example of the contingency table for the case of D = 1
vs. C(j) (j = 1, ..., 6) and the results of a Chi-square test of them with df =
(MC(j) − 1), and suggests the following knowledge:
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(1) The p-values of C(5) and C(6) are quite high compared with the other
condition attributes and indicate that C(5) and C(6) are independent of D =
1, that is, they are redundant and should be removed from the viewpoint of
reduct.

(2) The frequencies fkl=1 of C(1) = 1, C(2) = 1, C(3) = 1 and C(4) = 1 are
relatively high compared with those of the rest of the same C(j) (j = 1, ..., 4).
Accordingly, the combinations of C(j) = 1 (j = 1, ..., 4) will most likely
construct the rules of D = 1, which coincides with the rules specified in (4).

The above knowledge of (1) and (2) was also confirmed for the case of D = l
(l = 2, ..., 6) and coincided with the specifications of Rules (4), and thus through
them the validity and usefulness of SRM have been confirmed.

5 Proposal of Improved STRIM

STRIM has been proposed as a method to induce if-then rules from decision
tables by use of two stages [8–11]. The first stage is that of searching rule can-
didates by the following procedures:

Step 1: Specify a proper condition part of trying if-then rules:

CP (k) =
∧

j

(C(jk) = vk). (7)

Step 2: Test the condition part on the null hypothesis (H0) that CP (k) is not
a rule candidate and its alternative hypothesis (H1) specifying a proper sig-
nificance level. Specifically, use a test statistic z = (nd+0.5−npd)√

npd(1−pd)
which obeys

the normal distribution N(0, 12) on H0, if npd ≥ 5, n(1 − pd) ≥ 5 (testing
condition [14]). Here, pd = 1

|MD| , nd = max(n1, n2, ..., nMD
), n =

∑MD

m=1 nm,
nm = |U(CP (k)) ∩ U(D = m)|, U(CP (k)) = {u(i)|uC(i) satisfies CP (k)},
U(D = m) = {u(i)| uD=m(i)}.

Step 3: If H0 is rejected then add the trying rule to the rule candidates.
Step 4: Repeat from Step 1 to Step 3 changing the trying rule systematically

until the patterns of it are exhausted.

The basic notion of STRIM is that the rule makes a bias in the distrib-
ution of decision attribute values (n1, n2, ..., nMD

). It should be noted that
P (D|CP (k)) = P ( if CP (k) then D) corresponding to (5), and can be estimated
by (n1, n2, ..., nMD

)/n using the sample set.
The second stage is that of arranging the rule candidates having an inclusion

relationship by representing them with CP (k) of the maximum bias.
However, the conventional STRIM [8–11] did not have such a reduct function

studied in Sect. 4 so that it had to search CP (k)s in (7) including even C(j) to be
reducted and induced many kinds of rule candidates to burden the second stage.
The knowledge from (1) and (2) studied in Sect. 4 can drastically squeeze the
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Line No. Algorithm to induce if-then rules by STRIM with a reduct function
1 int main(void) {
2 int rdct max[|CV|] = {0, ... ,0}; //initialize maximum value of C(j)
3 int rdct[|CV|] = {0, ..., 0}; //initialize reduct results by D = l
4 int rule[|C|] = {0, ..., 0}; //initialize trying rules
5 int tail = -1; //initial vale set
6 input data; // set decision table
7 for (di = 1; di<= |D|; di++) { // induce rule candidates every D = l
8 attribute reduct(rdct max)
9 set rdct[ck] ; // if (rdct max[ck]==0) {rdct[ck] = 0;} else {rdct[ck] = 1;}
10 rule check(rcdct, redct max, tail, rule); // the first stage process
11 }// end of di
12 arrange rule candidates // the second stage
13 }// end of main
14 int attribute reduct(int rdct max[]) {
15 make contingency table for D = l vs. C(j)
16 Test H0(j,l);
17 if H0(j,l) is rejexted then set rdct max[j,l] = jmax else rdct max[j,l] = 0; //

jmax:the attribute vale of the maximum frequency
18 }// end of attribute reduct
19 int rule check(int rdct[], int rdct max[], int tail,int rule[]) { // the first stage

process
20 for (ci = tail+1; cj<|C|; ci++) {
21 for (cj = 1; cj <= rdct[ci]; cj++) {
22 rule[ci] = rdct max[cj]; // a trying rule sets for test
23 count frequency of the trying rule; // count n1, n2, ...
24 if (frequency>= N0) { //sufficient frequency ?
25 if (|z|>3.0) { //sufficient evidence ?
26 add the trying rule as a rule candidate
27 }// end of if |z|
28 rule check(ci,rule)
29 }// end of if frequency
30 }// end of for cj
31 rule[ci] = 0; // trying rules reset
32 }// end of for ci
33 }// end of rule check

Fig. 3. An algorithm for STRIM including a reduct function.

search space without idle C(j)s and/or its values. Figure 3 shows an algorithm
for the improved STRIM described in a C language style including the reduct
function “attribute reduct()” (Line 14–18) studied in Sect. 4. The first stage
(Line 7–11) is executed every D = l in a function “rule check()” (Line 19–33)
after operating the reduct (Line 8). The algorithm develops the patterns of trying
rules implemented by the dimension “rule[]” (Line 4), for example, for D = 1
as (100000) → (110000) → (111000) → (111100) → (110100) → (101100) →
(10010) → (010000) ... → (001100) → (000100) by the operation of “rule[ci] =
rdct max[cj]” (Line 22) and the recursive call of “rule check(ci,rule)” (Line 28)
since “rdct max[] = [1, 1, 1, 1, 0, 0]” and “rdct[] = [1, 1, 1, 1, 0, 0]” at Line 9 have
been obtained (see Table 3). Accordingly, the number of trying rule patterns
for R(d) specified in (4) is (24 − 1) × 6 = 90. If the function of reduct is not
implemented, the number is (66 − 1) × 6 = 279, 930, which burdens the second
stage with a heavy load. From here, the effectiveness of the improved STRIM
can be seen.
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Table 4. An example of rule candidates.

Trying CP (k) C(1)C(2)C(3)C(4)C(5)C(6) f = (n1, n2, n3, n4, n5, n6) z

1 004400 (2, 1, 1, 101, 2, 1) 21.45

2 002200 (0, 91, 0, 2, 0, 0) 21.43

... ... ... ...

5 005500 (1, 0, 1, 2, 78, 2) 19.07

6 440000 (2, 0, 0, 76, 2, 1) 18.70

... ... ... ...

12 001100 (63, 2, 0, 0, 2, 2) 16.7

13 000400 (71, 62, 68, 168, 74, 73) 9.63

14 004000 (74, 67, 79, 170, 72, 73) 9.32

15 303000 (5, 4, 39, 5, 7, 6) 9.26

16 400000 (69, 74, 61, 154, 65, 61) 8.90

17 404000 (13, 6, 13, 45, 4, 6) 8.86

... ... ... ...

20 400400 (14, 8, 7, 48, 11, 11) 8.57

... ... ... ...

Table 4 shows examples of the rule candidates arranged in descending order
from z value obtained from the distribution of decision attribute values f =
(n1, n2, ..., nMD

) by applying the improved STRIM to the dataset shown in
Table 3. We can see the following from the table:

(1) The trying rule CP (k = 1) = 004400 makes bias of the distribution of D
like f = (2, 1, 1, 101, 2, 1) at D = 4 intensively. Accordingly, the candidate is
a rule for D = 4. The intensity of the bias can be measured by the z value
as mentioned in Step 2.

(2) There are inclusion relationships between rule candidates, for example,
U(CP (1) = 004400) ⊂ U(CP (14) = 004000), U(CP (17) = 404000) ⊂
U(CP (14) = 004000), while the z value of CP (1) > that of CP (14) and
the z value of CP (14) > that of CP (17).

The second stage at Line 12 in Fig. 3 arranges their candidates and represents
them with only CP (1), which happens to coincide with the specified rule in (4).
Table 5 shows the last results induced through the first and second stages with D,
f , p-value, accuracy and coverage besides CP (k). Here, accuracy and coverage
are defined as follows:

accuracy =
|U(CP (k)) ∩ U(D = d)|

|U(CP (k))| , coverage =
|U(CP (k)) ∩ U(D = d)|

|U(D = d)| ,

and they are often used for showing the indexes of the validity of the induced
rules in Rough Sets theory. The improved STRIM induced all of twelve rules
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Table 5. Estimated rules for the decision table in Table 3 by improved STRIM.

Trying
CP (k)

C(1)C(2)C(3)
C(4)C(5)C(6)

D f = (n1, n2, n3,
n4, n5, n6)

p-value(z) Accuracy Coverage

1 004400 4 (2, 1, 1, 101, 2, 1) 2.09E−102(21.45) 0.94 0.20

2 002200 2 (0, 91, 0, 2, 0, 0) 3.37E−102(21.43) 0.98 0.19

3 110000 1 (91, 3, 2, 1, 10) 6.57E−92(20.3) 0.93 0.18

4 330000 3 (1, 1, 89, 3, 0, 0) 6.33E−91(20.19) 0.95 0.17

5 005500 5 (1, 0, 1, 2, 78, 2) 2.15E−81(19.07) 0.93 0.16

6 440000 4 (2, 0, 0, 76, 2, 1) 2.92E−78(18.70) 0.94 0.15

7 003300 3 (1, 4, 77, 0, 0, 1) 6.70E−77(18.52) 0.93 0.15

8 550000 5 (1, 1, 2, 0, 75, 3) 9.15E−77(18.51) 0.91 0.15

9 660000 6 (0, 3, 1, 3, 0, 76) 5.32E−76(18.41) 0.91 0.15

10 006600 6 (3, 3, 3, 3, 0, 73) 8.69E−67(17.22) 0.86 0.15

11 220000 2 (0, 60, 1, 2, 0, 2) 2.46E−63(16.76) 0.92 0.12

12 001100 1 (63, 2, 0, 0, 2, 2) 3.63E−63(16.74) 0.93 0.13

13 303000 3 (5, 4, 39, 5, 7, 6) 9.56E−21(9.27) 0.59 0.076

Table 6. An arrangement of Car Evaluation dataset of UCI.

Unified
attribute value

C(1):
buying

C(2):
maint

C(3):
doors

C(4):
person

C(5):
lug boot

C(6):
safety

D:
class (freq.)

1 vhigh vhigh 2 2 small low unacc (1210)

2 high high 3 4 med med acc (383)

3 med med 4 more big high good (69)

4 low low 5more – – – vgood (65)

specified in advance from the decision table with N = 3, 000, and also one extra
rule. However, there are clear differences between them in the indexes of accuracy
and coverage.

6 An Example of Application for an Open Dataset

This paper applied SRM for the “Car Evaluation” dataset included in the litera-
ture [12]. Table 6 shows the summaries and specifications of the dataset: |C| = 6,
|C(1)| = 4,..., |{D}| = 4, N = |U | = |C(1)|×, ...,×|C(6)| = 1, 728 which consists
of every combination of condition attributes’ values and there were no conflicted
or identical samples. The frequencies of D extremely incline toward D = 1 as
shown in Table 6.

Table 7 shows the results obtained by SRM and suggests the following:

(1) Given 1.0E −5 as the critical p-value, C(3) is commonly redundant at D = l
(l = 1, ..., 4).

(2) With regard to the if-then rule of D = 1, C(5) is redundant besides C(3).
In the same way, so are C(2) and C(5) at D = 2, as well as C(5) at D = 3.
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Table 7. Results by SRM for Car Evaluation dataset.

C(1) C(2) C(3) C(4) C(5) C(6)

D = 1 χ2 22.94 19.24 2.58 111.00 8.81 118.81

p-value 4.16E−05 2.44E−04 4.62E−01 7.88E−25 1.22E−02 1.59E−26

D = 2 χ2 11.77 10.77 3.19 192.56 6.52 194.25

p-value 8.21E−03 1.30E−02 3.64E−01 1.53E−42 3.85E−02 6.59E−43

D = 3 χ2 84.33 84.33 0.39 34.70 0.26 36.26

p-value 3.61E−18 3.61E−18 9.42E−01 2.92E−08 8.78E−01 1.34E−08

D = 4 χ2 70.20 28.60 4.23 33.08 37.69 130.00

p-value 3.87E−15 2.72E−06 2.38E−01 6.57E−08 6.53E−09 5.90E−29

Table 8. Examples of contingency table and χ2 test by SRM ((a): D = 1 vs. C(j),
(b): D = 4 vs. C(j) (j = 1, ..., 6)).

(a) D = 1

VC(i) C(1) C(2) C(3) C(4) C(5) C(6)

1 360 360 326 576 450 576

2 324 314 300 312 392 357

3 268 268 292 322 368 277

4 258 268 292 – – –

χ2 22.94 19.24 2.58 111.00 8.81 118.81

p-value 4.16E−05 2.44E−04 4.62E−01 7.88E−25 1.22E−02 1.59E−26

(b) D = 4

VC(i) C(1) C(2) C(3) C(4) C(5) C(6)

1 – – 10 – – –

2 – 13 15 30 25 –

3 26 26 20 35 40 65

4 39 26 20 – – –

χ2 70.20 28.60 4.23 33.08 37.69 130.00

p-value 3.87E−15 2.72E−06 2.38E−01 6.57E−08 6.53E−09 5.90E−29

Table 8 shows examples of the contingency tables of D = 1 (a) and D = 4
(b), and their χ2 by SRM, and suggests the following knowledge:

(1) With regard to the if-then rules of D = 1, (a) the frequencies of C(1) = 1,
C(2) = 1, C(4) = 1 and C(6) = 1 are distinctively high. Accordingly, the
if-then rules of D = 1 are supposed to be constructed by the combinations
of them as shown in the knowledge (2) studied in Sect. 4.

(2) In the same way, the if-then rules of D = 4 are constructed by the combi-
nations of C(1) = 4, C(2) = 4, C(5) = 3 and C(6) = 3.
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Table 9. Estimated rules of D = 1 (a) and D = 4 (b) for Table 6

(a) D = 1

Trying
CP (k)

C(1)C(2)C(3)
C(4)C(5)C(6)

D f = (n1, n2,
n3, n4)

p-value(z) Accuracy Coverage

1 000100 1 (576, 0, 0, 0) 3.51E−56(15.75) 1.00 0.476

2 000001 1 (576, 0, 0, 0) 3.58E−56(15.75) 1.00 0.476

3 110000 1 (108, 0, 0, 0) 2.52E−12(6.90) 1.00 0.089

(b) D = 4

Trying
CP (k)

C(1)C(2)C(3)
C(4)C(5)C(6)

D f = (n1, n2,
n3, n4)

p-value(z) Accuracy Coverage

1 400003 4 (52, 33, 20, 39) 1.08E−50(14.93) 0.271 0.600

2 000033 4 (88, 64, 0, 40) 7.93E−37(12.62) 0.208 0.615

3 000303 4 (49, 96, 12, 35) 3.84E−37(10.73) 0.182 0.538

Corresponding to Tables 8, 9 shows estimated rules of D = 1 (a) and D = 6
(b). With regard to rules of D = 1, the improved STRIM clearly induces their
rules. To express those rules by use of the original notation in Table 6, if person
= “2” ∨ safety = “low” ∨ buying = “vhigh” ∧ maint = “vhigh” then class =
“unacc” is obtained with accuracy = 1.0 and coverage = 1, 008/1, 210 ≈ 0.833.
In the same way, three examples of the trying rule of D = 4 satisfying the testing
condition np̂(j, k) ≥ 5 (for D = 4, n ≥ 5

0.04 = 125) are shown in Table 9 (b)
although their nd = max(n1, n2, ..., nMD

) is not satisfied at D = 4 (in the table
D = 4 is forcibly entered). The first rule that if buying = “low” ∧ safety =
“high” then class = “vgood” is thought to be proper since the p-value is the
best and the indexes of accuracy and coverage are moderate among the trying
rules for D = 4. Both estimated rules for D = 1 and 4 coincide with our common
sense.

7 Conclusions

The Rough Sets theory has been used for inducing if-then rules from the deci-
sion table. The first step in inducing the rules is to find reducts of the condition
attributes. This paper retested the conventional reduct methods LEM1 [2] and
DMM [3] by a simulation experiment after summarizing the conventional Rough
Sets theory and pointed out their problems. Then, this paper proposed a new
statistical reduct method (SRM) to overcome the problems of the conventional
method from the view of STRIM [8–11]. STRIM including SRM was devel-
oped and its validity and usefulness were confirmed by a simulation experiment
and application to an open dataset of UCI for machine learning. The improved
STRIM should be recognized to be particularly useful for not only reducts of
condition attributes but also inducing if-then rules.



378 J. Fei et al.

References

1. Pawlak, Z.: Rough sets. Int. J. Inf. Comput. Sci. 11(5), 341–356 (1982)
2. Grzymala-Busse, J.W.: LERS — a system for learning from examples based on
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Abstract. Healthcare is going through a big data revolution. The amount of
data generated by healthcare is expected to increase significantly in the coming
years. Therefore, efficient and effective data processing methods are required to
transform data into information. In addition, applying statistical analysis can
transform the information into useful knowledge. We developed a data mining
method that can uncover new knowledge in this enormous field for clinical
decision making while generating scientific methods and hypotheses. The pro-
posed pipeline can be generally applied to a variety of data mining tasks in
medical informatics. For this study, we applied the proposed pipeline for
post-marketing surveillance on drug safety using FAERS, the data warehouse
created by FDA. We used 14 kinds of neurology drugs to illustrate our methods.
Our result indicated that this approach can successfully reveal insight for further
drug safety evaluation.

Keywords: Data mining � Post-marketing surveillance � Zero-truncated
negative binomial regression model

1 Introduction

Healthcare is going through a big data revolution [1]: healthcare data can now be
collected in scenarios far beyond traditional clinical trials. For example, the US Food
and Drug Administration (FDA) has initiated a drug safety surveillance system, known
as FDA Adverse Event Reporting System (FAERS), where health providers and
patients can report adverse events (AEs) and medication errors post marketing.
The FAERS database contains 6,156,081 reports from the past 13 years and offers a
great opportunity to conduct research on post-marketing surveillance of drug safety at
the population level. However, with opportunities come challenges. For example, the
safety data could be gathered from different resources, such as clinical trials or spon-
taneous reporting systems; processed under different data standards; contained in dif-
ferent formats including free text or images; and reported by people with different
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levels of domain knowledge including physicians, caregivers, and patients. With dif-
ferent levels of granularities, standards, and even formats of the data, it is important to
develop methods to normalize and clean the data for further analyses. It is critical to
advance our knowledge on the benefits and risks of healthcare interventions by pro-
cessing and mining drug safety information using large healthcare data (e.g., FAERS)
accurately and efficiently for proper statistical analysis [2]. In this paper, we present a
data mining and statistical analysis pipeline to study the drug safety using FAERS data.
We devised data mining techniques and statistical models to account for the features of
FAERS, and provided visualization tools to present the safety results in an intuitive and
comparative fashion so that results can be useful in the medical decision-making
process. We use 14 first-line drugs for treating acute mania as a use case to demonstrate
our pipeline.

FAERS documented the voluntary inputs on adverse events post drug adminis-
tration. The term AE refers to uncomfortable, or dangerous effects a drug may have [3].
The reports submitted to FAERS are evaluated by the Center for Drug Evaluation and
Research (CDER) and the Center for Biologics Evaluation and Research (CBER) to
monitor the safety of FDA-approved drugs. FDA uses FAERS to construct
post-marketing surveillance programs. If a safety concern is identified in FAERS,
further action will be taken.

The growing number of treatment options has generated an increasing need for
scientifically rigorous comparisons of multiple treatments to inform healthcare
decision-making. In a systematic review for efficacy and safety of antimanic drugs in
adults, Cipriani et al. reviewed 67 randomized controlled trials (16,073 participants)
published from 1980 to 2010. This study compared the 14 first-line pharmacological
drugs at therapeutic doses [4]. Through a network meta-analysis, they quantified the
relative effectiveness (measured as the mean change on mania rating scales) of these 14
drugs. In addition, they also compared the safety of these drugs by ranking dropout
rates within 3 weeks after initiating treatment. From a pharmaco-epidemiological
perspective, the dropout rates within 3 weeks can be an inadequate surrogate for drug
safety for the following reasons: first, 3 weeks may be not long enough for the
long-term AEs to appear; second and perhaps more importantly, many of the AEs are
rare and have different degrees of severity (e.g., suicide due to depression) [5]. This
information is difficult to uncover using clinical trials with limited sample sizes.

In this paper, we explore the feasibility and usefulness of the post-marketing safety
surveillance database by mining and analyzing the FAERS data. We find that our
results on the relative safety of these 14 antimanic drugs based on FAERS data are
qualitatively in agreement with previously reported results based on systematic review
of randomized controlled trials. However, the analysis based on the FAERS data
provides considerably more insights on different types of adverse effects with respect to
different system organ classes, death, as well as total number of AEs each patient
experienced. These findings can contribute important evidence on relative safety, and
can be potentially combined with the pre-marketing findings to better aid medical
decision-making.

The proposed analytical pipeline is generally applicable to large healthcare data,
although we describe the methods using antimanic drugs in FAERS data for con-
creteness. More precisely, we describe a methodological framework to extract safety
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data, pre-process them, and conduct statistical analysis on comparative effectiveness.
We hypothesize that the proposed procedure can effectively produce useful insights
from large-scale datasets. The proposed pipeline is ready to implement, and results are
easy to interpret. It can be used to select drugs that are important for future investi-
gation, and is also applicable to other types of data warehouses.

2 Methodology

2.1 Data Extraction Method

To make the data clean and standardized for further analysis, we followed Banda’s
work [6] to normalize FAERS data by removing duplicate records and mapping the
drug name to RxNorm [7]. For this study, we focused on the FAERS reports from
01/01/2004 to 12/31/2015. There are 6,156,081 unique records in total. Even though
we have matched the drug names to the same standard, there is still a mixture of brand
names and generic names for the drug name list in FAERS data. We further linked the
brand names to the corresponding generic names based on the Drugs.com database [8].
For example, the generic name Lithium has Eskalith, Lithobid, Lithonate, Lithotabs,
and Eskalith-CR as its brand names. After data extraction and normalization, the details
of the records for the 14 antimnic drugs are as follows Table 1:

2.2 Data-Processing Methods

Since we wanted to use adverse reaction as a variable for analysis, we selected “drug
name list” and “reaction-PT list” from the FAERS database. “PT” refers to “preferred
term in Medical Dictionary for Regulatory Activities (MedDRA), which serves as a
medical terminology used during the pharmaceutical regulatory process [9]. MedDRA

Table 1. The number of records extracted from FAERS for 14 antimanic drugs.

Drug name Number of records

Aripiprazole(ari) 43,126
Asenapine(ase) 5,872
Carbamazepine(cbz) 30,557
Gabapentin(gbt) 102,774
Haloperidol(hal) 18,182
Lamotrigine(lam) 53,957
Lithium(lit) 19,638
Olanzapine(olz) 43033
Quetiapine(qtp) 77,682
Risperidone(ris) 52,758
Topiramate(top) 32,623
Valproate(val) 18,679
Ziprasidone(zip) 13,757
Placebo(pbo) 8,869
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also provides a hierarchical structure of the terms where PT is the second lowest level
descriptor for AEs. In addition, we included “age” and “sex” information for future
analysis. Since there are too many terms on the PT level, we further linked the PT terms
to the System Organ Class (SOC) level, which is the highest level of descriptors in
MedDRA. There are 26 SOCs in total. These SOCs (details are in Table 2) describe
medical symptoms on the organ system level, which gives an overview of how these
drugs targeting mental illness can influence physical health [10]. In the final step, we
labeled different levels of severities to each report. The levels of severities include
death, life-threatening, hospitalization, disability, congenital anomaly, required inter-
vention to prevent permanent impairment/damage, and other serious medical event.
After this data processing, we created 14 matrixes for the 14 drugs containing AEs, age,
sex, and severity level for each report.

Table 2. Definitions of system organ classes on internationally agreed order [11]

System organ class Order

Infections and infestations 1
Neoplasms benign, malignant and unspecified (incl cysts and polyps) 2
Blood and lymphatic system disorders 3
Immune system disorders 4
Endocrine disorders 5
Metabolism and nutrition disorders 6
Psychiatric disorders 7
Nervous system disorders 8
Eye disorders 9
Ear and labyrinth disorders 10
Cardiac disorders 11
Vascular disorders 12
Respiratory, thoracic and mediastinal disorders 13
Gastrointestinal disorders 14
Hepatobiliary disorders 15
Skin and subcutaneous tissue disorders 16
Musculoskeletal and connective tissue disorders 17
Renal and urinary disorders 18
Pregnancy, puerperium and perinatal conditions 19
Reproductive system and breast disorders 20
Congenital, familial and genetic disorders 21
General disorders and administration site conditions 22
Investigations 23
Injury, poisoning and procedural complications 24
Surgical and medical procedures 25
Social circumstances 26
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2.3 Statistical Method

We proposed a statistical analysis pipeline for comparative effectiveness research that
accounts for the unique features of the AE outcomes obtained from the FAERS
database. More precisely, the dimension of FAERS datasets was large in terms of both
number of AE reports and types of AEs. Specifically, the number of columns (corre-
sponding to the types of AEs) varied from 1,176 to 8,246 for each antimanic drug. The
number of patients reported AEs for each drug varied from 5,872 to 77,682. Another
feature of the FAERS data was that the data matrices were very sparse since each
patient generally only had several AEs reported. We included both exploratory anal-
yses and confirmatory data analyses. The exploratory data analyses included direct
comparisons of proportions of classes of AEs among 14 drugs using grouped bar plots,
and evaluation of model assumptions such as over-dispersion. The confirmatory data
analysis included fitting a modified generalized linear regression model on the total
number of AEs reported by each patient.

Exploratory Data Analysis:
To account for the high dimensionality of types of AEs reported for each drug, we
collapsed them into 26 categories based on system organ classification [10]. The
definitions of the 26 system organ classes were listed in Table 2. The proportion of
patients who had at least one report within each system organ class is calculated. These
proportions were compared across drugs for each system organ classes. Figure 1
presented grouped bar plots to visualize the differences among drugs. In addition to
different types of system organ classes, we also compared the all-cause death pro-
portion for each drug using bar plots, and it was calculated by the number of patients
who died dividing the total number of the people who have reported at least one AE.
This all-cause death proportion might not be a direct reflection of the drug safety, but it
might provide complementary information that is of interest.

Another strategy to account for the high dimensionality of types of AEs was to
simply calculate the total number of AEs per subject. We can compare the pattern of
the total number of AEs per subject across different drugs. To explore the distribution
of the total number of AEs per subject, we calculated the empirical variance and
compared it with sample mean for each drug. Such exploration can be used to
investigate the distribution assumption of the Poisson model based on the fact that
Poisson model assumes the mean and variance of the observed data to be equivalent.

Confirmatory data analysis:
For each patient, we summarized the total number of AEs reported. Since a patient
needed to have at least one report to be included in the dataset, the total number of AE
for each patient was a positive integer. When comparing the empirical mean and
variance of the total number of AE, the variance was substantially larger than the mean.
This indicates the over-dispersion of the data, which is likely due to co-occurrences of
AEs. To model the total number of AEs, we used a zero truncated negative binomial
regression to account for the facts that the data are positive and over-dispersed [12, 13].
The model assumes the total number of AEs for every patient follows a
zero-truncated-binomial distribution which has the probability mass function:
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Pr Yi ¼ kð Þ ¼ f k; li; aið Þ
1� f 0; li; aið Þ ð1Þ

where Yi denotes the total number of AEs for the i-th patient and f y; li; aið Þ is the
probability mass function of the negative binomial distribution with mean li and
over-dispersion parameter ai.

To quantify the rate ratio of AE per subject across different drug user groups, we
proposed to use the following generalized linear regression model:

log lið Þ ¼ b0 þ b1x1;i þ b2x2;i þ ; . . .; b13x13;i; ð2Þ

where placebo is used as the reference group and x1;i; x2;i; . . .; x13;i are the dummy
variables created for the other 13 antimanic drugs. The variable xj;i takes value 1 if the
i-th patient takes the drug j. The coefficient bj is the log rate ratio of AE comparing
drug j to the placebo. The Wald test can be used to test each bj ¼ 0, which is to test
whether the AE rate of drug j is the same as the placebo. To test any of the two drugs
having the same AE rate, the likelihood ratio test can be constructed while the
parameters under the null are estimated with the constrain bj ¼ bj0 . The test statistic
follows a chi-square distribution with one degree of freedom when the null hypothesis
is true. The global likelihood ratio test in this case is to test all the drugs having the
same AE rate, which follows a chi-square distribution with 13 degrees of freedom. This
regression was fitted using R package “VGAM” and the log rate ratios were estimated
with 95% confidence intervals. The drugs were then ranked based on the rate ratios.

Fig. 1. Proportions of patients having at least one AE in each SOC class for 14 antimanic drugs.
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3 Results

The analytic results suggested that the post-marketing results of AEs have some
agreements with the pre-marketing results of drug acceptability, while also showing
differences in some aspects. The premarketing acceptability is measured by the dropout
rate in clinical trials, and the causes for dropout may include multiple factors. There-
fore, the dropout rate is related to drug safety but not a direct measure of drug safety.
Figure 1 displayed the proportions of patients who had at least one report of AE in this
class for each of the 14 drugs for each one of the system organ classes. It showed that
for most of these antimanic drugs, the most frequent AEs are related to psychiatric
disorders (SOC 7) and nervous system disorders (SOC 8), which is consistent with
previous findings [14]. Also, Haloperidol, which was showed to be the drug with
highest efficacy with middle-ranked acceptability (7th of the 14 drugs) based on the
pre-marketing clinical results [4]. Based on the post-marketing data (i.e., FAERS data)
and our analysis, the relative rank of the AEs rate for Haloperidol was also lying in the
middle of the 14 drugs. More precisely, for all the SOC classes, the relative rank varied
from the 3rd in SOC 18 and SOC 23 to the 11th for SOC 25, among 14 drugs. We also
found sizable differences between the results from FAERS and the findings from
clinical studies. For instance, relative rankings in safety from pre-marketing clinical
trials showed that Gabapentin had the highest dropout rate; in our analysis, Gabapentin
had relatively low AE rates for SOC 7 and SOC 8 among all the 14 drugs. In addition,
Olanzapine was reported as the drug with lowest dropout rate based on premarketing
clinical trials, but it was found to have the highest AE rate in SOC 5, 6, and 23 among
all drugs.

The patients having mental disorders are subject to certain risk of suicide related
death [15]. On the contrary, some severe adverse events of the drugs might also cause
death. The proportion of all-cause death calculated from the FAERS dataset for each
drug can be a useful measure for drug safety, and is presented in Fig. 2. More precisely,
the proportion of all-cause death for each drug was calculated by the number of patients
who died divided by the total number of the people who have reported at least one AE.
It was showed in Fig. 2 that Haloperidol had the highest death rate (17.26%) while
Asenapine had the lowest death rate (4.81%). Under the assumption of no ascertain-
ment bias, which means that the populations under different drug treatments have
similar characteristics, the death rate can be considered as a combination of both drug
safety and efficacy. However, if the drugs were assigned to the patients selectively
based on their conditions (e.g., the patients with relatively severe disorder were more
likely to be assigned to Haloperidol), this death rate comparison may not directly reflect
drug efficacy or safety.

The results for the zero-truncated negative binomial regression model were shown
in Fig. 3. Each black dot in the plot was the estimated ratio of number of AEs per
patient for each of the 13 drugs compared to Placebo, which served as the control
group. The corresponding line segments showed the 95% confidence intervals of the
rate ratio estimates. The p-value for the global test was less than 0.001, suggesting
significant difference for at least two of the drugs.
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Among all the 13 drugs, only Asenapine had a ratio smaller than 1, which sug-
gested that Asenapine has smaller expected number of AEs compared to the Placebo.
However, since the p-value for testing the difference was 0.152, we cannot claim that
Asenapine is significantly better than the Placebo in terms of number of AEs. The rest
of the drugs all had rate ratios significantly greater than 1, meaning that these drugs on
average would cause more AEs per person compared to Placebo.

In Fig. 3, we also ranked the 14 drugs based on the point estimates of the rate ratio
(Placebo has a ratio equals to 1), and the rank was listed on the vertical axes of Fig. 3
from the top to the bottom. Our result indicated that Asenapine was the drug associate

Fig. 2. All-cause death proportions for the 14 antimanic drugs.

Fig. 3. Estimated rate ratios with 95% confidence intervals for the 13 antimanic drugs compared
to placebo.
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with smallest number of AEs per patient, placebo was in the second place, and
Gabapentin was the drug associated with the largest number of AEs per person. The
pre-marketing results also supported that Gabapentin had the highest dropout rate in
clinical trials, and it was possible that too many AEs might be a reason for the high
dropout rate [4].

4 Discussion and Conclusion

While the revolution of healthcare data greatly increases the amount of available
information, extracting the data and conducting proper analysis become new chal-
lenges. With many events reported after the administration of FDA-approved drugs to
the FAERS database, the safety of drugs can be evaluated using post-marketing
information. In this study, we extracted data from the FAERS database to investigate
post-marketing drug safety of 14 antimanic drugs. We prepared datasets according to
information needed for further analysis by cleaning and normalizing the original
database. To account for the unique features of the FAERS data, we proposed a
statistical analysis pipeline for drug safety comparison. To explore the major types of
AEs of each drug, we classified the reported events according to the system organ
classification. The proportion of patients reporting at least one event for each drug and
each SOC class was calculated. These proportions help us better understand the pos-
sible AEs of a certain drug, and also allow comparison across all drugs.

A truncated negative binomial regression was fitted to the total number of AEs, and
the ratios of the expected event counts compared to the placebo were reported with
95% confidence interval. The 14 drugs were then ranked based on the estimated ratios
and compared to the results from pre-marketing clinical trials.

Our study showed that for most of these antimanic drugs, the most frequent AEs are
related to psychiatric disorders (SOC 7) and nervous system disorders (SOC 8). The
drug that has the highest or lowest proportion for a certain SOC class varies. Olan-
zapine, which is reported to have the highest acceptability based on pre-marketing
clinical trials, is found to have the highest proportion of AEs in SOC 5, 6 and 23.
Haloperidol, which is reported to have the highest efficacy, ranks in the middle of the
14 drugs. The model fitting results show that Asenapine is the drug associated with the
least number of AEs per person and Gabapentin associated with the most number of
AEs per person. The pre-marketing clinical trials usually report the dropout rate as an
indicator for the acceptability of the drugs. Sometimes people tend to evaluate drug
safety based on the acceptability. However, because the reasons for dropouts are not
clearly specified, dropout rates do not completely correlate to drug safety. The findings
in our study therefore provide complementary information for drug safety evaluation
by analyzing the post-marketing AE data. The important contribution of our study is
that we create a data-mining and statistical analysis pipeline to compare multiple drugs
in terms of their reported AEs through the FAERS database. Similar works for com-
paring multiple drugs are based solely on the counts of events for each drug or only one
specific AE such as bleeding, while our work is designed for all the AEs combined and
specifically for the FAERS data [16, 17].

Post-marketing Drug Safety Evaluation Using Data Mining 387



Due to nature of the self-reported FAERS data, the statistical analysis in our study
may have limitations. Unlike data from clinical trials, the FAERS data are reported
when patients have AEs after the treatment. Therefore, the causal relationship between
the drugs and the reported events is not certain. In addition, the population of patients
taking each drug might be different. For example, based on the pre-marketing results,
doctors might prescribe the drug according to the health conditions of patients, which
may cause ascertainment bias in our results. Also, there is no certainty linking between
one AE and one product. For drugs that treat serious mental disorder, death cannot be
simply considered as an extreme severe AE since patients are under certain risk of
suicide related death. Further, whether an event will be reported or not depends on
many factors, making it more difficult to evaluate the drug safety.

In the future, through the methods of data mining and statistical analysis, the
FAERS data can be used to gain more insight into drug safety and AEs. For example, if
the time interval between taking the drug and each report can be extracted, we may use
the patterns of AEs to predict the risk of having certain extremely severe AEs such as
death or hospitalization, which will help make decision in clinical practice and monitor
severe events. Furthermore, our workflow can be applied to a variety of data mining
tasks in medical informatics.

In conclusion, the results of analyzing the post-marketing AEs for the 14 antimatic
drugs are largely consistent with the pre-marketing conclusions and can help further
understand the pre-marketing results. More importantly, analyzing post-marketing data
provides a more comprehensive evaluation of drug safety. Rigorous frameworks that
can effectively combine the pre-marketing data (e.g., clinical trials data) with the
post-marketing data (e.g., FAERS data) can potential generate new research
hypotheses, help better understanding of the association of drug use and AEs, and
provide better evidence in aiding medical decision-making.
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Abstract. This study proposes a modeling framework based on few
radio frequency (RF) tracking devices, such as smartphones or beacon.
The proposed framework aims to estimate crowd density continuously
where vision analysis is unreliable and the relation between pedestrian
speed and density can be at least specified. The crowd density estimated
through the modelling framework can not only be used for evacuation
commanding at emergency times, but also can be used for commercial
usage at a normal time and building/facility layout improvement dur-
ing design time. In the proposed framework, the application level maps
input data spaces into feature spaces. The model level applies multiple
data models to increase the accuracy of the estimated states. Moreover,
the abstract level fuses the heterogeneous parameters estimated from
the model level. The models we included in the framework are cellular
automata models, ferromagnetic models, social force models, and com-
plexity models. The model parameters are estimated by Markov Chain
Monte Carlo (MCMC) and particle swarm optimization (PSO) methods.
The fusion algorithm factory instantiates a data assimilation approach
and a continuous receiver operating characteristic (ROC) estimator.

Keywords: Pedestrian density distribution · RF tracking device ·
Parsimony of sensor · Markov Chain Monte Carlo · Data assimilation ·
Particle swarm optimization

1 Introduction

Crowd or pedestrian density represents important information for assessing
crowd situations in certain critical environments. Computerized crowd density
information can be estimated through surveillance cameras. However, visual
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devices frequently suffer from problems on scalability and reliability. Fortu-
nately, mobile devices, such as smartphones or beacons, have become increasingly
viable as alternative estimation agents to complement the drawbacks of visual
devices [1]. The major problem for such media is the need for people’s voluntary
willingness to be tracked. Another problem is that the number of racketeers is
far less than the total number of people in a crowd [11]. These problems are
challenging in many aspects. This study is the first attempt to propose a mod-
elling framework that continuously estimates the crowd density distribution on
the basis of only few RF tracking devices.

Our principle of sensor parsimony is useful for many pervasive applications.
Visual approaches suffer from various limitations in spite of the maturity of
image processing technology in crowd distribution analysis. Video devices are
normally used on a small scale because digital cameras and dedicated support-
ing infrastructure are expensive and requiring massive deployment to cover a
surveillance area. Reliability could also be a problem for visual-based devices
in certain critical situation. Surveillance cameras may not function properly in
emergency situations, such as escaping from fire, evacuating from earth quake,
human safety monitoring, traffic control, and smart guiding in public. For exam-
ple, the light condition may be insufficient to capture a clear image. The massive
data transmission between cameras and servers may also overload the limited
communication capacity at emergency time. The recorded image is also unavail-
able for calculating crowd density for non-emergency usage, because consumers’
personal information is protected by law. Voluntary tracking could be one of the
few available choices under privacy law restriction. An alternative approach to
acquiring crowd information is through the ever-popular radio-frequency (RF)
devices. Smartphones have almost become a must-have for all individuals. The
RF devices could be reliable and scalable tracking device if the position infor-
mation of every pedestrian in target space could be obtained [3].

The major challenge in applying RF tracking devices is on how to pursue indi-
viduals to reveal their private information. Wireless users only share their private
information on a voluntary basis. Only a small fraction of pedestrians willingly
reveal their location information. Estimate that only under a hundred devices reg-
istering their locations in a particular space among thousands of people is achiev-
able. We tackle the challenging problem by superimposing multiple dynamical
models. If people in a space do not move, most non-tracked individual’s locations
are difficult to know from few tracked devices and, in such situation, may need
to resort to other auxiliary methods, such as acoustic Doppler waves, if neces-
sary. However, the more they move the more information we have and the density
estimation becomes more accurate [5–7]. The two upper pictures in Fig. 1, show
scant possibilities in obtaining density information through few persons with RF
devices in a highly sparse or crowded situation. However, in the two lower pictures
in Fig. 1, the persons wearing RF tracking devices are represented by circles and
the relative movement can help to estimate the crowd density.

The model we first included in the framework are cellular automata (CA)
models, ferromagnetic models, social force models, and complexity models. We
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Fig. 1. Relations among speed, density, and tracking devices. Individual tracking
devices are shown in circles and the number of devices is far less than the total number
of pedestrians.

apply Markov Chain Monte Carlo (MCMC) and particle swarm optimization
(PSO) for state parameter estimation. The parameters estimated from multiple
models are fused by data assimilation (DA) and a continuous ROC estimator,
which robustly relaxes the maximum a posteriori alue in the optimization algo-
rithm. This study proposes a modelling framework that can connect real-world
situations to mathematical models. The scenario simulation provided by the
framework can also increase the specificity of modelling process.

2 Modelling Framework

To address the complicated modelling problem for the real-world pedestrian
behavior, we provide a new and efficient means and fill the gap between real-
world and theoretical problems.

2.1 General Concept

We propose a three-level framework that performs computations on an abstract-
model level over a unified space, collects estimations on a model level over an
algorithmic space, and converts real-world signals to an application levels over
a feature space.

Applications at the top level manifest a property of variety in appearance,
which make the underlying algorithms non-reusable across different kinds of
real-world situations. The framework exploits a conversion that maps versatile
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application domains to a standard feature space using suitable kernel functions.
The process of feature extraction pertains to a mapping Φ : RN �→ F from the
space of input data R

N to the space of feature F. For example, a typical sound
signal contains ten thousands of samples in a second, and directly performing an
algorithm on this high-dimension is difficult. We use Fourier kernels to decom-
pose this signal from a time domain into a frequency domain. We then assign a
set of significant frequency components to a vector in a low-dimension feature
space. In the application of pedestrian flow, some algorithms directly take pedes-
trians’ sampled positions and velocities as input while some algorithms need to
transform the detailed information into an aggregate quantity, such as average
speed or oscillation frequency. Functions in this level mainly provide common
input data in case the algorithms entail the same information.

2.2 Framework in Model Level

We attempt to extend the estimation by superimposing or fusing as many known
relations as possible to tackle the ill-posed problem in crowd density estimation
from limited observations [4]. Figure 2 shows our attempt to incorporate multi-
ple relations in this model level. Each model embodies the relationship of inter-
nal states to observations. To isolate changing applications, we do not specify
the states and observations. We may later assign them to density distribution
ρ(x, y, t) and velocity field v(x, y, t) for coordinates (x, y) at time t.

parameters
model i

hidden
states

obv

State-Model-Observation relation

Fig. 2. Models superpositioning in our fused assimilation framework

Given a model with known states and observations, the model parameters
still possess a large degree of freedom. Each set of model parameters forms a sub-
space. Figure 2 shows that smaller intersection of such subspaces result in higher
likelihood that a unique parameters set could be determined. We apply MCMC
and PSO to determine the unknown parameters. The states can be estimated
accurately if another set of observations can be acquired through alternate means
(Fig. 3). For example, pedestrian velocity can be obtained through RF devices,
surveillance cameras, or Doppler microwaves. The probability of obtaining a
unique solution thus increases.
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parameters
model i1

hidden
states

obv 1 parameters
model i2obv 2

Fig. 3. Fusion through distinct observations

Various crowd models can be instantiated in this level. Several main assump-
tions distinguish the models [9,12]. The major difference among crowd models
is at the modeling scale. In the microscopic scale, approaches involve CA, agent-
based method (ABM), and Markov random field (MRF). In the macroscopic
scale, fundamental diagram, social force, fluid dynamics, and game theory exist.
Some models assume homogeneous behaviors among pedestrians, whereas others
allow heterogeneous behaviors. Models can also build on discrete or continuous
space and time. In terms of psychological response, normal or emergency situa-
tions account for another important modelling attribute. Models of pedestrian
dynamics can build on normal and emergency situations, and their moving pat-
terns can flow through various topological spaces.

Each pedestrian in MRF models is considered as a cell on a grid. These
models mainly use means of probability and statistics to study crowd behavior.
Ferromagnetic models are a kind of MRF and originated from the quantum
mechanical spinning of electrons. A small magnetic dipole moment is associated
with the spin. Thus, the spin can be represented by 1 when pointing upward and
−1 when pointing downward. A highly popular ferromagnetic model is the Ising
model.

Let Λ = {j ∈ Z : |j| ≤ N} be a symmetric finite hypercube on integer
set Z. The configuration space is the set ΩΛ of all sequence ω = {ωj}j∈Λ, i.e.,
ΩΛ = {−1, 1}Λ. We denote the set of Borel σ-field by B(ΩΛ). Let ρ be the
measure 1

2δ−1 + 1
2δ1 and πΛμρ be the product measure on B(ΩΛ) with identical

one-dimensional marginal ρ. The ρ satisfies πΛμρ{F} = μρ{π−1
Λ F} for all F ∈

B(ΩΛ). For each ω ∈ ΩΛ, πΛμρ{ω} = 2−|Λ|, where |Λ| = 2N +1 for this Z case.
The coordinate mappings on ΩΛ, defined by Yj(ω) = ωj , are called the

spin random variables at the site j. The Hamiltonian or interaction energy of a
spin configuration ω ∈ ΩΛ is defined as HΛ,h(ω) = − 1

2

∑
i,j∈Λ Φ({i, j})ωiωj −

h
∑

j∈Λ ωj . We call Φ a ferromagnetic interaction potential and assume that Φ
is a non-negative function on Z which is symmetric and translation invariant.
The corresponding potential V (·) =

∑
Λ Φ(·). The parameter h is a real number

that gives the strength of an external magnetic field that acts at each site in Λ.
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Let β = 1/T > 0 be the inverse absolute temperature. The ferromagnetic
model is defined by the probability measure μΛ,β,h on B(ΩΛ) as follows:

μΛ,β,h{ω} = exp [−βHΛ,h(ω)] πΛμρ{ω} · 1
Z(Λ, β, h)

, (1)

where the partition function is defined as Z(Λ, β, h) =
∫

ΩΛ
exp[−βHΛ,h(ω)]πΛμρ

dω =
∑

ω∈ΩΛ
exp[−βHΛ,h(ω)] 1

2|Λ| . The measure μΛ,β,h is called a finite-volume
Gibbs state on Λ.

A probability measure μ is defined on ΩΛ with strictly positive values
for finite cylinder sets. The conditional probabilities of the form μ[ω(x) =
1| ω(·) on Λ\x] depend only on the values of ω at the neighbors of x and are
invariant under graph isomorphism. The set of all MRF’s is denoted by G. An
MRF is an infinite Gibbs state with a homogeneous nearest neighbor pair poten-
tial Φ and vice versa [8]. Let 0 < p < 1, and 0 < q < 1. We consider the matrix

M =
[

p 1 − p
1 − q q

]

as the transition matrix of the Markov chain with two states.

Let π = {π(−1), π(1)} be the unique stationary distribution (i.e., πM = π).
In order to predict the crowd density inside a topology Λ, i.e., a corridor, we

need to determine two parameters from the Ising ferromagnetic model: temper-
ature T and external intensity h. Assume that the time dependent temperature
distribution over the corridor is given in the sense of average. The crowd density
can be modeled as a stochastic process, where each random variable depends on
its vicinity. The probability measure of crowd density is obtained at a certain
point and time if a finite number of equilibrium states exist. We can then evalu-
ate the density distribution and provide an index for the cost of minimum cost
algorithm Based on the temperature information.

We need the conditional probability of each spot for the calculation of the
nearest neighbor pair potential. Obtaining the pedestrian count with infinitely
high resolution is impossible in the real world application. We can only esti-
mate the nearest neighbor pair potential from the boundary condition, i.e., RF
tracking devices or smartphone apps installed on few volunteers.

The macroscopic crowd analysis can roughly start from a relationship
between density and speed. We refer to density as an overall average scalar
and speed as a non-directional quantity in terms of the entire flock of crowd to
achieve a loose and simple analysis. We will also discuss models that facilitate
vector velocities and density distribution for the x-y positions and time course.

Fundamental diagram basically characterizes a speed-density relation [2].
Pedestrian speed decreases as the density increases When crowd density falls
within a certain range. The relation is achieved because neighboring pedestri-
ans may influence each other on the moving velocity [7]. Free motion should be
maintained without interference when the density is sufficiently low at a normal
situation. The relation is as follows:

v(ρ) = ρ0

{

1 − exp
[

−γ

(
1
ρ

− 1
ρmax

)]}

, (2)
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where v0 = 1.34 m/s is about the free walking speed at flow density, ρmax is the
maximal crowd density that completely blocks human movement, and γ is the
scaling constant. The relation is also suitable to fit into empirical data because
of the simplicity of relation.

Crowd density is an influencing factor of pedestrian speed and can be
uniquely derived from speed only under certain special conditions. In general
case, crowd flocking patterns, obstacles, walking conditions, as well as demo-
graphics and cultural aspects significantly affect the fundamental diagram.

The social force model is a macro-level model in which pedestrians follow a
rule of social force to perform the interaction. The model mimics the force field in
the physical world. The model also assumes that the acceleration of pedestrian
depends on the superimposition of personal (pers), social (soc), and physical
(phys) force fields. That is, F(pers), F(soc), and F(phys) [10,13]. For a pedestrian
of mass mj with velocity vj , the basic equation of motion is given as

dvj

dt
= f (pers)

j + f (soc)
j + f (phys)

j , (3)

where f (·)j = 1
mj

F(·)
j is the specific force. The force pertaining to social interaction

is defined as f (soc)
j =

∑
l �=j f

(·)
jl , which represents the specific forces due to other

pedestrians. There is another force f (pers)
j keeping pedestrian j moving on its own

preferred velocity vj(0) and is defined as f (pers)
j = vj(0)−vj

τj
for an acceleration

time τj .
The social force analogizes the territorial effect on the private sphere. In psy-

chology, people feel uncomfortable when strangers enter their private spheres.
Thus, a repulsive force emerges to separate people. An exponential form is
assumed for easy quantification of the forces. The force between person j and l
is given as

f (soc)
jl = Aj exp

[
Rjl − Δrjl

ξj

]

njl, (4)

where pedestrians possess disks of radius Rjl and distance rjl. The normal vector
njl is a vector that points from j to l, representing the direction of f (soc)

jl . The
quantity Aj is a scaling factor, and ξj is the range of the interactions.

3 Conclusions

On the basis of few RF tracking devices, this study proposes a modelling frame-
work to continuously estimate crowd density distributions, provided that vision
analysis is unavailable and the speed-density relation specified by the fundamen-
tal diagram is at least maintained. The designated events to drive the flock move-
ment include tour walking (shopping or museum), spontaneous walking (subway
or bus station), and ordered/unordered evacuation (drill/fire). The crowd flow
forming patterns included in the modelling framework were jamming on the
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bottleneck, congestion, or stairs, shock wave, oscillation, lane formation, inter-
sections, competition, and various irrational phenomena (panic, herding, and
stampede).

The applications of this framework are suitable for the situations where
the principle of sensor parsimony is prominent. The estimated crowd density
obtained by the modelling framework can be used for commercial usage at normal
times, for evacuation commanding at emergency times, and for building/facility
layout improvement during design times.

This study proposes a modelling framework that can connect real-world situ-
ations to mathematical models. The scenario simulation provided by the frame-
work can also make the modelling process precise. On our next paper, detailed
parameter calibration algorithms will be presented. Pedestrian behaviors will be
investigated empirically on the next stage.
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Abstract. Collecting feedback from customers is an important task of
any business if they hope to retain customers and improve their quality
of service. Nowadays, customers can enter reviews on many websites. The
vast number of textual reviews make it difficult for customers or busi-
nesses to read directly. To analyze text data, topic modeling methods are
usually used. In this paper, we propose to analyze textual reviews using
a recently developed topic modeling method called hierarchical latent
tree analysis, which has been shown to produce topic hierarchy better
than some state-of-the-art topic modeling methods. We test the method
using textual reviews written about restaurants on the Yelp website. We
show that the topic hierarchy reveals useful insights about the reviews.
We further show how to find interesting topics specific to locations.

Keywords: Review text mining · Hierarchical latent tree analysis ·
Topic modeling · Yelp Dataset Challenge · Latent tree models

1 Introduction

Collecting feedback from customers is an important task of any business if it
hopes to retain customers and improve their quality of service. Nowadays, cus-
tomers of online services and customers of goods and services can enter reviews
on many websites, e.g. Amazon, Yelp, and TripAdvisor. Such reviews provide
abundant feedback data for machine learning techniques to learn about the user
and product characteristics and to improve business opportunities.

Two forms of data are contained in the feedback. The first form of data,
ratings, are easily accessible and has widely been used in recommender systems
research. The second form of data, textual reviews, are unstructured and harder
to analyze. They can however provide important information unavailable from
ratings. For example, the reviews can explain users’ preference. By reading the
reviews, customers can know what are the important aspects for consideration
and focus on the aspects important to them. Businesses can also decide how to
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improve their products by learning users’ perception on different aspects of their
products or some similar ones. We focus on textual reviews in this paper.

The vast number of textual reviews make it difficult for customers or busi-
nesses to read directly. To analyze text data, topic modeling methods are usually
used. These methods aim to detect topics in a collection of documents and clas-
sify the documents into those detected topics. Latent Dirichlet allocation (LDA)
has been a popular method for topic modeling [1,3]. Its basic version produces
a single level of topics. LDA becomes slow when the number of topic is set to be
high. Therefore, LDA is not very suitable for finding fine-grained topics. Some
recent methods have extended LDA to produce topic hierarchies, but they have
seldom been used to analyze textual reviews.

Recently, hierarchical latent tree analysis (HLTA) has been proposed for hier-
archical topic detection [4,8]. It uses tree-structured probabilistic models called
latent tree models (LTMs) for topic modeling. The resulting LTM has a deep
model structure and contains multiple levels of latent variables, with each repre-
senting a topic. The model yields a topic hierarchy that contains general topics at
higher levels and specific topics at lower levels. Chen et al. [4] show that HLTA
can produce topic hierarchy of higher quality than two other state-of-the-art
LDA-based methods, namely nested Chinese restaurant process [2] and nested
hierarchical Dirichlet processes (nHDP) [9]. HLTA has also been shown to have a
running time comparable to nHDP on a large data set. Although HLTA has been
shown effective for topic detection for academic papers and news articles [4,8],
it has not been used to analyze textual reviews.

In this paper, we propose to use HLTA to analyze textual reviews. We test
the method using textual reviews written about restaurants on the Yelp website.
We show that the topic hierarchy reveals useful insights about the reviews. We
further show how to find interesting topics specific to locations.

2 Topic Modeling

Consider a collection D = {d1, . . . , dN} of N documents. In topic modeling, the
documents are often represented as bags of words. Specifically, suppose M words
are included in the vocabulary V = {w1, . . . , wM}. Each document d can be
represented as a vector d = (c1, . . . , cM ), where ci represents the count of word
wi occurring in the document d. The aim of topic modeling is to detect a number
K of topics z1, . . . , zK among the documents D, where K can be given or learned
from data. The topic model defines a distribution over words for each topic. A
topic is often characterized by representative words based on the distribution.

Latent Dirichlet Allocation (LDA) is a popular method for topic modeling [1,
3]. LDA assumes each document d to belong to each topic zk of the K topics
according to a distribution P (Z = zk|d) over a topic variable Z. In other words,
∑K

k=1 P (zk|d) = 1. This kind of model is known as mixed membership model.
For each topic zk, LDA defines a conditional distribution P (wi|zk) over words
wi. A topic zk can then be characterized by the most probable words according
to P (wi|zk).
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Fig. 1. Subtree of the latent tree model obtained from textual reviews about restau-
rants on Yelp. The oval nodes represent topic variables whereas the text nodes without
borders represent word variables. All variables have two states.

3 Hierarchical Latent Tree Analysis

A latent tree model (LTM) [5,13] is a tree-structured probabilistic graphical
model [7]. Figure 1 shows an example of LTM. When an LTM is used for topic
modeling, the leaf nodes represent the observed word variables W , whereas
the internal nodes represent the unobserved topic variables Z. All variables are
binary. Each word variable Wi ∈ W indicates the presence or absence of the
word wi ∈ V in a document. Each topic variable Zi ∈ Z indicates whether a
document belongs to the i-th topic.

For technical convenience, an LTM is often rooted at one of its latent nodes
and is regarded as a Bayesian network [10]. Then all the edges are directed away
from the root. The numerical information of the model includes a marginal distri-
bution for the root and one conditional distribution for each edge. For example,
edge Z1590 → beef in Fig. 1 is associated with probability P (beef|Z1590). The
conditional distribution associated with each edge characterizes the probabilistic
dependence between the two nodes that the edge connects. The product of all
those distributions defines a joint distribution over all the latent variables Z and
observed variables W . Denote the parent of a variable X as pa(X) and let pa(X)
be an empty set when X is the root. Then the LTM defines a joint distribution
over all observed and latent variables as follows:

P (W ,Z) =
∏

X∈W∪Z

P (X|pa(X)). (1)

Given a document d, the values of the binary word variables W are observed.
We use d = (w1, . . . , wM ) to denote also those observed values. Whether a
document d belongs to a topic Z ∈ Z can be determined by the probability
P (Z|d). The LTM gives a multi-membership model since a document can belong
to multiple topics. Unlike in LDA, the topic probabilities P (Z|d) in LTM do not
necessarily sum to one.

For topic modeling, an LTM has to be learned from the document data D.
This requires learning the number of topic variables, the connection between
the variables, and the probabilities in the model. We use the method PEM-
HLTA [4] to build LTMs for topic modeling. The method builds LTMs level by
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0.06 korean pork kimchi bulgogi pulled tender belly

0.06 korean pork kimchi bulgogi pulled belly bbq

0.03 bbq brisket

0.06 korean pork kimchi bulgogi pulled belly

0.07 pork pulled belly

0.07 korean kimchi bulgogi

0.09 beef meats cheeses kobe brazilian texas

0.04 beef kobe

0.03 meats cheeses brazilian texas

0.05 fork knife

0.05 tender juicy meat

Fig. 2. Topic hierarchy extracted from the subtree shown in Fig. 1. Each topic is char-
acterized by at most seven descendent words most relevant to the topic. The lowest
level contains topics about different kinds of food, including Philippine Adobo, BBQ
brisket, pork belly, Korean food (kimchi and bulgogi), Kobe beef, etc. The number
before a topic indicates the probability of the topic in the data.

level and is thus also known as hierarchical latent tree analysis (HLTA). Intu-
itively, the co-occurrence of words are captured by the level-1 latent variables,
whose co-occurring patterns are captured by latent variables in higher levels. In
the extracted topic hierarchy, the topics on top are more general and the topics
at the bottom are more specific.

To extract the topic hierarchy from an LTM, we follow the tree structure in
the model and use each internal node to represent a topic. A topic is character-
ized by the words most relevant to them. Specifically, we compute the mutual
information (MI) [6] between a topic variable and each of its descendent word
variable. Then we pick at most seven descendent words with the highest MI to
characterize the topic. As an example, Fig. 2 shows the topic hierarchy extracted
from the subtree shown in Fig. 1.

4 Mining Textual Reviews on Yelp

Yelp1 is a website that allows users to write reviews about local businesses. Some
of the review data are made available through the Yelp Dataset Challenge. In our
experiment, we used the 2015 version of Yelp data. The data set contains 1.57
million reviews for businesses located in 10 cities in the US, Canada, UK, and
Germany. The data set contains different categories of businesses. We included
the largest category of businesses by keeping only those categories that carry any
of these words: “food”, “pubs”, “bar”, “cafe”, or “restaurant”. After filtering,
the data set contains 1.15 million reviews on food-related businesses.
1 http://www.yelp.com/.

http://www.yelp.com/
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Some of the reviews are not written in English. Hence, we used a Java library2

to detect non-English reviews and translated them into English using the Google
Cloud Translation API3. Since one of our aims is to detect location-specific
topics, we removed the 10 city names from the review. After that, we select as
features the 4000 words with highest TF-IDF, which is given by:

tf-idf(w) =
1

ln df(w)

∑

d∈D
tf(w, d). (2)

where the term frequency tf(w, d) is defined as the number of occurrences of word
w in document d, and the document frequency df(w) is defined as the number
of documents that contain word w.

After the above preprocessing steps, we converted the textual reviews into a
binary document-term matrix, with each entry indicating the presence or absence
of a word in a document. We passed the matrix as input to the PEM-HLTA
method4 to build an LTM. We then extracted a topic hierarchy from the resulting
LTM.

Other than the textual reviews, the Yelp data also contains the city of busi-
nesses for the reviews. The city can be considered as an additional variable in
the data set. The dependency between the city variable C and a topic Z can be
quantified by the normalized mutual information [11], which is given by:

NMI(C;Z) =
MI(C;Z)

√
H(C)H(Z)

. (3)

where MI(C;Z) is the mutual information between C and Z and H(·) is the
entropy of a variable [6]. These quantities can be computed from P (c, z), which in
turn is estimated by the empirical distribution P (c, z) = 1

N

∑N
k=1 Ick(c)P (z|dk),

where dk are the textual reviews in the data, ck is the city label for the k-th review,
and Ick(c) is an indicator function having value of 1 when c = ck and 0 otherwise.

The topics with highest NMI(C;Z) are the ones most relevant to location.
Sometimes we may be interested in a particular city j. We can replace the city
variable C with a binary variable Cj such that Cj = 1 if C = j and Cj = 0
otherwise. Then the topics most specific to city j can be given by those with
highest NMI(Cj ;Z).

5 Results

The topic hierarchy produced by PEM-HLTA has 5 levels and contains a
total of 1202 topics. The top-level topics are shown in Fig. 3. They include
topics related to bars, ambience, service, and several kinds of food such as
appetizer/dinner/dessert, breakfast, Thai food, Korean food, Chinese food, etc.
Under the bars topic, there are also sub-topics related to drinks, music, sport
games, and video games. The topic hierarchy obtained is obviously meaningful.
2 https://github.com/optimaize/language-detector.
3 https://cloud.google.com/translate/.
4 https://github.com/kmpoon/hlta.

https://github.com/optimaize/language-detector
https://cloud.google.com/translate/
https://github.com/kmpoon/hlta
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Fig. 3. Top-level topics obtained from textual reviews about restaurants on Yelp. The
first top-level topic is related to bars. It is expanded to show topics related to different
aspects of bars at lower levels in the hierarchy.

0.02 meatballs italian pasta spaghetti meatball marinara ravioli

0.02 italian pasta

0.03 meatballs spaghetti meatball marinara

0.03 ravioli risotto veal gnocchi octopus charred squid

(a)

0.04 management received poor waited receive minutes email

0.04 tip total tax bill cost rewards including

(b)

Fig. 4. The part of topic hierarchy (a) that represents different kinds of Italian food;
and (b) that is related to service and ambience.

The sub-topics of bars also reveal what aspects customers are concerned with
when visiting bars.

The LTM resulted contains 1202 internal nodes representing topics and 4000
leaf nodes representing words. Due to space constraint, we show only part of
the model in Fig. 1. The topic hierarchy extracted from this subtree is shown in
Fig. 2. The lowest level contains topics related to different kinds of food.

The topic hierarchy obtained contains more general topics at higher levels
and more specific topics at lower levels in general. This can be illustrated by two
parts of the topic hierarchy. In Fig. 4(a), the topics at the lower level represent
different kinds of Italian food: pasta; spaghetti; ravioli, risotto, and gnocchi.
The topic at the higher level represents general Italian food. In Fig. 4(b), the
hierarchy groups some topics related to service and ambience together, including
one about (poor) management, one about rude service and filthy environment,
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and one about tip and rewards. The three topics are grouped together possibly
because customers consider quality of service and environment when giving tips.

Table 1 lists the level-1 topics with the highest NMI with the city variable.
They represent topics most relevant to location. The last column shows the city
of which the businesses have the highest number of reviews belonging to the
topic. We see the topics are specific to certain locations. For example, Bellagio
in the second topic is a resort in Las Vegas, and the Fountains of Bellagio is an
attraction there. Foie gras in the fourth topic means liver of a goose and is a
popular French cuisine. Hence, it is reasonable to have that topic more often in
the French speaking city Montreal. The third topic contains the word Wisconsin
and thus is relevant to its capital Madison. The third topic also contains the
word poutine, which is a Canadian dish originating in Quebec. It is also relevant
to another city Montreal. However, PEM-HLTA cannot distinguish between the
two topics. The other two topics buffet and crab legs occur most in reviews about
businesses in Las Vegas. This is possibly because Las Vegas is a popular tourist
destinations and it provides a large variety of food.

We can also find topics most specific to a particular city as explained in
Sect. 4. Table 2 lists the top 3 level-1 topics specific to Las Vegas, Montreal, and
Edinburgh, respectively. Most of them look reasonable.

Table 1. Top five level-one topics most relevant to location.

Rank Topic words Related city

1 buffet, buffets Las Vegas

2 bellagio, fountains Las Vegas

3 curds, poutine, wisconsin, entirely, fashion, form, state Madison

4 gras, foie Montreal

5 crab, legs Las Vegas

Table 2. Top three level-1 topics most specific to a city. Some less characterizing topic
words are omitted to save space.

(a) Las Vegas

1 buffet, buffets
2 bellagio, fountains
3 crab, legs

(b) Montreal

1 gras, foie
2 maple, syrup, waffles
3 curds, poutine, . . .

(c) Edinburgh

1 pub, irish, pint
2 lovely, shared, . . .
2 post, midnight, . . .

6 Related Work

Suresh and Locascio [12] has shown a similar study on Yelp dataset about topic
detection and finding hidden cultures. They use LDA as a topic model and
cluster businesses on a map by topic distribution. Unlike their work, we do
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not use clustering to find out the representative topic of a district. Instead, we
calculated the association to find out the representative topics of a city among
the whole dataset. HLTA has been applied for analyzing text data from academic
papers and news articles [4,8]. However, it has not been used on the Yelp data.
Besides, the topics detected by HLTA have not been associated with other non-
word attributes for further analysis.

7 Conclusion

In this paper, we propose to use HLTA for mining textual reviews. We test the
method using reviews written about restaurants on Yelp. The resulting topic
hierarchy shows some interesting topics and a meaningful hierarchy. We further
identify some reasonable topics most relevant to location and most specific to
certain cities.
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Abstract. The huge amount of clinical text in Electronic Medical
Records (EMRs) has opened a stage for text processing and informa-
tion extraction for healthcare and medical research. Extracting tempo-
ral information in clinical text is much more difficult than the newswire
text due to implicit expression of temporal information, domain-specific
nature and lack of writing quality, among others. Despite of these con-
straints, some of the existing works established rule-based, machine
learning and hybrid methods to extract temporal information with the
help of annotated corpora. However obtaining the annotated corpora is
costly, time consuming and requires much manual effort and thus their
small size inevitably affects the processing quality. Motivated by this
fact, in this work we propose a novel two-stage semi-supervised frame-
work to exploit the abundant unannotated clinical text to automatically
detect temporal events and then subsequently improve the stability and
the accuracy of temporal event extraction. We trained and evaluated
our semi-supervised model with the selected features of testing dataset,
resulting F-measure of 89.76% for event extraction.

Keywords: Temporal event extraction · Electronic medical records ·
Clinical text · Natural language processing · Machine learning

1 Introduction

Automatic recognition and extraction of essential temporal information from
text in natural language have been an active area of research in computational
linguistics for past several decades. Moreover the recent prevalence of clinical text
in Electronic Medical Records (EMRs) receives a great attention from researchers
due to its significance and rich patient clinical information. The huge collection
of EMRs provides a vast but still a underutilized rich source of patient medical
information in the real world. However exploiting clinical text from EMR is
very challenging due to its heterogeneity nature, lack of structure and writing
quality [1–3].
c© Springer International Publishing AG 2017
Y. Tan et al. (Eds.): DMBD 2017, LNCS 10387, pp. 409–421, 2017.
DOI: 10.1007/978-3-319-61845-6 41
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Table 1 shows the example of clinical text and types of temporal information
in EMR. In this clinical text, most events happened during the patient stay at the
hospital, which is associated with clinical time stamps (date, duration and time).
Medical doctor’s and nurse’s write their diagnosis and treatments details in the
form of unstructured clinical text with implicit temporal information. Therefore,
clinical text in EMRs reflects the patient’s health status from the series of clinical
observations, disease symptoms and treatment progressions time to time. Con-
sequently temporal information extraction in clinical text indicates the crucial
dimension of time-related information, which is significantly different from gen-
eral newswire text [3–5]. However, recognizing and extracting these informations
are inevitable in order to represent the complete temporal information.

Temporal information in clinical text has several particular characteristics,
which pose some challenges for temporal information extraction (TIE). Beside
the lack of domain-specific resources, we have to face three main challenges for
TIE as the following [3]:

• The relative time expressions,
• Extraction of event durations,
• Extraction of implicit temporal relations (determining the order between

events and expressions).

Temporal expressions are important to represent the rest of medical events
in clinical timeline. These expressions are often mentioned in clinical text with
the usage of relative time. Also the clinical events and relations often mentioned
without referring/specifying of the time and order, respectively. For instance, we
consider the following sentences:

Table 1. Example of clinical text and types of temporal information in EMR

Types of temporal information Examples

Temporal expressions The patient was transferred to the hospital for
surgical intervention on 2016-06-11. The next day
she administrated a drug one hour before the
surgery.

Temporal events The patient consulted the toxicologist and he felt
that most likely had benzo overdose.

Temporal relations The patient has a history of frequent severe cold,
fever and cough.

The above example shows that the temporal expressions, events and rela-
tions have often written with relative time, implicit durations and order. Also to
understand the medical concepts from clinical text, it requires the considerable
medical domain knowledge.

Though the human can be able to understand the temporal information
such as events and relations between the events, whereas it remains the non-
trivial task in machine learning and clinical natural language processing (CNLP).
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Despite of these limitations, the existing works [5–7] established various methods
to extract temporal information with the help of annotated corpora.

Annotating clinical text is an important step for various information extrac-
tion tasks. However, annotating clinical text is a time-consuming task often
requires the domain knowledge, cost and considerable manpower to annotate
the corpus manually [8,9]. Hence obtaining annotated corpora is expensive and
Scarce [10]. This time-consuming annotation task often requires the domain
knowledge, time, cost and considerable manpower to annotate the corpus man-
ually. Hence obtaining annotated data is expensive and Scarce [10].

Although a lot of medical records are publicly available for research such as
MIMIC II and MIMIC III clinical databases, only very few annotated records
with temporal information such as I2B2 dataset, SemEval 2015 and SemEval
2016 clinical datasets are available. However, learning a stable and reliable model
usually requires plenty of annotated data. Motivated by this fact, in this work we
propose a novel two-stage semi-supervised framework to exploit the abundant
unannotated clinical text to automatically detect the temporal events. Thus, our
contribution in this paper are:

• We proposed a two-stage semi-supervised framework to automatically detect
the temporal events from clinical text and gradually increase the number of
records in annotated corpora and accuracy of temporal event extraction by
exploiting rich, abundant unannotated text.

• We exploited various feature sets such as lexical, syntactic and metamap
features for each word and phrase level to extract temporal events

• To avoid the data bias and improve the stability and accuracy of the model,
we utilized a clustering algorithm to select a rich and sparse training dataset
from abundant unannotated text.

2 Related Work

The research field of temporal information extraction from text was commenced
on non-clinical settings such as general newswire domain with the creation of
TimeML corpora [11,12]. This corpora have three types of temporal information:
temporal expressions, events and temporal relations. In [13], the authors made
a review of temporal information extraction tasks and techniques in general
domain that follow three approaches: rule-based, machine learning-based, and
hybrid approach.

In the recent years the interest of temporal event extraction from clinical
text has received much attention from researchers due to wide implementation
of EMRs in the hospitals. Many researchers worked on various topics of temporal
representation and reasoning with clincal data [14–16].

To expedite the progression of temporal information detection from clini-
cal text, I2B21 organized a shared task of temporal relations challenge in the
year 2012 [7,8]. Followed by I2B2, various research groups such as SemEval
1 https://www.i2b2.org/NLP/TemporalRelations/.

https://www.i2b2.org/NLP/TemporalRelations/
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2015 [17] and SemEval 2016 [18] contributed an annotated corpora on tempo-
ral relations and entities to develop the various temporal information extrac-
tion methods. In Japan, NII Testbeds and Community for Information access
Research (NTCIR-MedNLP) provided the medical text for various medical data
exploitation research works [19]

The most techniques for temporal information extraction on clinical text are
mainly based on available techniques used in the general newswire text domain.
The rule-based methods deeply analyzed the nature of the data and developed
the hand-coded rule to extract the event [20], which demands domain knowledge
besides much of manual effort and time. In the machine learning-based approach,
the feature set is determined through NLP data structures, part-of-speech, n-
gram, or external resources [6,20] before applying probabilistic models such as
Hidden Markov Models(HMM), Conditional Random Fields(CRF) [5]. The best
performing system Xu et al. from I2B2 shared task Sun et al., using the hybird
approach with hand-coded rules, CRFs and SVMs by exploiting the various
feature sets [21].

On the other hand, Jindal et al. developed the pipeline approach to extract
the events from clinical text. In this approach, they recognized the attributes
of the events in first stage, then they implemented Integer Quadratic Program
(IQP) for the event extraction. For extracting the temporal expressions, they
have adopted the publicly available time expression system HeidelTime [22].
However, this approach have the limitation with accuracy. The evetn accuracy
of this method is decreased in comparison to existing approaches [5].

Fig. 1. Problem space and overview

From the above literature review, we discovered that all the existing temporal
event extraction work were established with the available small number of anno-
tated temporal corpus. However, a lot of rich unannotated clinical text are avail-
able compared to annotated clinical data. Moreover, the temporal annotation
task is time-consuming, often requires the domain knowledge and considerable
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manpower to annotate the corpus manually. Also, unannotated testing corpus
is not likely to be same as with their training or testing dataset. Besides that,
from the literature review, we discovered unannotated data have significantly
contributed to enhance the model when we combine with annotated data [23].
Therefore, we proposed and developed a semi-supervised framework to automat-
ically to detect the temporal events from clinical text by exploiting unannotated
text with gradually increasing of the number of annotated text in the corpus,
which increases the automatic annotation accuracy as shows in Fig. 1.

3 Semi-supervised Framework for Temporal Event
Extraction from Clinical Text

The core of our proposed method relies on semi-supervised framework, which
uses the semi-supervised conditional random fields for event recognition as the
event extraction considered one of the sequential labeling problem. The semi-
supervised models significantly contributing to obtain the stable and reliable
model for text processing and classification [23]. Also the undirected proba-
bilistic models such as Hidden Markov Models (HMM), Morkov Random Fields
(MRF) have been used for sequential labeling and information extraction in gen-
eral domain for the past several years. specifically Conditional Random Fields
(CRFs) have been exploited to assigns the label sequence to a given set of
observed text data sequences [24].

3.1 Proposed Framework

After considering the advantages of semi-supervised learning and the literature
review from general and clinical text [3,5], we found that, CRFs outperforms
in information extraction compared to other machine learning and rule-based
methods. Therefore, we are focusing on developing semi-supervised CRF method
to extract events from both annotated and unannotated clinical text [25].

Fig. 2. Proposed framework for temporal event extraction
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Figure 2 shows our proposed framework for temporal event extraction from
the clinical text using semi-supervised conditional random fields. It consist of
two stages. In the first stage (steps 1–3), we generated various feature sets such
as lexical, syntactic, semantic features and trained the CRF model2 [26]. In the
second stage (step 1, 2, 4 and 5), we evaluated the effectiveness of feature, to
select the best feature set for semi-supervised CRF. To our best knowledge, the
proposed approach is the first semi-supervised framework for events extraction
that exploits the annotated and unannotated clinical text. Also we introduced
the clustering algorithm to select the high quality and sparse data to achieve the
fairness of the training data selection from the unannotated clinical text.

3.2 Temporal Event Recognition

Temporal event recognition is observing a particular object/ action or set of
objects through clinical timeline. Events in clinical text refers to medical concepts
such as symptoms occurred, disease/disorder names diagnosed, medications pre-
scribed by doctors and treatment procedures followed by patients. Therefore,
the event extraction task in clinical text demands the domain knowledge as
mentioned earlier. In this work, we exploited external knowledge source Unified
Medical Language System (UMLS) to leverage the domain knowledge. In the
first stage (step 3), we developed and evaluated a supervised conditional Ran-
dom Fields (CRFs) model to recognize the temporal events with various features
sets. Table 2 shows the features used in our proposed framework.

Table 2. Features used for temporal event extraction

S. No Features used

1 Word

2 Base form of the word

3 Lemma of word

4 POS tag of word

5 Chunking

6 Previous word

7 Next word

8 POS of next word

9 POS of Previous word

10 Bigram

11 Trigram

12 Concept unique identifier from metamap

13 Semantic groups from metamap

2 https://sourceforge.net/projects/crfpp/.

https://sourceforge.net/projects/crfpp/
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In the second stage of the framework, we utilized the rich quantity of unan-
notated data to develop the semi-supervised CRF by using the feature set from
first stage, and increase the number of records in annotated corpora spirally.
Subsequently improve the event extraction accuracy. In this study, we focused
on temporal event extraction by the proposed semi-supervised framework. It
consists of two steps: unannotated data selection for selecting the high quality
data from plentiful unannotated data, and feature generation and mapping for
extending the labels to unannotated training data. After the feature generation
and mapping, we trained the semi-supervised CRF (step 5) with Mallet tool3.

3.3 Selection of Unannotated Training Data

The step 1 of proposed semi-supervised framework requires a training data from
an unannotated dataset. As we mentioned earlier, we have an abundant amount
of unannotated data. However, we cannot assume that all the patient records in
unannotated data are equally distributed among all the disease groups (accord-
ing to international classification of diseases from WHO) and contains the sig-
nificant details. In this situation, to maintain the fairness of data selection in
the empirical experiment, we leveraged the advantage of clustering algorithm for
unlabeled training data selection instead of selecting the records randomly. This
approach helps us to achieve the rich and sparse training data from abundant
unannotated dataset.

To accomplish the unannotated data selection, we exploited the simple K-
means clustering algorithm [27] with TF-IDF. After applying the algorithm we
obtained “k” clusters with similar group of patient records. Finally we manually
selected “n” training records from each of “k” number of clusters, which contain
sparse and rich temporal information. Subsequently, the influence of unannotated
data towards the trained model would be high and the model achieves high
accuracy and stability.

3.4 Feature Generation and Mapping

In step 2 and 4 of semi-supervised framework, we have created list of feature
groups to train and evaluate the performance of the model.

Feature Generation: To generate the features, various external tools have
been exploited. These features sets are selected based on the significance of each
features. The first group of features contain the lexical features, such as base
form, surrounding words, POS tags, and chunking. The lemmatization feature
is the only one feature in second group. In the third group, features set is gener-
ated from UMLS metathesaurus4, semantic group and Concept Unique Identifier
(CUI) of words.

3 http://mallet.cs.umass.edu/semi-sup-fst.php.
4 https://metamap.nlm.nih.gov/.

http://mallet.cs.umass.edu/semi-sup-fst.php
https://metamap.nlm.nih.gov/
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• Lexical and syntactic features We have used GENIA Tagger5 to generate the
lexical features such as lemmatization, Part-of-Speech(POS) tags, chunking
the phrases. To define the bigram, trigram, near-by words and their POS tags
we have exploited Python programming language with NLTK package6. The
n-gram language model plays the key role as a feature in the label detection.

• Metamap features: As we mentioned earlier, the clinical text contains the
rich quantity of medical terms and it requires the external medical knowledge
system to detect the medical concepts. Thus, we have used UMLS system
through metamap tool to get of crucial features such as semantic group and
Concept Unique Identifier (CUI) of words from clinical texts.

Feature Mapping: After generating the features from the training dataset,
to develop an effective training procedure, we first need to extend the labels
for unannotated dataset. Unlike the general text, the clinical text provides the
advantage to classify the words into single semantic group from UMLS. Therefore
we grouped the features and words based on the semantic groups from UMLS.
We selected 35 predominantly contributing groups from 133 semantic groups in
UMLS.

4 Experimental Evaluation

4.1 Data Preparation

We obtained the preprocessed and annotated training and testing data from
I2B2 temporal relation challenge organizers. This dataset prepared based on the
I2B2 guidelines (adopted from THYME guidelines) for clinical text. We used
this annotated dataset for our experiments and evaluation.

• Labeled training data: 180 annotated records from I2B2 temporal relations
shared task, which contains nearly 10,000 sentences.

• Unlabeled training data: 900 unannotated records from I2B2 medication
and relations shared task, which contains more than 85,000 sentences.

• Testing data: 120 annotated records from I2B2 with ground-truth labels

Our experiments consist of 180 annotated records of training set and remaining
120 annotated records of testing set. The training set contains 16,468 and 2368
temporal events and expressions, respectively. The testing set contains 13,594
and 1820 temporal events and expressions, respectively.

We used the 2010-I2B2 relation challenge and 2009-Medication extraction
data as an unannotated dataset along with annotated data. After applying the
simple K-means clustering algorithm on the unannotated dataset, we obtained
30 clusters and selected 10 records per each clusters. Finally we obtained 300
sparse unannotated training records with rich temporal information. We used 200
records for experiment by slowly increasing the size of unlabeled data, meanwhile
we checked the stability of the model with the tested accuracy.
5 http://www.nactem.ac.uk/GENIA/tagger/.
6 http://www.nltk.org/api/nltk.tag.html.

http://www.nactem.ac.uk/GENIA/tagger/
http://www.nltk.org/api/nltk.tag.html
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4.2 Baselines

In the first stage of the proposed framework, we developed the supervised CRF
model with lexical features such as base form, part-of-speech tags, chunking and
BIO-Events (beginning of event, inside of event, outside of event) as a target
label for temporal event extraction. Later to improve the accuracy, we incorpo-
rated the domain knowledge by exploiting UMLS through metathesaurus tool.
Metamap CUI and semantic group features from metamap helps to improve the
performance for event extraction task as the result shown in Table 2. In the
second stage of semi-supervised approach, we trained our semi-CRF model with
above mentioned features on I2B2 training set and unannotated dataset. Finally,
we evaluated our model with I2B2 testing dataset for temporal event extraction.

In the existing works in literature, mostly used only few available annotated
training and testing dataset for their empirical experiments. Unlike prevailing
experiments, we successfully exploited the large size of rich unannotated dataset
along with annotated training and testing dataset for our experiment.

4.3 Results

Our proposed approach of semi-supervised framework for temporal event extrac-
tion results on I2B2 testing set is presented in Table 3 (Baseline, CRF with var-
ious features and Semi-supervised CRF). We evaluated our model with three
measures: Precision, Recall and F-measure.

Precision =
|System.Output ∩ Annotated.Corpus|

|System.Output| (1)

Recall =
|System.Output ∩ Annotated.Corpus|

|Annotated.Corpus| (2)

F − measure = 2 × Precision × Recall

Precision + Recall
(3)

The first stage of supervised CRF model achieved similar results compared to
other existing works. For event extraction, our proposed semi-supervised model
slightly lagged behind the top performing system by 0.01 F-measure. Please refer

Table 3. Evaluation results of temporal event extraction

Events Precision Recall F-measure

Baseline 69.7 78.1 73.66

CRF + Lexical + syntactic 85.27 72.53 78.39

CRF + Lexical + syntactic + UMLS 85.52 77.56 81.34

Semi-CRF + Random selection 86.41 82.25 84.21

Semi-CRF + Simple K-means 91.56 88.14 89.76

Top performing system from I2B2 [5] 93.74 86.79 90.13
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Table 4. Existing results of temporal event extraction

Events extraction - Research group F-measure Method

Beihang University; Microsoft Asia 90.13 CRF

Vanderbilt University 90.0 CRF + SVM

The University of Texas, DallasdeSouza 88.0 CRF

University of Manchester 87.0 CRF + Dictionary based

University of Arizona, Tucson 88.0 CRF + SVM + NegEx

Mayo Clinic 85.0 CRF

Prateek Jindal et al., UIUC 87.0 Integer Quadratic Program

Sun et al. for the detailed comparison of result analysis [7]. Table 4 provides
the comparative analysis of top performing system from I2B2 2012 temporal
relations shared task.

The semi-supervised CRF model shows a significant improvement on the
results with the influence of unannotated dataset. Apart from the accuracy and
performance from testing dataset, we evaluated the stability and reliability of
the model by applying on small real-world dataset. Our proposed approach per-
formed well and obtained the high accuracy compared to supervised methods.

5 Discussion

In this work, we proposed and evaluated a novel two-stage semi-supervised frame-
work for temporal event extraction. In the stage I, we developed and evaluated
the supervised model for temporal events extraction. To evaluate the accuracy
stage I model, we analyzed the obtained results extensively (which kind of med-
ical concepts, difficult to detect through our system).

• Lack of annotated dataset (unseen events not always coinciding with anno-
tated text, unknown abbreviations (SBE, URI, TPN, CK, etc.,)) is a leading
reason for less performance in event detection. We focused to develop stage II
of semi-supervised framework with utilization of unlabeled dataset to address
this problem.

• Our system identified some of the events partially as some symptoms and
disease name very long. For example, “connected up with social services”,
“infarct of the cerebellar hemispheres bilaterally, the right occipital lobe,
the right thalamus and bilateral pons”. Our method could identify this type
events partially, which subsequently affected recall, subsequently overall per-
formance.

After analyzing the stage I results, to improve the recall and overall perfor-
mance, we focused to implement the semi-supervised framework. In the stage
II, we utilized the simple K-means clustering algorithm for data selection and
introduced feature mapping to extend the labels for unannotated training data.
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We have done our experiment with increasing number of training records and
iterations. The results of our experiment clearly shows that the semi-supervised
CRFs increases the accuracy of the temporal event prediction. At the same time
the precision increased slightly, where as recall increased significantly with the
contribution of unannotated clinical text.

Figure 3 demonstrates the performance of the semi-supervised CRF for tem-
poral event extraction. Figure 3(a) and (b) shows the accuracy of event extrac-
tion model with 300 and 900 unannotated training records respectively. From
the above proposed approach, experimental setup and results, we have concluded
that the increasing number of unannotated medical records and iterations, reli-
ably increasing the accuracy of the model and event prediction.

Fig. 3. Performance of temporal event extraction from proposed semi-supervised CRF
model with 300 and 900 unannotated training records.

6 Conclusion

In this paper, we have presented semi-supervised approach for the temporal
event extraction in clinical text. A novel framework was developed for the semi-
supervised approach to extract temporal events from the rich unannotated text
by extending the supervised model. The proposed framework has two stages. In
stage I, we developed CRFs model on I2B2 annotated data with various fea-
tures set. We found that Besides that we utilized the simple K-means clustering
algorithm to select the rich and sparse data from abundant unannotated data.
We reported the achieved results for event extraction from stage I and stage II.
Compared to the baseline system, performance of the system with features set
is considerably increased due to incorporation of concept unique identifier and
semantic group features from UMLS. In stage II, we extended the unannotated
data by feature mapping and trained the semi-supervised CRF. In this work
we proved that the influence of unannotated clinical text helps to improve the
accuracy of temporal event extraction significantly.



420 G. Moharasan and T.-B. Ho

Acknowledgments. This work is partially funded by Vietnam National University at
Ho Chi Minh City under the grant number B2015-42-02, and Japan Advanced Institute
of Science and Technology under the Data Science Project. Also we thank mayo clinic
and Informatics for Integrating Biology and the Bedside (I2B2) organizers for providing
access to annotated I2B2 temporal relations corpus.

References

1. Roden, D., Xu, H., Denny, J., Wilke, R.: Electronic medical records as a tool in
clinical pharmacology: opportunities and challenges. Clin. Pharmacol. Ther. 91(6),
322–329 (2012)

2. Norn, G., Hopstadius, J., Bate, A., Star, K., Edwards, I.: Temporal pattern dis-
covery in longitudinal electronic patient records. Data Min. Knowl. Disc. 20(3),
361–387 (2010)

3. Sun, W., Rumshisky, A., Uzuner, O.: Temporal reasoning over clinical text: the
state of the art. J. Am. Med. Inf. Assoc. 20(5), 814–819 (2013)

4. Miller, T.A., Bethard, S., Dligach, D., Lin, C.: Savova. Extracting time expressions
from clinical text, G.K. (2015)

5. Tang, B., Wu, Y., Jiang, M., Chen, Y., Denny, J.C., Xu, H.: A hybrid system for
temporal information extraction from clinical text. J. Am. Med. Inf. Assoc. 20(5),
828–835 (2013)

6. Sohn, S., Wagholikar, K., Li, D., Jonnalagaddaa, S., Tao, C., Elayavilli, R.K.,
Liu, H.: Comprehensive temporal information detection from clinical text: medical
events, time, and tlink identification. JAMIA 20(5), 836–842 (2013)

7. Weiyi, S., Anna, R., Ozlem, U.: Evaluating temporal relations in clinical text: 2012
i2b2 challenge. J. Am. Med. Inf. Assoc. 20(5), 806–813 (2013)

8. Galescu, L., Nate, B.: A corpus of clinical narratives annotated with temporal
information. In: ACM, pp. 715–720 (2012)

9. Styler IV, W.F., Bethard, S., Finan, S., Palmer, M., Pradhan, S., de Groen, P.C.,
Erickson, B., Miller, T., Lin, C., Savova, G., Pustejovsky, J.: Temporal annotation
in the clinical domain. Trans. Assoc. Comput. Linguist. 2, 143–154 (2013)

10. Sun, W., Rumshisky, A., Uzuner, O.: Annotating temporal information in clinical
narratives. J. Biomed. Inf. 46, s5–s12 (2013)

11. Pustejovsky, J., Hanks, P., Sauri, R., See, A., Gaizauskas, R., Setzer, A., Radev,
D., Sundheim, B., Day, D., Ferro, L., et al.: The timebank corpus. In: Corpus
linguistics, vol. 2003, p. 40 (2003)

12. Setzer, A., Gaizauskas, R.J.: Annotating events and temporal information in
newswire texts. In: Proceedings of LREC-2000, vol. 2000, pp. 1287–1294 (2000)

13. Verhagen, M., Gaizauskas, R., Schilder, F., Hepple, M., Moszkowicz, J.,
Pustejovsky, J.: The tempeval challenge: identifying temporal relations in text.
Lang. Resour. Eval. 43(2), 161–179 (2009)

14. Zhou, L., Friedman, C., Parsons, S., Hripcsak, G.: System architecture for temporal
information extraction, representation and reasoning in clinical narrative reports.
Am. Med. Inf. Assoc. 2005, 869 (2005)

15. Lin, Y.-K., Chen, H., Brown, R.A.: Medtime: a temporal information extraction
system for clinical narratives. J. Biomed. Inf. 46, s20–s28 (2013)

16. Zhu, X., Cherry, C., Kiritchenko, S., Martin, J., De Bruijn, B.: Detecting concept
relations in clinical text: insights from a state-of-the-art model. J. Biomed. Inf.
46(2), 275–285 (2013)



Extraction of Temporal Events from Clinical Text 421

17. Bethard, S., Derczynski, L., Savova, G., Pustejovsky, J., Verhagen, M.: Semeval-
2015 task 6: cinical tempeval. In: Proceedings of the 9th International Workshop
on Semantic Evaluation (SemEval 2015), pp. 806–814 (2015)

18. Bethard, S., Savova, G., Chen, W.T., Derczynski, L., Pustejovsky, J., Verhagen, M.:
Semeval-2016 task 12: clinical tempeval. In: Proceedings of the 10th International
Workshop on Semantic Evaluation (SemEval 2016), San Diego, California, June,
pp. 962–972. Association for Computational Linguistics (2016)

19. Higashiyama, S., Seki, K., Uehara, K.: Clinical entity recognition using cost-
sensitive structured perceptron for ntcir-10 mednlp. Proc. NTCIR 10, 706–709
(2013)
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Abstract. We study how to characterize usage of words in inquiries from
customers to an online help desk based on their statistical properties such as the
number of being used and their correlation in inquires. We also investigate
possibility that such statistical analysis enables us to foresee difficulties in
dealing with inquiries.

Keywords: Text mining � Online help desk � Entropy � Information

1 Introduction

Data analyses for various social network systems (SNS) are common in recent days.
For example, analysis of emotional exchanges are done [1, 2, 3] to detect how people
interact with each other using specific terms describing events and emotional expres-
sions. There are also studies on whether there is a discrepancy in the content of dialog
between two users by detecting the breakdown of the dialogue between two users
[4, 5]. There, three types of dialogue, “utterances that do not collapse” and “utterances
that feel uncomfortable but cannot be tolerated” and “utterances that are clearly funny”
are prepared. Then, models are constructed using machine learning such as support
vector machines and deep learning and they are compared to see how effective those
models are.

Another important data is provided by the online help desk. Recently, companies
have sections called the online help desk that deals with various inquiries and com-
plaints from customers such as “I cannot understand how to use the product”, “I cannot
understand how to deal with error messages” and so on. Then, the data of the
exchanges between customers and the company accumulates, which includes inquiries
from customers, replies of the company, responses from customers, and the number of
times customers and the company correspond. Data analysts in the company analyze
these accumulated data to improve customer satisfaction.

The purpose of our study is to characterize the usage of words in such online help
desk to improve customer service. In particular, we focus on the number of exchanges
between customers and the company as an indicator for difficulty of handling the
inquiry in the online help desk. When the number of exchanges is smaller, this would
mean that the inquiry is relatively easy to deal with. Then, customer satisfaction would
be higher because customers spend less time to obtain desired answers. On the other
hand, if the number of exchanges is larger, the inquiry would be difficult to handle.
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Then, customers could feel unsatisfied since it takes a longer time to obtain desired
answers. If we can foresee difficulty of handling the inquiry based on the words used in
it, the company could put more resources to handle it better. Based on such a moti-
vation, we study whether usage of words in inquiries bears certain information con-
cerning difficulty of dealing with them. The data we analyze is provided by KSK
Analytics, Inc. [6].

2 Data

Figure 1 is a schematic diagram showing how customers and operators interact in the
online help desk. The data of the online help desk consists of inquiries from customers,
replies of the company, and responses of customers to the company. These exchanges
between customers and the company are accumulated from April 8, 2013 to August 26,
2015, and the total number of inquiries is 11012. For the inquiries and the exchanges
following them, the company assigns the identification numbers. The ticket ID specifies
the set consisting of an inquiry and the exchanges following it. For each element of the
set, the row ID is given in chronological order. Thus, the pair of the ticket and row IDs
uniquely specifies an inquiry or an exchange between a customer and the company. We
list the data of the online help desk in Table 1.

We apply morphological analysis to the texts using an engine MeCab [7]. Here,
morphological analysis means dividing sentences into words based on the grammar and
dictionaries. The total number of words used is 3441, and we assign an integer n to
each word in descending order of the number of being used. When multiple words have
the same number of being used, we order them in Japanese lexical order. The number
of being used is denoted by W(n) for the n-th word.

Fig. 1. A schematic diagram showing how customers and operators interact with the online help
desk. Customers send inquiries to operators and operators reply to them.
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3 Analysis

3.1 Basic Statistics

In the following analysis, we focus our attention to the number of exchanges following
an inquiry. The reason is that the number is supposed to characterize difficulty of
handling the inquiry. That is, we think that the larger the number of the exchanges is.
the more difficult and time-consuming to deal with the inquiry is. We denote the
number of inquiries by N(k) with the same number k of the exchanges following them.
In Fig. 2, we plot N(k) as a function of k. For those inquiries with larger values of k, we
see that N(k) exhibits the power law behavior.

In Fig. 3, we depict the number of words V(w) as a function of the number of being
used w. There, we can also see the power law behavior. In Fig. 3, however, those
words with larger values of V(w) are not necessarily informative concerning difficulty
of handling inquiries in which the words are used. The reason is that some of the words
are used because of the grammatical structure of the sentences, not because of the
meaning of the words. Others frequently appear in the sentences because they are
general terms in the field in which the company operates. Thus, the quantity V(w) does
not seem to be a good indicator of k, which we think is an indicator for difficulty of

Table 1. the data of the online help desk

Column name Details

Ticket ID The set of an inquiry and the exchanges following it
Row ID Chronological order of the exchanges
Text Sentences in an exchage

Fig. 2. The number of inquiries N(k) as a function of the number k of the exchanges following
them.
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handling the inquiries. Therefore, in our study, we try to find other statistical quantities
which correlate with k better.

3.2 Conditional Probability of the Words

In our study, we use the Boltzmann entropy and the Kullback–Leibler divergence (KL
divergence) [8] to construct an indicator for k, the number of exchanges following an
inquiry. In Fig. 4, we display the conditional probability p(n|k), which is the probability
of finding the n-th word in those inquiries of k. In Fig. 5, we also show the conditional
probability p(k|n), which is the probability of the inquiries of k for the n-th word.

Fig. 3. The number of words V(w) as a function of the number of being used w.

Fig. 4. The conditional probability p(n|k) is shown, which is the probability of finding the n-th
word in those inquiries of k.
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In Figs. 4 and 5, we notice that those words with smaller values of n tend to be used
more uniformly concerning k than those with larger values of n. This result confirms
our finding in Fig. 3 that those words with larger values of w are not very informative
concerning k. However, statistical properties of those words with larger values of n, i.e.,
smaller values of w may be an artifact due to smaller numbers of samples. Thus, there
can be a tradeoff between the number of being used and possibility of characterizing
k. In order to handle this problem, various indicators have been proposed such as
TF-IDF. Here, we investigate the tradeoff by considering the distributions of the
Boltzmann entropy and the KL divergence of the conditional distributions p(k|n).

3.3 Boltzmann Entropy of Words

The Boltzmann entropy of the conditional probability p(k|n) is defined as follows

SðnÞ ¼ �
XK

k¼1

pðkjnÞ log pðkjnÞ ð1Þ

where K is the maximum number of exchanges following an inquiry. The larger the
value of entropy S(n) is, the smaller the information of the n-th word is concerning
k. Therefore, we define the value of information of the n-th word as follows

IðnÞ ¼ logðKÞ � SðnÞ ð2Þ

where log(K) is the maximum value of the entropy S(n). We introduce the definition of
I(n) so that the value of information is zero when the probability p(k|n) is constant. In
Fig. 6, we show I(n) as a function of n. As we have already discussed, the values of
I(n) tend to be smaller for smaller values of n. On the other hand, the distribution of

Fig. 5. The conditional probability p(k|n) is shown, which is the probability of being used in the
inquiries of k for the n-th word.
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I(n) attains its largest value for words of larger values of n. However, it is an artifact
since the number of being used for them is just 1.

3.4 Kullback–Leibler Divergence (KL Divergence)

The KL divergence between the conditional distribution p(k|n) and p(k) is as follows

DðnÞ ¼
XK

k¼1

pðkjnÞ log pðkjnÞ
pðkÞ ð3Þ

where p(k) is the probability that inquiries take k exchanges. Figure 7 shows the
distribution of D(n) as a function of n. The behavior of D(n) is similar to that of I(n),
i.e., the larger n is, the smaller its value is. However, we note an important difference
between Figs. 6 and 7. While I(n) does not show much variation as n becomes smaller,

Fig. 6. The distribution of the value of I(n) as a function of n.

Fig. 7. The distribution of the value of D(n) as a function of n.
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D(n) keeps decreasing. Moreover, large gaps of almost two decimal digits exist in
Fig. 7 between n*100 and n*103. This implies that D(n) is more effective than I(n) as
characteristics concerning k, the number of times the inquiry takes to be fully resolved.

4 Conclusion

We have analyzed the distribution of words used in the online help desk to see if their
distribution bears a certain characteristics concerning difficulty of dealing with inquiries
for the company. As an indicator for the difficulty, we have paid our attention to the
number of exchanges following the inquiry. As a measure to quantify correlation
between the usage of words and the difficulty, we have estimated the Boltzmann
entropy and the KL divergence. Then, we have found similar tendencies that those
words with larger numbers of being used have less information concerning the diffi-
culty. However, we have noticed an important difference that the distribution of the
values of the KL divergence exhibits larger variation than that of the Boltzmann
entropy. This comes from that fact that the KL divergence takes into account the
probability of the number of exchanges following inquiries. Thus, the KL divergence is
a better indicator concerning the difficulty of handling the inquires. Now, we are
planning to find a criterion concerning to what extent our analysis is statistically
meaningful. We are also thinking of using the Tsallis statistics since the Tsallis
statistics can be more suitable for the analysis of those data which exhibit the power
law behavior [9].

We would also like to characterize how difficult and technical those words are
which appear in the inquiries which take longer exchanges. One possibility for such
characteristics of words is their lengths. We will perform analyses concerning corre-
lation between difficulties of words used in inquires and difficulty of handling inquires.
We will also analyze the words used in replies of the company, and see if there exist
differences between those replies which used less technical words and those which do
more. Such comparison would help the company to improve their customer satisfac-
tion. These studies will be published in a near future.
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Abstract. Single nucleotide polymorphism (SNP) data are typical high-
dimensional and low-sample size (HDLSS) data, and they are extremely
complex. In this paper, by using a deep neural network with a loci filter
method, multi-level abstract features of SNPs data are obtained. Based
on the abstract features, we get the diagnosis results for schizophrenia.
It shows that the performance of the deep network is better than those
of other methods, i.e., linear SVM with soft margin, SVM with multi-
layer perceptron kernel, SVM with RBF kernel, sparse representation
based classifier and k-nearest neighbor method. These results indicate
that the use of deep networks offers a novel approach to deal with HDLSS
problem, especially for the medical data analysis.

Keywords: Deep neural networks · Schizophrenia · Single nucleotide
polymorphism · Diagnosis

1 Introduction

HDLSS data have proliferated swiftly in the last few years, especially in medical
fields, e.g., genomic data, medical image data and proteomic data, etc. HDLSS
data have important impact on learning algorithms. For instance, it is known
that when the ratio of the number of training samples to the number of fea-
ture measurements is small, classical methods often fail [1]. Generally speaking,
the performance of commonly used learning methods degrade since a number
of irrelevant and redundant features are involved in them. This phenomenon is
called as curse of dimensionality. With the increasing of unnecessary features, the
search space becomes larger and more complex, and the generalization ability
turns more difficult. In order to overcome such major obstacle, dimensionality
reduction techniques are usually employed. That is, the set of features required
for describing the data is reduced, and the performance of the learning models
is commonly improved. Feature extraction is arguably the most famous dimen-
sionality reduction technique.

Schizophrenia (SZ) is a kind of mental illness, and it is considered to be
caused by the interplay of a number of genetic factors and environmental effects.
Since schizophrenia can impair normal life and incur huge societal and economic
c© Springer International Publishing AG 2017
Y. Tan et al. (Eds.): DMBD 2017, LNCS 10387, pp. 433–441, 2017.
DOI: 10.1007/978-3-319-61845-6 43



434 C. Qiao et al.

costs, early and accurate classification can significantly improve the treatment
and reduce associated costs. Recently, many investigation have been put forward
to study the corresponding genes associated with SZ [2].

A single nucleotide polymorphism is a gene sequence variation occurring com-
monly within a population (see, Fig. 1). The dbSNP lists 112,736,879 SNPs in
humans in 2014 [8]. For example, multiple genes have been identified as poten-
tial causal genetic markers for SZ, including CACNA1C, CACNB2, ZNF323,
G72/G30, DISC1, GRIK3, EFNA5, AKAP5 and CACNG2 [3,4]. While, how to
use the SNPs data to find the risk biomarkers of diseases is still full of chal-
lenging. Most of the existing studies were based on using univariate modeling
approaches on specific markers and their effects tend to be quite small. [6] applies
support vector machines to SNPs data for the classification of SZ. In [5], a logis-
tic regression procedure is applied to show that specific SNPs are associated
with a range of psychiatric disorders, including SZ. By applying sparse models,
the SNPs data are used to detect risk genes and classify of SZ [7]. Based on the
multi-layer restricted Boltzmann machines (RBMs), classification accuracy was
evaluated for the SNPs selected by the significant pathways in [9].

Fig. 1. Single nucleotide polymorphism: a gene sequence variation

A deep belief network (DBN) is a generative graphical model, consisting of
one layer of visible units and multiple layers of hidden units, with connections
between different layers but not between units within the same layer [10]. A
DBN can be viewed as a composition of simple, unsupervised networks such
as restricted Boltzmann machines(RBMs). In a DBN, for each upper layer, it
takes the output of the previously trained layer as its input, i.e., using the trained
hidden units of the previous layer as pre-training initialization. DBN can learn to
probabilistically reconstruct its input data, and at the layers it perform feature
selection on the inputs. After this learning step, a DBN can be further fine-
tuned in a supervised way by back-propagation, which will then be used for
classification. It has been shown in certain domains that a deep network is more
effective than a shallow network for feature extraction, in that deep network can
also obtain layer-wise abstract features [11].

For performance evaluation, several commonly used classifiers are compared
with the proposed method, e.g., linear SVM with soft margin, SVM with multi-
layer perceptron kernel, k-nearest neighbors method, sparse representation based
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classifier. The training data we used here are from the Mind Clinical Imaging
Consortium (MCIC). They are 184 subjects (including 80 SZ cases and 104
controls) and each subject has 147825 SNPs. In order to make more deep under-
standing about such HDLSS data, we use the real data as the training data set,
and for the testing data, each one is obtained from a randomly selected training
data with variation probability of 20% at each locus on the training data. For
the testing task, we repeat 50 batches, and in every batch, the size of the testing
data is 40.

In order to apply the deep learning approach to SNPs data analysis, we per-
form several preprocessing steps. For the original SNP array data, each SNP is
coded by 0, 1 or 2. In an RBM, for the input data with discrete states, the soft-
max visible units are generally used. In order to suppress noise in the sampling
process, the real-valued probabilities should be used for the reconstruction. If we
still use the softmax visible units, it is quite hard to formulate an accurate rule
to use three real-valued probabilities instead of 0, 1 or 2 without any noise in this
procedure. In order to get good performance, we transform the SNP data into
a binary sequence. Therefore, the dimension of each subject is 147825 ∗ 3. Sec-
ondly, we incorporate a loci filter method to select raw features for the training
data. For a binary distribution, it has two sharp peaks with values 0 and 1. So
we know that if one locus is significant, i.e., it is a potential biomarker, then the
distance between the two means of case and control is greater than a threshold.
At the same time, the standard deviation of case and control data should be
limited. We apply these two principles to the training data to select raw fea-
tures, and then train a DBN constructed via 3-layer RBMs on unlabeled data
in a greedy layer-wise way and use the fine-tuning method on the training data
to further adjust the parameters of the network. The 3-level abstract features
of the simulation data are thus achieved and stored in the network. In addition,
a linear classifier is added to the output layer of the deep network to classify
the testing data. The results show that the performance of the deep network
followed by a linear classifier performs better than the other classifiers. That is
because, the deep network can extract more meaningful abstract features, which
work better than the raw data.

In all, in this present, we consider SNPs data with a dimension of nearly One
hundred and fifty thousand. For the training data, by combining with a loci filter
method, a deep belief network with stacked restricted Boltzmann machines is
applied to perform feature extraction for SNPs data. Further, a linear classifier
is added on top of the deep network to carry out fine-tuning step. The classifica-
tion performance of the trained network on the testing data can show it is quite
efficient, when comparison with other classifiers. We can see that by using a deep
network combining with a loci filter method, layer-wise deep feature representa-
tions of SNPs data can be extracted, which provide distinguishable features for
better diagnosis of disease. The SNP data may contain complementary informa-
tion about multiple psychiatric disorders (e.g., schizophrenia, bipolar, unipolar
disorders) and the model by DBN with multi-task learning procedure can be
generalized for accurate classification of these multiple diseases. In addition, it is
promised that the proposed model can be generalized for multi types of genomic
and imaging data.
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2 Structure of DBN

In the present paper, a DBN constructed by 3-layer RBMs is utilized to perform
feature learning task.

The deep belief network (DBN) is a generative graphical model, consisting
of one layer of visible units and multiple layers of hidden units, with connections
between different layers but not between units within the same layer.

As a kind of unsupervised feature learning method, DBN has been widely
used for unsupervised feature abstraction, dimensionality reduction, collabora-
tive filtering, feature learning and topic modeling. It has shown a strong promise
in automatically representing the feature space using unlabeled data to increase
the accuracy of subsequent classification tasks. While, till to now, DBN has sel-
dom been applied to genomic analysis. This may be due to the extremely high
dimensionality of genomic data, the lack of sufficient samples, and the lack of
known characteristics (e.g., the locality in genomic data). These factors limit the
use of deep learning techniques such as the convolution or pooling, which have
been used in image data analysis.

A DBN can be viewed as a composition of simple, unsupervised networks
such as RBMs. An RBM is a stochastic artificial neural network, which can find
a compressed feature representation of the current input data, and the last layer
of the model provides abstract features of the raw data. In an RBM, there are
two layers: one is the visible input layer, and the other is a hidden layer. There
are connections between the layers but no connection between units within each
layer. Since the input of the first layer is the SNPs data, i.e., the information
coded as 0, 1 or 2, and usually, for the discrete state data, softmax and multi-
nomial units are used as the visible layer. In order to obtain more accurate
feature selection, we convert the SNPs sequences into binary sequences. Thus,
we can use the real-valued probabilities of the visible layer in the reconstruction
phase directly (this process is formulated in (2)). In [9], we have shown that this
transformation improves the performance of RBMs compared to using softmax
units. The binary RBM model, i.e., the Bernoulli-Bernoulli RBM (BBRBM),
uses binary units for both the visible and the hidden layer. The energy function
of the BBRBM is defined as

Eθ(v, h) = −vT Wh − vT α − hT β. (1)

where the visible units v = (v(1), v(2), v(3)), and v(i) = (v(i)
1 , v

(i)
2 , · · · , v

(i)
Nv

)T

(i = 1, 2, 3) is an Nv-dim vector with each v
(i)
j ∈ {0, 1}. h = (h1, h2, · · · , hNh

)T

is the hidden units with each hj ∈ {0, 1}. α = (a1, a2, · · · , a3∗Nv
)T is the bias

of the visible units, β = (b1, b2, · · · , bNh
)T is the bias of the hidden units, and

W = {wij}3∗Nv×Nh
with each wij being the connection weight between vi and

hj . Here Θ is the set of parameters of the BBRBM, especially referring to the
connection weight matrix W between the visible units v and hidden units h, the
bias α of v and the bias β of h. For every sample, denote the SNP sequence as
S, i.e., S is an Nv-dim vector and each Sj ∈ {0, 1, 2}. For each v

(i)
j (i = 1, 2, 3,

j = 1, 2, · · · , Nv), it is defined as follows
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v
(i)
j =

{
1, Sj = i − 1
0, Sj �= i − 1 . (2)

For a BBRBM, the distribution of the observed data vθ, Pθ(v), is defined as
Pθ(v) = 1

Zθ

∑
h e−Eθ(v,h). Let L(θ) = log Pθ(v), and find one θ∗, such that

θ∗ = arg max
Θ

L(θ). (3)

is just the task of training the BBRBM, and this can be achieved by performing
stochastic steepest ascent method. In order to avoid calculating the expectation
of vihj on the model which is appeared in the partial derivative of L(θ), a faster
learning approach called contrastive divergence (CD) is used. And the change in
the parameters are then given by

Δwij = ε · (〈vihj〉data − 〈vihj〉recon). (4)

Δai = ε · (〈vi〉data − 〈vi〉recon). (5)

Δbj = ε · (〈hj〉data − 〈hj〉recon). (6)

In which, ε is the learning rate, and 〈·〉 is the operator of expectation with the
corresponding distribution denoted by the subscript.

Furthermore, in order to limit the quickly increasing bounds of the weights,
the optimization function is modified to be

max
Θ

L(Θ) − λ‖W‖2. (7)

where ‖ · ‖2 is the L2 norm and λ is the parameter to control the bound of
W . The purpose of adding the regularization ‖W‖2 is to prevent overfitting. By
using gradient descent, we can update the parameters in (7).

3 Preprocessing and Classification Results

3.1 Preprocessing the Simulation Data

We use simulation data in this paper. They are from the real data of the Mind
Clinical Imaging Consortium (MCIC). The SNPs data were collected from 184
subjects including 80 schizophrenia patients and 104 healthy controls, and each
sample size is 147825. Since the dimension of each sample is so high, with quite
small sample size, so in order to get better understanding about such data, we
do some experiments on simulation data. For every batch, the training data are
the real data, and for the testing data, each one is obtained from a randomly
selected training data with variation probability of 20% at each locus. For every
batch, the size of the testing data is 40, and we repeat this procedure 50 times.

Before classification, we make some preliminary processing on the data.
Firstly, by (2), we obtain the binary data where each sample has dimension
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of 147825 ∗ 3. Next, we notice that for the classification of binary distribution,
it has two sharp peaks at value 0 and 1. That is because such kind of data
can be considered as an extreme case of the Gaussian mixture distribution with
small standard variations around 0 and 1 respectively. Thus, for each locus k
of the training data, we define m1(k) and μ1(k) as the mean and the standard
deviation of the health subjects, and m2(k) and μ2(k) as the case subjects. Let

dm(k) = |m1(k) − m2(k)|. (8)

to be the distance between m1(k) and m2(k). For the binary distribution, it has
two sharp peaks at two values 0 and 1, which can be considered as an extreme
case of the Gaussian mixture distribution with small standard variations around
0 and 1 respectively. So dm(k) can be considered as an index to investigate
the distance between centers of the two data sets, i.e., the degree of closeness
for the two data sets. If the k-locus is a significant biomarker, dm(k) should
be significant. Further, for standard deviations μ1(k) and μ2(k), since either of
them is an index to show the degree of concentrate for the corresponding kind
of data set, so in order to assure that the data should not to be so dispersed,
there exists one threshold, such that both of μ1(k) and μ2(k) are less than this
threshold. If these two conditions are satisfied, the potential risk biomarker, i.e.,
locus k can be identified. For simplicity, for all loci k, the lower bounds of dm(k)
are set to be the same, and so do the thresholds for the two standard deviations.
Denote them by Dm and Cμ respectively. In this way, we remove the loci which
are not so significant under a given threshold Dm and Cμ, and this method is
called as the loci filter method.

3.2 Classification Results for Simulation Data

After the loci filter method, the potential biomarkers from the training data are
selected and considered as the raw features for the input of a 3-layer deep belief
network. A linear classifier is added on top of the DBN. For the training data, by
minimizing the difference between the label and the output from the classifier,
we obtain the parameters of the whole network.

The numbers of hidden layer we used here are 1000, 500, 200 respectively;
the learning rate is chosen as 0.1; and the penalty parameter λ is 0.0002. For
the training data, by minimizing the difference between the label and the output
from the classifier, we obtain the parameters of the linear classifier for distin-
guishing SZ. Figure 2 shows the changes of average accuracy rates as well as the
average dimensions with different Dm for 50 batches of testing data. The AR for
the classification is the proportion of all the testing samples that are correctly
predicted. From (a) and (b) in Fig. 2 we can see, when Dm is small, we can keep
enough loci of the samples for further analysis, e.g., we can search for more cor-
relative loci with SZ; but in that case, the AR is low since the noise in the data
(i.e., the useless loci for discrimination) overwhelms the information of the risk
loci. For the instances of high AR, they correspond to large Dms, so we can’t
keep enough dimension of the data and maybe some potential loci correlated
with SZ have been missed.
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Fig. 2. (a) The accuracy rate of classification for different Dm; (b) The retained dimen-
sion of SNPs for different Dm.

In order to keep a balance between deducing the noise caused by the useless
loci (which will overwhelm the information of the risk loci), and holding enough
dimension of raw data to avoid missing potential biomarkers, we get that Dm ∈
[0.025, 0.03] is the best choice. In that interval, the average accuracy rate is nearly
70−80% and the dimension of the selected loci is around 2.2 – 2.9×105. Tables 1
and 2 show the classification performance when Dm = 0.03 and Dm = 0.025
with different threshold Cμ. Here, in order to compare our results, we also test
other classifiers. For Dm = 0.03 or Dm = 0.025, we further add the threshold
Ts to the standard deviations, and the classification performance are shown in
Tables 1 and 2. Here, in order to compare our results, we also test other classifiers.
CLASSIFIER I, II, III, IV, V, VI refers to linear SVM with soft margin, SVM
with multi-layer perceptron kernel, SVM with RBF kernel, k-nearest neighbors
method, sparse representation based classifier, DBN with linear classifier followed
by fine-tuning method respectively. AR refers to accuracy rate, and DL refers to
data length. For each condition and each classifier, the size of the testing data is
40, and the procedure randomly repeats 50 times. On noting that the AR of the
raw data is only about 50%, thus, Tables 1 and 2 show the efficiency of the loci
filter method no matter by using either the 5 kinds of classifiers. Further, from
these two tables, it can be concluded that deep network with linear classifier
performs the best.

Table 1. Classification results based on Dm = 0.03

AR of CLASSIFIERS

I II III IV V VI

Ts DL

0.45 1.1 ∗ 105 0.8500 0.6615 0.7750 0.5655 0.7475 0.8708

0.50 1.9 ∗ 105 0.8035 0.7350 0.5000 0.6975 0.7890 0.8217
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Table 2. Classification results based on Dm = 0.025

AR of CLASSIFIERS

I II III IV V VI

Ts DL

0.45 1.1 ∗ 105 0.8101 0.6775 0.5500 0.5608 0.6655 0.8257

0.50 2.1 ∗ 105 0.7375 0.6975 0.5500 0.6933 0.7215 0.7583

Based on the analysis and understanding for simulation data, some further
research on the real data (184 subjects with 147825 sample size), e.g., finding the
risk biomarkers for SZ, achieving the high classification accuracy for real data,
both are under our current investigation.

4 Conclusion

As a kind of unsupervised feature learning method, DBN has been widely used
for unsupervised feature abstraction, dimensionality reduction, collaborative fil-
tering, feature learning and topic modeling. It has shown a strong promise in
automatically representing the feature space using unlabeled data to increase
the accuracy of subsequent classification tasks. Recently, there are some works
of applying DBN and deep network methods to medical data analysis, such
as identifying networks in neuroimaging analysis and for cancer classification.
However, such feature learning methods have seldom been applied to genomic
analysis. This may be due to the extremely high dimensionality of genomic
data, the lack of sufficient samples, and the lack of known characteristics (e.g.,
the locality in genomic data). This present is exactly an attempt to apply deep
network approach on genomic data. We utilize a loci filter method combing with
a deep belief network to extract discriminative features from SNP data and use
them for classifying SZ. The results show that the abstract features from the
fine-tuned deep network can improve classification accuracy even with a linear
classifier. It is promised that DBN can be used for further feature learning, e.g.,
for searching significant biomarkers and pathways for real data of SZ.
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Abstract. Mechanical fault diagnosis is an essential means to reduce mainte‐
nance cost and ensure safety in production. Aiming to improve diagnosis accu‐
racy, this paper proposes a novel data-driven diagnosis method based on deep
learning. Nonstationary signals are preprocessed. A feature learning method
based on deep learning model is designed to mine features automatically. The
mined features are identified by a supervised classification method – support
vector machine (SVM). Thanks to mining features automatically, the proposed
method can overcome the weakness that manual feature extraction depends on
much expertise and prior knowledge in traditional data-driven diagnosis method.
The effectiveness of the proposed method is validated on two datasets. Experi‐
mental results demonstrate that the proposed method is superior to the traditional
data-driven diagnosis methods.

Keywords: Fault diagnosis · Feature mining · Deep learning · SVM

1 Introduction

As is known, mechanical equipment is an especially safe-critical system [1]. With the
modern mechanical equipment becoming more complex, the demand for safety is also
rising. In order to ensure reliability and improve safety, it is paramount to detect and
locate the fault timely, and then implement corresponding maintenance operation.

Fault diagnosis is still a challenging problem both in academia and industries [2].
After the development of four decades, fruitful researches have been published. Existing
diagnosis methods can be grouped into 3 categories: model-based, data-driven and
hybrid method. Model-based method is based on the model of industrial processes or
practical system, which can be obtained by analyzing physical principles [1]. In data-
driven methods, features are extracted from the collected signals and identified by some
classification technique. Hybrid method is the combination of the first two methods.
Among these methods, data-driven methods are the most promising technique and have
become the research focus in recent years [3].

Traditional data-driven methods are based on the framework [4]: ① Signal collection
② Manual features extraction ③ Fault type identification. In this framework, feature
extraction is the crux. Extraction methods can be categorized into time-domain methods,
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frequency-domain methods and time-frequency methods. In time-domain methods,
statistical features are extracted, such as root mean square, skewness. In frequency-
domain methods, frequency spectrums are obtained by Fourier transform. However, due
to the non-stationary, non-linear and non-Gaussian characteristics, time-domain and
frequency-domain methods are insufficient to obtain the most representative features.
Because time-frequency methods are able to obtain instant frequency, they have been
considered as an effective way to analyze signals’ properties. Common time-frequency
methods are wavelet packet decomposition (WPD) or empirical mode decomposition
(EMD). WPD [5] decomposes raw signals into different sub-bands. Energy or energy
entropy are used as the features. EMD [6] can adaptively decompose raw signals into a
set of intrinsic mode functions (IMF). Each IMF involves local characteristics of raw
signals under different time scale. By analyzing each IMF, fault features can be effec‐
tively obtained. There are already lots of studies based on time-frequency method. For
instance, Hong employed WPD to filter high-frequency noise and EMD to obtain
entropy sequences of the de-noised signals [2]. Soualhi et al. adopted EMD to decom‐
pose raw signals. Then the Hilbert marginal spectrum is taken as the feature informa‐
tion [7].

Although the traditional data-driven methods have gained competitive diagnosis
accuracy, there exist two common drawbacks. ① Features are extracted manually. Lots
of efforts are paid into analyzing signal property and designing fault features. Such
process depends on plenty of expertise and domain knowledge. ② For a different diag‐
nosis problem, designed features may be not suitable.

To overcome the above-mentioned drawbacks, this paper proposes a novel data-
driven diagnosis method based on deep learning. Firstly, signals are preprocessed by
normalizing and whitening. Then, instead of extracting features manually, the proposed
method can mine features automatically. In this way, the proposed method releases us
from the work of analyzing signal properties and designing features. Finally, features
are identified by a supervised classification method – support vector machine (SVM).
A set of experiments are carried out to validate the proposed method.

The rest of this paper is organized as follows. Section 2 describes the related work
briefly. Section 3 details the proposed method. Section 4 gives experimental results and
analysis. General conclusions are presented in Sect. 5.

2 Stacked Sparse Auto-Encoder and SVM

2.1 Stacked Sparse Auto-Encoder

As a deep learning model, stacked sparse auto-encoder (SSAE) [8] holds the ability to
mine features automatically. From mathematical perspective, SSAE attempts to learn a
nonlinear function. Thus, the input data can be mapped to another coordinate space, in
which data corresponding to different patterns are linearly separable. SSAE can be
obtained by training and stacking several layers of auto-encoder (AE) in a layer-wise
manner.
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Figure 1 shows the structure of AE, which is a symmetrical 3-layer neural network.
Considering an AE with n input units and m hidden units, the value of hidden layer and
output layer can be obtained by Eqs. (1) and (2) respectively

h = 𝜎(Wx + b) (1)

y = 𝜎(W′
x + b

′) (2)

where W ∈ Rm×n and W′ ∈ Rn×m are weights; b ∈ Rm×1 and b′ ∈ Rn×1 are biases; 𝜎(⋅)
denotes nonlinear transformation. x, h and y are respectively the input, hidden and output
value. Training AE is to minimize the cost function J

J = J1 +
𝜆

2
J2 + 𝛽J3

=
1

2K

K∑
i=1

(‖‖yi − xi‖‖2
) +

𝜆

2

(
m∑

i=1

‖‖Wi
‖‖2

+

n∑
i=1

‖‖W
′

i
‖‖2

)
+𝛽

m∑
i=1

(
𝜌 log

𝜌

�̂�i

+ (1 − 𝜌) log
1 − 𝜌

1 − �̂�i

) (3)

where J1 is the error between input and output; K is the number of training samples. J2

is the weight decay term used for preventing overfitting; λ is the coefficient of J2. J3 is
the sparse penalty term; ρ is a user-specified parameter; 𝛽 is the weight of J3; �̂�i is the
average activation of i-th hidden unit, which is defined as formula (4).

�̂�i =
1
K

K∑
j=1

hi(x
j) (4)

SSAE is a multi-layer network model created as a stack of AEs. Figure 2 shows the
construction of SSAE with 3 hidden layers. The hidden layer of AE1 is treated as the
input layer of AE2. AE2 mines features from the hidden value of AE1. AE3 proceeds
in the same way. Finally, the input layers of AE1 is taken as input layer of SSAE. 3
hidden layers are stacked one by one following input layer.
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Fig. 2. The construction of SSAE with 3 hidden layers

2.2 Support Vector Machine

Support vector machine (SVM) is a supervised learning algorithm, which has been
widely used for solving classification and regression problems. We describe SVM for
binary classification problem. It can be extended to multi-class classification by one-vs-
one (OVO) or one-vs-all (OVA). Given a training dataset{xi, yi}, i = 1,…,K, where xi

is a training sample, yi is the corresponding label, the objective function of SVM is:

min 1
2
‖w‖2+C

K∑
i=1

𝜉i s.t. yi
(
wxi + b

)
+ 𝜉i ≥ 1, 𝜉i ≥ 0, i = 1, 2,… , K (5)

where w is the coefficient of hyperplane; b is the bias term; 𝜉i is the slack variable; C is
misclassification penalty coefficient. By minimizing the above objective function, a new
sample can be identified according to the separating hyperplane. For linearly inseparable
problem, SVM can be extended by kernel embedding [9].

3 The Proposed Method

This section details the proposed data-driven fault diagnosis method. The illustration is
given in Fig. 3. Firstly, signals are pre-processed by normalizing and whitening.
Secondly, a SSAE with multiple hidden layers is designed to mine features automati‐
cally. Finally, fault patterns are identified by SVM.
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3.1 Pre-processing

Supposing that the training dataset is 
{

xi
}K

i=1, where xi ∈ Rn×1 is an observation, we

normalize them to [0,1]. For clarity, 
{

xi
}K

i=1 is rewritten as a matrix X ∈ Rn×K.

Xnorm=
X − min(X)

max(X) − min(X)
(6)

Next, the normalized data is processed by whitening. The aim of whitening is to
make the observation less correlated with each other and help SSAE mine the effective
features [4]. Whitened data can be obtained as follows

Xwhite = V ∗ D
−1∕2 ∗ V

T ∗ Xnorm (7)

where V is the matrix of eigenvectors and D is diagonal matrix of eigenvalues of the
covariance matrix of Xnorm. The covariance of any two observations of Xnorm can be
obtained by

cov(xi, xj) = E
[(

xi − E
(
xi
))(

xj − E
(
xj
))]

(8)

3.2 Features Mining and Fault Pattern Identification

After preprocessing, the next step is to mine features automatically by SSAE. The main
steps of features mining are as follows. (1) For the whitened dataset Xwhite, AE1 of SSAE
receives it as the value of input layer. Through minimizing the cost function (Eq. (3))
using L-BFGS algorithm [10], the value of hidden layer is treated as the mined features
by AE1. (2) Feed the hidden value of AE1 into AE2. AE2 mines further features in the
same way as AE1. (3) After deeply mining features by several AEs, representative
features can be obtained.
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From mathematical perspective, the feature mining is a process of nonlinear trans‐
formations. In this work, sigmoid function is used as the nonlinear transformation
function in AE. For simplification, the multiple transformations can be written as

Xfeat = f (Xwhite) (9)

where Xfeat ∈ Rm×K denotes the mined features; f (⋅) denotes the multiple nonlinear
transformations.

Extensive studies by Bengio [11] show that the more hidden layers the better features
will be got. To balance computational time and performance, SSAE with 5 hidden layers
is adopted in this paper. The nodes number of each hidden layer are respectively 100,
80, 60, 40, 20. The dimension of input data of SSAE is the dimension of a whitened
observation, and the dimension of mined feature is 20. The mined features are identified
by SVM. Considering that they are linearly separable, linear SVM is adopted. For
multiple fault patterns problem, One-vs-all is employed.

4 Experimental Study

In this section, experimental results are presented to validate the proposed method. At
first, dataset provided by NSF I/UCR Center for Intelligent Maintenance Systems (IMS)
is used [12]. Moreover, dataset provided by Case Western Reserve University is
employed to further validate the effectiveness of the proposed method [13].

4.1 Dataset 1

Data Description and Parameter setting
Figure 4 shows the test rig and sensors placement. Three run-to-failure tests are carried
out. In test 1, inner race defect occurred in bearing 3 and roller element defect in bearing
4. In test 2 and 3, outer race failure occurred in bearing 1 and 3 respectively.

Fig. 4. Test rig and sensor placement

There are 6 fault types: ① degraded inner race(DIR) ② inner race fault(IR) ③ degraded
roller element(DR) ④ roller element fault(R) ⑤ degraded outer race(DOR) ⑥ outer race
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fault (OR). For each fault type, random 20 1-second snapshots are used. For the normal
condition (N), 10 snapshots of bearing 4 in test 1 and another 10 snapshots of bearing
1 in test 2 are selected. In each snapshot file, the first 20000 points are divided into 10
phases, each of which has 2000 points. Hence, there are 200 samples under each health
condition. With these data, 7 experiments are conducted. 40% samples are selected as
training samples and the remaining are testing samples. The parameters setting of SSAE
are: λ = 5e−5; ρ = 0.05; 𝛽 = 5e−4.

The detailed description is given in Table 1. It should be noted that these data are
transformed to frequency-domain before preprocessing. This is because the bearing is
rotating component and frequency-domain signals are easy to mine effective features.

Table 1. The detailed description of data used in 7 experiments

No. Health condition Classification label Sample length No. of training/
testing samples

1 N/IR 1/3 2000 160/240
2 N/DIR/IR 1/2/3 2000 240/360
3 N/R 1/5 2000 160/240
4 N/DR/R 1/4/5 2000 240/360
5 N/OR 1/7 2000 160/240
6 N/DOR/OR 1/6/7 2000 240/360
7 N/DIR/IR/DR/R/DOR/OR 1/2/3/4/5/6/7 2000 560/840

Comparison with Traditional Methods
To show the superiority of the proposed method, comparison experiments with tradi‐
tional feature extraction methods are carried out. Empirical mode decomposition and
wavelet packet decomposition are used to obtain the energy and energy entropy [14]. In
addition, 18 statistics are extracted, including standard deviation, root mean square,
variance, average, skewness, kurtosis, medium, sum, maximum, minimum, peak-to-
peak, maximum gradient, root mean square amplitude, average absolute, shape indi‐
cator, crest indicator, impulse factor, margin index [15]. All these features are identified
by linear SVM. Table 2 shows the experimental results.

Table 2. Comparison with traditional methods

No. EMD + SVM WPD + SVM Statistical features + SVM The proposed method
Acc ± Std (%) Acc ± Std (%) Acc ± Std (%) Acc ± Std (%)

1 97.38 ± 0.79 96 ± 1.17 100 ± 0 100 ± 0
2 76.86 ± 2.53 83.06 ± 1.08 97.33 ± 1.15 99.72 ± 0.4
3 89.58 ± 1.19 73.92 ± 2.57 99.96 ± 0.13 100 ± 0
4 75.78 ± 2.07 71.83 ± 6.86 80.17 ± 2.24 99.94 ± 0.18
5 93.67 ± 1.33 72.12 ± 1.77 83.13 ± 1.36 97.50 ± 1.44
6 93.61 ± 1.23 81.17 ± 3.78 83.25 ± 1.94 98.17 ± 0.95
7 69.17 ± 0.10 96.19 ± 0 78.85 ± 0.11 99.26 ± 0.24
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Acc and std denote accuracy and standard deviation respectively. To eliminate the
influence of randomness, 10 trials are performed for each experiment. Accuracy is the
average of 10 trials. It can be seen that the accuracies got by the proposed method are
higher than those with traditional feature extraction methods. From the accuracies
obtained by traditional feature extraction methods, it can be found that one feature
extraction method may not be suitable for all the datasets.

Comparison with State-of-the-art Methods
In this section, we compare the proposed method with some state-of-the-art methods on
IMS dataset. Accuracy comparisons are shown in Table 3. It can be seen that only the
accuracy obtained by [16] is higher than ours. However, it doesn’t take the degradation
into consideration and there are only 3 health conditions. From the results and analysis,
it can be concluded that the proposed method is superior to the existing methods.

Table 3. Comparison with some existing methods

Literature Health conditions Accuracy (%)
[16] N, IR, OR 100
[17] N, IR, OR 93
[18] N, IR, OR, R 97.5
[19] N, IR, OR 97
[14] N, DIR, DOR, DR, IR, OR, R 93
Ours N, DIR, IR, DR, R, DOR, OR 99.26

4.2 Dataset 2

Data Description
The rolling bearing vibration signals provided by Case Western Reserve University are
used to further validate the effectiveness of the proposed method. There are totally 10
health conditions including 9 fault patterns and one normal condition. Drive-end vibra‐
tion signals under each health condition are collected under four rotating speeds. 300
training and 200 testing samples are randomly selected from them and each has 400 data
points. The detailed description is given in Table 4.

Results and Analysis
The testing accuracies of 20 trials are shown in Fig. 5. The minimum is 98.73% and the
maximum is 99.6%. The average is 99.25% and standard deviation is 0.29%. From these
figures, it can be concluded that the proposed method is effective for mechanical fault
diagnosis and the performance is stable in each trial. Scatter plots of the first three prin‐
cipal components for the learned feature are shown in Fig. 6. It can be seen that the
learned features characterizing the same health condition are clustered well and each
cluster is separated. Although some learned features overlap from a fixed viewpoint,
they are linearly separable. This is the reason that the proposed method can obtain higher
accuracy than traditional data-driven methods.
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Table 4. The detailed data description

Health condition Severity level (mils) Sample length No. of training/
testing samples

Label

Normal – 400 300/200 1
Inner race fault 7 400 300/200 2
Inner race fault 14 400 300/200 3
Inner race fault 21 400 300/200 4
Outer race fault 7 400 300/200 5
Outer race fault 14 400 300/200 6
Outer race fault 21 400 300/200 7
Ball fault 7 400 300/200 8
Ball fault 14 400 300/200 9
Ball fault 21 400 300/200 10
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Fig. 5. Testing accuracy of 20 trials

Fig. 6. Scatter plots of the first three principal components for the learned feature

5 Conclusion

Aiming to improve the diagnosis accuracy, this paper propose a novel data-driven diag‐
nosis method. A deep learning method is designed to mine features automatically from the
pre-processed data. Features are identified by a supervised learning technique – support
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vector machine. Two datasets are used to validate the proposed method. From the exper‐
imental results, we can draw the conclusions:

(1) The designed feature extraction method is effective to mine representative features
automatically. It releases us from the work of designing features and overcomes
the weakness that traditional data-driven methods depend on much prior knowl‐
edge.

(2) The mined features are linearly separable, so that simple classifiers are applicable.
(3) The proposed method is an effective fault diagnosis method.
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Abstract. Climate Change caused by global warming is a growing public
concern throughout the world. It is well accepted within the scientific community
that an ensemble of different projections is required to achieve robust climate
change information for a specific region. For this purpose we have compiled a
Multi-Model Ensemble and performed statistical downscaling for 9 GCMs of
CMIP3 and CMIP5. The observed precipitation data from 83 stations around the
country were interpolated to grid data using the Inverse Distance Weighted
method. The precipitation projection was downscaled by the Distribution
Mapping for the near-future (2010–2039), the mid-future (2040–2069) and the
far-future (2070–2099). The nonlinear autoregressive neural network with exog‐
enous input (NARX) was used to forecast the mean monthly inflow to reservoirs.
The projection inflow for the future periods are shown to increase in inflow in the
wet season. A possibility of increase in hydrological extreme flood in the wet
season may be indicated by these findings.

Keywords: CMIP3 · CMIP5 · Nonlinear autoregressive neural network with
exogenous input · Statistical downscaling · Chao Phraya river basin

1 Introduction

Climate Change caused by global warming is a growing public concern throughout the
world. Changes in temperature and precipitation due to climate change may affect to
water resource of river basins around the world. Since the Coupled Model Intercom‐
parison Project (CMIP) was launched in 1995, coupled ocean-atmosphere general circu‐
lation models developed in dozens of research centers around the world have been
compared and analyzed extensively. The program has improved our scientific under‐
standing of the processes of Earth’s climate system and of our simulation capabilities
in this field. CMIP also plays an important social role by contributing to the Intergov‐
ernmental Panel on Climate Change (IPCC). The CMIP phase three (CMIP3) provided
the scientific base for the Fourth Assessment Report (AR4) of IPCC published in 2007.
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CMIP phase 5 (CMIP5) was initiated in 2008, and the CMIP5 data are now available
for analyses and are expected to provide new insights on our climate for the Fifth
Assessment Report (AR5).

The Chao Phraya River basin, the largest basin in Thailand, is located in the centre
of the northern part of the country. This basin has two large-scale reservoirs: the
Bhumibol reservoir (capacity 13.5 billion m3) and the Sirikit reservoir (capacity 9.5
billion m3). Between June and October 2011, five tropical storms caused historical levels
of flooding in the Chao Phraya river basin consequence in a total of 815 deaths with 13.6
million people affected. Due to limited capacity of the river, several overbank flows and
broken dike were observed causing excessive flow to several communities. Total esti‐
mated economic damage was about 45.7 billion US$ [1]. In order to address this issue,
the precipitation projection at the local scale is a key input for flood impact assessments.
In this study, we focus on inflows into the two major reservoirs, Bhumibol and Sirikit
reservoirs through downscaling precipitation of 9 GCMs of CMIP3 (B1 and A2) and
CMIP5 (RCP4.5 and RCP8.5). The nonlinear autoregressive neural network with exog‐
enous input (NARX) is used to forecast the mean monthly inflow of Bhumibol and Sirikit
reservoirs. All these findings will carry implications related to the degree to which the
region will need to adapt to projected changes in precipitation and reservoir inflow and
flood and drought from the future warming.

2 Related Works

Santer et al. [2] and Knutti et al. [3] suggested about the value of using Multi-Model
Ensemble (MME) versus a single model. The MME tends to be an improvement over
any individual model, because the bias in one model is cancelled out by another.
Supharatid [4] used nine GCMs from CMIP3 and CMIP5 under 4 emission scenarios:
B1, A2, RCP4.5 and RCP8.5 to project precipitation change in the Chao Phraya River
basin, Thailand. Many researchers have applied artificial neural network (ANN) in
hydrology and Coulibaly et al. [5] reported that 90% of the experiments use of back‐
propagation neural network (BPNN). However, BPNN is calculated on a basis of static
based learning. The static network is inferior to the dynamic ones because the inputs of
the static network depend solely on observed data, whereas those of the dynamic
networks incorporate observed data with time delay units through recurrent connections.
Chang et al. [6] performed a dynamic nonlinear autoregressive neural network with
exogenous input (NARX) indicated the best performance on multi-step-ahead water
level forecasting for Taiwanese urban flood control, compared to the static BPNN and
Elman’s recurrent neural network (RNN).

3 Materials and Method

3.1 Study Area

The Chao Phraya river basin (see Fig. 1.), which is the largest basin in the country,
covering an area of 159,000 km2 or about 35% of the total land area of the country. There
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are 2 main reservoirs, namely Bhumibol and Sirikit located in the Ping and Nan rivers.
The Chao Phraya river system consists of four principal tributaries: the Ping
(36,018 km2), the Wang (11,708 km2), the Yom (24,720 km2) and the Nan
(34,557 km2). These four tributaries flow southward to join each other in Nakhon Sawan
to become the Chao Phraya River. The river flows southward through a large alluvial
plain to the sea at the Gulf of Thailand.

Fig. 1. The Chao phraya river basin in Thailand.

3.2 Data Processing

The daily precipitation data from 83 meteorological stations were collected from Thai‐
land Meterological Department (TMD). In this study, we used 9 climate model pair

Table 1. List of IPCC CMIP3 and CMIP5 GCMs.

CMIP3 Resolution CMIP5 Resolution Country
CNRM-CM3 128 × 64 CNRM-CM5 128 × 64 France
CSIRO-Mk3.0 192 × 96 CSIRO-Mk3.6 192 × 96 Australia
GFDL-CM2.0 144 × 90 GFDL-CM3 144 × 90 USA
GFDL-CM2.1 144 × 90 GFDL-ESM2 M 144 × 90 USA
GISS-ER 72 × 46 GISS-E2-H 144 × 90 USA
INM-CM3.0 72 × 45 INM-CM4 180 × 120 Russia
IPSL-CM4 96 × 72 IPSL-CM5A-LR 96 × 96 France
MIROC3.2 128 × 64 MIROC5 256 × 128 Japan
MRI-CGCM2.3.2 192 × 96 MRI-CGCM3 320 × 160 Japan
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based on IPCC CMIP3 and CMIP5 GCMs as shown in Table 1. These models have been
selected based on availability and horizontal grid resolution. We have performed mean
climatology for the historical period (1980–1999), for the near-future period (2010–
2039), for the mid-future period (2040–2069) and the far-future period (2070–2099).
Besides, the future monthly precipitation data has been taken from comparable green‐
house warming scenarios, SRES B1 and A2 from CMIP3 and RCP4.5 and RCP8.5 from
CMIP5 models. All such 9 CMIP3 and CMIP5 models were regridded to a common
grid of 0.5° or 720 longitude × 278 latitude.

3.3 Climate Downscaling

The 9 CMIP3 and CMIP5 GCMs models are downscaled through Distribution Mapping
(DM) [7]. Figure 2 shows the Taylor diagrams for historical precipitation over Bhumibol
and Sirikit reservoirs for DM. The models show both generations performed reasonably
well in capturing the amplitude and phasing of past mean annual precipitation over both
locations. The correlation coefficient over Bhumibol and Sirikit reservoirs from CMIP3
and CMIP5 lies between 0.7 and 0.8, implying MME of both generations simulate the
mean precipitation reasonably well. In addition, both model generations give approxi‐
mately lower standard deviation than the observed.

a) Bhumibol reservoir b) Sirikit reservoir

Fig. 2. Taylor diagram of the annual mean precipitation for the historical period (1980-1999) at
Bhumibol and Sirikit reservoirs.

3.4 Nonlinear Autoregressive Neural Network with Exogenous Factors (NARX)

The NARX model used in this study is a recurrent dynamic neural network [8]. The
defining equation for the NARX model as (1).

y(n + 1) = f
[
y(n), y(n − 1),… , y

(
n − dy

)
;us(n), us(n − 1),… , us

(
n − dus

)]
(1)
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Where y(n) is regressed on previous values of the output signal and exogenous input
discrete at time n; y(n + 1) the next value of the output at discrete time n + 1; us repre‐
sented by MME precipitation at a particular station s. The nonlinear mapping f (⋅) is
generally an unknown smooth function; and can be approximated by a standard multi‐
layer perceptron network. dus

∈ Z and dy ∈Z consecutively are the lags of the exogenous
input s and output regressors of the system, where dy ≥ dus

≥ 1. The output regressor
y(n) can be written in two different modes, depending on the training modes of the NARX
network:

ŷsp(n + 1) = f̂
[
y(n), y(n − 1),… , y

(
n − dy

)
; ûs(n), ûs(n − 1),… , ûs

(
n − du

)]
(2)

ŷp(n + 1) = f̂
[
ŷ(n), ŷ(n − 1),… , y

(
n − dy

)
; ûs(n), ûs(n − 1),… , ûs

(
n − du

)]
(3)

where the series-parallel (SP) mode, ŷsp(n + 1), ûs(n) and f̂ (⋅) are an estimators of
y(n + 1), us(n) and f (⋅) respectively. The SP mode is applied for the historical period
forecast due to data availability. According to (3), the parallel (P) mode refers to the
actual values of the reservoir inflow which is a system’s output are available during only
the training of the NARX network. Besides, the testing performed outputs are feedback.
Therefore, NARX using P mode utilized for future projection of reservoir inflow.

In this study, the NARX model was used to forecast mean monthly inflow of
Bhumibol and Siriki reservoirs. From Fig. 1, the downscaled MME precipitation data
were applied to the locations of 2 (Bhunmibol dam and Chiangmai) and 2 (Nan and
Uttaradit) near-by rainfall stations regarding Bhumibol and Sirikit reservoirs respec‐
tively. However, the selection of the station is one of the most important steps. The
stations are chosen by high correlation coefficient between precipitation and inflow.
MME precipitation of CMIP3 and CMIP5 are found to be the highest correlation coef‐
ficient and it will be used for training by NARX. The characteristics relevant to the
models are as follows: the tangent sigmoid transfer function is applied in the hidden
layer and linear transfer functions in the output layers; the number of nodes in the hidden
is 10; the learning method is Levenberg Marquard as explained in [9].

4 Results

4.1 Future Precipitation Projection

The precipitation projection in the Chao Phraya river basin was analysed for period 2010–
2099. Figure 3 shows an annual cycle of precipitation projection of CMIP3 and CMIP5
models for all scenarios. The black line denote the observed data for the twentieth
century. Both MME3 and MME5 give higher precipitation in the wet season than the
observed data. However, we do not see any significant differences between MME3 and
MME5. The projection precipitation for the near-future, mid-future, and far-future periods
show seasonal variation with double peaks similar to the observed data for the twentieth
century. Continuously increase of precipitation is found from the near-future to the far-
future period except CMIP3 (B1 and A2) show decreasing precipitation in May. The
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maximum precipitation increase of 32% in October and 28% in September are seen for
Bhumibol reservoir and Sirikit reservoir respectively.

Fig. 3. Annual cycle of precipitation projection of CMIP3 and CMIP5 models.

4.2 Future Inflow Simulation

The comparison tests employ the NARX as well as those of other related forecasters
such as BPNN and RNN. In this study, the experiment considers historical baseline for
period 1980–1999, which divided into 90% for training and 10% for testing. NARX
performs the best performance in terms of root mean square error (RMSE) and Pearson’s
correlation coefficient (r) as shown in Table 2.
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Table 2. The performance measures in terms of RMSE and r.

Forecasting
models

Bhumibol reservoir Sirikit reservoir
RMSE r RMSE r
CMIP3 CMIP5 CMIP3 CMIP5 CMIP3 CMIP5 CMIP3 CMIP5

NARX 4.723 5.676 0.955 0.934 7.135 7.674 0.917 0.904
BPNN 9.757 8.405 0.819 0.873 18.024 22.195 0.708 0.567
RNN 12.451 10.163 0.789 0.809 23.528 29.083 0.569 0.417

Figure 4, the future inflow simulation for the near-future (2010–2039), mid-future
(2040–2069), and far-future (2070–2099) periods show seasonal variation similar to the
observed inflow of the twentieth century (1980–1999). Continuously increase in inflow
in the wet season is found from the near-future to the far-future period. However, there
are decreasing trend in the dry period. The maximum inflow increase of 13% in
September and 37% in August are seen for Bhumibol reservoir and Sirikit reservoir. The

Fig. 4. Annual cycle of inflow simulation of CMIP3 and CMIP5 models.
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future inflow of both reservoirs show a potential increase in future precipitation,
implying more flood vulnerability. Similar trends are found for CMIP3 (A2) and CMIP5
(RCP8.5) models, but with different scales.

5 Conclusion

In this study, we have compiled a state-of-the-art multi-model multi-scenario ensemble
of global (CMIP3 & CMIP5) and performed statistical downscaling for 9 GCMs. The
precipitation projection was downscaled by the distribution mapping for the near-future
(2010–2039), the mid-future (2040–2069) and the far-future (2070–2099). Both model
generations perform reasonably well in capturing the amplitude and phasing of past mean
annual precipitation. The correlation coefficient from all models lies between 0.6 – 0.8,
implying reasonable simulation. The summer monsoon precipitation has an increase
trend, with the maximum of 32% in October, 28% in September for Bhumibol reservoir
and Sirikit reservoir respectively. The NARX was used to forecast the mean monthly
inflow. We found very high correlation coefficients (>0.9) for all stations. The projection
inflow for the near-future, mid-future, and far-future periods show seasonal variation
similar to the observed inflow of the twentieth century. Continuously increase in inflow
in the wet season is found from the near-future to the far-future period. However, there are
decreasing trend in the dry period. The maximum inflow increase of 13% in September
and 37% in August are seen for Bhumibol reservoir and Sirikit reservoir. The results indi‐
cate that the overall trend for the future precipitation and inflow at Bhumibol and Sirikit
reservoirs are on the increase in the wet season. In contrast, the dry season is decreasing
trend. These imply that the future climates are likely to be dominated by increases in the
precipitation and inflow during the wet season. These findings will be useful for policy
makers in pondering adaptation measures due to flooding.
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Abstract. Parallel computing is an efficient way to improve the efficiency of
scientific computations. However, most of current parallel methods are imple-
mented based on massage passing interface and very complicated for
researchers. This study presents a new parallel model based on interactive data
language. This paper specifically designed and described the parallel principles,
strategies, architectures, and algorithms of the model. An experiment of a time
series extraction was conducted to evaluate its performance, and the result
illustrated that this model can significantly improve efficiency of scientific
computations. Additionally, the model can be easily extended by third-part
modules or toolkits. This study provides a general and upper-layer parallel
model for scientists and engineers in scientific community.

Keywords: Parallel computing � Scientific computation � Multi-core computer

1 Introduction

The increasing volume of scientific data poses huge challenges for scientific research,
so lots of computational scientists and engineers are concentrating on performance
improvement of scientific applications [1–3]. For instance, much time of geospatial
researchers is taken to process and analyze the large amount of remotely sensed images
[4–6]. So, how to bring scientists and engineers out of tedious and boring data pro-
cessing is a very important research topic that attracts more and more attentions of
computational scientists. A simple resolution to solve these problems is to take
advantages of multi-core computers and clusters. Parallel computing is an effective
paradigm for analysis of huge volumes of data based on multi-core computers [7–13]
or across clusters [14, 15], which presents new opportunities to solve these problems.

Parallel computing is generally used for scientific applications that are
data-intensive, computing-intensive or high-real-time, and is able to coordinate and
utilize multi-core computer resources [2, 16]. Multi-thread and multi-process are two

© Springer International Publishing AG 2017
Y. Tan et al. (Eds.): DMBD 2017, LNCS 10387, pp. 464–471, 2017.
DOI: 10.1007/978-3-319-61845-6_46



parallel computing models running on multi-core computers. Comparing to
multi-process, multi-thread has two major advantages: (1) smaller computer resources
are consumed to create a thread, and (2) communications among threads are simpler
and faster than processes. But multi-process is easier than multi-thread to change serial
codes into parallel programs in some scenarios.

Parallel computing is extensively implemented based on Message Passing Interface
(MPI) [17, 18], which is always developed and maintained by professional personnel or
teams, and is too complicated for researchers working in scientific communities.
Interactive Data Language (IDL) is widely used to process and analyze scientific data,
and can read and write almost any type of them although need to be supported by open
database connectivity (ODBC) sometimes, has abilities to process array-based big data,
and automatically supports parallel computing for built-in functions.

There are two typical kinds of IDL-based parallel computing solutions: data-based
(such as FastIDL) and task-based (such as TaskDL and mpiDL). However, current
parallel toolkits are too complex to parallelize serial codes for common scientists. The
IDL_IDLBridge (IIB) is a parallel component encapsulated for high-level parallel
applications, is able to simplify development processes and reduces maintenance costs
[19]. Taking the IIB to implement parallel computing does not need to support by
third-part toolkits or software modules with lower human and financial resources, and
takes full advantages of multi-thread and multi-process programming models on
multi-core computers.

The objective of this study is to develop a new parallel model for scientific com-
putations based on the IDL IIB to improve computing efficiency on multi-core com-
puters, and finds an easy-to-implementation manner for common researchers to realize
parallel scientific computations in various scientific communities.

2 IDL Parallel Computing

The IDL provides parallel computing solutions for huge volumes of scientific data by
using distributed computing resources in computer cluster systems, local network, or
multi-core workstations. Third-part parallel toolkits, including FastDL, TaskDL, and
mpiDL, are always used to implement parallel computations [20]. They have strong
parallel ability but very expensive and complex for common scientists.

Many IDL built-in functions have parallel computing abilities, but non-built-in
functions must be parallelized by user-defined methods. The IIB is a parallel computing
component of the IDL, and is an object programming class to create and control IDL
sessions in each of which program is independently executed as a computer process.
An IIB instance corresponds to such a child process that is controlled by the IDL parent
process. The IIB provides abundant attributes and methods to support parallel com-
puting, and enables one or more the IIB child processes simultaneously execute pro-
grams written by IDL. Copying variables mechanism was employed to exchange data
between parent and child processes of an IDL IIB instance. Child processes can execute
arbitrary commands or programs that comply with the IDL syntax and grammars.

Synchronous and asynchronous are two manners for a child process to execute tasks
within IDL IIB. Synchronous is that IDL waits for executing the next task until a child
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process completing the specified tasks. For asynchronous, the call to execute immedi-
ately, and the caller can track its progress status. This manner of overlapped execution
can be used to perform extensive computations and visualizations in parallel with the
main IDL process. Generally, all child processes cannot get the status of parent pro-
cesses including data, compiled functions, system variables, and the current workspace.

3 Parallel Computing Model for Multi-core Computers

3.1 Presenting the Parallel Principles and Strategies

The IIB-based parallel principle in Fig. 1 was presented for researchers to improve
scientific computing efficiency. First, a task is split into several subtasks
ti 2 t1; t2; t3; . . .; tnf g; then, the IIB object assigns a subtask ti to a free CPU core
ci 2 c1; c2; c3; . . .; cnf g for processing, and storing each intermediate result ri 2
r1; r2; r3; . . .; rnf g into memory temporarily; and finally, the parent process collects

every result ri from different cores, and combines them into one final result after all
sub-processes complete their tasks and are in free of use.

This model takes different parallel strategies according to various requirements of
processing and computing scenarios. There are two major parallel strategies are
designed for third-part toolkits and others in Fig. 2. Some processes need to employ the
third-part toolkits, such as Landsat Ecosystem Disturbance Adaptive Processing Sys-
tem (LEDAPS) and Fmask, that cannot be parallelized inside. To improve the pro-
cessing efficiency, this study parallelizes those using parallel packages of Linux such as
the parallel package based on IIB.

3.2 Construction of the Parallel Architecture

The parallel architecture of the model is shown in Fig. 3. Users interact with the model
through Secure Shell (SSH) or command lines in operating systems including Linux,
Mac OS, or Windows. The IDL and the IIB component corporately control the com-
puting process over the storage and computing servers. Third-part toolkits used for
scientific computations are installed in multi-core computers or cluster systems.
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Fig. 1. Illustration of IIB-Based parallel
principles.

Fig. 2. The IIB-based parallel strategies.
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3.3 Design of the Parallel Algorithm

This study designed a parallel algorithm based on IIB in Fig. 4. In the algorithm, the
number of cores that involves in parallel computing is directly specified by users or
automatically assigned by the “!cpu.hw ncpu” command. The algorithm partitions a
task into several subtasks and assigns them into different cores to simultaneously
execute in asynchronous mode.

4 Experiment and Results

4.1 The Workflow of Time Series Extraction

Time series profiles are very useful for remote sensing monitoring applications, such as
land use and land cover change, disasters, forests, crops [21–23]. Extracting time series
from temporal Landsat images across decades is time-consuming and
computing-intensive. This study used the IIB-based parallel algorithm to improve the
extraction efficiency of Landsat time series. Land surface water index (LSWI) were
extracted from Landsat 4/5/7 TM/ETM+ images between 2000 and 2010 in
Xishuangbanna Dai Nationality Autonomous Prefecture (XSBN), China. The workflow
is show in Fig. 5, and is implemented by IIB-based parallel algorithm in Fig. 4. To
parallelize this workflow, a function was created to implement this task and assigned to
multiple computer cores to execute.

4.2 Results and Performance Testing

XSBN was selected as the study area. 248 Landsat 4/5/7 TM/ETM+ images (path/row
130/045) with Beijing 54 coordination system between 2000 and 2010 were down-
loaded from U.S. Geological Survey for time series extraction. Its total size is up to
1.0 TB. Computers with 16 cores of two processors (Intel® Xeon® E5-2650 2.00 GHz)
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Fig. 4. The parallel computing algorithm.
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were used to test the model. Based on the algorithm in Fig. 4, time series in Fig. 6 of
natural forests LSWI at a point of interest (POI) (22.16,101.13) and rubber plantations
at POI (21.98,100.24) were automatically extracted from Landsat TM/ETM+ Images
between 2000 and 2010. Observing from these time series profiles, natural forests can
be distinguished from rubber plantations by LSWI during about the Day of Year
(DOY) between 0 and 125 in the study area.

Speedup calculated by formula (1) is an effective metric to evaluate performance of
parallel algorithms and was taken to measure the performance of the model presented
in this study. It is used to show how much speed of a parallel algorithm can be
improved than a serial one. Under the situation of linear speedup (Sp = p), computing
efficiency would double when the number of processors is doubled.

Sp ¼ T1=Tp ð1Þ

where Sp is the speedup, p is the number of CPU cores, T1 and Tp is the computing time
of the serial and parallel algorithms running on computers with p cores separately.

The performance testing result in Fig. 7 shows in a whole the speedup is contin-
ually increasing with the increase of cores involved in parallel computing. The speedup
starts to slow down while the number of cores attending parallel computing is greater
than 6. That is, the IIB-based parallel algorithm can obviously improve the computing
rate, but limitations of computer system resources lead that the speedup slows down
after core number reaches to a certain threshold in Fig. 7. Thereby, to optimize the
scientific computing efficiency of the IIB-based parallel algorithms, the number of
computer cores should be assigned to execute parallel computing according to the
whole performance and overall loading of computer systems. Since an IIB process
occupies one core, so the number of processes involving in parallel computing must be
less equal than the number of cores; otherwise, the computing speed will slow down
rather than speed up.

Fig. 6. Time series profiles on land surface
water index (LSWI) of natural forests at a point
of interest (21.98,100.24) and rubber planta-
tions at (21.98,100.24) from Landsat Images
between 2000 and 2010.

Fig. 7. The speedup is continually increasing
with the number increasing of cores.
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5 Discussion

This study presented a novel high-level parallel model for scientific computing on
multi-core computers for researchers in scientific community based on the IDL IIB
parallel component. It splits a dataset into multiple sub-datasets and executes them in
different cores of a multi-core computer simultaneously. After all tasks completed, the
results gathering from different cores are merged and outputted. It was designed under
the popular map/reduce principle and easy to be understood and implemented for
common researchers.

Integration of serval toolkits to do a research is very common in scientific com-
munity. Some toolkits without parallel ability are time-consume, and need to be par-
allelized to improve the computing efficiency. This model enables effective integration
of third-part toolkits, such as Fmask and LEDAPS that are used for Landsat imagery
processing, which increases the flexibility and extensibility of scientific applications.
Current parallel models (such as mpiDL, fastDL and taskDL) do not provide parallel
solutions for third-part toolkits or modules.

Taking the IIB into parallel computing algorithms can obviously improve efficiency
of scientific computations, and take full use of multi-core computer system resources in
an easy-to-use way. The performance testing result agrees that computing efficiency
was gradually speeded up with the increasing number of CPU cores if the thread
number is less equal than maximum of total CPU cores (Fig. 7), otherwise is unable to
improve even slow down [18]. Since this parallel model took asynchronous mecha-
nisms inside, it is of interest that the loose coupled between processes increases the
scope for fault tolerance [24]. The IIB provides an easy way for scientists and engineers
to implement parallel algorithms by automatically coordinating multi-core computers,
even clusters. Thereby, researchers can easily improve research efficiency by parallel
computations without helping with experts and professional teams.

Although the IIB-based parallel model has the advantages of taking full use of
multi-core computer resources, it is limited by hardware configurations and memory
capacity and still cannot support asynchronous interactions with users. The IDL can be
embedded into other software toolkits or integrated development environment such as
Visual Studio .NET, which should be properly choose according to the practical
computing requirements. Additionally the IDL is able to run across complex clusters
environments. Furthermore, data exchanging efficiency of GetVar and SetVar that use
in the model is relative slow and needs to be improved by other technology such as
shared memory (SHMMAP, etc.) that is 4–10 times faster than GetVar [25].

6 Conclusions

This study developed an IIB-based parallel algorithm for scientific computations,
which can enhance the efficiency of data processing and analyzing and helps
researchers and engineers speed up their research progresses. First, the algorithm
presented in this study partitions a task into several subtasks that are separately
simultaneously processed by multi-core computers. Second, it collects results from
every core and merges them into one. Additionally, it is able to parallelize the third-part
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toolkits (such as LEDAPS and Fmask) through integrating the parallel ability of
operating systems such as Linux parallel package. An experiment of extracting time
series of temporal Landsat images was done and the result shows the parallel paradigm
is capable of taking full use of multi-core computer resources based on multi-thread
technology, and significantly improving processing and analyzing efficiency of huge
volumes of scientific data. This algorithm can be also used in other similar research
fields. The IIB-based algorithm is very fit to apply in middle-size laboratories or
institutes, and should be further improved in distributed computing, deployment,
visualization, and data sharing. Visualization can be realized through not only the IDL
itself but also other integrated development environment including .NET and J2EE.
This algorithm can be extended to large-scale laboratories or enterprises by using
parallel solutions of the third-part toolkits (such as FastDL) or MPI clusters, even
cloud-based solutions.
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Abstract. Redis is an open source high-performance in-memory key-value data‐
base supporting data persistence. Redis maintains all of the data sets and inter‐
mediate results in the main memory, using periodical persistence operations to
write data onto the hard disk and guarantee the persistence of data. InfiniBand is
usually used in high-performance computing domains because of its very high
throughput and very low latency. Using RDMA technology over InfiniBand can
efficiently improve network-communication’s performance, increasing throughput
and reducing network latency while reducing CPU utilization. In this paper, we
propose a novel RDMA based design of Redis, using RDMA technology to accel‐
erate Redis, helping Redis show a superior performance. The optimized Redis not
only supports the socket based conventional network communication but also
supports RDMA based high-performance network communication. In the high-
performance network communication module of optimized Redis, Redis clients
write their requests to the Redis server by using RDMA writes over an Unreliable
Connection and the Redis server uses RDMA SEND over an Unreliable Datagram
to send responses to Redis clients. The performance evaluation of our novel design
reveals that when the size of key is fixed at 16 bytes and the size of value is 3 KB,
the average latency of SET operations of RDMA based Redis is between 53 μs and
56 μs. This is about two times faster than IPoIB based Redis. And we also present
a dynamic Registered Memory Region allocation method to avoid memory waste.

Keywords: Hybrid communication · InfiniBand · RDMA · Redis · Big data

1 Introduction

Because of the rapid development of Internet technology and the growing number of
Internet users, huge amounts of data have been produced and we begin to enter the era
of big data. These huge amounts of data are no longer a single structured relational data,
but on this basis contain a large number of semi-structured and unstructured data. Due
to the uncertainty of data structure of the semi-structured and unstructured data, it is
difficult for the traditional relational database to carry on the effective management of
data. In order to make up for the inadequacy of the traditional relational database,
NoSQL arose at the historic moment. NoSQL systems [1] have shown that they have
enormous scalability to satisfy the immense data storage and look-up requirements of
data intensive web applications [2]. So NoSQL systems have been widely used as the
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data center in various web applications such as the use of Redis [3] in WEIBO and the
use of HBase [4] in Twitter and Facebook.

Database management systems based on memory primarily rely on main memory
for data storage, saving the persistent files in the underlying persistent storage system,
to avoid hard disks accesses and storage I/O operations when databases are processing
clients’ requests, eliminating the bottleneck storage I/O operations bring [20, 21]. These
kinds of characteristics make in-memory stores provide lower data accesses latency and
high-performance data processing performance and become the hot research spot in the
big data area. What’s more, the disappearance of hard disks accesses latency makes
network latency, network bandwidth, CPU utilization and memory utilization become
the main influences which affect the performance of in-memory stores.

The existing open-source Redis implementation uses traditional C (TCP) Sockets.
This conventional implementation method provides a great degree of portability, but
needs to endure the loss of performance.

Using high-performance networks such as InfiniBand [5] in high-performance
computing clusters can provide advanced functions, such as Remote Direct Memory
Access (RDMA), to achieve high throughput and low latency along with low CPU
utilization. Therefore, combining high-performance networks with NoSQL systems,
using advantages of high-performance networks to reduce access latency of NoSQL
systems and increase throughput of NoSQL systems, has become the new research
direction. A lot of RDMA based in-memory key-value stores have been generated such
as Memcached [6], MICA [7], Pilaf [8], and HERD [9].

Therefore, in this paper, we hope on the basis of previous works, using RDMA
technology to improve Redis, helping Redis show a superior performance. The major
contributions of this paper are:

• A detailed analysis to reveal the performance of InfiniBand verbs, such as SEND/
RECV, RDMA write and RDMA read. Provide data support for choosing high-effi‐
ciency RDMA verbs.

• A novel design for Redis communication module which supports both socket and
RDMA. And make efficiently management of communication buffers.

• An extensive evaluation to study the performance implications of the new RDMA-
capable module, in contrast to existing socket based module.

2 Background

2.1 Redis

Redis is an open source high-performance in-memory key-value database project
supporting data persistence. It supports different data structures such as strings, hashes,
lists, sets, sorted sets and so on to meet user’s storage requirements under different
scenarios. Redis maintains all of the data sets in the main memory. As a result of the
memory read/write speed is obviously faster than the hard disk, compared with other
databases based on the hard disk storage, Redis has significant performance advantages.
Although the data sets stored in the memory are volatile, Redis has still realized the
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persistence of data sets. Redis generates snapshot files or log files, saving snapshot files
or log files on the hard disk. When system crashes, using the snapshot files or log files
on the hard disk to recover the system. So the persistence of data sets of Redis can be
guaranteed.

2.2 RDMA

In the process of the conventional network transmission, data need to be transferred and
copied among user space, kernel space and network equipment. This entire transmission
process involves the consumption of memory bandwidth and CPU cycles. However, the
Remote Direct Memory Access (RDMA) technology allows the local host to directly
access the remote host’s application buffer without impacting the remote host’s oper‐
ating system. Zero copy technique is adopted in the process, to avoid the copy of data
between the user space and kernel space, reduces the time delay and CPU overhead.

Three RDMA technologies are in use today [10]: InfiniBand (IB), Internet Wide-
Area RDMA Protocol (iWARP), and RDMA over Converged Ethernet (RoCE). Infini‐
Band [11, 12] defines a completely self-contained protocol stack, utilizing its own inter‐
face adapters, switches, and cables. It is worth noting that the InfiniBand in addition to
support RDMA, it also provides an IPoIB (IP over InfiniBand) protocol. IPoIB allows
existing socket based applications to run on InfiniBand with no modification. iWARP
defines three thin protocol layers [13, 14] on top of the existing TCP/IP protocol [10].
Both iWARP and RoCE are permitted to be used over Ethernet physical devices which
must support RDMA.

InfiniBand is a computer-networking communications standard used in high-
performance computing, featuring very high throughput and very low latency [5]. This
high-speed interconnection network is often used in high-performance computing clus‐
ters. Compared with traditional Ethernet, high-speed interconnection networks have
lower latency and higher bandwidth.

Among the RDMA technology, User space programs access RDMA NICs directly
using functions called verbs [9]. There are several types of verbs. Those most relevant
to this work are RDMA read (READ), RDMA write (WRITE), SEND and RECEIVE
(RECV) [9]. Applications post verbs to the queues of queue pairs which are maintained
inside the RDMA NICs. The queue pair (QP) consists of send queue and receive queue.
And every queue pair will be associated with a completion queue (CQ) to record the
completion of the verbs operations.

Verbs operations can be divided into two types: one-sided operations and two-sided
operations. SEND/RECV verbs are commonly regarded as two-sided operations
because every local SEND operation requires a corresponding RECV operation at the
remote side. Different with two-sided operations, one-sided operations such as RDMA
reads and RDMA writes directly take read or write operations on application buffer of
the remote host without notifying the remote host. And the remote host does not take
any operation and will not be aware of local host’s operations on its application buffer.

Similar to the conventional transmission protocol, RDMA transports can be
connected or unconnected. A connected transport requires that a local queue pair only
communicates exclusively with a remote queue pair, in a similar way, a remote queue
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pair can only communicates exclusively with a local queue pair. There are two main
types of connected transports: Reliable Connection (RC) and Unreliable Connection
(UC) [9]. Totally different with connected transports, unconnected transports do not
require the local queue pair communicates exclusively with the remote queue pair, a
local queue pair can communicate with any number of remote queue pairs. And the
Unreliable Datagram (UD) is the only unconnected transport. Under different transport
types, different verbs are available. The Table 1 shows the verbs which every transport
type supports.

Table 1. The verbs which every transport type supports [9]

Verb RC UC UD
SEND/RECV Yes Yes Yes
WRITE Yes Yes No
READ Yes No No

3 Motivation

This section experiments use one x86-64 machine as a server and one x86-64 machine
as the client. Every machine is equipped with 2.10 GHz Intel Xeon E5-2620L 6-core
processors, featuring 32 KB for L1 instruction and data caches, 256 KB L2 and 15 MB
L3 cache. 16 GB memory is installed on each node. Each machine is equipped with a
Mellanox MT27500 ConnectX-3 40 Gbps InfiniBand HCA as well as an Intel gigabit
Ethernet adapter. The machines run Red Hat Enterprise Linux Server 6 with kernel
2.6.32. And perftest which is an InfiniBand verbs performance test tool is used in this
section experiments. The perftest package contains a set of bandwidth and latency
benchmark such as ib_send_lat, ib_read_lat, ib_write_lat and so on.

The aim of this section experiments is to evaluate the latency and bandwidth of
InfiniBand verbs over different transport types respectively: SEND/RECV over RC, UC
and UD, RDMA write over RC and UC, RDMA read over RC.

What’s more, we also discuss the SEND/RECV and RDMA write’s performance
under inlined mode. The inlined mode provides a feature that the small message up to
256 bytes can be inlined in the work request to avoid that the small message is fetched
by the RDMA NIC via a DMA read [9]. This method can effectively avoid the DMA
operations to reduce latency. But as we have mentioned, this mode only suits for small
messages, the size of which is smaller than 256 bytes.

Figure 1 reveals that using inlined SEND/RECV operations can obviously reduce
latency when the message size is less than 256 bytes. Without inlined mode, SEND/
RECV operations over UD transport can slightly reduce latency, but the effect is not
obvious.
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Fig. 1. The median latency of SEND/RECV
operations

Fig. 2. The median latency of RDMA writes

Fig. 3. The median latency of inlined RDMA
writes

Fig. 4. The median latency comparison among
SEND/RECV, RDMA write and RDMA read

Figure 2 indicates that when transferring small messages, using inlined mode can
help RDMA writes have lower latency on RC transport and UC transport, similar to
SEND/RECV operations. Although inlined RDMA writes can help to reduce latency no
matter on RC transport or on UC transport, Fig. 3 gives us the comparison of median
latency between inlined RDMA writes over RC transport and inlined RDMA writes over
UC transport that inlined RDMA writes over UC transport have lower latency. Different
with Fig. 3, RDMA writes without inlined mode over UC transport do not have better
performance than RDMA writes without inlined mode over RC transport.

After the comprehensive comparison of the latency among SEND/RECV, RDMA
write and RDMA read, it can be found that the latency of RDMA read operations is
longer than SEND/RECV operations and RDMA write operations’ latency, as Fig. 4
displays. This is because the RDMA read is a round-trip operation and the tested latency
is round-trip time. But on the contrary, RDMA write and SEND/RECV are one-way
operation and the tested latency is the half of the round-trip time.
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Fig. 5. Layout of server’s buffer pool

As for the bandwidth of SEND/RECV, RDMA write and RDMA read, all of them
attain the maximum of bandwidth when message size up to 4096 bytes.

4 Design and Implementation of Hybrid Communication Module

4.1 Hybrid Communication Framework

We present a novel hybrid communication module design for Redis to incorporate both
the socket and advanced networks such as InfiniBand in this section. The hybrid commu‐
nication module consists of two components: RDMA technology based high-perform‐
ance network communication module and socket based conventional network commu‐
nication module.

Redis server sets the parameters of the server through configuration file called
redis.conf. Therefore, we add a new parameter Rdma in the configuration file to help
Redis server to select network communication mode. When the value of Rdma is equiv‐
alent to yes, Redis server chooses high-performance network communication. When the
value of Rdma is no, Redis server chooses conventional network communication.
According to the service Redis server provides, Redis client chooses the corresponding
communication module.

4.2 Communication Module Design for High Performance Networks

According to the design of HERD [9] and the performance evaluation of RDMA verbs
in Sect. 3, we choose inlined and unsignaled RDMA writes to send clients’ requests over
UC transport. When the RDMA NIC completes the work request posted by the appli‐
cation, a completion event will be produced. And the completion event can be pushed
to the queue pair’s associated completion queue (CQ) by RDMA NIC via DMA write
[9]. If we use unsignaled RDMA writes, DMA write can be avoided and extra overhead
can be reduced. It is worth noting that even we use unsignaled operations, the transmis‐
sion operations still consume completion queue resources. It does not generate work
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completion data structure or notification event [10]. So in order to avoid using up
completion queue resources, we need use signaled mode transmission operations to
handle the completion events which stay in the completion queue, using a selectively
signaled send queue of size K, up to K−1 consecutive verbs can be unsignaled and the
last verb operation is signaled [9].

Redis server maintains a buffer pool, when Redis server starts to initialize, a contig‐
uous memory region is allocated and we call it Registered Memory Region 0. This
contiguous memory region is divided into M Chunks, as showed in Fig. 5. Each Chunk
consists of two parts: Request Buffer and Respond Buffer, as Fig. 5 displays. When
Client i connects to the Redis server, Redis allocates a Chunk called Chunk i to the Client
i. The clients’ requests which are sent to the server’s clients’ associated Chunk’s Request
Buffer are formatted as follows. We show the details of clients’ requests. Clients’
requests are composed by request head, command and ending flag. The length of
command and the content of ending flag are included in the request head. By adding
ending flag at the tail of the request, we can directly rewrite Request Buffer without
reclaiming and zeroing out Request Buffer after the Redis server extracts the request
from the Request Buffer. And Redis server can use ending flag to poll the arriving of
requests. What’s more, ending flag makes the extraction of requests become easier.
When the Redis server has already dealt with client’s requests, the response messages
are placed in the client’s associated Chunk’s Respond Buffer, and then the responses
are sent back to the corresponding client by SEND operation.

When there are M clients keep connection with Redis server at the same time, this
means that all of the Chunks in Registered Memory Region 0 are used up. So if the Redis
server wants to deal with the connection of the M+1th client, it is necessary for Redis
server to allocate another Registered Memory Region which includes M Chunk too.
Such a dynamic Registered Memory Region allocation method avoid memory waste
caused by allocating too much buffer at one-time, efficiently save the memory space.

5 Evaluation

In this section, we detailed evaluate the optimized Redis’s performance and compare
the original Redis based on socket over 1GigE network and IPoIB with optimized Redis
based on RDMA over InfiniBand in terms of latency of SET and GET operations.

5.1 Experimental Setup

Use one x86-64 machine as a server and one x86-64 machine as the client. Every
machine is equipped with 2.10 GHz Intel Xeon E5-2620L 6-core processors, featuring
32 KB for L1 instruction and data caches, 256 KB L2 and 15 MB L3 cache. 16 GB
memory is installed on each node. Each machine is equipped with a Mellanox MT27500
ConnectX-3 40 Gbps InfiniBand HCA as well as an Intel gigabit Ethernet adapter. The
machines run Red Hat Enterprise Linux Server 6 with kernel 2.6.32.We have allocated
16 MB memory to each Registered Memory Region of Redis server, and each Chunk
possesses 2 MB memory, 1 MB memory is allocated to Request Buffer and another
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1 MB memory is allocated to Respond Buffer. All the Registered Memory Region is
registered to RDMA NIC when they are allocated. In all of our experiments, we use
Redis version 3.0.5. And we do not use Redis default configuration. In order to get better
performance, we have modified Redis’s configuration file redis.conf. We have turned
off the persistence function no matter based on snapshot or log.

5.2 Workloads

We use Yahoo! Cloud Serving Benchmark (YCSB) to examine the performance of
Redis. We have implemented a C Redis Client to bridge the Redis with YCSB and the
Redis Client is used to use workloads generated by YCSB. It is also worth noting that
our Redis Client cannot batch local requests. Given that YCSB workloads generator can
be highly CPU-intensive [15], we have generated workloads before we begin the tests.
And the workloads are cached in the memory for Redis Client use. According to the
previous work [16, 17] of workload analysis, we can clearly know that the number of
GET operations and the number of SET operations is unequal at most of the time.
Therefore, we have generated workloads following Zipf distribution and uniform distri‐
bution respectively. As for each kind of distribution, there are three kinds of GET/SET
ratios which are 50%GET + 50%SET, 100%GET and 100%SET. Each workload haves
1 thousand operations. As for all the operations, the size of the key is fixed at 16 bytes.
And the size of the value ranges from 4B to 3 KB. There are six workloads for each kind
of value size.

And in our experiments, in order to explore the impact of the percentage of SET
operations on the performance of Redis, we varied the set percentage for the experiments
between 5%, 25%, 50%, 75% and 100%. And the value size is fixed at 3 KB.

5.3 Performance Analysis

Figure 6 exhibits the average latency of SET and GET operations under different work‐
loads. From Fig. 6, we can know that no matter following what kind of distribution or
what kind of GET/SET ratio, when value size ranges from 4 bytes to 512 bytes, the
average latency of SET operations and GET operations of RDMA technology based
Redis keeps in the area between 9 to 14 μs. Compared with RDMA based Redis, the
average latency of SET operations and GET operations of socket based Redis keeps in
the area between 95 to 104 μs which is much higher than RDMA based Redis when
value size ranges from 4 bytes to 512 bytes. When value size is equal or greater than
1 KB, Fig. 6(a), (b), (d) and (e) indicate that because of huge amounts of SET operations,
average latency begins to increase obviously. So through the Fig. 7, we can discover
that no matter what kind of distribution we have used, with the increase of the set
percentage, the average latency has increased.
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What’s more, Fig. 6 indicates that the average latency of the SET operations and
GET operations over IPoIB of socket based Redis is just slightly lower than over 1GigE
network when value size ranges from 4 bytes to 512 bytes. But when value size is greater
than 1 KB, the gap between the average latency over IPoIB and the average latency over
1GigE network grows large. When value size is equal to 3 KB, the SET operations of
RDMA based Redis is faster than IPoIB based Redis about 2 times.

Fig. 6. Average operation latency for SET and GET operations as the value size increases. All
tests use workloads which follow uniform distribution and Zipf distribution and each distribution
has different GET/SET ratios
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(a). Average latency of varied set percentage with uniform distribution

(b). Average Latency of varied set percentage with Zipf distribution

Fig. 7. Average Latency of varied set percentage (a)Average latency of varied set percentage
with uniform distribution (b)Average Latency of varied set percentage with Zipf distribution

6 Related Work

In the past few years, leveraging high-performance network to accelerate key-value store
systems become a novel research trend. Some research work [2, 18] leveraging RDMA
technology to accelerate HBase and Memcached have already existed. Some RDMA
based key-value stores have been generated one by one such as Pilaf [8], HERD [9] and
FaRM [19]. Pilaf is a RDMA based key-value store. Its clients use RDMA reads to
realize GET operations to avoid CPU overhead in its server. HERD is a key-value store
too which use RDMA writes over UC transport to send clients’ requests and use SEND
operations over UD transport to send server’s response messages. FaRM is a RDMA
based distributed share memory system. In addition to RDMA based key-value stores,
C-Hint [15] has been generated, an efficient and reliable cache management system for
in-memory key-value stores that leverage RDMA Read. C-Hint is utilized to solve the
problem RDMA reads bring.
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On the basis of existing research work, leveraging RDMA technology to accelerate
Redis can expand the market share of Redis helping enterprises which use Redis gain a
better performance.

7 Conclusion

In this paper, we have evaluated the latency and bandwidth of RDMA verbs over
different transport types and leveraged RDMA technology to accelerate Redis. Without
changing the original Redis system, integrate RDMA technology based high-perform‐
ance network communication module into the original Redis. So the optimized Redis
not only supports socket based conventional network communication but also supports
RDMA based high-performance network communication. Within the optimized Redis’s
high-performance network communication module, clients use RDMA writes over UC
transport to send clients’ requests and Redis servers use SEND operations over UD
transport to respond clients’ requests. In order to save memory space, we design a buffer
pool which can allocate buffer dynamically. Our design indicates that when value size
is equal to 3 KB, the SET operations of RDMA based Redis is faster than IPoIB based
Redis about 2 times.
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Abstract. The objective of the paper was to develop an efficient system
supporting the management of degraded areas and their revitalization. The author
developed a knowledge base for a system of assessment and support of revitali‐
zation processes through the application of selected data mining methods. The
database included more than 100 objects for which approximately 100 attributes
on different measurement scales were collected. The analysis of the collected data
involved the application of decision trees. The intermediate goal was the deter‐
mination of the applicative potential of properly transformed spatial data for the
requirements of revitalization procedures. The studies carried out represent early
work in this scientific field, and the author provides a methodological basis for
further research.

Keywords: Spatial data mining · Revitalization · Decision trees · CART ·
Knowledge discovery · Data enrichment

1 Introduction

Revitalization is a long-term process involving planned measures aimed at transforming
the functional spatial structure of degraded urban areas, and consequently their economic
and social recovery. Its objective is to recover an area from a state of crisis, restoring its
former functions, or to introduce new functions generating conditions for further devel‐
opment. Therefore, the process requires the coordination of comprehensive and inter‐
disciplinary activities [1].

The experience of the countries of Western Europe shows that solving problems
related to degraded areas requires the development of an efficient system supporting the
management of such areas and their revitalization. Relevant procedures regulating the
course of action in the case of such measures have still not been developed in Poland.
The development of these types of procedures or recommendations, however, requires
not only the analysis of current solutions and examples, but more importantly the trans‐
formation of collected data into useful information and its translation into the form of a
knowledge base supporting revitalization processes.

The dynamic development of information technologies permits access to an
increasing number of data sets and tools which can be applied not only in designing
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revitalization measures, but also in the assessment and forecasting of the potential effects
of proposed investments, as well as the development of prediction models. Classic
methods of data analysis, however, are largely insufficient when the objective of the
analysis is not a simple comparison, but the extraction of knowledge or the formalization
of decision-making rules. The data mining methods applied by the author offer new
possibilities in the field of data analysis (and also spatially-distributed data) through
“discovering” knowledge contained in the collected set of spatial and descriptive
data [2].

Data mining is a relatively young, interdisciplinary scientific endeavour resulting
from the integration of knowledge from the fields of database techniques, statistics,
artificial intelligence, and social and economic sciences [3]. The term is defined as the
process of research into, and analysis of, large amounts of data with the application of
specified algorithms for the purpose of discovery of significant models and rules [4, 5].
Techniques of data exploration and data enrichment applied in the process of discovering
knowledge permit the detection of patterns, correlations, schemes and models “hidden”
within the observation set. Therefore, records collected in databases can be used for
supporting the decision-making process. It should be emphasized that skilful “enrich‐
ment” of descriptive information by cartometric parameters resulting from the perform‐
ance of spatial analyses, allows for the expansion of data mining techniques by incor‐
porating spatial components [3, 6, 7]. Thus, defined spatial data mining permits simul‐
taneous consideration of the analytical process of descriptive parameters characterizing
particular objects, as well as their location, contiguity, and correlations of a geometric
and/or topological character.

Methods of spatial data mining do not only offer the possibility of the analysis of
source information, i.e., finding spatial models and the extraction of decision-making
rules, but they also allow for forecasting conclusions. The objective of spatial data
mining analyses is the development of methods permitting “indirect” analysis of objects,
phenomena and correlations occurring in space, performed through the analysis of the
model, which is a properly-designed spatial database [6, 8].

Data mining is used for many scientific and practical applications, such as
economics, medicine, or business (understood broadly). However, it is still not used in
revitalization procedures. The present paper is a first attempt to apply data mining tech‐
niques to a revitalization process. In order to do this, it is necessary to gather at least
basic data, and due to the specificity of the revitalization process, the requirement for
expert evaluation and the large number of parameters (attributes), this is an extremely
laborious task. However, the author has taken up the challenge.

Many methods of spatial data mining could potentially be useful for the purposes of
development of a knowledge base for the system of support for revitalization processes.
In this article, however, the author consciously decided to limit the conducted research
to the application of so-called decision trees. This decision is determined by pragmatic
factors, i.e., the need to obtain forecast models with high credibility. The specificity of
the applied approaches permits on the one hand the development of very clear, multi-
level classifications of the analysed data, and on the other hand, the extraction of useful
decision-making rules.
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One important advantage of trees, among others, is a comprehensive sequence of
decision-making rules permitting the classification of new objects based on changed
values. Trees are also resistant to outliers. As explanatory variables, any combination
of continuous (expressed on a quantitative scale) and category variables (expressed on
a classification scale) can be used. In a tree, a single variable can be used multiple times
in different parts. Decision trees permit discovery of the context of correlations and
interactions between variables [6, 9, 10].

2 Analyses Performed

The objective of this stage of the research was the development of a knowledge base for
the system of assessment and support for revitalization processes through the application
of selected data mining methods. The analysis of the collected data involved the appli‐
cation of so-called decision trees. The intermediate goal was the determination of the
applicative potential of properly-transformed spatial data for the needs of revitalization
programmes. The development of the knowledge base, hierarchical data classification,
and especially the development of credible decision-making rules, however, requires
the collection of a large set of source data. Generally, the larger (and more credible) the
set of so-called learning data is, the more valuable the prediction model will be. It is also
important for analysis by means of spatial data mining techniques, to enrich descriptive
data with parameters resulting from cartometric, geometric and topological analyses.

Taking into consideration the different descriptive parameters of the analysed objects
and the geometric and topological relations characterizing their spatial surroundings,
permits the development of a credible knowledge base for a system supporting the
holistically-understood revitalization process, extracted from single examples.

Based on numerous examples of revitalization measures implemented in different
parts of the country, a tabular knowledge base of the systems supporting the decision-
making process concerning the type and scope of revitalization was developed.

The research involved collecting information concerning transformations of 102
industrial objects of different types distributed unevenly throughout the territory of
Poland. At the preliminary stage of the work, as many as 99 attributes (parameters) were
collected, expressed on the level of quantitative rank, as well as qualitative measurement
scales characterizing given objects. Further in the analyses, the data were subject to
reduction and generalization. Data mining analyses were performed for all the selected
research objects. The distribution of the analysed objects is presented in Fig. 1.

The approach proposed in this paper combines the possibilities of GIS packages and
advanced statistical software, permitting the performance of complex analyses. The
research involved the application of the tool packages ArcGIS, MapInfo, MapBasic and
Statistica Data Miner by Statsoft. The GIS tools permitted the collection and analysis
of spatial data, and the data mining analyses were implemented in a specialized Data
Miner tool environment, constituting a component of the Statistica package. In the GIS
environment, a model of the spatial analyses was developed allowing for the selection
of an optimal scenario of measures for revitalization, using spatial multi-criterion anal‐
yses. The minimum scope of information for the system of management and
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organization of this type of undertaking was also determined. Such a system should
generate a preliminary assessment and valorization of the terrain for the user, calculated
by means of a relevant algorithm with the application of spatial data mining methods.

The development of models describing significant correlations, and the proper anal‐
ysis of such a complex research problem, required the collection of large amounts of
data from different sources (public administration, scientific institutions, commune
offices, literature review, internet search and field research). The integration of data was
performed with reference to spatial data parameters (ArcGIS tool environment).

For the analysed objects, descriptive data were collected concerning, among other
things, the original function, date of establishment and discontinuation of industrial
activity, investment costs and problems occurring during transformations (23 parame‐
ters in total). Based on spatial data obtained from the Database of Topographic Objects
(BDOT10 k), among other sources, the assessment of parameters such as attractiveness
of the location of the area, transport accessibility, access to media, ownership structure
or negative contiguity (22 attributes in total) was performed. The planning conditions
and technical state of the existing building development was also analysed. The imple‐
mented projects for revitalization of post-industrial areas were subject to expert assess‐
ment after division into two categories – general and detailed. Each of the analysed
issues was assessed on the rank scale defined by the author (−1, 0 and 1), and values
belonging to particular categories were summed. In this way, in the first approach, values
from −2 to +4 were obtained for the general category, and values from −5 to +8 for the
detailed category. Data mining analyses were also performed for the sum of all the
analysed variables (from −7 to +12).

The collected data required “cleaning”. This involved, among other things, solving
problems resulting from lack of data, incoherence of the data set, and false observations
[11]. Some of the parameters required standardization, generalization and division into
classes for the purpose of facilitating the generation of generalized knowledge.

Fig. 1. Distribution of the analysed research objects in Poland.
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Some of the objects and attributes characterized by a considerable lack of data
(predominantly resulting from lack of access to data) or high variability of parameters
were excluded from the analysis. The consequence of these measures was incomplete
data. On the other hand, the collected data were enriched by means of spatial analyses
which permitted the researcher to obtain quantitative measures such as distance from
important objects or complexes, or their number within a radius of 1000 m.

The resulting database is of a complex character, and covers data on objects and
their surroundings. The collected examples (of both good and bad practices in revi‐
talization processes) contain “hidden” knowledge. Such knowledge is implicit in
character, and is difficult to interpret. The application of spatial data mining methods
permits the “extraction” or “disclosure” of such knowledge, and enables it to be shown
it in an explicit way in the form of clearly-defined rules. From many spatial data
mining methods, decision trees were selected, because the method allows for the
rules to be shown in the model. Therefore, the results of such analyses can be used
for forecasting.

2.1 Ranking of Predictors

Data mining methods permit consideration in the analyses of N dimensions in the non-
metric space of parameters. The ranking of predictors allows for the reduction of the
number of independent attributes (and therefore for transition to a lower number of
dimensions) through the selection, from a large set of different predictors, of only those
which are significant and have some (statistical) effect on the obtained result [6].

The analysis performed shows that the development of a credible model of assess‐
ment requires different descriptive and spatial attributes, whereas the ranking of predic‐
tors shows that the most significant ones include attributes belonging to spatial analyses,
and therefore descriptive data alone are insufficient. The most significant effect of revi‐
talization measures concerns the attribute describing the distance from building devel‐
opment. Other important parameters having a considerable impact on the final effect of
revitalization measures are the distance from sporting and recreational objects, and the
distance from industrial and economic objects. As it turns out, the attribute describing
distance from sporting and recreational objects is equally important in the case of gener‐
alized values and their division into four classes (1 – near, 2 – medium distance, 3 – far
and 10 – out of reach). With such a small sample of data, the choice of predictors cannot
be based only on statistical tests – it requires expert evaluation. The data enrichment –
extraction directly from spatial database parameters resulting from geometric and topo‐
logical analysis is of key importance.

2.2 CART Classification Trees

Decision trees use data of both quantitative and qualitative character for building the
model. Due to this fact, the applied spatial predictors do not require aggregation and
classification [10]. This usually results in loss of part of the information. Any type of
correlation can be directly recorded in an attribute. An attribute of qualitative character
can contain, among other things, information on the type of topological relation between
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objects, and quantitative attributes can contain information concerning distance, direc‐
tion or topological relations. Moreover, algorithms for the development of the model
use tabular data [6].

Values for the dependent variable were determined based on the sum of particular
elements of the expert assessment. In the first approach, the effect of the implementation
of revitalization measures was regarded as “positive” when the sum of assessments from
detailed categories for all the analysed elements was within a range from +3 to +8. The
effect of revitalization was regarded as “negative” when the sum of assessments was
within a range from −5 to +2. An example classification tree developed during the
processing of the analysed data is presented in Fig. 2. In general, rules that are read
directly off a decision tree are far more complex than necessary, and rules derived from
trees are usually pruned to remove redundant tests [12]. The resulting CART tree shows
that revitalization measures are successful if the analysed object is located at a distance
of not more than 18 m from other buildings, and if objects with an industrial and
economic function are located at a distance of more than 154.5 m from the revitalized
object. Should other buildings be located at a distance of less than 18 m, the effect of
the revitalization measures is also positive.

Fig. 2. CART classification tree. Leaf ID = 13: the effect of revitalization is positive, if building
development is located at a distance of more than 18 m, and objects with industrial and economic
function are located at a distance of more than 154.5 m from the revitalized object. Leaf ID = 2:
the effect of revitalization is positive, if building development is located at a distance of less than
18 m. Leaf ID = 12: the effect of revitalization is negative, if building development is located at
a distance of more than 18 m, and objects with industrial and economic function are located at a
distance of less than 154.5 m from the revitalized object.

In the second approach, the classification was changed. “Positive” effect was
ascribed to all objects for which the sum of assessments was equal to or higher than +4.
The analysis included all quantitative predictors. As a result of the analysis, a tree was
obtained according to which the effect of revitalization is positive if the object is located
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at a distance of less than or equal to 388 m, and when industrial and economic objects
are located at a distance of more than 47.5 m.

In the next approach, all spatial attributes were divided into classes (Fig. 3). Gener‐
alization and division into four classes was performed as follows: 1- object located
nearby, 2 – object located at a medium distance, 3 – object located far away and 10 –
object located out of range (at a distance of more than 1000 m from the analysed param‐
eter). Such defined data permitted a tree to be obtained where the effect of revitalization
is negative when transport complexes are located far from (3) or at a medium distance
from the objects (2). The effect of revitalization is positive when transport complexes
are located near the object (1) (or are out of reach), and simultaneously commercial and
service objects are located near the object (1).

Fig. 3. Classification tree where spatial attributes were divided into four classes.

By including only selected predictors in the analysis, different correlations were
obtained. For example, the effect of revitalization was negative when “object category
I” was equal to 7 (only clearing the area) or 2 (restoration of the industrial function and
preservation of the existing objects with simultaneous introduction to the area of new
functions and capacities).

3 Conclusion

As mentioned before, data mining methods are not being used in revitalization proce‐
dures at present. This research constitutes a preliminary stage of exploration of data
mining techniques, which could be useful in the revitalization process. Revitalisation is
an interdisciplinary issue, and therefore the preparation of data for analysis was a long
and time-consuming process. Both spatial and descriptive data were collected, based on
many different sources and databases. The collected data required cleaning, generali‐
zation, relevant arrangement, and classification. Relying solely on expert knowledge,
finding key correlations in a database which includes more than 100 objects for which
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approximately 100 attributes were collected on different measurement scales, was a
difficult goal to achieve.

The author has performed the first approach to such research. Despite the large
amount of work, the collected data set is relatively small, and so the results are quite
simple. Further research, however, is expected to deepen the analysis, and explore new
rules and patterns. However, further studies will require the enlargement of the existing
data set, by using examples of revitalization activities from other countries.

The analysis of all the collected data with the application of data mining tools without
any expert control and supervision may provide results in which the correlation between
particular predictors can be of spurious character, providing false results and false
conclusions. The example shows that only the synergy of expert knowledge and skilful
use of data mining tools permits the detection of valuable correlations in the data set.
Unskilled selection of variables for analysis caused irrational results to be obtained.
Therefore, expert knowledge in the field combined with skilful control of the obtained
results is of key importance.

The analyses performed show that it is possible to develop models imaging the
correctness of revitalization measures based on different variables expressed on many
measurement scales. In the case of the use of several variables, it is possible to forecast
the potential effects of revitalization measures. Data mining methods can contribute to
the development of more functional geoinformation systems, providing credible and
complex knowledge that is particularly useful in the area of decision-making processes.
In the case of the analysed issue, an increase in the number of observations by an order
of magnitude would permit the development of more credible models. The expansion
of the set of source data implies an increase in the accuracy of the knowledge base.

In the case of the assessment and development of models for revitalization measures,
additional difficulties appear. The analysed cases are different from each other, and often
not comparable. Some areas require the application of individual indicators adjusted to
the specificity of the analysed area. The greatest problem occurred in the case of envi‐
ronmental indices, due to difficulties with obtaining this type of data. Another problem‐
atic aspect is the fact that the success or failure of an undertaking can often be determined
only after several years from completion of the investment. Moreover, data analysis is
a complex process involving problems related to the dimensions of the data, the dynamic
structure of the data, non-systematic errors (noise) and missing values.

The proposed guidelines, developed with respect to a system of support for the deci‐
sion-making process as “revitalization rules”, and considering the spatial context for
subjects implementing revitalization, can support the launch of an efficient and effective
process of renewal and management of areas with potential functional and spatial value,
the transformation of which is hindered by unfavourable development conditions. The
methodical approach to the problem of revitalization and management of post-industrial
areas has not been described in the literature to date.
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Abstract. The potential of machine intelligence is enormously increasing with
a vision of computing systems that can act as good decision making and self
managing entities. This led to the introduction of systems that are more intelligent
with self* properties and are known as Self Adaptive Software Systems (SAS).
Intelligent Agents which has a high adaptation capability forms the main compo‐
nent of such systems. These self adaptive systems are provided with the ability
of self–configuring based on the run time environmental changes which guarantee
the overall system functional and QoS goals. This paper proposes an optimized
decentralized adaptation logic for modeling SAS which exploits the multi-agent
concept. Each subsystem has an objective and uses an Artificial Bee Colony
metaheuristic to achieve local optimization which in turn leads to the optimization
of the whole distributed system.

1 Introduction

The complexity of modern software is increasing both in its size and varying nature of
its behavior during runtime. This evolution in software led to the development more
manageable systems that are capable of managing and modifying itself after the system
is released for use. These systems are adaptive to its runtime environment satisfying
certain goals and conditions. They are able to accommodate new policy changes during
runtime [1]. The effect of adaptation can viewed as appearance or disappearance of some
components or they may change their behavior in an unpredictable manner. Such
systems called Self-Adaptive Systems (SAS) need more significant innovations and
progresses in order to cope with the challenges associated with the design and manage‐
ment. It has also made it imperative to investigate new approaches for designing such
self adaptive systems with highly dynamic optimized adaptation with respect to envi‐
ronmental changes to avoid the high cost of system downfalls.
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1.1 Self-adaptive Software System

A formal definition for Self Adaptive system is “Systems that are capable of adjusting
their behavior at runtime to achieve certain functional or Quality of Service Goals”.
The main features associated with SAS are dynamicity, uncertainity, adaptivity and
complexity. Various methodologies have been developed to address the requirements
such as modeling and self organization of SAS, but optimized approaches are little
known. The self organization strategy used for adaptation holds the main challenge in
designing such high performance autonomic systems.

Feedback Loop Control and MAPE-K Architecture
The key element of control theory is feedback loop control, which provides well defined
mathematical models, tools and techniques for verification and validation in order to
measure their performance and various other factors. The basic design of self-adaptive
systems is derived from feedback loop control in control theory system. The system is
continuously monitored and feedbacks are analyzed. The feedback may be positive or
negative. Based on the positive and negative feedback a new action will be initiated
without affecting the overall system behavior.

MAPE-K feedback loop model, the architectural blue print by IBM [3] is one of the
common reference model for modeling a dynamic and distributed self adaptive systems.
It is a well organized model with a loop back control which helps to realize the real time
behavior of a self adaptive system. It comprise a sequence of four coordinating opera‐
tions–Monitor, Analyze, Plan and Execute along with a Knowledge Base.

1.2 Agent Based Modeling

The complex autonomic systems can be considered to be a combination of heteroge‐
neous components that interact with each other to achieve the optimal behavior. In order
to accomplish this, system may undergo changes like adding and deleting of components
without affecting the overall goals. During change, the system may evolve its behavior to
an optimized one by means of online learning about the current behavior and then moving
towards appropriate path. This action–reaction property is the main feature of a dynamic
system. The most conventional methods for implementing this uses the conventional
if..else statements based on some local parameter monitoring. But this is not seemed to
be an optimal solution in online systems. The system behavior will have to change rigour‐
ously. In modeling such systems dynamic selection of action on various inputs and
parameters are required. Thus an Agent-Based modeling is proposed for modeling such
systems which makes it convenient for local parameter optimization which leads to global
behavior. Agents are the main entities in the runtime system that has some observable
state, actions–reactions and a set of rules to perform these actions and reactions. The basic
concept of intelligent agents and the practical issues in its design are explained in [6]. In
agent-based modeling the dynamic behavior of the real time system is decided by the
collective behavior of the agents. The agents interact with each other in a coordinated way
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and reach an optimized solution. Many nature inspired behaviors like swarm intelli‐
gence, ant colony and bee colony along with the bottom up design methodology has also
given a large contributions in the evolving agent based modeling.

1.3 Multi-agent Multi-zone System

More complex self adaptive systems include various subsystems or zones each with a
large number of autonomous intelligent agents which may communicate, cooperate and
negotiate with each other which is illustrated in Fig. 1. These agents are grouped on the
basis of the subsystem to which they belongs. The agents of different groups may interact
with each other. Also these individual agents continuously monitor the changing envi‐
ronment and act according to the perceived information from the environment. The
optimized behavior of the agents of each zone and the sharing of information between
them lead to the overall system optimization.

Fig. 1. Multi-agent multi-zone system

1.4 Background

Various studies have been undergone in the modeling and development of complex
adaptive systems with high ambience of intelligence. Agent Based modeling concept [6]
has also influence the autonomic system development. The need of more intelligent
systems with self* properties requires the design of various intelligent agent models
with different functionalities. These agents may have high adaptation capability. These
SAS are provided with the ability of self–configuring based on the run time environ‐
mental changes which guarantee the overall system functional and QoS goals. It has also
made it imperative to investigate new approaches for designing such self adaptive
systems with highly dynamic optimized adaptation with respect to environmental
changes to avoid the high cost of system downfalls. This paper proposes an ABC meta‐
heuristic based optimized decentralized adaptation logic for modeling SAS which also
exploits the multi-agent concept. It also allows more agile agent handling while
improving the overall system goals. As a proof of study, we demonstrated this strategy
in restaurant simulation software. It is a distributed system with different system compo‐
nents each with different behaviors. These components are individual agents with some
computational capability. The complete system is divided into various subsystems called
zones. Each zone contains agents of same or different behavior and are synchronized.
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These agents interact with each other and are able to respond to environmental triggers
by taking appropriate decisions in order to optimize the whole system following certain
rules. Each zone may use optimized adaptation logic to cause local optimization which
in turn may lead to global optimization of the whole system. But solving such optimi‐
zation problem is a current area of research. Several nature inspired meta-heuristics has
been defined for solving such problems. Swarm intelligence is a group of metaheuristic
methods designed based on the intelligent behavior of self-adaptive agents to obtain
global optimization. The collective behavior of swarms adjusts the solutions based on
each individual solution and then reaches the global best solution. Artificial Bee Colony
(ABC) Algorithm is one of the most popular bioinspired metaheuristic based on a
particular intelligent behavior of honey bee swarms. Our objective in this work is to
minimize the average waiting time of each clients in the restaurant without affecting the
normal functioning of the system and not overloading the employees. This work
proposes some modified ABC algorithms that can optimize various subsystems of the
defined distributed system.

2 Restaurant of Dining Philosophers Problem

An enhanced version of Classical Dining Philosophers Problem, named Restaurant of
Dining Philosophers problem is used as the case study by adding some dynamic behav‐
iour and constraints to the Classical Dining Philosophers synchronization problem. The
restaurant system is divided into three subsystems: Dining subsystem, Service
subsystem and Kitchen subsystem. The Problem is defined as follows:

(i) A Restaurant is open for service which offers k number of meals (m1,m2…mk)
(ii) There is one table with n chairs surrounding it with one for each seat (n forks) in

the dining hall.
(iii) The restaurant has p number of philosophers as clients for that restaurant who

visit randomly carrying a fixed amount of money.
(iv) The philosopher Pm entering the restaurant can be in any of the three states:

Thinking, Eating, and Leaving
(v) There are w waiters (W1,W2….Ww) and Ch Chefs (C1,C2…Cch) appointed in the

restaurant.
(vi) The philosopher entered will be allotted a seat if available; else he goes to the

thinking state. If the philosopher has to wait for a long time, he will leave the
restaurant and never visit again.

(vii) Once the seat is allotted the philosopher can order his meals to the available chef.
(viii) The waiter places the order to the less loaded chef.

(ix) Each chef maintains two queues of size s, input queue for accepting the order and
output queue for placing the cooked meal. (each location of the queue holds one
meal)

(x) The chef places the cooked food to the output tray and the waiter will serve it to
the client.
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(xi) The philosopher can choose another seat(if any) if he is not able to eat after the
delivery of meals.

(xii) All the constraints in classical dining philosophers for synchronization are also
included in this system

The problem is to find an optimal solution (more number of philosophers are serv‐
iced without much delay) with Less Average waiting time for the clients.

Assumptions

1. All the waiters and chefs have the same speed for their assigned work.
2. The time to cook all meals takes equal time.

3 Artificial Bee Colony Algorithm for Optimization

In the basic ABC algorithm, high-quality nectar sources can be found by communication
among three groups of foraging artificial bees, namely, employed bees, onlookers, and
scouts. The algorithm begins with a number of food sources (candidate solutions for
optimization problems) that are randomly generated. Then, the following three steps are
repeated until a termination criterion is met [13–15, 16]. First, the employed bees are
sent to each food source and the amounts of nectar are then measured (evaluated by
fitness of solutions), with the highest-quality food source retained using the greedy
selection mechanism. Second, the food sources are selected by the onlookers after the
employed bees share information according to the bees in the hive, and the retained food
sources are determined. Third, if a food source is not improved within a limited number
of repetitions, a scout is sent out to generate a new possible food source randomly.

Three control parameters should be set in the basic ABC algorithm: (1) SN: the
number of food sources; (2) Limit: the number of repetition cycles to activate a scout
bee. If a food source cannot be improved further in “limit” cycles, then it will be aban‐
doned and replaced by a new food source generated by scout bee; this is a particular
phase of bee-based algorithm to skip out of local optimum; and (3) MCN: the number
of maximum cycle iterations, which is a termination criterion.

The probability of each food source chosen by the onlookers is as follows:

Pj =
fitj

∑SN
n=1 fitn

(1)

Where fitj denotes the fitness of solution j.

3.1 Proposed ABC Algorithms

In the dining subsystem of the restaurant system, the main objective is to allocate an
optimized seat for the incoming philosopher without delay. This allocation is subjected
to various constraints like, no philosophers should wait more than a particular time. The
control parameters that affect the waiting time of the customer includes the seat available
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time (ts1) and the forks available time (fr1). The philosophers are allocated seats in their
arriving order. The main objective of this subsystem is to lessen the waiting time of each
philosophers considering the constraints also. The modified part of the algorithm is
specified below

___________________________________________________
Input: List of Available seats and a candidate Philosopher 
Output: The best solution for seat allocation for the candidate Philosopher 

1. Set list of incoming philosophers 
2. Allocate seat to the philosopher and update Available Seat List 
3. Put any incoming philosopher in the Philosopher List in the order of their arriving 
time  
4. while (Philosopher List!=NULL) 

philosophe r=get philosopher with earliest arriving time from Philosopher 
           List 

     seatavail[] =get existing Available Seat List 
     seatindex (best solution)=ABC algorithm(philosopher,seatavail[]) 
     Allocate philosopher to corresponding seat 
     Update the table of seat availability 
     Remove Philosopher from Philosopher List 

5. end while 

Algorithm 1. Pseudo-code of the ABC algorithm for Seat Allocation  

In the kitchen subsystem the main objective is to assign the order to an available chef
so that it is delivered as early as possible. The control parameters that affect the delivery
time are the availability and the work load of each chef. The constraint in this is that no
chef should be overloaded. The orders are kept in a list according to their ordering time.
The main objective is to place these orders ed to a chef in an optimized way so as to
reduce the delivery time subjected to the constraints. The main part of the algorithm
used is specified below.

The time complexity of the proposed method mainly consists of five parts: the initi‐
alisation, the search operation of employed bees, the calculation of the probability of
food sources, and the search operation of scouts and onlookers. The computational cost
of these five parts are: O(Hnm), O(H(nm + nC)), O(H), O(nm), and O(H(H + (nm + nC)
+ nm)), respectively. Here n is the number of populations in the solution set P; m is the
number of control parameters; H is the number of employed bees or food sources; C is
the total number of categories for all attributes where:

C =

m∑

j=1

ti (2)

Therefore the overall time complexity of the proposed approach is
O(Hmn + s(nm + H(H + nm + nC))). Here, s is the number of iterations.
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4 Results and Discussions

The Restaurant of Dining Philosophers system shows that the optimized decision
making behavior of individual intelligent agent in the system results in the overall opti‐
mized system behaviour. By using the relevant optimization strategy in each zone of the
system, the system is able to attain maximum advantage in the subsystem and also led
to the optimization of overall system behavior without affecting the QoS goals. The
components of the system are modeled as agents which has the ability to adapt dynam‐
ically that can make decisions according to the change in the environment. The inter‐
action between the various agents and its coordinated behavior in different subsystems
lead a way to optimize the systems functional and QoS goals. The working of the system
exhibits the self-adaptivity of its component agents and thereby reaches an optimized
solution. In this problem it is expected that the philosophers should not need to wait for
a long time after entering the restaurant. Also no philosopher should be allowed to leave
the restaurant without being serviced. So the main objective in the dining subsystem is
to allocate the incoming philosopher with an optimized seat so that he got easily serviced.
In the kitchen subsystem the objective is to schedule the orders to an optimized chef so
as to minimize the delivery time as well as to ensure that no chefs are overwhelmed.
Moreover, the overall goal is to reduce the average waiting time of each philosopher.
The results outperformed the system that works without using any adaptation and it
shows that the average waiting time of the philosophers is highly reduced by using the
proposed framework. Comparison result of the system with and without adaptation
capability is plotted in Fig. 2. The rate of philosophers in each state (Thinking, Eating,
Leaving) at various time slots is also presented in Fig. 3. It can thus be concluded that
the proposed methodology provides a better adaptability for any software with multi
components and that can be modelled as a multi-agent system with single or multiple
objectives. The system is also evaluated on the basis of the rate of lost clients.

_______________________________________________________
Input: List of available Chefs and Order list  
Output: The best solution for placing order to the optimized chef 

    1. Set list of orders given by seated philosophers 
    2. Place order to the chef and update available Chef List 
    3. Put any incoming orders in the Order List in order of their ordering time 
    4. while (Order List!=NULL) 
               order=get order with earliest ordering time from Order List 
               chefavail[]=get existing Available Chef List 
               chefindex (best solution)=ABC algorithm(order,chefavail[]) 
               Place order to corresponding chef 
               Update the table of chef availability 
               Remove order from Order List 
   5.end while 
__________________________________________________________________ 

Algorithm 2. Pseudo-code of the ABC algorithm for Load Balanced Scheduling 
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Fig. 2. Number of philosophers vs average waiting time
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Fig. 3. Resource utilization and state graph at various time slots

5 Conclusion

A framework for intelligent agents based self-adaptive software system is proposed. The
intelligent agents are designed to adapt its behavior according to the changing environ‐
ment by perceiving information from it. As a proof of study, the proposed method is
demonstrated by simulating the Restaurant of Dining Philosophers problem. The concur‐
rently executing subsystems are modeled with a set of agents which are autonomous and
communicating with each other. These agents have the capability of choosing an opti‐
mized option locally, thereby optimizing the overall system behavior. The ABC algo‐
rithm is used for optimized seat allocation in dining subsystem and for optimized load
balancing and scheduling in kitchen subsystem. The results shows that using these algo‐
rithms dynamically improves the self-adaptivity of the agents in the system which in
turn highly optimizes the whole system by lessening the average waiting time of the
philosophers and reducing the number of lost customers. It allows the system entities to
select the best adaptation logic and propel the system to act and react in an optimized
way based on the current system configuration and the runtime environmental triggers.
Thus it is inferred that the zone wise optimization in a multi-agent system in which the
agents communicate with each other and which has self–decision making capability will
optimize the overall system behavior without affecting the QoS goals of the system.
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Abstract. A knowledge-based framework for mitigation of hydro-meteorolog‐
ical disasters in Brunei is proposed where a data mining process is used to predict
anomalous intense rainfalls that were causing destructive floods and landslides.
A previous study pointed the causes to anomalous oceanographic and atmospheric
conditions. This expert knowledge and satellite data is used to create the model.
Interoperable collaborative platforms are also crucial. This approach can poten‐
tially alter the prevailing disaster management where reactive response dominated
the proactive bottom-up approach of disaster mitigation based on expert knowl‐
edge-based prediction from data mining.

Keywords: Data mining · Hydro-meteorological disasters · Mitigation
framework · Collaboration platforms · Knowledge management

1 Introduction

With a recent scientific study that determined the causes of anomalous episodic intense
rainfalls in Brunei Darussalam, and with the availability of data mining tools, there is a
great opportunity to create a new approach for hydro-meteorological disaster manage‐
ment in the country. This can be achieved by putting together various pertinent best
practices and putting data mining at the heart of this new arrangement.

The existing institutional and legal frameworks by default entail a mostly top-down
approach such as giving directions from the top using command-and-control style. This
approach mostly suits disaster response efforts; however, a more proactive way driven
by domain experts’ knowledge can greatly assist in prevention and mitigation.

2 Background Studies

Disaster management (DM) aims to reduce potential losses from hazards, assure prompt
and appropriate assistance to victims of disaster, and achieve rapid and effective
recovery. It is an ‘ongoing process by which governments, businesses, and civil society
plan for and reduce the impact of disasters, react during and immediately following a
disaster, and take steps to recover after a disaster has occurred.’ [1].
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In Brunei, the Incident Command System (ICS) is activated in disaster response and
recovery while the current framework for managing disasters locally, NaSOP [4] serves
as a legal framework and guideline. As very high level documents, they do not fully
address interoperability and collaboration for group decision support. There are no
knowledge management (KM) concepts used like community of practices (CoP), a plat‐
form that can enable collective action and responsibility in the management and sharing
of knowledge among experts across various agencies and disciplines.

A group decision-support system (GDSS) is a platform that facilitates collaborative
decision-making. Though more suitable during mitigation and preparedness, GDSS can
potentially complement ICS during catastrophic events. Data mining, in turn, can
enhance the usefulness of GDSS by providing an element of predictive analytic capa‐
bilities along with pattern and new knowledge discovery. Besides lacking collaboration
and interoperability, current framework also lacks inter-agency data collection of
previous disasters, an issue often cited in local DM circles. Thus a new framework should
provide input and output mechanisms that include real-time and online data capture,
processing and visualization which can be built-in into the CoP and GDSS, as shown in
a proposed mitigation framework in Fig. 1 below.

Fig. 1. A proposed data mining knowledge-based framework for mitigation of hydro-
meteorological disasters in Brunei Darussalam
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The local DM lags behind in adopting knowledge management practices. Knowledge
management (KM) is the process of systematically and actively managing and lever‐
aging stores of knowledge in an organization [5]. An ideal framework should thus
incorporate the design, development and governance of KM framework, policies and
procedures and guidelines. The knowledge products such as prediction from data
mining, and services such as new videos on a new algorithm, should be identified, and
shared with all concerned including the communities through the use of the ubiquitous
social media and KM tools that can capture, process and store knowledge.

With the increased use of KM and the rise of big data, knowledge extraction is
paradoxically becoming more difficult. By encouraging CoP however, regular sharing
and learning, based on common interests and expertise, can lessen and eliminate the
costs of knowledge acquisition and extraction. Experts interested in hydro-meteorolog‐
ical risks, for example, can discuss many issues emanating from a data mining process
such as weather prediction, with a view of iteratively improving the accuracy of the
model that predicts the results.

The data preparation or preprocessing stage is the most time-consuming in the data
mining process. For hydro-meteorological DM, many domain knowledge experts are
required to share knowledge towards understanding issues before arriving at accurate
solutions and decision-making. Many types of data are thus required to undergo various
sub-processes to make them well-formed before delving into data mining. This calls for
an integrated and effectively coordinated hydro-meteorological risks management team
[3] and platform. Domain-specific CoP fits the bill as depicted in Fig. 1 above. CoP can
thus alleviate the difficulties in data preparation.

In order to fully appreciate how CoP creates organizational value, it is worth thinking
of a community as an engine for generating social capital. Social capital found in CoP
leads to changes in behavioral which lead to greater sharing of knowledge. This will in
turn positively influence performance [6].

While a flourishing hydro-meteorological CoP leads to collaboration among various
domain knowledge experts related to field, interoperability serves as an important
enabler of inter-agency collaboration [7]. Decision makers need information from
various resources [7, 8] and require multiple agencies to work together, and information
needs to change rapidly as the disaster event evolves [7, 9].

A novel perspective to interoperability issues takes into account the advent of
Internet technology feeding the emergence of the ‘Internet of Things’ (IoT), enabling
the different artefacts to sense, process, share and act in an ubiquitous, Internet-like
environment [10]. Potentially, an application of a novel IoT-aware ‘interoperability as
a property’ (IaaP) paradigm can assist in efficient preparation by DM organisations and
agile, adaptive response delivered by synergic task force and rescue teams [10].

For hydro-meteorological DM, the use of pervasive real-time IoT sensors and data-
capture devices provide DM professionals with timely information for which to make
a more informed decision-making. As shown in Fig. 1 above, IoT feeds data into the
CoP. Near real-time meteorological data obtained from remote-sensing satellites are
also available for the public to download from various internet sites at no costs.
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3 Data Mining Methodology and Model

3.1 Introduction

In this paper, data mining is used for predicting anomalous weather conditions that
caused intense episodic rainfall during the months of January in 2009, 2011 and 2014.
The weather anomalies during the said periods posed serious hydro-meteorological
hazards that caused massive flash-floods, floods and landslides. This section highlights
the knowledge from domain knowledge experts can be used for building a model that
will be used for predicting anomalous intense rainfall.

3.2 Sources of Experts’ Knowledge

Using the conceptual framework in Fig. 2, a bottom-up knowledge-based approach of
building a disaster mitigation framework takes effect. Using meteorological data
obtained from remote-sensing satellites which are available on various websites, [3]
focused on the causes of intense anomalous rainfall that triggered flash-floods, floods
and landslides in 2009, 2011 and 2014. The real underlying reasons were revealed in
the shape of anomalous atmospheric conditions and anomalous oceanographic condi‐
tions, dismissing the long-held belief that such events were always the result of anom‐
alous monsoons or climate change [3].

Fig. 2. A simplified framework on forcing mechanisms of anomalous rainfalls [3]

Using meteorological data obtained from remote-sensing satellites, Ndah et al.
focused on the causes of intense anomalous rainfall as follows (see Fig. 2 above):

1. Strong variability and unpredictability of anomalous rainfall events
2. Variability of anomalous rain-fall forcing or inducing mechanisms
3. Socio-geographical and environmental factors that aid in triggering floods and land‐

slide disasters [9].

From their analysis of past data, the intensity of rainfall in Brunei was found to be
greater than in wider Borneo, with the country’s average daily January rainfall being
highly variable [9]. The variance of daily January rainfall on the other-hand reveals
periods of absolutely strong peaks in Brunei and Borneo. The major peaks represent
periods of anomalous daily rainfall, which generally trigger flashfloods and land‐
slides [9].
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To emphasise the importance of their study, it should be noted that the 2009, 2011
and 2014 events were among the worst the country had seen, one caused the death of a
woman due to flood and another in a landslide, while also causing massive and wide‐
spread economic losses.

Based on results of the study by Ndah et al., they stated that a window of opportunity
is opened to attempt the prediction of anomalous episodic rainfall events and conse‐
quently enhance early detection capabilities for floods and landslides [9].

3.3 Data Preprocessing

Two choices of data sets from Brunei Meteorological Department (BDMD) and satellite
data are considered. The average rainfall data from BDMD are from one location in one
district only and do not represent the whole country. Satellites data were then analyzed.
APDRC [13] provides many rainfall data sets and one was selected. Oceanographic and
atmospheric data were also analyzed but later omitted due to complexity. For this, earlier
study by [3] was used to represent TRUE and FALSE.

The average daily rainfall data sets were filtered to include only January data for
2009, 2011 and 2014. Some missing values are assigned to the dates other than the
following periods when analysis were either not performed or mentioned by [3].

The data sets in Table 1 below are then partitioned into training (70%) and test data
(30%). The purpose of test data is to check the accuracy of the prediction.

Table 1. Available data adapted from [3] and remote sensing satellite data [13]

Year Atmospheric anomalies Oceanographic anomalies Daily average rainfall
2009 1st-12th January January monthly average January time-series
2011 1st -12th January January monthly average January time-series
2014 1st -12th January January monthly average January time-series

3.4 Model

A simple logical model in Table 2 below is derived from Fig. 2 and [3].

Table 2. A simple logical model based on scientific knowledge

Anomalous atmospheric
conditions

Anomalous oceanographic
conditions

Anomalous intense rainfall

TRUE TRUE Yes
TRUE FALSE Yes
FALSE TRUE Yes
FALSE FALSE No

CRISP-DM [11], the most popular methodology [12] is adopted. CHAID and CART,
two popular algorithms that classify class label (anomalous intense rainfall).
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4 Experiment and Results

January data from 2009, 2011 and 2014 from APDRC [13] are used. IBM SPSS Modeler
is used for running the data mining processes.

Table 3 below shows the results using CHAID algorithm, showing the prediction
and accuracy of anomalous intense rainfall ($R-Anomalous Rainfall and $RC-Anoma‐
lous Rainfall). The confidence level is either 85% or 100% correct.

Table 3. Results of anomalous rainfall prediction modeling using CHAID algorithm.

Jan Anomalous
atmospheric
conditions

Anomalous
oceanographic
conditions

Average
daily
rainfall

Anomalous
rainfall

Partition $R-
anomalous
rainfall

$RC-
Anomalous
rainfall

1 FALSE TRUE 5.46 Yes Training No 0.857
2 FALSE TRUE 27.51 Yes Training Yes 1.000
3 FALSE TRUE 23.39 Yes Training Yes 1.000
4 FALSE TRUE 25.43 Yes Testing Yes 1.000
5 FALSE TRUE 6.11 No Training No 0.857
6 FALSE TRUE 19.98 No Training No 0.857
7 FALSE TRUE 4.23 No Training No 0.857
8 FALSE TRUE 16.56 No Training No 0.857
9 FALSE TRUE 27.68 Yes Training Yes 1.000

10 FALSE TRUE 5.94 No Training No 0.857
11 FALSE TRUE 18.12 No Training No 0.857

Table 4 below shows the CART results showing the prediction and its accuracy of
the anomalous intense rainfall. The confidence level is 72%, 94% or 100% correct.

Table 4. Results of anomalous rainfall prediction modeling using CART algorithm

Jan Anomalous
atmospheric
conditions

Anomalous
oceanograph
ic conditions

Average
daily rainfall

Anomalous
rainfall

Partition $R-
anomalous
rainfall

$RC-
anomalous
rainfall

1 FALSE TRUE 5.46 Yes Training No 0.722
2 FALSE TRUE 27.51 Yes Training Yes 0.944
3 FALSE TRUE 23.39 Yes Training Yes 0.944
4 FALSE TRUE 25.43 Yes Testing Yes 0.944
5 FALSE TRUE 6.11 No Training No 0.722
6 FALSE TRUE 19.98 No Training Yes 0.944
7 FALSE TRUE 4.23 No Training No 0.722
8 FALSE TRUE 16.56 No Training No 0.722
9 FALSE TRUE 27.68 Yes Training Yes 0.944

10 FALSE TRUE 5.94 No Training No 0.722
11 FALSE TRUE 18.12 No Training No 0.722

Table 5 below analyzed the accuracy of the prediction model for both training and
testing data that shows 90% correct for CHAID for training data, in actual numbers are
54 out of 60. For testing data, 88.46% or 23 out of 26 are correct and the corresponding
wrong results in actual number of records in this case 6 out of 60 and the percentage of
wrong prediction in training data is 10%.
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Table 5. Results of anamolous rainfall prediction modeling using CHAID algorithm: comparing
the accuracy of the predicted anomalous rainfall

Partition Training Testing
Correct 54 90% 23 88.46%
Wrong 6 10% 3 11.54%
Total 60 26

In Table 6 breakdown results are also shown for CART for both the training and
testing which shows a slightly better result for predicting correct training data at 91.67%
or 55 out of 60 while giving the same results as CHAID for testing data. Hence, it can
be concluded that the model give a good accuracy in predicting anomalous intense rain‐
fall.

Table 6. Results of anamolous rainfall prediction modeling using CART algorithm: comparing
the accuracy of the predicted anomalous rainfall

Partition Training Testing
Correct 55 91.67% 23 88.46%
Wrong 5 8.33% 3 11.54%
Total 60 26

5 Comparison with Another Platform

For comparison purposes, the data set is run into a free machine learning platform called
WEKA. During data preprocessing, a CSV file was created converted to ARFF, the
format accepted by WEKA. WEKA’s date attribute format was also followed (Table 7).

Table 7. Results of anamolous rainfall prediction using WEKA’s J48 and REPTree

Classifier J48 REPTree
Test
methods

Cross-validation 10
folds

30% split for Test Data Cross-validation 10
folds

30% split for Test Data

Correct 93 100% 28 100% 92 98.9247% 28 100%
Wrong 0 0% 0 0% 1 1.0753% 0 0%
Total 93 28 93 28

Comparing IBM SPSS Modeler results against WEKA reveals that WEKA is better
in correctly classifying instances for predicting January anomalous intense rainfall.

6 Discussions and Lessons Learnt

The experiment shows the feasibility of predicting using experts’ knowledge [3] and
satellite data. By using data mining, previously unpredictable anomalous intense rainfall
conditions in Brunei can be predicted. The following are the talking points:
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1. Business understanding and knowledge is very important in data mining. Under‐
standing of the aims and objectives of mitigation and preparedness can lead to better
risk management while expert knowledge can enhance insight.

2. Knowing the underlying causes presents a bottom-up approach in mitigation where
benefits will reach higher authorities and eventually potential disaster victims. A
valuable GDSS can assist in realizing the real benefits.

3. The understanding of data is a perquisite for quality predictions. Experts’ guidance
can give insights. One data sample can be more representative to use.

4. Having taxonomy in data mining, GDSS, CoP and knowledge systems in a frame‐
work can help to avoid potential misinterpretation and miscommunications.

5. For big data, consolidation, extraction and integration will be harder and require
cooperation and collaboration. Using CoP and other KM tools are essential.

6. From the results, the best algorithms can be ascertained. Comparing different plat‐
forms is also useful. CoP and GDSS can be used for sharing findings.

7. In model testing and evaluation, experts can meet up and discuss the accuracy and
whether objectives are met. CoP and GDSS can facilitate these activities.

8. The sharing of findings and knowledge gains from above can lead to major future
projects. CoP and GDSS enforce the best rules and create self-learning system.

9. Visibility of assets in disaster response and recovery areas by using CoP and GDSS
such as current resources available to deal with flood-causing rainfall, can improve
preparedness and mitigation and overall resilience towards disasters.

10. A comprehensive framework for disaster mitigation will help in the development
and use of knowledge-based analytics tool like data mining.

7 Conclusion

The paper proposes a framework in tackling and managing hydro-meteorological
disaster risks in Brunei that had posed the greatest danger in the past. It shows the
importance of the data mining in enabling a knowledge-based approach. Together with
GDSS and CoP as the main platforms the prevailing top-down mindset of focusing
primarily on response and recovery in disaster management and on devoting more
resources to them can be altered. By formalizing data mining predictive capabilities and
aligning actions in the proposed framework can potentially address many issues in the
country’s vision for better disaster resilience, particularly as part of disaster mitigation
for two of the most prevalent and destructive disasters in recent years.
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Abstract. This paper investigates the stability and stabilization analy-
sis problem of nonlinear systems with distributed time-delay. The T-S
fuzzy model is employed to describe the nonlinear plant. When design-
ing fuzzy controller, the novel imperfect premise matching method is
adopted, which allows the fuzzy model and the fuzzy controller to use
different premise membership functions and different number of rules.
As a result, greater design flexibility can be obtained. By applying a new
tighter integral inequality which involves information about the double
integral of the system states, and introducing the information of mem-
bership functions, less conservative stability and stabilization conditions
are derived. Finally, a numerical example is provided to clarify the effec-
tiveness of the proposed approach.

Keywords: T-S fuzzy model · Distributed time-delay · Lyapunov
stability theory · Imperfect premise matching

1 Introduction

Time-delay is a common phenomenon in practical control systems, which can
deteriorate the system performance and cause instability. Therefore, the research
for control systems with time-delay is crucial and has received considerable atten-
tion [1,2]. When analyzing the stability conditions of control systems with time-
delay, a Lyapunov-Krasovskii functional (LKF) approach [3] is usually applied,
which can denote the conditions in terms of linear matrix inequalities (LMIs).
Though the LKF approach can handle the stability analysis problem for time-
delay systems, the criteria derived from LKF method are conservative. To reduce
conservatism, much research has been done: the free-weighting matrix [4] tech-
nique was introduced to obtain more tighter bound of the derivative of Lyapunov
function; the wirtinger-based integral inequality [5] was developed to deal with
integral term

∫ t

t−h
ẋT (s)Rẋ(s); especially, a new tighter integral inequality was

proposed in [6], which yields less conservative stability conditions.
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Besides, the Takagi-Sugeno (T-S) fuzzy model [8] is normally used to describe
fuzzy control systems. It can represent the dynamics of a complex nonlinear
system as a weighted sum of some local linear models, which will facilitate the
stability analysis. When the fuzzy controller is also denoted as a weighted sum of
some linear sub-controllers, and is connected with the T-S fuzzy model in a closed
loop, a Takagi-Sugeno fuzzy-model-based (TSFMB) control system is formed.
When dealing with the stabilization analysis problem for TSFMB system, an
efficient technique named parallel distribution compensation (PDC) [9] is usually
adopted, which requires the fuzzy controller and the T-S fuzzy model have the
same premise membership functions and the same number of rules. Such design
can make the stabilization analysis easier. However, PDC method also bears
some inevitable drawbacks such as limiting the design flexibility of the fuzzy
controller and complicating the fuzzy controller structure unnecessarily in some
cases. For the sake of solving these problems, some non-PDC design techniques
were developed [7,8]. Among them, an effective methodology called imperfect
premise matching method [8], which allows the fuzzy controller and the fuzzy
model use different premise membership functions and different number of rules.
Hence, this approach can avoid the limitations of PDC method.

Currently, the research of stability and stabilization analysis for TSFMB
systems with time-delay has yet been thorough enough. First, most of literature
applied PDC method to conduct stabilization analysis which would limit the
design flexibility of fuzzy controller. Second, the existing stability and stabiliza-
tion conditions can be further relaxed. This is because the bound of integral
term

∫ t

t−h
ẋT (s)Rẋ(s) can be estimated more accurate, and the information of

the membership functions has not been applied fully. Therefore, in this paper, we
aim to investigate the improved stability and stabilization conditions for TSFMB
systems with time-delay.

To achieve our goal, we will apply the imperfect premise matching method
to design stable fuzzy controller. In order to relax the results, we will employ
the novel integral inequality technique in the stability analysis, and take the
information of the membership functions into account. The analyses results will
be presented as theorems in terms of LMIs. Finally, a numerical example will be
given to illustrate the advantages and superiority of the proposed approach.

2 Preliminaries

A TSFMB nonlinear control system with distributed time delay is considered.

Fuzzy Model: Construct a p-rule polynomial fuzzy model to represent the
nonlinear system with time-delay:

ẋ(t) =
p∑

i=1

ωi(x(t))
(
Aix(t) + A1ix(t − h) + A2i

∫ t

t−h

x(s)ds + Biu(t)
)
, (1)

where x(t) ∈ R
n×1 denotes the vector of the system state; Ai ∈ R

n×n,A1i ∈
R

n×n,A2i ∈ R
n×n and Bi ∈ R

n×m represent the system matrices and the
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system input matrices; u(t) ∈ R
m×1 is system input; the time-delay h is a

constant satisfying h ∈ [hmin, hmax]; ωi(x(t)) stands for the normalized grade of
membership, and satisfying: ωi(x(t)) ≥ 0 for all i, and

∑p
i=1 ωi(x(t)) = 1.

Fuzzy Controller: Motivated by the imperfect premise matching method [8],
we consider a c-rule polynomial fuzzy controller in this paper:

u(t) =
c∑

j=1

mj(x(t))Kjx(t), (2)

where Kj ∈ R
m×n represents the feedback gain of jth rule; mj(x(t)) stands for

the normalized grade of membership, and satisfying: mj(x(t)) ≥ 0 for all i, and∑c
j=1 mj(x(t)) = 1.
According to (1) and (2), the closed-loop fuzzy control system can be easily

acquired:

ẋ(t) =
p∑

i=1

c∑

j=1

ωi(x(t))mj(x(t))
(
Gijx(t) + A1ix(t − h) + A2i

∫ t

t−h

x(s)ds

+ Biu(t)
)
,

(3)

where Gij = Ai + BiKj , i = 1, 2, ..., p, j = 1, 2, ..., c.
Lemma 1 is given to facilitate the proof of the main results in the following

sections.

Lemma 1 [6]. It is assumed that x(t) is a differentiable function: [α, β] → R
n.

For N1,N2,N3 ∈ R
4n×n, and R ∈ R

n×n > 0, the following inequality holds:

−
∫ β

α

ẋT (s)Rẋ(s)ds ≤ ξT Ωξ, (4)

where

Ω = τΦ2 + Φ3, Φ2 = N1R−1NT
1 +

1
3
N2R−1NT

2 +
1
5
N3R

−1NT
3 ,

Φ3 = Sym{N1Δ1 + N2Δ2 + N3Δ3}, ek = [0n×(k−1)n In 0n×(4−k)n],
k = 1, 2, 3, 4,Δ1 = e1 − e2,Δ2 = e1 + e2 − 2e3,Δ3 = e1 − e2 − 6e3 + 6e4,

ξ = [xT (β) xT (α)
1
τ

∫ β

α

xT (s)ds
2
τ2

∫ β

α

∫ s

α

xT (u)duds]T , τ = β − α.

In addition, to simplify the computational complexity, ωi(x(t)) and mj(x(t))
will be denoted has ωi and mj , respectively in the following sections.

3 Stability Analysis

Firstly, the stability condition of TSFMB autonomous system, i.e., the system
(1) with u(t) = 0, will be investigated, which can be described by

ẋ(t) =
p∑

i=1

ωi(Aix(t) + A1ix(t − h) + A2i

∫ t

t−h

x(s)ds). (5)
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The inferred stability analysis results are summarized in the following theo-
rems.

Theorem 1. For TSFMB autonomous system (1) and a prescribed constant
h ∈ [hmin, hmax], if there exist positive definite matrices P = PT ∈ R

3n×3n,R =
RT ∈ R

n×n, Q = QT ∈ R
n×n, such that LMIs (6) are satisfied, then the system

(1) is asymptotically stable.
⎡

⎢
⎢
⎣

Φ1i + Φ3 + Φ4i

√
hN1

√
hN2

√
hN3

∗ −R 0 0
∗ ∗ −3R 0
∗ ∗ ∗ −5R

⎤

⎥
⎥
⎦ < 0, (6)

where

Φ1i = Sym{ΔT
4 PΔ5i} + eT

1 Qe1 − eT
2 Qe2 + hΓT

i RΓi,Δ4 =
[
eT
1 heT

3
h2

2 eT
4

]T

,

P =

⎡

⎣
P11 P12 P13

∗ P22 P23

∗ ∗ P33

⎤

⎦ ,Δ5i =
[
ΓT

i eT
1 − eT

2 heT
3 − heT

2

]T
,Γi = [Ai A1i hA2i 0]

Φ4i = Ti − Fi +
p∑

r=1

h̄rFr −
p∑

k=1

hkTk, i = 1, 2, ..., p,

and Δ1,Δ2,Δ3 are defined in Lemma 1. Besides, in order to decrease the compu-
tational complexity, we will eliminate the free matrices N1,N2,N3 by assuming
N1 = 1

h

[−R R 0 0
]T

, N2 = 3
h

[−R −R 2R 0
]T

, N3 = 5
h

[−R R 6R −6R
]T

.

Proof. To investigate the stability of the TSFMB autonomous system (1), the
following Lyapunov-Krasovskii functional candidate is considered.

V (t) = [xT (t) ηT
1 (t) ηT

2 (t)]P[xT (t) ηT
1 (t) ηT

2 (t)]T

+
∫ t

t−h

xT (s)Qx(s)ds +
∫ 0

−h

∫ t

t+θ

ẋT (s)Rẋ(s)dsdθ,
(7)

where η1(t) =
∫ t

t−h
x(s)ds, η2(t) =

∫ t

t−h

∫ s

t−h
x(u)duds.

Therefore, the derivative of V (t) can be presented as

V̇ (t) =
p∑

i=1

ωi

(
ζT (t)Φ1iζ(t) −

∫ t

t−h

ẋT (s)Rẋ(s)ds
)
, (8)

where ζ(t) =
[
xT (t) xT (t − h) 1

hηT
1 (t) 2

h2 ηT
2 (t)

]T , and Φ1i is defined in (6).
Moreover, according to Lemma 1, we can obtain

−
∫ t

t−h

ẋT (s)Rẋ(s)ds ≤ ζT (t) (Φ2 + Φ3) ζ(t), (9)
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where Φ2, Φ3 are defined in (4). So we have

V̇ (t) ≤
p∑

i=1

ωiζ
T (t)(Φ1i + Φ2 + Φ3)ζ(t) =

p∑

i=1

ωiζ
T (t)Φiζ(t) (10)

After some algebraic manipulations, we get

V̇ (t) =

p∑

i=1

ωiζ
T (t)Φiζ(t) ≤

p∑

i=1

ωiζ
T (t)Φiζ(t) +

p∑

i=1

(ω̄i − ωi)ζ
T (t)Fiζ(t) +

p∑

i=1

(ωi − ωi)ζ
T (t)Tiζ(t) =

p∑

i=1

ωiζ
T (t)(Φi − Fi + Ti +

p∑

r=1

w̄rFr −
p∑

k=1

ωkTk)ζ(t),

(11)

where ωi is the lower bound of ωi, and ω̄i is the upper bound of ωi, Fi and Ti

are positive semi-definite matrics. Hence, if

Φi − Fi + Ti +
p∑

r=1

w̄rFr −
p∑

k=1

ωkTk < 0, (12)

then V̇ (t) < 0. By using Schur Complement theorem, the condition (12) is
equivalent to condition (6). In other words, if condition (6) holds, the system (1)
is asymptotically stable. Thus, the proof of Theorem 1 is accomplished.

Remark 1. It can be seen from the proof that a novel integral inequality (9) is
adopted to deal with integral term − ∫ t

t−h
ẋT (s)Rẋ(s)ds. The advantage of this

integral inequality is that it is tighter than other similar integral inequalities,
which can relax the results. Additionally, since the stability condition derived
from it has a simpler structure, the implementation costs could be lowered.

4 Stabilization Analysis

Based on Theorem 1, we will mainly investigate how to design a fuzzy controller
(2) to stabilize TSFMB control system (3) in this section.

Theorem 2. For TSFMB control system (3) and the given constants σ, ti, i =
2, 3, .., 6, h ∈ [hmin, hmax], if there exist positive definite matrices P̄ = P̄T ∈
R

3n×3n, R̄ = R̄T ∈ R
n×n, Q̄ = Q̄T ∈ R

n×n, and positive semi-definite matrices
F̄i = F̄T

i ∈ R
4n×4n, T̄i = T̄T

i ∈ R
4n×4n, such that LMIs (13) are satisfied, then

the system (3) is asymptotically stable.
⎡

⎢
⎢
⎢
⎢
⎣

Π1

√
hN̄1

√
hN̄2

√
hN̄3

√
hΓ̄T

ij

∗ −R̄ 0 0 0
∗ ∗ −3R̄ 0 0
∗ ∗ ∗ −5R̄ 0
∗ ∗ ∗ ∗ 1

σ2 R̄ − 2
σX

⎤

⎥
⎥
⎥
⎥
⎦

< 0, (13)
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where

Π1 = Φ̄1ij + Φ̄3 + Φ̄4ij , Φ̄1ij = Sym{ΔT
4 P̄Δ̄5ij} + eT

1 Q̄ie1 − eT
2 Q̄ie2, Φ̄2 =

hN̄1R̄−1N̄T
1 +

h

3
N̄2R̄−1N̄T

2 +
h

5
N̄3R̄−1N̄T

3 , Φ̄3 = Sym{N̄1Δ1 + N̄2Δ2

+ N̄3Δ3}, Φ̄4ij = −F̄ij + T̄ij +
p∑

r=1

c∑

s=1

h̄rsF̄rs −
p∑

k=1

c∑

l=1

hklTkl.

And the state feedback gain can be denoted as Kj = K̄jX−1. i = 1, 2, ..., p, j =
1, 2, ..., c.

Proof. Substitute Ai for Gij = Ai + BiKj , and by following the same line of
analysis of Theorem 1, we can obtain

V̇ (t) =
p∑

i=1

c∑

j=1

ωimj

(
ζT (t)Φ1ijζ(t) −

∫ t

t−h

ẋT (s)Rẋ(s)ds
)
. (14)

Applying Lemma 1, we have

V̇ (t) ≤
p∑

i=1

c∑

j=1

ωimjζ
T (t)(Φ1ij + Φ2 + Φ3)ζ(t). (15)

Since

ζT (t)Φ1ijζ(t) = ζT (t)Sym{M1ij}ζ(t) + ζT (t)Sym{M2}ζ(t) + ζT (t)Sym{
M3ij}ζ(t), ζT (t)(Φ2 + Φ3)ζ(t) = ζT (t)M4ζ(t) + ζT (t)M5ζ(t) + ζT (t)M6ζ(t),

(16)
where

M1ij =

⎡

⎢
⎢
⎣

P11Gij + P12 Π2 hP11A2i + P13h 0
0 0 0 0

hPT
12Gij + hP22 Π3 h2PT

12A2i + h2P23 0
h2

2 PT
13Gij + h2

2 PT
23 Π4

h2

2 PT
13A2i + h2

2 P33 0

⎤

⎥
⎥
⎦ ,M2 =

⎡

⎢
⎢
⎣

Q 0 0 0
0 Q 0 0
0 0 0 0
0 0 0 0

⎤

⎥
⎥
⎦ ,

M3ij =

⎡

⎢
⎢
⎣

GT
ijRGij GT

ijRA1i GT
ijR(hA2i) 0

AT
1iRGij AT

1iRA1i AT
1iR(hA2i) 0

(hAT
2i)RGij (hAT

2i)RA1i (hAT
2i)R(hA2i) 0

0 0 0 0

⎤

⎥
⎥
⎦ ,M4 =

1
h

⎡

⎢
⎢
⎣

−R R 0 0
R −R 0 0
0 0 0 0
0 0 0 0

⎤

⎥
⎥
⎦

M5 =
3
h

⎡

⎢
⎢
⎣

−R −R 2R 0
−R −R 2R 0
2R 2R −4R 0
0 0 0 0

⎤

⎥
⎥
⎦ ,M6 =

5
h

⎡

⎢
⎢
⎣

−R R 6R −6R
R −R −6R 6R
6R −6R −36R 36R

−6R 6R 36R −36R

⎤

⎥
⎥
⎦ .

Π2 = P11A1i − P12 − hP13,Π3 = hPT
12A1i − hP22 − h2P23,

Π4 =
h2

2
PT

13A1i − h2

2
PT

23 − h3

2
P33,
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So we have ζT (t)(Φ1ij +Φ2 +Φ3)ζ(t) = ζT (t)(M1ij +M2 +M3ij +M4 +M5 +
M6)ζ(t). Therefore, if

M1ij + M2 + M3ij + M4 + M5 + M6 < 0, (17)

we can obtain V̇ (t) < 0.
Define some new variables as

P12 = t2P11, P13 = t3P11, P22 = t4P11, P23 = t5P11, P33 = t6P11,

X = P−1
11 , R̄ = XRX, Q̄ = XQX, K̄j = KjX, Ḡij = AiX + BiK̄j ,

Ā1i = A1iX, Ā2i = A2iX, B̄i = BiX, N̄1 =
1
h

[−R̄ R̄ 0 0
]T

,

N̄2 =
3
h

[−R̄ −R̄ 2R̄ 0
]T

, N̄3 =
5
h

[−R̄ R̄ 6R̄ −6R̄
]T

,

Γ̄ij = [Ḡij Ā1i hĀ2i 0], Δ̄5ij =
[
Γ̄T

ij X(eT
1 − eT

2 ) X(heT
3 − heT

2 )
]T

.
(18)

Let Eq. (17) be pre-multiplied and post-multiplied by diag
[
X X X X

]
and

its transpose, then we can obtain

Sym{ΔT
4 P̄Δ̄5ij} + eT

1 Q̄ie1 − eT
2 Q̄ie2 + hN̄1R̄−1N̄T

1 +
h

3
N̄2R̄−1N̄T

2

+
h

5
N̄3R̄−1N̄T

3 + Sym{N̄1Δ1 + N̄2Δ2 + N̄3Δ3} + hΓT
ijRΓij < 0.

(19)

So we have

V̇ (t) ≤
p∑

i=1

c∑

j=1

ζT (t)ωimjΦ̄ijζ(t)

=
p∑

i=1

c∑

j=1

ωimjζ
T (t)

(
Φ̄1ij + Φ̄2 + Φ̄3 + hΓT

ijRΓij

)
ζ(t) < 0,

(20)

where Φ̄1ij , Φ̄2, Φ̄3, i = 1, 2, ..., p, j = 1, 2, ..., c are defined in (13).
By denoting ωimj as hij , i = 1, 2, ..., p, j = 1, 2, ...c, and using similar alge-

braic manipulations as in the proof of Theorem1, we can get

V̇ (t) ≤
p∑

i=1

c∑

j=1

hijζ
T (t)Φ̄ijζ(t)

≤
p∑

i=1

c∑

j=1

hijζ
T (t)(Φ̄ij − F̄ij + T̄ij +

p∑

r=1

c∑

s=1

h̄rsF̄rs −
p∑

k=1

c∑

l=1

hklTkl)ζ(t),

(21)

where h̄ij ≥ hij is the upper bound of hij , hij ≤ hij is the lower bound of hij ,
F̄ij = F̄T

ij ≥ 0, and T̄ij = T̄T
ij ≥ 0.
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So if

Φ̄ij − F̄ij + T̄ij +
p∑

r=1

c∑

s=1

h̄rsF̄rs −
p∑

k=1

c∑

l=1

hklTkl < 0, (22)

we can obtain V̇ (t) < 0, which means the closed-loop TSFMB control system
(3) is asymptotically stable.

Applying Schur Complement theorem, inequality (22) can be denoted as
⎡

⎢
⎢
⎢
⎢
⎣

Π1

√
hN̄1

√
hN̄2

√
hN̄3

√
hΓ̄T

ij

∗ −R̄ 0 0 0
∗ ∗ −3R̄ 0 0
∗ ∗ ∗ −5R̄ 0
∗ ∗ ∗ ∗ −R−1

⎤

⎥
⎥
⎥
⎥
⎦

< 0, (23)

where Π1 = Φ̄1ij + Φ̄3 + Φ̄4ij , i = 1, 2, ..., p, j = 1, 2, ..., c.
Moreover, as R is symmetric and positive definite matrix, for any scalar σ,

the following inequality holds:
(
σR−1 − X

)
R

(
σR−1 − X

)
> 0. (24)

Then we have
− R−1 < − 2

σ
X +

1
σ2

R̄, (25)

which means inequalities (23) is true, if LMIs (13) holds. Thus, the proof of
Theorem 2 is completed.

5 Numerical Examples

In this section, a numerical example is given to demonstrate the effectiveness of
the proposed methods.

Example 1. Consider a TSFMB autonomous system in the form of (1) with

A1 =
[−2.1 0.1
−0.2 −0.9

]

,A2 =
[−1.9 0
−0.2 −1.1

]

,A11 =
[−1.1 0.1
−0.8 0.9

]

,

A12 =
[−0.9 0
−1.1 −1.2

]

,A21 =
[
0 0
0 0

]

,A22 =
[
0 0
0 0

]

,

ω1(x1(t)) = 1 − 0.5
1 + e−3−x1(t)

, ω2(x1(t)) = 1 − ω1(x1(t)).

Using the stability conditions introduced in literature [1–3,9,10] and Theorem 1
of this paper, respectively to calculate the maximum allowable time-delays. The
results are presented in the following table.

From Table 1, we can see that Theorem 1 of this paper can yield larger max-
imum allowable time-delays h than literature [1–3,9,10], which means the pro-
posed method in this paper is less conservative than the ones in [1–3,9,10].
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Table 1. The maximum allowable time-delays h for Example 1

Method [3] [1] [2] [9] [10] Theorem 2

h 3.37 4.28 4.61 4.64 5.58 7.62

Remark 2. There are two reasons for the less conservative results in Example 1.
First, the introduction of the new integral inequality (4), which is tighter than
other existing integral inequalities. Second, Theorem1 of this paper takes the
information of membership functions into consideration while the methods in
other literature are membership functions independent.

6 Conclusion

This paper concerns the stability and stabilization analysis issue of TSFMB
control systems with distributed time-delay. The imperfect premise matching
methodology has been employed to design fuzzy controller, which allows the
fuzzy controller to use different premise membership functions and different
number of rules from the fuzzy model. Hence, greater design flexibility can be
achieved. Besides, a tighter integral inequality has been applied, and the infor-
mation of the membership functions has been introduced in the criteria as well.
As a consequence, less conservative stability conditions and stabilization cri-
teria have been developed. Finally, a numerical example has been provided to
illustrate the effectiveness of the proposed approach.
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Abstract. Adaptive neuro-fuzzy inference system (ANFIS) is efficient
estimation model not only among neuro-fuzzy systems but also var-
ious other machine learning techniques. Despite acceptance among
researchers, ANFIS suffers from limitations that halt applications in
problems with large inputs; such as, curse of dimensionality and compu-
tational expense. Various approaches have been proposed in literature to
overcome such shortcomings, however, there exists a considerable room of
improvement. This paper reports approaches from literature that reduce
computational complexity by architectural modifications as well as effi-
cient training procedures. Moreover, as potential future directions, this
paper also proposes conceptual solutions to the limitations highlighted.

Keywords: ANFIS · Fuzzy logic · Neural network · Neuro-fuzzy · Big
data

1 Introduction

According to Lofti Zadeh (informally, the fuzzifier of crisp domain) “in human
cognition almost all classes have unsharp (fuzzy) boundaries” [1]. Hence, cou-
pling, embedding or meshing fuzzy ingredients into neural networks with bivalent
logic will enable us to comply with Zadeh’s statement. This marriage of learning
capability of neural network and knowledge representation ability of fuzzy logic
has given birth to fuzzy neural networks. As a result, the drawback of neural
network “black box” – inability to explain decision (lack of transparency), and
weakness of learning in fuzzy logic have been conquered.

According to literature, fuzzy neural networks are able to approximate any
plant with high degree of accuracy; be it engineering, medicine, transportation,
or business and economics, etc. [2]. This success has led to significantly conspic-
uous literature comprising of improvements and modifications [3], applications
[4], and surveys or reviews [2] of fuzzy neural networks. As one of the prominent
neuro-fuzzy systems, adaptive neuro-fuzzy inference system (ANFIS), introduced
by Jang in 1993 [5], has gained remarkable attention from researchers. Neverthe-
less, ANFIS faces major limitations such as curse of dimensionality and training
complexity which restrict applications on problems with large datasets. As [6]
c© Springer International Publishing AG 2017
Y. Tan et al. (Eds.): DMBD 2017, LNCS 10387, pp. 527–535, 2017.
DOI: 10.1007/978-3-319-61845-6 52
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Fig. 1. Basic shapes of membership functions

rightly pointed out a major problem that it is again a problem on making deci-
sions about number, type and initial values of membership functions, initial
rule-base, and input space clustering or partitioning method.

In this study, emphasis is placed on basic concepts and architectural aspects
of ANFIS. The rest of the paper is organized as follows: the subsequent section
explains ANFIS architecture, its strengths and limitations. Solutions to limi-
tations from existing literature are reported in Sect. 3, whereas the conceptual
solutions to the shortcomings are proposed in Sect. 4. Finally, Sect. 5 concludes
the study and highlights future prospects in this area of research.

2 Adaptive Neuro-Fuzzy Inference System (ANFIS)

In machine learning area, FNN – also referred to as fuzzy inference system –
is an effective hybrid of fuzzy logic and neural network which has achieved sig-
nificant success in approximation and control models. Unlike ANN, FNN maps
inputs through input membership functions to the desired output(s) via output
membership functions, and this mapping generates rule-base in the course of
learning. These rules in FNN are directly mapped into the neural structure of
the network. The accuracy of rules depends on appropriateness of type (Fig. 1)
and parameters of membership functions.

ANFIS is based on Takagi-Sugeno-Kangmodel (TSK), or simply Sugeno fuzzy
model, proposed by [7] where a rule Rk can be represented as:

Rk : IFμAi
(x)ANDμBi

(y)THENf = pkx + qky + rk (1)

where k is the number of rules, Ai and Bi are n fuzzy membership functions
of any shape i.e., gaussian, triangular, triopzoidal, etc., denoted by μ in the
antecedent part of the rule Rk, and pk,qk,rk are the linear parameters of conse-
quent part of the kth rule. The parameters of membership functions (antecedent
or premise parameters) and consequent part of the rule (consequent parameters)
are tuned during the training process.

ANFIS five-layers architecture comprises of two types of nodes: fixed and
adaptable (Fig. 2). The nodes in membership function layer and consequent layer
are tunable, the rest of the nodes are fixed.

In Layer 1, the node i is a membership function i.e., triangle, trapezoidal,
or gaussian, etc. For example, if μA1 , μA2 and μB1 , μB2 are the membership
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Fig. 2. ANFIS architecture

functions of gaussian shape with two parameters center (c) and width (σ). Layer
2 calculates the firing strength of a rule via product

∏
operation. Layer 3 is

normalized firing strength of a rule from previous layer. In Layer 4, each node
represents consequent part of fuzzy rule. The linear coefficients of rule consequent
are trainable. Nodes in Layer 5 perform defuzzification of consequent part of rules
by summing outputs of all the rules. Further detail on computation performed
in ANFIS can be found in the related paper [7].

ANFIS learns by tuning all its tunable parameters (c, σ and pk,qk,rk) in
order to map input to the desired output with minimum error. The default
ANFIS learning algorithm employs gradient descent (GD) for tuning member-
ship functions and least square estimation (LSE) for training the consequent
parameters. It is a two pass learning process as presented in Table 1.

Table 1. Two-pass ANFIS learning algorithm

Forward pass Backward pass

Antecedent parameters Fixed GD

Consequent parameters LSE Fixed

Signals Node outputs Error signals

The two pass learning algorithm tunes consequent parameters by LSE in
forward pass and while back-propagating error back to first layer, it updates
membership functions using GD. Since, GD is influenced by back propagation
(BP) algorithm of ANN, which has the drawback to be likely trapped in local
minima [8]. On the other hand, the convergence of gradient method is also very
slow; depending on initial parameter values.

2.1 Strengths and Limitations of ANFIS

The success of ANFIS can be attributed to the robustness of results it provides
[2]. ANFIS has as highly generalization capability as neural networks and other
machine learning techniques [4]. ANFIS is able to take crisp input, represent in
the form of membership functions and fuzzy rules, as well as, again generates
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crisp output out of fuzzy rules for reasoning purpose. This provides room for
applications that involve crisp inputs and outputs. It is exceptionally potential
tool yet to be explored in various other non-linear and complex approximation
and control problems.

The computational cost of ANFIS is high due to complex structure and gra-
dient learning. This is a significant bottleneck to applications with large inputs.
Broadly, the limitations are: (a) the type and number of membership functions;
(b) the location of a membership function; and (c) the curse of dimensionality [9].
Additionally, the trade-off between interpretability and accuracy is considered
as crucial problem.

In ANFIS, tunable parameters consist of membership function parameters
and consequent parameters. This demands efficient training mechanism that
can tune the parameters more effectively. The parameter complexity is directly
related to computational cost. Therefore, the more the parameters in ANFIS
architecture, the more is the training and computational cost. This is explained in
Table 2 as case study of Iris Classification Dataset [10]. Here, ANFIS-1 is created
by genfis1 command in MATLAB which generates ANFIS with grid partitioning
method. ANFIS-2 is the one generated with subtractive clustering using genfis2
command in MATLAB. And, ANFIS-3 is the network structure generated with
fuzzy c-mean clustering approach using genfis3 command in MATLAB [8].

Table 2. Computational complexity of different ANFIS networks: Iris as case study

ANFIS type Inputs MF type (params) MFs MFs

params.

Total

rules

Conseq.

params.

Total

params.

Training RMSE

ANFIS-1 n=4 Trapezoidal (p=4) m=3 48 r=81 405 453 0.00062849

ANFIS-1 n=4 Bell (p=3) m=3 36 r=81 405 441 5.9994e–05

ANFIS-1 n=4 Triangle (p=3) m=3 36 r=81 405 441 8.5363e–05

ANFIS-1 n=4 Guassian (p=2) m=3 24 r=81 405 429 5.8176e–05

ANFIS-2 n=4 Guassian (p=2) m=11 88 r=11 55 143 0.0043667

ANFIS-3 n=4 Guassian (p=2) m=15 120 r=15 75 195 0.00011801

It is obvious from total number of parameters 453 in Table 2 that maximum
computational complexity is in case of ANFIS-1 generated using grid partition-
ing methods, as it involves maximum number of tunable parameters. This also
influences the computational time as well to reach its peak. In other cases of
ANFIS-1, the one which employs gaussian membership function, involves least
number of parameters, however, it still maintain high computational complexity
as compared to ANFIS-2 and ANFIS-3. On the other hand, in terms of accuracy,
ANFIS-1 generates best results among all the other types of ANFIS models as
grid partitioning produces all possible rules to interpret the problem in hand.
ANFIS2 and ANFIS3 cut computational complexity but suffer from the loss of
accuracy.

Moreover, in terms of interpretability, ANFIS with grid partitioning produces
a large number of rules which indeed cannot be easily understood by model users.
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Hence, interpretability is highly compromised, even though, the large number
of rules contribute to improvement in model accuracy. This is expressed via
Fig. 3 that more rules tend to produce better accuracy. Though, on the other
hand, it is difficult to interpret the designed model. Contrarily, reducing the
rule-base may result in low accuracy. Therefore, this tradeoff is difficult to solve
[11]. In this paper, other than accuracy and interpretability mentioned in [11],
computational complexity is additionally expressed in Fig. 3. Other than grid
methods, in clustering approaches, the partitioning of input space is performed
with the clustering input-output data. This raises concerns of how to label the
partitioned membership functions as partitioning is performed on data with non-
linear and complex characteristics.

Fig. 3. Interpretability vs. accuracy/computational complexity in fuzzy system

ANFIS is good when the number of inputs is not more than five. The more
the inputs, the higher will be computational expense of ANFIS-based model.
Majority of the applications have been found with inputs not more than 5 i.e.,
[12,13], etc. However, a few studies are found with slightly greater than 5 inputs;
e.g., [14] used 6 inputs. It seems that ANFIS is difficult to implement in Big Data
paradigm.

3 Solutions to Limitations from Literature

The limitations of ANFIS motivated researchers to find better alternatives.
In this section, such significant contributions from the existing literature are
reported.

Mainly, regarding parameter training and computational effort, there are
three approaches proposed in literature: reducing rule-base (discussed below),
reducing number of parameters, and efficient training methods. The ANFIS rules
are minimized to shrink the number of parameters as well as to reduce compu-
tational effort along with achieving acceptable accuracy. These approaches are



532 M.N.M. Salleh et al.

discussed below. A novel approach to addressing the excessive computational
effort in ANFIS was proposed in [15]. In this research, third layer which nor-
malizes the rule strength is removed. However, this approach still uses hybrid
learning algorithm as typical ANFIS. In order to propose efficient training meth-
ods, many researchers trained ANFIS parameters using metaheuristic algorithms
either in the hybrid with least square or gradient decent, or training all the para-
meters with metaheuristic algorithm alone. [16] employed cat swarm optimiza-
tion (CSO) algorithm with gradient descent to training membership function
parameters and consequent parameters, respectively. [17] proposed a hybrid of
particle swarm optimization (PSO) and least square method to tune premise
and consequent parameters, respectively. [18] proposed a variant of artificial bee
colony (ABC) algorithm to tune all the ANFIS parameters.

According to [11], dealing with parameter optimization for accuracy and rule
generation for interpretability simultaneously is a known trade-off problem. To
overcome this, this study proposed using metaheuristic algorithm, particle swarm
optimization (PSO), for tuning all the ANFIS parameters including membership
function and consequent parameters. Here, insignificant rules are pruned to select
only best rules are selected for the final ANFIS structure. This way, ANFIS para-
meters are efficiently trained, as well as, the problem of interpretability is also
addressed through rules reduction. In-fact, there is one draw-back of this app-
roach as it adds extra layer – hence adding computational effort – to the ANFIS
structure after membership function layer, which modifies membership functions
according to error measure. After this, by applying an error threshold, insignif-
icant rules are pruned later on. Another approach presented by [3] employed
a method, called hierarchical hyperplane clustering synthesis (HHCS), which
increases rules to the ANFIS rule-base constructively until the desired accuracy
is achieved. This research achieves interpretability by producing the optimum
rule-base. However, this approach still relies on typical parameter tuning algo-
rithms like gradient descent and least square estimation. Moreover, similar to
previously discussed technique, this research also makes ANFIS structure more
complex. Other than clustering techniques, in study [19], ANFIS rule-base is
reduced using Karnaugh Map while designing traffic signal controller. In this
method, rules are mapped into K-Map so that minimum map that represents
reduced rules with high accuracy.

As mentioned earlier, due to input constraints, ANFIS applications found in
literature involve 5 to 7 input variables. However, input selection techniques are
integrated with ANFIS models to first reduce the number of inputs to select best
suitable inputs, and then apply ANFIS on the selected inputs. Such as, [20] first
selected 4 out of 8 inputs and then employed ANFIS to approximate the desired
model. More of such tactics can be found in [21].

4 Proposed Conceptual Solutions

In response to limitations identified previously, this paper proposes conceptual
solutions that can act as potential future directions in research related to ANFIS
performance improvement.
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Table 2 reveals that ample number of rules produces better accuracy of the
ANFIS output. In this connection, grid partitioning is useful method that gener-
ates maximum number of rules. That said, it also increases computational cost
as consequent part of rules contains most of the parameters. Therefore, fourth
layer which holds linear coefficients shares most of the computational cost of
training algorithm. The removal of fourth layer may contribute to reduction of
computation hence ANFIS architecture can be reduced to four layers. Further-
more, instead of gradient based learning mechanism in typical ANFIS, meta-
heuristic algorithms can be employed to train all the parameters. This will not
only reduce computational complexity of ANFIS but also apply efficient training
using metaheuristic paradigm.

Additional to layer reduction approach discussed before, rules can also be
reduced by selecting potential rules for producing the most suitable rules set to
address the trade-off of lessening computational cost, increasing accuracy and
also enhancing interpretability. This approach, may apply threshold for error
tolerance on fourth layer to filter the rules that best meet the error criteria.
Rule minimization by selecting suitable rule-set for producing powerful rule-
base, that contains only the rules that contribute the most in accuracy of the
model, thus can be achieved.

5 Conclusion

In this research work, an overview of ANFIS architecture has been presented
in order to highlight the computational complexity of the network. The num-
ber of parameters and rules play crucial part in increasing the computational
cost of ANFIS-based models. Moreover, different limitations such as curse of
dimensionality, interpretability of rules, and parameter training are the major
hurdles that need to be overcome for the implementation in problems with larger
number of inputs. This is the reason, ANFIS is often integrated with additional
techniques for input selection, rule reduction and parameter tuning, which again
increases the complexity of the designed model. Various structural and parame-
ters optimization techniques have been proposed in literature, however, there
is enough room of improvement in ANFIS architecture so that applications in
larger problems can be achieved easily. To overcome these issues, conceptual
solutions have been proposed in this research, which reflect interesting future
research directions.
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20. Polat, K., Güneş, S.: An expert system approach based on principal component
analysis and adaptive neuro-fuzzy inference system to diagnosis of diabetes disease.
Digit. Signal Proc. 17(4), 702–710 (2007)
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Abstract. We consider an approach to automatic knowledge acquisition through
machine learning based on integration of two basic paradigms of reasoning – case-
based and rule-based reasoning. Case-based reasoning allows to use high-
performance database technology for storing and accumulating cases, while rule-
based reasoning is the most developed technology for creating declarative knowl‐
edge on the basis of strong logical inference. We also propose an improvement
of classification algorithm through extraction of fuzzy rules from cases. We have
obtained higher classification accuracy for various membership functions and for
sequentially reducing amount of training sample by application of special strat‐
egies for expanding the scope of fuzzy rules in the control sample classification.

Keywords: Knowledge-based systems · Case-based reasoning · Rule-based
reasoning · Fuzzy rules · Classification

1 Introduction

An important stage in building knowledge-based systems (KBS) is the choice of knowl‐
edge representation model for creating knowledge base. The first KBS appeared in 1970-
s were based on rules. When implementing rule-based KBS, developers faced many
challenges. The major one is the problem of knowledge elicitation and formulating it in
the form of a set of rules. Most often, the experts intuitively make decisions based on
their vast experience, without hesitation, what rules they apply in this or that case. Parti‐
tioning a specific behavior of an expert into separate building blocks such as rules is a
very complicated problem requiring high skilled specialists. Thus, acquisition of knowl‐
edge is the key problem of rule-based reasoning (RBR) systems.

However, since 1980s an alternative reasoning paradigm has increasingly attracted
more and more attention. Case-based reasoning (CBR) solves new problems by adapting
previously successful solutions to similar problems, just as a human does it. The paper
[1] of Shank is widely cited to be the origins of CBR. In this work it has been proposed
to generalize knowledge about previous situations and store them in the form of scripts
that can be used to make conclusions under similar conditions. Later Shank continued
to explore the role that dynamic memory about previous situations (cases), represented
as a knowledge container, plays both in the process of decision making and in the process
of learning [2]. The model of dynamic memory became a basis for the creation of a
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number of other systems: MEDIATOR [3], CHEF [4], PERSUADER [5], CASEY [6]
and JULIA [7].

CBR allowed to overcome a number of restrictions inherent to the rule-based systems
[8]. The acquisition of knowledge in CBR is reduced to identification of essential
features and accumulation of decision making stories (cases) described by the features,
that is much easier task than building an explicit knowledge model of the application
domain. There are different ways of presenting and storing cases – from simple (linear)
to complex hierarchical ones.

At the same time there are two essential shortcomings of traditional CBR. The first
one is that description of the cases does not usually take into account the deeper knowl‐
edge of the application domain. The second one reveals itself when the number of cases
accumulated in the knowledge base becomes great. The large case base results in reduced
system performance. Very often the search dictionaries and algorithms for determining
similarity are needed to debug manually. These shortcomings could neutralize the bene‐
fits of case-based approach.

In order to overcome these disadvantages CBR has been widely integrated with other
methods in various application domains [9, 10]. Some systems (ADIOP, CADRE,
CADSYN, CHARADE, COMPOSER, IDIOM, JULIA) integrated CBR with constraint
satisfaction problem (CSP). Some systems (ANAPRON, AUGUSTE, CAMPER,
CABARET, GREBE, GYMEL and SAXEX) combined CBR with RBR. It is worth to
note that the first prototype of the system, integrating CBR with RBR was CABARET
[11]. In [12] it is proposed possible connection of CBR with RBR and its application to
the financial domain implemented in the MARS prototype system.

In present paper, an original approach is proposed in which it is possible the dynamic
interaction of both CBR and RBR models of knowledge representation and its applica‐
tion to the task of cases classification. Section 2 provides a hybrid model of dynamic
interaction of CBR and RBR. In Sect. 3 we give the method of transformation of a set
of cases into the system of fuzzy classification rules and discuss its improvement.
Section 4 contains some experimental results and their explanation.

2 Dynamic Integration of CBR and RBR

The interaction between the employees of the organization on solving the important
tasks generates creation of new knowledge. In the process of knowledge transformation
both its forms are used: non-formalized and formalized knowledge. While creating new
knowledge the formalized (explicit) knowledge and non-formalized (tacit) knowledge
interact in four ways: socialization, externalization, combination, internalization
according to SECI model (Socialization, Externalization, Combination, Internalization
[13]. Sequential alternation of four processes - socialization, externalization, combina‐
tion, internalization - creates a spiral of knowledge. The process is developing by spiral
consistently through these four stages.

In the previous section we described two basic approaches to knowledge represen‐
tation - case-based and rule-based approaches. Both models have their advantages and
disadvantages. Therefore, in practice it would be reasonable to join advantages of both
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approaches. The combination of these approaches could be represented as cyclic knowl‐
edge transformation from case-based form to the rule-based and vice versa, as shown
in Fig. 1, by the analogy with Nonaka-and-Takeuchi spiral [13].

Fig. 1. Transformation of knowledge between case base and rule base

At the initial stages of the KBS life cycle, when there is no insight into the application
domain, it is advisable to use a case-based model in which the knowledge is represented
by relevant precedents (cases) of decision making (stage I). To create a precedent it is
necessary to determine a set of features that uniquely determine the situation and the
specific solution made in this situation. A simple linear form of the case can be presented
as (n + 1) - dimensional tuple

CASE = (x1, x2, x3,… , xn, s), (1)

where x1, x2, x3,… , xn are the features identifying the situation, s is a solution to the
problem defined in the case. Subsequently, with the deepening into the problem domain,
possible complication of the case structure is possible, through, for example, the intro‐
duction of hierarchy and other relationships between the features.

Already at the earliest stages of the KBS development it is possible to extract, adapt
and apply cases in solving the current problems. After applying the case from the
knowledge base to the current situation, a new precedent is recorded to the case base for
future use. Note that in terms of Nonaka-and-Takeuchi cycle, we do not carry out the
formalization of knowledge here. Moreover, we do not try to analyze why the solution
is made (i.e. we do not try to transform tacit knowledge into the formal representation),
but we simply fix the fact of tacit knowledge in a particular case.

As soon as we accumulate sufficient volume of decision-making cases and deepen
our knowledge on the basis of analyzing the case base, it is possible to carry out the
formalization of knowledge, contributing to the transformation of tacit knowledge into
the explicit one (stage II). Machine learning offers a variety of approaches to extract
knowledge from data (simple cases). In this article we consider the problem of obtaining
a set of formal rules for classification of cases. Classification allows, on the one hand,
to arrange a space of cases in order to improve the retrieving performance. On the other
hand, classifying rules are formal knowledge of higher level than simple cases. They
can be meaningfully analyzed by an expert who can get possibly new information for
decision-making in the future.
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If we have simple cases of the form (1), we could apply, for example, decision tree
method [14] to this sample of cases, in which the intermediate nodes of the tree corre‐
spond to the features x1, x2, x3,… , xn, and terminal nodes are the classes to which solu‐
tions belong. Another method of forming a set of fuzzy rules for cases classification is
given in the next section and based on the original papers [15–17].

The transition to a rule-based model means that we obtain the explicit (formalized)
form of knowledge, able to explain the cause-and-effect relationships in the application
domain. Such reasoning could be presented to experts for analysis and interpretation
(stage III of knowledge transformation cycle). The important point at this stage is the
resolution of conflicts arising in a system of rules (conflicting rules lead to different
conclusions for the same premises).

At the stage IV the accumulation of new cases takes place using the received version
of a decision support system. New cases can be obtained from application of logical
inference methods to the knowledge base consisting of rules and facts (cases), and also
as a result of CBR-cycle, adapting old cases from the knowledge base to new problems.
Getting new cases means the use of formal (explicit) knowledge and turning them into
the implicit (tacit) form.

The considered cycle of knowledge transformation is repeated further on the next
level. As soon as our knowledge about application domain deepen it is possible to make
the structure of cases more complex by transition from the linear parametric form to the
hierarchical or more complex logical form. At each stage of the proposed cycle, the
conversion is made of the implicit knowledge into the explicit form, or vice versa, and
each new turn of the spiral brings additional new aspects and dimensions to the knowl‐
edge of the application domain.

3 Method of Cases Classification Through Fuzzy Rules

Here we consider the method of obtaining fuzzy rules from cases in application to the
problem of cases classification. The idea of the method is as follows. Consider arbitrary
case of the form (1), where the features x1 ∈ X1, x2 ∈ X2, x3 ∈ X3,… , xn ∈ Xn, and the
solution variable s belongs to a certain set of classes D = {d1, .d2,… , dm}. Without loss
of generality we assume that the features are numerical and sets X1, X2, X3,… , Xn are
continuous numerical intervals.

Define linguistic variables Vi corresponding to the features xi, i = 1, n. Let each vari‐
able Vi has J term-values A(j)

i
 that are fuzzy sets determined by membership functions

𝜇A
(j)

i

, on the universal sets Xi, j = 1, J. Then the rule Rule corresponding to the case (1),
is formulated as follows:

Rule: IF V1 = F(x1)&…&Vn = F(xn) THEN R = d (2)

where R is the classifying variable, d ∈ D, F(xi) is a fuzzy term-value which the linguistic
variable Vi accepts as a result of fuzzification of the feature xi:
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F(xi) = A
(j∗)

i
, where j∗ = arg max

j=1,J
𝜇A

(j)

i

(xi). (3)

Then, knowledge base consisting of a set of rules from the initial case base is formed
in accordance with the following algorithm.

An algorithm of obtaining fuzzy classification rules from case base

Step 1. Define the number and the type of membership functions and universal sets Xi

for each linguistic variable Vi corresponding to the feature xi.
Step 2. Determine fuzzy rule Rule, of the form (2) for each case of the form (1).
Step 3. Assign truth degree TD(Rule) to each rule. The simplest way to do this is to

compute minimum of all 𝜇A
(j∗)

i

(xi) for every xi and fuzzy sets A(j∗)

i
 defined by the

formula (3) as a result of fuzzification for each rule Rule of the form (2). The
result is obtained in the following way

TD(Rule) = min
i=1,n

𝜇A
(j∗)

i

(xi) = min
i=1,n

max
j=1,J

𝜇A
(j)

i

(xi). (4)

Step 4. Resolve conflicts between the rules. After the step 2 we obtain a set of rules
uniquely corresponding to the set of cases. But this set can contain subsets of
the rules with the same premises. These rules can have the same or different
conclusions (solutions d ∈ D). If for all rules in such subset we have the same
conclusion we simply remove all duplicate rules from the set except one. For
the rules with conflicting conclusions, we propose two different strategies for
classification problem. In each case we leave only one rule in the subset with
conflicted conclusions in the rule base. Let we have a subset of rules Rule1,…,
Rulem with the same premise. Divide the set of indexes I = {1, 2,… , m} into
K subsets I1,I2,…,IK corresponding to the classes of solutions d1, d2,…, dK in the

conclusions of the rules (3), dim Ik = mk, 
K∑

k=1
mk = m.

The first strategy of resolving conflicts is to obtain the optimal rule

l∗ = arg max
l∈I

TD(Rulel), (5)

and then to choose a solution d corresponding to the conclusion of this optimal rule. The
second strategy of resolving conflicts is a bit more complex. The optimal solution dk∗

that is assigned to the conflicting set of rules could be obtained as follows

k∗ = arg max
k
(
∑

i∈Ik

TD(Rulei)). (6)
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4 Experimental Results

In this section we investigate the proposed approach with the data set Iris (available at
http://archive.ics.uci.edu/ml/) with 150 cases, characterized by 4 features (n = 4), which
are classified into 3 classes (K = 3) through classifying attribute.

In the first experimentation, we randomly selected training sample of given size (120
cases) from Iris set, while the rest of the data (30 cases) was used as a control sample.
Then, for each feature, minimum and maximum values were determined from the
training sample. The obtained intervals were used as the universal sets for corresponding
linguistic variables. Then we divided each universal set Xi into equal intervals for three
variants of choosing the number of term-values A(j)

i
, j = 1, J: J = 3,5 and 7 (Jdoes not

depend on i) for membership functions (3MF, 5MF and 7MF). We also considered two
classes of MF – linear (class T) and quadratic (class S).

Then a set of fuzzy classifying rules obtained as a result of machine learning algo‐
rithm was applied to control sample to compute an accuracy of classification as a ratio
of correctly classified cases to the general volume of the control sample. In Table 1 we
presented the results of classification accuracy for two strategies of control sample
classification with linear membership functions (3MF, 5MF and 7MF).

Table 1. Classification accuracy for two strategies of control sample classification with linear
membership functions (3MF, 5MF and 7MF)

Control accuracy for strategy 1 Control accuracy for strategy 2
Number of trial 3 MF 5 MF 7 MF 3 MF 5 MF 7 MF

1 0,90 0,83 0,83 0,97 0,88 0,88
2 0,87 0,80 0,63 0,93 0,92 0,78
3 0,97 0,77 0,73 0,95 0,83 0,83
4 0,80 0,63 0,63 0,97 0,83 0,83
5 0,83 0,73 0,57 0,95 0,88 0,77
6 0,87 0,83 0,60 0,95 0,90 0,82
7 0,80 0,70 0,63 0,97 0,88 0,83
8 0,90 0,77 0,70 0,95 0,85 0,78
9 0,93 0,83 0,73 0,93 0,85 0,83

10 0,87 0,67 0,80 0,97 0,87 0,83
Average 0,88 0,76 0,69 0,95 0,87 0,82

From Table 1 we can see that the best results were obtained for 3MF. Reducing in
the accuracy for 5MF and 7MF could be explained by the fact that the number of possible
combinations of preconditions in the rules increases significantly, so classification on
the control sample fails because of the lack of appropriate rule for the classified case.
Therefore we compare two types of control cases classification. For the first strategy we
apply each rule only to exactly corresponding control cases. If there are no appropriate
rules, incorrect classification is registered. For the second strategy, if there is no appro‐
priate rule to classify the control case, we exclude one feature and try to find classifying
rule for reduced number of features (Here we assume that the excluded feature is not
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important for classification). The first appropriate rule is applied for classification of the
corresponding case. The second strategy permits to improve the results of cases classi‐
fication. The experiments were performed ten times, each time having arbitrary set of
cases for training.

In Table 2 we give classification accuracy for linear and quadratic membership
functions (class T and S for 3MF). Here we can see that for smoother membership
functions (class S) the classification accuracy is better.

Table 2. Classification accuracy for two strategies of control sample classification with linear
and quadratic membership functions (class T and S for 3MF)

Control accuracy for strategy 1 Control accuracy for strategy 2
Number of trial Class T Class S Class T Class S

1 0,90 0,97 0,97 0,98
2 0,87 0,97 0,95 0,97
3 0,93 0,93 0,98 0,95
4 0,87 0,97 1,00 0,93
5 0,87 0,83 0,98 0,95
6 0,85 0,92 0,95 1,00
7 0,87 0,88 0,95 0,93
8 0,82 0,90 0,95 0,92
9 0,87 0,87 0,98 0,98

10 0,85 0,90 0,97 0,95
Average 0,87 0,91 0,97 0,96

Figure 2 gives visual illustration of comparison between the three classes of linear
membership functions (3MF, 5MF and 7MF) for sequentially reducing volume of
training sample. Here we can observe that the classification accuracy for sequentially
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Fig. 2. Classification accuracy for sequentially reducing volume of training sample for linear
membership function (T) for 3MF, 5MF and 7 MF
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reducing volume of training sample (from 90 cases to 30) remains quite high. The results
could be explained by the fact that the number of rules obtained from the initial training
sample of 150 cases was not more than 17 in all the experiments. If we randomly choose
less amount of cases for training, the information content (or representativeness) of the
sample remains still high.

Thus, we have proposed rather simple method of generating classification rules from
case base that can be used in the cycle of knowledge transformation in the KBS. Despite
the simplicity we have achieved quite high accuracy of classification even for sequen‐
tially reducing volume of training samples. We believe that accuracy of classification
can be improved further through the extension of the rule structure (2) by introducing
disjunctions into a conjunctive premises as well as considering the possibility of
reducing the number of the rule premises by leaving the most informative ones, that is
the subject of further research.
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